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A B S T R A C T

Liquid phase exfoliation followed by Langmuir-Blodgett self-assembly (LBSA) is a promising method for scalable
production of thin graphene films for transparent conductor applications. However, monolayer assembly into
thin films often induces a high density of defects, resulting in a large sheet resistance that hinders practical use.
We introduce UV/ozone as a novel photochemical treatment that reduces sheet resistance of LBSA graphene
threefold, while preserving the high optical transparency. The effect of such treatment on our films is opposite to
the effect it has on mechanically exfoliated or CVD films, where UV/ozone creates additional defects in the
graphene plane, increasing sheet resistance. Raman scattering shows that exposure to UV/ozone reduces the
defect density in LBSA graphene, where edges are the dominant defect type. FTIR spectroscopy indicates binding
of oxygen to the graphene lattice during exposure to ozone. In addition, work function measurements reveal that
the treatment dopes the LBSA film, making it more conductive. Such defect patching paired with doping leads to
an accessible way of improving the transparent conductor performance of LBSA graphene, making solution-
processed thin films a candidate for industrial use.

1. Introduction

Graphene, with its high optical transparency and low sheet re-
sistance, is an excellent choice for transparent electrodes in various
optoelectronic devices [1]. For such applications, transparency in the
visible part of the spectrum should be above 80%, while the sheet re-
sistance should be low enough for practical use, all while keeping
production costs to a minimum. In the past decade, numerous research
efforts were performed to achieve production of thin graphene films
usable in practical applications [2–4]. Although chemical vapor de-
position (CVD) yields graphene sheets of high quality that can be scaled
for industrial use [5], the method is generally regarded as costly [6] and
alternative methods are being sought that satisfy the quality/cost tra-
deoff. Liquid phase exfoliation (LPE) [7] is the most perspective way of
obtaining large quantities of exfoliated graphite in solution at reason-
able production costs. Nevertheless, all solution-processed graphene
needs to be controllably assembled into thin films of satisfactory quality
for transparent conductor applications. A number of film assembly
strategies exist, such as evaporation-based assembly, assisted, and mi-
cropatterned assembly [8]. Each specific thickness and arrangement of

graphene sheets in a thin film directly affects physical properties of the
film [9] and device performance. Langmuir-Blodgett (LB) and Lang-
muir-Schaefer (LS) deposition, based on surface-tension induced self-
assembly of nanoplatelets at an interface of two liquids or a gas and a
liquid, are prime candidate methods for production of large-scale,
highly transparent thin graphene films [10,11]. However, all self-as-
sembled films suffer from a large density of defects that often leads to a
high sheet resistance of deposited film. Conversely, the large defect
density offers an opportunity for surface treatment such as annealing,
chemical doping and functionalization [3,12], all of which can reduce
sheet resistance or produce other desirable effects. The susceptibility of
a film to treatment as well as its initial sheet resistance depend on the
nature of the prevalent defects, such as impurities, vacancies, nano-
platelet edges, and topological defects, as well as the defect density. For
example atoms located at the edges of a graphene sheet exhibit higher
reactivity compared to those in the basal plane, making the ratio of the
density of edge atoms to basal-plane atoms the determining factor for
the efficiency of surface modification [13]. It is thus imperative to
carefully study the nature and density of defects in any thin film
transparent conductor, especially when considering physical or
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chemical treatment to enhance the film’s practical usability.
Here, we report characterization of the defect type of Langmuir-

Blodgett self-assembled (LBSA) films from LPE graphene and sub-
sequent defect patching with UV/ozone (UVO) treatment. We observe
the effects that photochemical oxidation has on our films exposed to
ozone, a very important gas adsorbate that significantly alters the
properties of materials through doping, affecting the performance of
electronic devices [14–16]. As shown earlier, oxidation spreads from
edges inwards across the entire surface of graphene flakes [17]. When
applied even for a short time to mechanically exfoliated and monolayer
CVD graphene, UVO leads to significant defect generation resulting in
an increase of sheet resistance [18,19]. Ozone reacts with the edge sites
of CVD graphene until reaching a saturation point. Beyond saturation,
the basal plane becomes more susceptible to oxidation, resulting in the
replacement and relief of carbon atom defects. We find that nanopla-
telet edges are the dominant defect type in our films, in contrast to
CVD-grown graphene and earlier reported mechanically exfoliated
graphene, where charged impurities and covalently bonded adatoms
are the limiting factor for carrier mobility [20]. We treat the film sur-
face with UVO and find that the sheet resistance decreases by a factor of
3, while optical transparency throughout the visible part of the spec-
trum remains high (> 80%) and virtually unchanged. Measurements of
the surface work function indicate that doping is responsible for the
decrease in sheet resistance. FTIR spectroscopy confirms formation of
oxygen-containing groups after UVO treatment. With a careful analysis
of Raman spectra, we find that the density of defects decreases with
treatment, yielding an increase in the carrier mean free path, while
edges remain the dominant defect type, all indicating that the ozone
binds predominantly to the edges of graphene nanoplatelets. We per-
form the same UVO treatment on CVD graphene and show that on
monolayer CVD graphene, UVO has a detrimental effect on sheet re-
sistance. We also treat thick CVD-grown multilayer graphene films,
which prove to be robust against UVO treatment, although such films
have very low optical transparency. Furthermore, in order to under-
stand the experimental results we theoretically analyze deposition of an
ozone molecule on the edges of a wide graphene nanoribbon (GNR) as a
nanosystem that well approximates LBSA film. After we determine the
deposition mechanism, we present electronic and transport properties
of such oxidized ribbons. Hence, transport and work function mea-
surements indicate increased film doping, AFM indicates that no major
macroscopically observable morphological changes are made on the
film, Raman resolutely points to edge patching as the dominant inter-
action mechanism, while FTIR shows that oxygen binding to the gra-
phene lattice occurs during treatment. Our experimental study is firmly
backed by ab-initio calculations that indicate that ozone species binding
to edges will increase film conductivity. We thus conclude that UVO
treatment is a good option for reducing sheet resistance of LBSA LPE
graphene films, bringing the electronic performance of these sheets
closer to that of CVD graphene which is produced at a higher cost.

2. Methods

A graphene dispersion was prepared from graphite powder (Sigma

Aldrich, product no. 332461) from a concentration of 18mgml−1 in N-
Methyl-2-pyrrolidone (NMP, Sigma Aldrich, product no. 328634), ex-
posed to 14 h of sonication in a low-power sonic bath. The resulting
dispersion was centrifuged for 60min at 3000 rpm in order to reduce
the concentration of unexfoliated graphite. The resulting dispersions
were used to form films approximately 3 nm thick by LBSA, in the same
way that we demonstrated in our previous work [12,21]. A small
amount of graphene dispersion is added to a water-air interface and
after the film is formed, it is slowly scooped onto the target substrate
(Fig. 1a). Glass and SiO2/Si are used as substrates.

For single-layer CVD studies, we used commercially available
monolayer CVD graphene grown on 20 μm thick copper foil (Graphene
Supermarket) and transferred onto SiO2/Si substrate with a home-built
automatic transfer system using ammonium persulfate ((NH4)2S2O8)
0.3 M as copper etchant [22]. For multilayer CVD studies, we used
multilayer graphene with an average thickness of 105 nm (about 300
monolayers) grown on 25 μm-thick nickel foil (Graphene Supermarket).
We etched away the nickel foil in a 0.25M solution of ferric chloride
(FeCl3) in water, yielding a floating multilayer graphene film which was
scooped out of the solution onto a SiO2/Si substrate in the same way as
already reported for multilayer graphene condenser microphones [23].

Photochemical oxidation (UVO treatment) is performed by exposing
the graphene films to ultraviolet radiation and ozone for 3, 5, 15 and
30min at a 50 °C chamber temperature and ambient pressure in a
Novascan UV/ozone Cleaner by converting oxygen from ambient air to
ozone using a high intensity mercury lamp (Fig. 1b). We perform the
treatment in a standard commercially available UVO cleaner and ac-
knowledge that while varying the intensity of the radiation and/or the
concentration of ozone gas may lead to interesting results, it will be part
of a subsequent study.

For optical characterization, UV–VIS spectra were taken using a
Perkin-Elmer Lambda 4B UV/VIS Spectrophotometer. The oxidation
process was characterized using a TriVista 557 S&I GmbH Micro Raman
spectrometer (λ=532 nm) at room temperature. FTIR spectra were
measured with a Thermo Scientific Nicolet 6700 FT-IR spectrometer in
the diffuse reflectance infrared Fourier transform (DRIFT) mode. The
resistance of each sample was measured in a two-point probe config-
uration and the sheet resistance was obtained by considering sample
geometry factors. The work function measurement is performed with
Kelvin probe force microscopy (KPFM, NTEGRA Spectra), prior to and
after photochemical treatment of our graphene films.

The calculations are done using density functional-based tight
binding method (DFTB) [24,25] with self-consistent charge correction
as implemented in the DFTB+ code [26]. Spin polarization was in-
cluded in calculations. This method has a proven record of various
applications to graphene and graphene nanoribbons [27–30]. Transport
properties are calculated by DFTB augmented with the Green’s func-
tions formalism [31]. Since the atomic structure of LBSA graphene is
dominated by edges, we consider GNR a suitable nanosystem that well
approximates the nanoflakes in our experiment. For this purpose we
model a wide GNR with width 2 nm. The interaction between electronic
clouds of two GNR edges is small for such a wide ribbon, hence its
electronic properties are equal to the asymptotic limit of wide ribbons

Fig. 1. (a) Schematic of Langmuir-Blodgett self-assembly (LBSA) on a water-air interface (1: film formation, 2: substrate immersion, 3: film deposition), NMP is N-
Methyl-2-pyrrolidone; (b) Schematic of film exposure to photochemical oxidation.

T. Tomašević-Ilić et al. Applied Surface Science 458 (2018) 446–453

447



[32]. The periodic (infinite) edges of GNR correspond to the flakes in
the experiment, which have large circumferences, i.e. long edges. Uti-
lization of GNR instead of nanoflakes per se is not only physically
equivalent but also numerically much more tractable.

3. Results and discussion

Fig. 2a depicts the sheet resistance of graphene films upon exposure
to UVO. Prior to exposure, the sheet resistance of LBSA graphene (red
circles) is above 80 kΩ/sq. Upon exposure, the sheet resistance de-
creases rapidly within the first 5 min, reaching a value below 30 kΩ/sq,
an approximately 3-fold reduction. At those exposure levels, oxidation
reaches a saturation point and remains stable for longer exposure times.
Single layer CVD graphene exhibits a pronouncedly different behavior
(violet circles), starting from a very low value of sheet resistance which
gently rises after 5mins of exposure, dramatically increasing for longer
exposures. After 15min of treatment, sheet resistance of CVD graphene
is still 3–4 times smaller than that of LBSA graphene, whereas after
30min of exposure LBSA graphene exhibits 4 times smaller sheet re-
sistance. Multilayer CVD graphene (blue circles) has a sheet resistance

of ∼8 kΩ/sq, which changes only slightly even for long exposures to
UVO.

It is expected that CVD graphene compared to LBSA graphene boasts
a lower sheet resistance, which is inherently related to carrier mobility.
Carrier mobility is inversely proportional to the density of scattering
defects, which should be small in CVD graphene. LBSA graphene
morphology has an abundancy of nanoplatelet edges [21] that act as
scattering centers and have a detrimental effect on initial sheet re-
sistance. However, with UVO treatment, that resistance decreases,
pointing to a reaction of ozone with existing defects [17]. On CVD
graphene, the few edge sites are quickly fully saturated by ozone mo-
lecules, forcing the molecules to deposit their energy by formation of
defects or through adsorption, thus creating new point defects on the
basal plane, having a detrimental effect on sheet resistance [19]. In
multilayer graphene, UVO has little effect on sheet resistance because
the ozone molecules react with the top layers only, whereas charge
transport takes place through the entire volume of the sheet.

To examine the origins of decreasing sheet resistance with UVO
treatment, we measure the surface work function (WF) with KPFM.
Fig. 2b depicts KPFM maps of the contact potential difference (CPD)

Fig. 2. (a) Sheet resistance of LBSA, CVD-grown single- and multilayer graphene films as a function of UVO exposure time, (b) KPFM map of HOPG, untreated, and
UVO treated LBSA film, (c) KPFM histograms of LBSA graphene film before (grey) and after (red) UVO treatment, (c) Schematic of the relation between measured
CPDs and their corresponding work functions.

Fig. 3. (a) 3× 3 µm2 topograph of HOPG, untreated, and UVO treated LBSA film, (b) Transmittance of a LBSA graphene film in the visible range on a glass substrate,
before (black) and after (red) 5min exposure to UVO.
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between the sample and the tip, before and after UVO exposure. Note
the different colormap scale, that indicates a lower CPD between the
sample and the metallized AFM tip for treated samples compared to
untreated samples. To measure the absolute value of the WF, we use as
a reference the work function of highly ordered pyrolytic graphite
(HOPG), a tabulated value of 4.6 eV [33,34]. In order to determine the
average CPD of the measured surface, histograms of KPFM maps were
used and fitted to a Gaussian distribution (Fig. 2c). The mean WFs of
the tip, HOPG, untreated, and treated films are plotted against the va-
cuum level in Fig. 2d. The exact procedure is detailed in our previous
work [21]. It is evident that UVO increases the WF from 4.8 eV to
4.9 eV, shifting the Fermi level downwards by ∼100meV. It is this
additional UVO-induced p-doping that leads to an increased carrier
concentration, in turn causing decreased sheet resistance [35].

Aside from improving the sheet resistance, for transparent con-
ductor applications it is important that the optical transparency of the
treated film remains high. Fig. 3a depicts AFM topography of the same
areas of the film that were used to measure the WF. No difference is
observed in the film morphology as an effect of UVO exposure. Fig. 3b
depicts the transmittance spectrum of the pristine and treated UVO
film. The film has good transparency throughout the visible part of the
spectrum, with 80–85% transmittance. The transmittance of the film is
barely affected by the treatment. For comparison, monolayer CVD
would have transmittance on the order of ∼97%, whereas multilayer
CVD transmits under 10% of light in the visible, according to manu-
facturer specifications. Hence, single layer CVD graphene has the
overall best performance for transparent conductor applications, al-
though cost remains a limiting factor for wide-scale use, whereas
multilayer CVD has little use for such applications due to its low
transparency. LBSA graphene holds the middle ground, with acceptable
electronic and optical performance (especially after UVO treatment)
with projected low costs of fabrication and good scalability. It is im-
portant to note that the unchanged transparency coupled with a re-
duced sheet resistance leads to a threefold increase in the figure of

merit (FOM) for transparent conductor applications [36].
Fig. 4 shows FTIR spectra for untreated and UVO treated films. It is

clear that the intensities of peaks associated with oxygen-containing
groups increase after UVO exposure. We distinguish a change in shape
and total peak area of a broad band in the 3000–3700 cm−1 region after
UVO treatment, corresponding to the presence of hydroxyl and car-
boxyl groups as well as water. Also, a peak appears at 1825 cm−1 after
30min of UVO exposure indicating the formation of interacting oxygen
groups (OH and C]O). Another evident change after 30min of ex-
posure occurs near 800 cm−1, in a spectral region associated to the
formation of epoxides (CeOeC) at graphene edges, according to a
previous report [37]. The overlapping spectral features of ethers, ep-
oxides, carboxyles and hydroxyl groups complicate spectral inter-
pretation in the 1000–1300 cm−1 region where there is a strong SiO2

absorption band.
The opposite effect that UVO has on CVD and LBSA graphene de-

mands an inquiry into the effect of reactive site morphology on reac-
tions with ozone. LBSA graphene morphology is dominated by nano-
platelet edge defects, whereas CVD yields graphene that has a few
edges, in which chemical reactions should be governed by point defects
such as charged impurities and covalently bonded adatoms [36]. To
clarify the nature of reactive defects and their evolution during UVO
treatment, we apply Raman spectroscopy, a versatile tool for char-
acterization of graphene-based materials [38].

Fig. 5a depicts Raman spectra of LBSA graphene as a function of
UVO exposure. The spectra feature four pronounced bands: D at
∼1343 cm−1, G at ∼1579 cm−1, D' at ∼1614 cm−1 and the 2D band
at ∼2694 cm−1. Furthermore, several combinations of these bands are
also observed: D+D“ at∼ 2450 cm−1 and D+D' at ∼2935 cm−1

(Fig. 5b), where D” is signature of a phonon belonging to the LA branch,
typically observed at ∼1100 cm−1 [39]. The D and G bands are well
resolved for all samples. The 2D peak is a typical signal arising in
multilayer graphene. However, Raman spectra show evident changes of
the intensity of the D mode with UVO exposure. Fig. 5c depicts the ratio

Fig. 4. Reflection infrared spectra of untreated
(black), 5 min (blue) and 30min (pink) UVO ex-
posed LBSA graphene films. We indicate vibrational
modes for hydroxyls (possible CeOH, COOH and
H2O contributions) at 3000–3700 cm−1, carbonyl
(C]O) and carboxyls (COOH) at 1600–1750 cm−1,
sp2-hybridized (C]C) at 1580 cm−1 and epoxides
(CeOeC) at 800 cm−1. Vibrational modes of SiO2

(LO and TO) appear at 1250 and 1080 cm−1, re-
spectively. The areas marked with rectangles are
regions in which the most prominent spectral
changes occur after UVO exposure.
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of the D peak to the G peak calculated from integrated peak areas, often
used to monitor defect evolution in graphene. We observe a large de-
crease of this ratio during UVO exposure, indicating a reduction in
defect density. The D/G intensity ratio evolution shows the same trend
as sheet resistance, with a rapid change within the first 5 min of ex-
posure, followed by saturation. The reduction of defect density with
UVO exposure in LBSA graphene is opposite from our results on CVD
graphene (Figs. S1 and S2) and the literature on monolayer graphene
[12,13]. LBSA graphene thus responds in a unique way to an oxidizing
environment, with ozone binding to existing defects leading to im-
proved electrical performance.

Supplementary data associated with this article can be found, in the
online version, at https://doi.org/10.1016/j.apsusc.2018.07.111.

The ratio ID/IG can be converted to the carrier mean free path (LD),
as long as the laser wavelength is known [40]:
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For the wavelength used in this study (λL= 532 nm), we plot LD as
a function of exposure time in Fig. 5d. LD in LBSA graphene increases
from 15 nm to 19.5 nm upon UVO exposure, again indicating defect
patching. Before and after exposure, the mean free path is smaller than
our average flake diameter (previously reported as 120 nm [21]), which
points to defects within the nanoplatelets, either through edges of
sheets that are stacked on top of each other, or through other point-like
defects that we cannot observe with AFM and SEM.

Possible defects in graphene include topological defects (such as
pentagon-heptagon pairs), boundaries, vacancies, substitutional im-
purities, and sp3 defects [41]. Topological defects have the lowest
formation energy [41], and they are always present in LPE graphene
sheets as a result of the cavitation process [42]. As the ratio between the
intensity of the D and the D' mode is very sensitive to the type of defect,
with a value of 3.5 for edges, 7 for vacancies, between 7 and 13 for
substitutional impurities, and 13 for sp3 defects [43,44], we measure

this value to deduce the nature of defects in our sample. We observe
that the ratio of the D-peak intensity to the D’-peak intensity in our
films is nearly constant at a value of 4.8 ± 0.5, regardless of UVO
exposure. The measured ratio indicates that edges are the dominant
defect type in our films, ruling out vacancies, substitutional impurities,
and sp3 defects, in agreement with previously published data for LPE
graphene [42]. There is little change in defect type with photochemical
oxidation (Fig. 5e), although the defect density decreases, indicating
that ozone most likely reacts with the existing defects and patches
them.

In LBSA graphene, flakes may bundle in stacks with varying thick-
ness and lateral dimensions, edge geometries with varying saturation
levels (bound oxygen, hydrogen, or other chemical groups), and a wide
variety of possible defects. From these virtually infinite possibilities, for
our DFTB+ calculation we choose an example of a GNR with bare zig-
zag edges and with width of 2 nm. Electronic properties of graphene
depend sensitively on physical and chemical modification of edges
[45–47]. It was shown that roughness at zig-zag edges does not sig-
nificantly influence their conductance in contrast to armchair edges
[48–50]. The simple choice of a zig-zag GNR is for demonstration
purpose only, i.e. to uncover the basic physics of the experimental re-
sults, without intent to cover all aspects of the experimental reality. The
initial atomic structure consists of the GNR with an ozone molecule
placed parallel to the edge. After geometry optimization of the system
we obtained a transition configuration (TC) using the dimer method
[51]. Optimization of the TC geometry led to the next (meta)stable
geometry. The nudged elastic band (NEB) method [52,53] is used for
evaluation of the potential barrier between the configurations. Using
this procedure we obtained three (meta)stable configurations. The re-
action is presented in Fig. 6a and b. Firstly, one of the two O-O bonds in
O3 breaks, which is followed by a rotation of the OeO dimer around a
CeC axis by 180°, as illustrated with the insets in Fig. 6a. The product
of the reaction is the GNR edge with three separate O adatoms at the
nearest sites of the edge (the configuration will be called 3O in the

Fig. 5. (a) Representative Raman spectra of LBSA graphene as a function of UVO exposure time. We recorded Raman spectra in various regions to eliminate spot-to-
spot variations in the obtained spectra. The spectra show four main bands: D, G, D', and 2D, as well as some weak combinations of these modes. (b) Close-up view of
the main bands, (c) The D/G intensity ratio of the films as a function of UVO exposure. The D/G ratio is calculated from integrated peak areas. (d) Interdefect distance
as a function of UVO exposure time. The error bar represents the standard deviation of five measurements, (e) The D/D’ ratio as a function of UVO exposure time.
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remaining text). The potential barrier for the reaction is Ef= 1.11 eV,
while the energy for the reverse reaction is Er= 4.58 eV. At a tem-
perature of 50 °C, which was used in our experiment, both forward and
reverse reactions are impossible. However, the exposure of the sample
to UV radiation may assist the reaction. The forward reaction is exo-
thermic with ΔE=−3.47 eV. Two of the three O atoms attached at the
edge can associate into an O2 molecule, as indicated in Fig. 6b. The
potential barrier is much smaller in this case, being only Ef= 0.05 eV.
The reverse reaction is also viable with Er= 0.22 eV. The reaction is
exothermic as well, with ΔE=−0.17 eV. The final product of the
cascaded reaction consisting of an O2 molecule and an adatom at the
GNR edge will be designated as O2+O configuration in following text.
Therefore both configurations, O2+O and 3O, being nearly iso-
energetic, can coexist at the same time. The reaction is somewhat dif-
ferent from the one obtained in [54], but it is expected since the paper
considered zig-zag edges in a small hydrogenated carbon cluster in
contrast to the infinite ribbon without edge saturation that we consider.

The conductance of the three configurations (the initial O3 and the
two reaction products O2+O and 3O) is shown in Fig. 6c. While a
pristine zig-zag GNR (not shown in the figure) does not have an elec-
tronic band gap, a gap opens upon deposition of O3 at a GNR edge. We
set the Fermi level (EF) to the top of the valence band in the initial O3

and O2+O configurations. The electronic gaps are around 0.10 eV and
0.35 eV, respectively, whereas the conductance at EF is one quantum for
both cases. This corresponds to a sheet resistance of 12.9 kΩ. Breaking
of the OeO bond in the O2+O configuration causes a significantly
different conductance. The 3O configuration does not exhibit a gap,

while the conductance is increased by a factor of 3 or 5, since EF is
positioned at the border of regions with two distinct conductance va-
lues. The 3- to 5-fold increase of conductance of a free-standing GNR
indicates a possible mechanism of decreasing sheet resistance in our
experiment. Note that there is not a one-to-one correspondence be-
tween experiment and theory as transport through LBSA graphene is
more complex, involving stacks of GNRs with a variety of edges, and
transport between stacks which is perhaps based on quantum tunneling.
However the increase of conductance is in positive correlation with our
experiments. All configurations exhibit p-type doping, in agreement
with experiment.

A complete analysis of electronic properties of stacks of flakes (or
GNRs) would require consideration of flakes with numerous combina-
tions of edge structures, physical dimensions of flakes and their dif-
ferent mutual orientations, varying number of GNRs in stacks. After
obtaining the conductance inside and between stacks a set of stacks
could be modeled with an equivalent electrical circuit and their re-
sistance calculated. This comprehensive study will be published else-
where. Here, for demonstration only, we opt for a single structure, a
Bernal stacking of four GNRs with an O2+O edge configuration as
shown in Fig. 6d. We compare projected density of states (PDOS) of the
stack in the plane of the top layer, without and with oxidation in Fig. 6e
and f, respectively. The O adatoms responsible for the in-plane oxida-
tion make epoxy groups as found previously in [55]. Upper four sub-
graphs in each panel represent PDOS at the GNR edge, while the lower
four sub-graphs show PDOS at the center of GNR. Colors of the graphs
distinguish four GNRs in the stack (named layers in Fig. 5e and f). Both

Fig. 6. (a) and (b) Potential energy surface of the cascaded reaction of an O3 molecule with a GNR zig-zag edge (O3 configuration). Breaking of an OeO bond in the
ozone molecule and rotation of OeO dimer about C-O dimer (transition state), which settles the intermediate (3O) state, are shown in (a). The consequent association
of two neighboring O atoms, yielding the O2+O configuration, is presented in (b). The reaction is analyzed only on one edge (the left edge in the insets). (c)
Conductance at zero bias of the GNR with the three configurations. (d) Illustration of the stack with four layers of GNRs with O2+O edge configuration doped in-
plane by five oxygen atoms. Projected density of states of the stack without (e) and with (f) in-plane doping. Panels (e) and (f) distinguish contributions to PDOS from
GNR edges and lines of central carbon atoms.
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edges and the middle of GNRs contribute to PDOS in the range from EF
– 0.5 eV to EF+ 0.5 eV. Edges have much larger contributions for en-
ergies below EF – 0.5 eV, hence conductance is expected to be domi-
nated by edges for a bias voltage larger than ∼1 V. The stack without
in-plane oxidation exhibits a uniform PDOS among layers, with EF po-
sitioned at the top of the valence band. In contrast, the oxidation of the
top layer alternatively dopes the layers with p and n character. Since
PDOS at EF is non-zero in three out of four layers, we expect a much
larger low-bias conductance of the in-plane oxidized stack than the one
without in-plane oxidation. Note that the transport properties analyzed
in this section are applicable only to the plane parallel to GNRs in the
stack. The conductance in the perpendicular direction has a tunneling
character, with expected much larger electric resistance.

4. Conclusion

In contrast to the degrading effects it has on CVD graphene, pho-
tochemical oxidation (UV/ozone treatment) of LBSA graphene leads to
a decrease in defect density, which together with doping reduces sheet
resistance while retaining high optical transparency. We find that edges
are the dominant defect type in LBSA graphene, with little influence of
other defects such as vacancies, impurities, or sp3 defects that are
common limiting factors for electronic performance of CVD and me-
chanically exfoliated graphene. Our study thus shows that graphene
film morphology and defect landscape play a crucial role in the effect
that UV/ozone treatment has on the film. This accessible treatment
improves the performance of LBSA graphene, which is key to embed-
ding such materials in durable devices especially those involving direct
exposure to ultraviolet radiation and ozone gas. Our novel observation
is expected to contribute to the technological acceptance of thin films
based on solution-processed 2D materials.
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 A B S T R A C T

The structural and electrical properties of sol–gel synthetized Bi1-𝑥Tb𝑥FeO3 films (𝑥 = 0, 0.05, 0.1, 0.2) 
were analyzed combining experimental observations and density functional theory, with an aim to elucidate 
the influence of Tb dopant on conduction properties of the films. Bi1-𝑥Tb𝑥FeO3 films have a rhombohedral 
crystal structure, as identified from X-ray diffraction and Raman spectroscopy. Raman and X-ray photoelectron 
spectroscopy revealed that 10% Tb-doped film had significantly lower concentration of oxygen vacancies. This 
sample showed notably lower leakage current compared to other ones. Conductive atomic force microscopy 
measurements confirmed the lowest conductivity of 10% Tb-doped film. Density functional theory calculations 
provide atomic-level insights into the electronic structure and are consistent with experimental findings. 
Undoped and ∼5% doped films are conductive due to high density of surface oxygen vacancy conducting states, 
whereas the conductivity of ∼20% Tb-doped film originates from increased density of Tb conductive states 
near the Fermi level. In contrast, in ∼10% Tb-doped film, lack of states responsible for electronic transport 
was found. These results highlight the necessity of judicious selection of doping concentrations to suppress 
vacancy-assisted as well as dopant-induced conduction paths and provide valuable guidelines for designing 
future BiFeO3-based multiferroic materials with high resistivity.
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1. Introduction

Bismuth ferrite (BiFeO3) is a notable room temperature multifer-
roic material, exhibiting both ferroelectricity and G-type antiferro-
magnetism, as well as, weak ferromagnetism and coupling between 
ferroelectricity and ferro/antiferromagnetism [1–3]. With high Curie 
and Néel temperatures (TC ≈ 830 ◦C and TN ≈ 370 ◦C), it is highly 
suitable for the applications in next generation of ferroelectric ran-
dom access memory (FeRAMs) and magnetoresistive random-access 
memory (MRAM) devices, but can also be a promising material for 
spintronic devices such as novel types of magnetoelectric sensors and 
magnetoelectric random access memories (MERAM) [2–6].

However, the major issue for the practical application of BiFeO3 is 
large leakage current density which mainly originates from Bi volatility 
and formation of oxygen vacancies or presence of impurity phases, re-
sponsible for the deterioration of multiferroic features of BiFeO3 [7–9]. 
An effective way to suppress the high leakage current and improve 
the multifunctional properties of BiFeO3 is the partial substitution 
of rare-earth ions at Bi sites. It is documented that rare-earth ion 
doping prevents the volatilization of Bi atoms and creation of oxygen 
vacancies and other impurity phases, enhancing the resistive properties 
of BiFeO3 [9–15]. Nevertheless, some authors have shown that doping 
with rare earth elements more than 20% can deteriorate the electric 
properties of BiFeO3 [16]. Among the rare-earth elements, terbium 
(Tb) doping has gained attention for its ability to suppress the for-
mation of oxygen vacancies and impurity phases, thereby enhancing 
ferroelectric or ferromagnetic characteristics of BiFeO3 thin films and 
nanostructures [8,17–20]. However, higher Tb doping (≥ 10%) causes 
structural phase transition, when improved ferroelectric characteristics 
weaken [20,21].

The conductivity properties of Tb-doped BiFeO3 are controversial. 
Some authors stated that for BiFeO3 nanowires [8] and thin films [20], 
leakage current continuously decreases with increasing of Tb content 
up to 15%. When the substitution exceeds 15% of Tb, the leakage 
current increases approaching the value of undoped BiFeO3 [20]. The 
other authors claimed that only 5 or 10 (11)% of Tb doping of BiFeO3
thin films led to the reduction of leakage current [19,22,23]. These 
findings suggest that Tb doping of BiFeO3 can mitigate defect-related 
conduction, but the conductivity is strongly dependent on dopant con-
centration and structural modifications and therefore warrants further 
investigation.

Previous conductivity measurements were mostly performed on a 
macroscopic scale. However, these measurements often fail to reveal 
important local variations in conductivity. Such local conductivity mea-
surements can be performed using conductive atomic force microscopy 
(C-AFM), but its application to BiFeO3 films has been scant [24,25]. 
In above mentioned papers structural, electrical, magnetic and fer-
roelectric properties of Tb-doped BiFeO3 have been widely studied, 
but to the best of our knowledge the density functional theory (DFT) 
calculations of Tb influence on electronic structure of BiFeO3 have not 
been performed. These calculations are useful to predict the role of 
dopant and defects i.e. how their position within the crystal lattice and 
concentration will play on conductivity.

This study investigates the effect of Tb doping on structural, mor-
phological and conductivity properties of BiFeO3 thin films, combining 
several experimental techniques and DFT calculations of electronic 
2 
structure. We discussed the relations between dopant and vacancy con-
centrations on one hand and electronic properties on the other hand, 
which gave us an in-depth understanding of our experimental results. 
By correlating the above-mentioned findings, we aim to clarify the 
mechanisms responsible for the significant improvement in electrical 
performance of the 10% Tb-doped BiFeO3 film, in order to optimize 
BiFeO3-based materials for advanced multiferroic applications.

2. Methods

2.1. Materials synthesis

Bi1-𝑥Tb𝑥FeO3 thin films were prepared using the sol–gel spin coating 
process. Knowing from the literature that the solubility limit of Tb 
is between 15 and 20% [8,26], BiFeO3 films were doped with 5, 10 
and 20% of Tb. The following reagents were used: bismuth nitrate 
pentahydrate (Bi(NO3)3⋅5H2O, Sigma-Aldrich), terbium nitrate hex-
ahydrate (Tb(NO3)3⋅6H2O, Sigma-Aldrich), iron nitrate nonahydrate 
(Fe(NO3)3⋅9H2O, Sigma-Aldrich), and glacial acetic acid (CH3COOH, 
Merck Millipore). The reagents were dissolved in acetic acid and mixed 
under constant magnetic stirring for 30 min. Films were deposited onto 
FTO glass (Fluorine doped Tin Oxide coated glass slide). substrates 
from the prepared solution using sol–gel spin coating. Depositions were 
carried out at 1000 rpm for 30 seconds using a Laurell WS-650-23 Spin 
Coater. The films were dried for 40 min at 150 ◦C, followed by heat 
treatment at 550 ◦C for 2 h.

2.2. Structural and morphological characterization

The crystalline structure of Bi1-𝑥Tb𝑥FeO3 thin films has been in-
vestigated using a Rigaku Ultima IV diffractometer, equipped with Cu 
K𝛼1,2 radiations and operating at 40 kV and 40 mA in the 2𝜃 range 
of 20◦ to 80◦ in a continuous scan mode with a scanning step size 
of 0.05◦ and a scan rate of 1◦/min. Thin films were analyzed using 
X-ray diffraction at a grazing incidence angle of 0.5◦, a technique 
known as Grazing Incidence X-ray Diffraction (GIXRD). This method 
was chosen to improve the signal quality. By using a small angle, 
we get better X-ray penetration into the film, which enhances the 
resolution of the diffraction pattern and gives us clearer details about 
the film’s structure and crystallinity. The PDXL2 (Ver. 2.8.4.0) software 
was used to evaluate the phase composition and identification [27]. 
All obtained thin films were identified using the ICDD database [28] 
and the ICSD database [29]. GIXRD pattern analysis was performed 
using the software package Powder Cell [30,31]. The TCH pseudo-
Voigt profile function gave the best fit to the experimental X-ray data. 
Crystallite sizes and microstrain were estimated from the GIXRD data 
using the Williamson-Hall method [32]. Micro-Raman spectra of thin 
films of Bi1-𝑥Tb𝑥FeO3 were collected in a backscattering configuration 
using a Jobin Yvon T64000 triple spectrometer, with the spectral 
resolution of 2 cm−1. The argon/krypton ion laser with an emitting 
line at 𝜆 = 514.5 nm was used as an excitation source, with the output 
laser power less than 2 mW to avoid the heating effects and/or sample 
degradation.

All atomic force microscopy measurements were done using Ntegra 
Prima system from NT-MDT. Topographic imaging of samples was done 
in tapping mode using SCOUT 350 RAI probes from NUNANO. Based on 
these images, we calculated surface roughness (from the images with 
30 × 30 μm2 scan size), and grain size distributions (from the images 
with 2 × 2 μm2 scan size).
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Fig. 1. (a) Perspective view of the conventional unit cell with considered positions of terbium dopants (pink spheres) and oxygen vacancies (blue spheres). (b) The surface supercell. 
Green lines indicate the boundaries of the bulk and surface supercells.
2.3. Macroscopic and microscopic leakage current measurements

The leakage current of Bi1-𝑥Tb𝑥FeO3 films was measured by macro-
scopic, as well as microscopic electrical measurements. Macroscopic 
I–V curves were measured using a Keithley 2450 Source Meter, with 
the voltage varied from −3 V to 3 V, providing leakage current density 
as a function of voltage.

Local electrical currents (microscopic measurements) of investi-
gated samples were measured using C-AFM and platinum coated AFM 
probes CSG10/Pt. The measurements were done by recording the elec-
trical current through the conductive probes during scanning in contact 
mode, while a DC bias voltage was applied to the conductive FTO glass 
substrate (conductive AFM probe was virtually grounded). In order to 
get statistical information about conductivity from two dimensional 
current maps, we determined a conductive surface in percents in the 
following way. For each current map, we first calculated a bearing 
ratio curve which corresponds to the cumulative probability density 
function. Each point on this curve gives the percentage of points (𝑦-
axis) in the considered current map with a current below the value 
specified on the x-axis. The current map is taken as conductive if the 
current measured at this point is above the threshold defined as 10 pA 
or 50 pA. Therefore, the conductive surface in percents was obtained 
from bearing ratio curves by calculating percents of points with the 
current above the specified threshold current.

2.4. X-ray photoelectron spectroscopy

Chemical analysis of the Bi1-𝑥Tb𝑥FeO3 thin films was performed by 
X-ray photoelectron spectroscopy (XPS). SPECS System with XP50M 
X-ray source for Focus 500 and PHOIBOS 100/150 analyzer was em-
ployed, operating at 12.5 kV and 250 W. Excitation of the spectra was 
performed with monochromatic Al K𝛼 radiation (1486.7 eV). Survey 
spectra were recorded in the range of 800-0 eV, with constant pass 
energy of 40 eV, step size 0.5 eV and dwell time of 0.2 s in the 
fixed analyzer transmission (FAT) mode. High resolution spectra of Fe 
2p, O 1s and C 1s peaks were recorded with constant pass energy of 
20 eV, step size of 0.1 eV and dwell time of 2 s in the FAT mode. 
Instrument base pressure was ∼10−9 mbar during the experiments. To 
minimize the effect of charging at samples, electron flood gun (SPECS 
FG15/40) was used for charge neutralization, and all peak positions 
were referenced to C 1s at 284.8 eV. The data was analyzed after 
Shirley-type background subtraction, and by using CasaXPS software 
package. The fitting of high-resolution spectra was conducted with 
3 
a Gaussian/Lorentzian (70/30) product formula for peak shapes. For 
the Fe 2p spectra, area constraints were applied to ensure a 2:1 ratio 
between the 2p3∕2 and 2p1∕2 peaks.

2.5. Theoretical calculations

2.5.1. Parameters used in DFT calculations
Density functional theory calculations were performed using SIESTA 

software [33] with the Perdew–Burke–Ernzerhof (PBE) form of the gen-
eralized gradient approximation (GGA) of exchange–correlation func-
tional [34], norm-conserving Troullier–Martins pseudopotentials [35], 
and a double-𝜁 basis including polarization orbitals. Since GGA does not 
always describe well transition metals and lanthanoids, we employed 
GGA+U functionals [36–38], which proved efficient in our previous 
studies [39,40]. We used a Hubbard parameter Ueff = 3.8 eV for 
the Fe 3d orbital, Ueff = 0.95 eV for the Fe 4s orbital, and Ueff =
2.5 eV for Tb 4f orbital. The reciprocal space was sampled with a 
2 × 8 × 2 k-point mesh for geometry optimizations and refined to 
10 × 16 × 10 for calculations of electronic properties. A real-space sam-
pling cut-off energy of 350 Ry was used. To achieve atomic geometries 
where maximum atomic forces do not exceed 0.05 uniteV/Å, we in-
tegrated several optimization methods: conjugate gradient, FIRE [41], 
L-BFGS [42], and a modified Broyden algorithm [43]. Each method was 
allowed to proceed up to 600 steps; if convergence failed, the structure 
with minimal atomic forces served as the initial point for subsequent 
method. Due to difficulties to achieve convergence of atomic forces, 
we applied constrained optimization on some structures containing 
vacancies, allowing only atoms adjacent or second-nearest neighbors 
to vacancies and dopants to move while other atoms remained fixed. 
Moreover, since a lattice parameter change of 0.33% between crystals 
with 0% and 10% doping levels was experimentally observed, close to 
the accuracy limit of our DFT method with pseudopotentials, we fixed 
the lattice parameters in our calculations to their experimental values. 
We investigated the type G antiferromagnetic (AFMG) ordering, which 
is the most prevalent in BiFeO3 crystal.

2.5.2. Model of atomic structure and structural relaxation
Studying both bulk and surface structures in materials like BiFeO3

doped with terbium is essential for a comprehensive understanding of 
their properties and behavior. The bulk structure provides fundamental 
information about the intrinsic material properties. However, surfaces 
and interfaces can exhibit distinct behaviors due to altered coordination 
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environments. These effects are critical for understanding phenomena 
like charge transport, which is often dominated by surface states.

To simulate materials approximating experimental doping levels 
of 5%, 10%, and 20%, we used a supercell containing 18 Bi atoms, 
with one, two, or four Tb atoms substituted for Bi atoms at respective 
concentrations of 5.5%, 11.1%, and 22.2%. A larger supercell would 
more accurately match the desired doping levels but at the expense of 
significantly increased DFT computational time. The conventional unit 
cell of terbium-doped BiFeO3 is depicted in Fig.  1(a). It was formed by 
3 × 1 × 1 replication of the hexagonal unit cell. The supercell has lattice 
parameters a = 16.65 Å, b = 5.55 Å, and c = 13.84 Å. For relatively 
small b lattice parameter, terbium dopants form chains; however, the 
dispersion of terbium electronic bands is minimal, as discussed later, 
indicating negligible Tb–Tb coupling in these chains.

In addition to terbium doping, we introduced oxygen vacancies 
in BiFeO3. We analyzed combinations of 0.0%, 5.5% (1 Tb dopant 
per supercell), and 11.1% (2 Tb dopants per supercell) doping levels 
in conjunction with 0.0%, 1.9% (one vacancy per supercell), and 
3.8% O vacancies (two vacancies per supercell). Bulk crystals with 
20% doping level are not presented since structural relaxation could 
not drop atomic forces below the desired threshold of 0.05 eV/Å. 
Given the computational complexity, we could not calculate all possible 
combinations using an ab initio method. For instance, for 11.1% Tb 
doping and 3.7% vacancies, there are (542

) × (182
)

= 218943 possible 
arrangements to choose two Bi atoms from the supercell for substi-
tution by two Tb atoms and two O atoms for vacancies. Therefore, 
we selected a representative subset of combinations. Particularly, we 
focused on positions of O vacancies, indicated as blue spheres in Fig. 
1, that were either adjacent to or separated from Tb dopants by several 
intervening atoms. The locations of these Tb atoms are also shown in 
the same figure. Calculated configurations are labeled accordingly; for 
instance, v1 configuration is vacancy at position 1, whereas v12 is the 
configuration with two vacancies at positions 1 and 2. v4 is a vacancy 
separated from nearest Tb atom by several intervening atoms. Besides 
bulk we also considered a (0001) surface atomic structure, which model 
is shown in Fig.  1(b). It is constructed from the bulk supercell with 
lattice parameter c extended to 29 Å, which presents a 15 Å thick 
vacuum layer between the periodic replicas.

3. Results and discussions

3.1. Structural and morphological properties

Fig.  2 shows the diffraction patterns of Bi1-𝑥Tb𝑥FeO3 thin films 
on FTO glass substrate. Based on the results of GIXRD analysis, it 
was determined that the rhombohedrally distorted 𝑅3𝑐 (S.G. N◦ 161) 
perovskite structure is present in all samples. The corresponding Miller 
indices of the 𝑅3𝑐 phase are indicated, whereas all other peaks can be 
indexed to tetragonal 𝑃 42∕𝑚𝑛𝑚 (S.G. N◦ 136) cassiterite SnO2 (ICSD # 
56671) originating from the FTO glass substrate, without the presence 
of impurities. 

The broad peaks of low intensity indicate the nanocrystalline nature 
of the thin films. With an increase of terbium content, a minimal 
changes of peak intensities are observed, but not their shift towards 
larger or smaller angles. Good agreement was obtained (based on 
data from the database, card number ICSD # 168740) between the 
experimental and calculated diffractograms.

The values of the lattice parameters and the unit cell volume are 
presented in Table  1, whereas the crystallite size and microstrain as a 
4 
Fig. 2. GIXRD pattern of the Bi1-𝑥Tb𝑥FeO3 thin films fabricated by the sol–gel spin 
coating process. The inset illustrates the average crystallite size and microstrain as a 
function of Tb doping.

function of Tb doping are presented in the inset of Fig.  2. The lattice 
parameters 𝑎 and 𝑐 show a slight decrease up to 10% Tb doping, 
accompanied by a shrinkage of the unit cell volume. This behavior 
is consistent with the substitution of Bi3+ (∼1.03 Å) by smaller Tb3+
ions (∼0.92 Å) [19,20]. At 20% doping, a slight increase in both lattice 
parameters and unit cell volume is observed. The changes of the lattice 
parameters and unit cell volume correlate well with the evolution of 
crystalite size and microstrain with Tb doping, as shown in the inset 
of Fig.  2. As can be seen, the crystallite size increases with Tb doping, 
whereas the microstrain values decrease. The presence of higher mi-
crostrain in Bi1-𝑥Tb𝑥FeO3 samples with smaller crystallite size can lead 
to the shrinkage of the unit cell, particularly along the c-axis [44]. The 
microstrain decreases as the crystallite size increases [45], causing the 
lattice to slightly expand, which is reflected in the moderate increase 
of the 𝑎 and 𝑐 parameters, as observed in the case of 20% Tb-doped 
sample.

In order to investigate the surface morphology and grain size dis-
tribution of the samples, AFM topographic images and correspond-
ing height histograms are presented in Fig.  3. This figure includes 
30 × 30 μm2 and 2 × 2 μm2 AFM images for Bi1-𝑥Tb𝑥FeO3 samples 
at various doping levels (images (a), (d), (g), and (j) for 30 × 30 μm2

and (b), (e), (h), and (k) for 2 × 2 μm2). The topographic images show 
that all films have a flat surface, without visible cracks and holes, and 
with a well defined grain structure. The histograms (images (c), (f), 
(i), and (l)) depict an average grain size, showing values of 180, 187, 
200, and 224 nm for BiFeO3, Bi0.95Tb0.05FeO3, Bi0.90Tb0.10FeO3 and 
Bi0.80Tb0.20FeO3, respectively.

Using these topographic images, we calculated the surface rough-
ness and the grain size distribution. The corresponding results are 
presented in Fig.  4. The grain size increases with Tb doping, in agree-
ment with XRD crystallite size. The grain sizes are several times larger 
than the crystallites, indicating that each grain consists of multiple 
Table 1
The lattice parameters and the volume of the unit cell.
 Phase BiFeO3 Bi0.95Tb0.05FeO3 Bi0.90Tb0.10FeO3 Bi0.80Tb0.20FeO3 
 BiFeO3  
 ICSD #168740 a = 5.58 Å a = 5.57 Å a = 5.56 Å a = 5.57 Å  
 rhombohedral c = 13.87 Å c = 13.87 Å c = 13.82 Å c = 13.85 Å  
 S. G. 𝑅3𝑐 N◦(161) V = 374.25 Å3 V = 373.10 Å3 V = 371.07 Å3 V = 372.67 Å3  
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Fig. 3. The left column (images (a), (d), (g), (j)) presents 30 × 30 μm2 AFM images, 
whereas the middle column (images (b), (e), (h), (k)) shows 2 × 2 μm2 AFM images of 
BiFeO3, Bi0.95Tb0.05FeO3, Bi0.90Tb0.10FeO3 and Bi0.80Tb0.20FeO3 thin films, respectively. 
The right column (images (c), (f), (i), (l)) displays the corresponding histograms of 
average grain size derived from the 2 × 2 μm2 AFM images. The red lines stand for 
Gaussian fits.

Fig. 4. Grain size (left axis) and surface roughness (right axis) data obtained from 
AFM measurements of Bi1-𝑥Tb𝑥FeO3 thin films.

crystallites. The surface roughness of investigated films is low, in the 
range 20–30 nm.

Fig.  5(a) presents the room-temperature Raman spectra of
Bi1-𝑥Tb𝑥FeO3 thin films, deconvoluted using a Lorentzian type profiles. 
According to the factor group analysis, rhombohedral structure of 
BiFeO3 exhibits 13 Raman-active modes, classified as 4 A1 and 9E, all 
of which are observed in the spectrum of BiFeO3 at room temperature 
and marked in Fig.  5(a). The low frequency, intense A1 and E modes, 
are associated with Bi–O vibrations. The weaker E modes at higher 
frequencies, mainly correspond to Fe–O vibrations.

Tb doping induces noticeable changes in the Raman spectrum. At 
lower Tb concentrations, slight peak shifts to higher wavenumbers and 
a reduction of the intensity of low-frequency A1 modes are observed. 
As the Tb content increases, the blueshift and broadening of the Raman 
modes become more pronounced [46]. These changes of the A  modes 
1

5 
Fig. 5. (a) Raman spectra of Bi1-𝑥Tb𝑥FeO3 thin films (thick colored lines), along with 
cumulative fits (yellow lines). Individual Lorentzian peaks are presented with thin lines. 
Vertical dashed lines represent the guide to the eye in tracking the shift of specific 
modes. (b) Intensity ratio of the E(471) and A1(142) Raman modes, as a function of Tb 
doping.

suggest structural distortion due to the substitution of Bi3+ ions with 
the smaller Tb3+ ones and higher electronegativity of the Tb–O bonds 
which strengthen the Bi(Tb)–O covalent bonds [23]. The rest of the E 
and A1 modes at higher frequencies show minor shifts and intensity 
changes, except the E mode at 471 cm−1. This mode undergoes a 
pronounced blue shift and intensity increase in all doped samples ex-
cept for Bi0.90Tb0.10FeO3, suggesting the modifications in Fe–O bonding 
interactions with Tb incorporation.

It is well known that the volatility of Bi3+ during synthesis pro-
cess promotes the formation of oxygen vacancies, which significantly 
influence the structural and vibrational properties of BiFeO3. These 
defects predominantly affect Fe–O bond dynamics within the FeO6
octahedra, altering specific Raman modes. Notably, the E mode located 
around 471 cm−1, associated with Fe–O–Fe bending vibrations, exhibits 
a distinct blue shift and intensity change with Tb doping.

As suggested by Gupta et al. [47], the E mod at 471 cm−1 is 
affected by oxygen vacancies. They found that relative intensity ratio 
of E and A1 modes at 471 and 142 cm−1 (E(471)/A1(142)) increases with 
increased disorder, i.e increased concentration of oxygen vacancies. 
In Fig.  5(b) is presented the E(471)/A1(142) ratio as a function of Tb 
doping. As can be seen, the lowest E(471)/A1(142) ratio is found in 10% 
Tb-doped sample, indicating that this sample has the lowest oxygen 
vacancy concentration. In undoped, 5% and 20% Tb–doped samples 
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Fig. 6. (a) Semilogarithmic representation of current density (J) versus electric field 
(E) for Bi1-𝑥Tb𝑥FeO3 thin films. (b) Log–log representation of current density versus 
electric field, including linear fits with corresponding slope coefficients.

this intensity ratio is higher implying that these samples have higher 
concentration of oxygen vacancies.

3.2. Leakage current

Fig.  6(a) presents the current density (J) versus electric field (E) 
curves for Bi1-𝑥Tb𝑥FeO3 thin films, while Fig.  6(b) displays the same 
data in a logarithmic scale. The data in Fig.  6(a) show that the 10% Tb-
doped sample exhibits a current density an order of magnitude lower 
compared to other doping levels. In Fig.  6(b), the measured data were 
fitted with linear functions, yielding slopes approximately equal to 1, 
indicating that the Ohmic conduction is dominant [23].

Our results indicate that the most significant reduction in leak-
age current occurs at 10% Tb doping. Further doping does not pro-
portionally enhance resistive properties; instead, the Bi0.80Tb0.20FeO3
sample becomes more conductive. A similar non-monotonic depen-
dence of conductivity on Tb content has been observed in previ-
ous studies, where intermediate doping levels led to minimized leak-
age current, while higher doping concentrations resulted in increased 
conductivity [22].

Although the previous results of the macroscopic measurements re-
vealed how electrical conductivity change with Tb-doing, we employed 
C-AFM in order to measure local currents at the micro-scale and to 
get further insights into conduction mechanisms. Typical current maps 
measured on the surface of the Bi0.90Tb0.10FeO3 film using C-AFM at 
different bias voltages ((a) 1 V, (b) 2 V, (c) 3 V, and (d) 4 V) are 
displayed in Fig.  7. As can be seen, the maps exhibit very low currents 
for low bias voltages (1 V and 2 V, Figs.  7(a) and 7(b), respectively). 
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Fig. 7. Current maps of the Bi0.90Tb0.10FeO3 sample measured by C-AFM at different 
bias voltages: (a) 1 V, (b) 2 V, (c) 3 V, and (d) 4 V. The color scales for all maps 
were adjusted to the same range 0-2 nA (they were saturated at 2 nA) in order to 
highlight lower (leakage) currents and at the same time, to facilitate the comparison 
of all current maps.

At the same time, conductive paths represented by a bright contrast 
and associated with a more pronounced current are very narrow and 
localized. On the other hand, at higher bias voltages (3 V and 4 V, 
Figs.  7(c) and 7(d), respectively), the current is significantly enhanced 
while conductive paths become extended. Therefore, one of the main 
features of the presented current maps is their spatial inhomogeneity. 
This implies that the film surface is associated with an analogous spatial 
inhomogeneity of the conductivity.

The current maps from Fig.  7 show that the conduction starts from 
very small and localized domains, which are spatially separated. With 
increasing bias voltage, these domains spatially extend. Finally, for high 
voltages they start to merge into large conductive domains.

As we have already demonstrated for similar BiFeO3 samples, there 
is a significant difference in electrical properties among the grains 
and grain boundaries [24]. The most obvious difference is that the 
grain boundaries are much more conductive. Since the grain bound-
aries present a certain discontinuity in a crystal structure of single 
grain, they are always associated with an increased concentrations of 
various defects which facilitate conduction. Oxygen vacancies are the 
most frequent defects in BiFeO3 films. Therefore, bright contrast in 
the current maps in Fig.  7 measured at lower voltages, most prob-
ably corresponds to a network of grain boundaries with enhanced 
concentration of oxygen vacancies resulting in increased conductivity. 
Current maps like in Fig.  7 (recorded at increasing bias voltage) were 
measured on all investigated films. The current maps of all samples, 
measured at 1 V, are presented in Figs.  8(a–d) for comparison. The 
color scales in all maps are saturated at 100 nA for better visibility 
and easier comparison. Since absolute current value is, in principle, 
not relevant for our study, the presented current maps exhibit a nearly 
black-and-white color contrast. They are practically binary images, 
where dark areas (zero current) indicate insulating domains, and bright 
areas represent conductive domains. As can be seen, the dark contrast 
dominates in all maps indicating a near-zero current, while bright spots 
mark narrow conductive paths. Based on the visual comparison, the 
area of the conductive paths is the smallest for the film with 10% Tb 
doping (Fig.  8(c)) implying the lowest conductivity. On the other hand, 
the film with 5% Tb doping (Fig.  8(b)) exhibits a dense network of 
bright domains indicating a pronounced leakage current.
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Fig. 8. Current maps measured at 1 V for (a) BiFeO3, (b) Bi0.95Tb0.05FeO3, (c) Bi0.90Tb0.10FeO3 and (d) Bi0.80Tb0.20FeO3 thin films. The color bar is saturated at 100 pA in all 
current maps in order to emphasize the contrast on conductive paths representing leakage currents. Conductive surface of investigated films expressed in percents as a function 
of applied voltage and for two current thresholds: (e) 10 pA and (f) 50 pA. To better illustrate the evolution of the conductive surface in the approximate range of 0%–10%, the 
gray regions marked on the main graphs are enlarged and shown on the right-hand side.
In order to compare the presented current maps, each of them was 
associated with a corresponding conductive surface expressed in per-
cents. Briefly, each point on a measured current map (each map consists 
of 256 × 256 pixels) was counted as a conductive if the measured 
current at the considered point was larger than the predefined threshold 
current. The conductive surface in percents was then obtained as a ratio 
between a number of conductive and total number of points for one 
map. Two selected threshold currents were set at 10 pA and 50 pA. 
The comparison of conductive surfaces for all considered samples as a 
function of the applied bias voltage is given in Figs.  8(e) and 8(f). As 
can be seen, the Bi0.90Tb0.10FeO3 film exhibits the smallest conductive 
surface for both threshold currents. This observation is in accordance 
with the results of the macroscopic I–V measurements and it confirms 
that the Bi0.90Tb0.10FeO3 film has the smallest conductivity.

While moderate doping (around 10%) effectively reduces leakage 
current, higher doping levels (20%) lead to an increase in leakage 
current. Therefore, a delicate balance between Tb dopant concentration 
and defect control is essential to optimize the electrical performance of 
BiFeO3 thin films.

3.3. X-ray photoelectron spectroscopy (XPS)

The survey XPS spectra of Bi1-𝑥Tb𝑥FeO3 thin films, as shown in Fig. 
9, provide insights into the chemical composition, oxidation states and 
the presence of defects. 

These survey spectra confirm the presence of all major elements in 
the films: Fe, Bi, Tb, and O, whose most prominent lines are clearly 
marked. One can also see signals from the Sn substrate and adventitious 
carbon (C 1s) contamination at 284.8 eV, reflecting the sensitivity of 
the XPS technique in capturing both intrinsic and extrinsic elements. 
Furthermore, the changes in the O 1s and Fe 2p spectra can provide 
insight into defect structure of Bi1-𝑥Tb𝑥FeO3 thin films.

The oxidation states of Fe in Bi1-𝑥Tb𝑥FeO3 thin films, analyzed by 
XPS, are shown in Fig.  10 (right panel). The Fe 2p3∕2 peak is deconvo-
luted into two components corresponding to Fe2+ at 709.6(2) eV and 
Fe3+ at 711.1(2) eV. Their coexistence indicates charge compensation 
mechanisms mediated by oxygen vacancies. The splitting between Fe 
2p  and Fe 2p  components is consistently 13.6 eV for all samples, 
3∕2 1∕2
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Fig. 9. XPS survey spectra of Bi1-𝑥Tb𝑥FeO3 thin film.

confirming the expected multiplet structure. Additionally, a noticeable 
Sn 3p contribution, present in all samples, overlaps with the Fe 2p 
region, preventing us to perform more precise quantitative estimation 
of Fe2+/Fe3+ fraction. Since XPS only probes the surface to a few 
nanometers, the Sn signal is more prominent in the undoped sample 
and decreases with the increased thickness of the doped films. The pres-
ence of Sn in the spectra can also be attributed to thermal treatment, 
which has caused Sn to diffuse towards the film’s surface.

The O 1s spectra of Bi1-𝑥Tb𝑥FeO3 samples, presented in Fig.  10 (left 
panel), were deconvoluted into multiple peaks. The binding energies of 
lattice oxygen bonded to Fe and Sn are 529.4(1) eV and 530.5(1) eV, 
respectively, while the peak centered at 531.4(2) eV corresponds to 
oxygen vacancy-related species and hydroxides [48,49]. To quantita-
tively investigate the effect of Tb doping on oxygen vacancies, atomic 
percentages of oxygen vacancies (V ) for each sample were extracted 
𝑂
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Fig. 10. High-resolution XPS spectra of O 1s (left) and Fe 2p (right) regions for Bi1-𝑥Tb𝑥FeO3 thin films, including experimental data (dots) and fitted peaks (solid lines).
from deconvoluted high-resolution XPS spectra of O 1s spectrum and 
are summarized in Table  2. 

The concentration of oxygen vacancies is the highest in the undoped 
BiFeO3 film and decreases a bit for Bi0.95Tb0.05FeO3 sample, reaching a 
minimum for the Bi0.90Tb0.10FeO3 sample. However, at higher doping 
levels, a slight increase is observed, suggesting a complex relationship 
between defect concentration and dopant incorporation. The XPS re-
sults are in fairly good agreement with the conductivity measurements, 
showing that among all samples the Bi Tb FeO  has the lowest 
0.90 0.10 3
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Table 2
Atomic percentage of oxygen vacancies (V𝑂) for Bi1-𝑥Tb𝑥FeO3 thin films.
 Sample V𝑂 [at%] 
 BiFeO3 25.2  
 Bi0.95Tb0.05FeO3 21.4  
 Bi0.90Tb0.10FeO3 18.6  
 Bi0.80Tb0.20FeO3 22.6  
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Table 3
Relaxation energies and vacancy formation energies. Configuration labels correspond 
to the positions of vacancies marked in Fig.  1.
 Configuration E𝑟𝑒𝑙 (eV/atom) E𝑓𝑜𝑟𝑚 (eV/atom) 
 undoped  
 no vac. −0.020  
 v1 −0.008 0.061  
 v2 −0.006 0.057  
 v12 −0.013 0.119  
 1 Tb (5.5%)  
 no vac. −0.015  
 v4 −0.049 0.026  
 v5 −0.040 0.037  
 v1 −0.034 0.043  
 v2 −0.030 0.034  
 v45 −0.051 0.067  
 v13 −0.003 0.097  
 2 Tb (11.1%)  
 no vac. −0.024  
 v4 −0.012 0.031  
 v1 −0.009 0.042  
 v13 −0.001 0.063  
 v14 −0.001 0.030  

concentration of oxygen vacancies which makes this sample the least 
conductive.

3.4. Theoretical calculations

3.4.1. Bulk atomic structure and relaxation energies
The favorable vacancy concentration can typically be derived from 

the formation energy associated with specific chemical reactions used 
in sample fabrication. However, the fabrication conditions employed 
in this study introduce uncertainties that complicate precise theoret-
ical calculations. For instance, the exact atomic structures of nitrates 
involved in the fabrication process cannot be definitively determined. 
To circumvent these limitations, we compared relaxation energies upon 
introducing vacancies into bulk structures for various atomic config-
urations and also evaluated vacancy formation energies. While this 
approach does not yield an exact vacancy concentration for our experi-
mental samples, it provides qualitative insights into doping level versus 
vacancy concentration dependencies. 

The relaxation energies from structural optimization are detailed in 
Table  3. When oxygen vacancies are introduced near the Tb dopant 
sites (designated as v1 and v2) within a 5.5%-doped crystal, the re-
laxation energies decrease to −0.034 eV and −0.030 eV from their 
respective values of −0.008 eV and −0.006 eV in undoped sample. 
This observation indicates a strong interaction between Tb doping and 
nearby oxygen vacancies, enhancing structural stability. Interestingly, 
when the vacancies are located farther away from the Tb dopant 
(designated as v4 and v5), their presence leads to even lower relax-
ation energies of −0.049 eV and −0.040 eV. This suggests that while 
local interactions between Tb doping and oxygen vacancies contribute 
significantly to stability, long-range effects also play an important role 
in lowering the overall energy of the doped system. For structures 
with two Tb dopants (11.1% doping concentration), the presence of 
vacancies results in relaxation energies higher than those without any 
vacancy. This indicates that at 11.1% doping level, the system is less 
prone to incorporating oxygen vacancies.

Vacancy formation energies are also presented in Table  3. These 
energies are defined as:

𝐸form =
𝐸𝑡 (vacant str.) +𝑁O

𝐸𝑡(O2)
2 − 𝐸𝑡 (pristine)

𝑁
,

where 𝐸𝑡 (vacant str.) and 𝐸𝑡 (pristine) are the total DFT energies 
of relaxed structures with vacants and pristine structures respectively, 
𝐸 (O ) is the energy of an oxygen molecule, 𝑁  is the number of oxygen 
𝑡 2 O
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Fig. 11. DOS of (a) undoped, (b) 5.5% doped and (c) 11.1% Tb doped BiFeO3. In 
each panel the top, middle and bottom graphs correspond to 0.0%, 1.9% and 3.8% 
oxygen vacancies. Each graph depicts DOS for majority/minority spins above/below 
local horizontal axes. Vertical dashed line marks the Fermi level.

vacancies and 𝑁 is the number of atoms in the structure. Similar to the 
trend observed for relaxation energies, vacancy formation energies are 
consistently lower in lattices with 5.5% doping compared to undoped 
structures. However, at an 11.1% doping concentration, these energies 
do not significantly differ from those at a 5.5% doping level.
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3.4.2. Analysis of bulk electronic properties
In Fig.  11, we present a comparative analysis of the electronic den-

sity of states (DOS) of BiFeO3 with varying concentrations of terbium 
dopants and oxygen vacancies. We examined three doping levels: 0%, 
5.5%, and 11.1% terbium, alongside three vacancy concentrations: 0%, 
1.9%, and 3.8%.

The Fermi level of the undoped vacant-free BiFeO3 is positioned at 
the center of the band gap, as expected for the semiconducting pristine 
bismuth ferrite. Introducing the oxygen vacancies into an undoped 
crystal shifts the Fermi level towards the bottom of the conduction 
band due to excess electrons from vacant oxygen sites (Fig.  11(a)). 
In contrast, the Fermi level for 5.5% and 11.1% doped BiFeO3 with 
no oxygen vacancies (0.0%) is positioned at the top of the valence 
band, evident from the top graphs in panels b and c of Fig.  11. In 
BiFeO3 crystals doped at 5.5%of Tb (Fig.  11(b)), oxygen vacancies 
cause a significant upward shift in the Fermi level, placing it near or 
within the conduction band. At higher terbium doping levels (11.1%, 
Fig.  11(c)), an equilibrium between vacancy-induced n-type doping and 
dopant-induced p-type behavior results in the Fermi level returning 
to the bandgap. Our DFT calculations encountered convergence issues 
for terbium concentrations above 11.1% in bulk structures, preventing 
theoretical DOS graphs for these conditions. However, further doping 
would likely exacerbate p-type behavior, shifting the Fermi level to-
wards or within the valence band. Both terbium doping and oxygen 
vacancies introduce states within the bandgap of BiFeO3. In vacancy-
free crystals, dopants at 5.5% and 11.1% concentrations generate one 
and two distinct bandgap states, respectively. Conversely, systems with 
oxygen vacancies exhibit a proliferation of bandgap states due to the 
presence of numerous dangling bonds. These additional states are 
characterized by minimal dispersion, indicating strong localization. 
The localized nature of these bandgap states plays a crucial role in 
modulating charge transport properties. In vacancy-free crystals, excess 
electrons would naturally fill the conduction band upon increasing 
vacancy concentration, potentially rendering the material conductive. 
However, the presence of localized bandgap states necessitates se-
quential filling according to Fermi-Dirac statistics and Pauli exclusion 
principle, thereby impeding easy movement of the Fermi level within 
the bandgap.

3.4.3. Local density of states
Local density of states (LDOS) integrated ±0.05 eV around the 

Fermi level is presented for three atomic configurations in Fig.  12: 
an undoped supercell with 2 vacancies (Fig.  12(a)), a supercell with 
1 Tb atom and two neighboring vacancies (Fig.  12(b)), and a supercell 
with 2 Tb atoms, each with one neighboring vacancy (Fig.  12(c)). 
Graphical representation of LDOS can vary with isosurface values; from 
our careful analysis of LDOS for a range of isovalues we found that 
isovalue of 0.0003 states/eV/Å3 captures the most important details of 
investigated supercells’ electronic structures.

Fig.  12 reveals two key observations: 1. In the undoped config-
uration (a), significant LDOS contributions are not localized around 
both vacancies, contrary to expectations, but rather LDOS is relatively 
delocalized through the supercell. 2. For doped configurations (b) and 
(c), LDOS is concentrated around Tb dopants and their neighboring 
vacancies, with a decaying distribution further away. These findings 
suggest that in doped systems, electronic states become more localized 
near the dopant sites, potentially leading to delocalization at higher 
doping concentrations as the wavefunctions overlap increasingly with 
dopant concentration (conversely the Tb–Tb distance decreases). This 
could result in percolation effects and an increase in electrical conduc-
tivity as dopant concentration increases. The states around the Fermi 
level in undoped structure are delocalized, which is one of the key 
conditions for high electric conductivity.
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Table 4
Vacancy formation energies.
 Configuration E𝑓𝑜𝑟𝑚 (eV/atom) 
 undoped  
 one vac. in bulk 0.039  
 one vac. on Bi surf. 0.034  
 one vac. on Fe surf. 0.036  
 1 Tb (5.5% doping)  
 one vac. in bulk 0.016  
 one vac. on Bi surf. 0.003  
 one vac. on Fe surf. 0.055  
 2 Tb (11.1% doping)  
 one vac. in bulk 0.042  
 one vac. on Bi surf. 0.210  
 one vac. on Fe surf. 0.060  
 4 Tb (22.2% doping)  
 one vac. in bulk 0.102  
 one vac. on Bi surf. 0.049  
 one vac. on Fe surf. 0.121  

3.4.4. Vacancy formation energies in surfaces
The infinite periodic structures we considered above are represen-

tative of doping and vacancy effects in bulk. However, experimental 
samples are rather polycrystalline in which surfaces and grain bound-
aries may affect the electronic and transport properties. The lower 
coordination of oxygen atoms at surfaces can significantly alter their 
binding energies and consequently affect the distribution of vacan-
cies. To bridge this gap between theoretical models and experimental 
observations, we extended our investigation to incorporate surface 
phenomena. Specifically, we introduced a single vacancy into either the 
Bi or Fe layer at the surface or within deeper layers of the structure. We 
utilized the supercell from our bulk studies but modified it by extending 
the c lattice vector to 29 Å to ensure an adequate vacuum layer between 
periodic replicas, i.e. negligible interaction between them. While we 
aimed to optimize these surface structures, atomic forces could not be 
reduced below a tolerance level of 0.05 ev/Å for some structures. In 
order to have fair comparison among all configurations, we present 
data only for unoptimized structures. The Table  4 presents calculated 
values of vacancy formation energy for various configurations, includ-
ing undoped and doped structures with one, two or four Tb atoms 
per supercell. These calculations are performed to determine the most 
favorable positions for oxygen vacancies within these structures. Un-
doped BiFeO3 exhibits similar vacancy formation energies regardless of 
the surface type, indicating minimal intrinsic anisotropy in oxygen va-
cancies under pristine conditions. When one Tb atom is introduced per 
supercell (corresponding to 5.5% doping level), vacancy formation en-
ergies change significantly. The energy in bulk (0.016 eV/atom) and Fe 
surface (0.055 eV/atom) decrease compared to the undoped structure, 
suggesting that Tb doping facilitates oxygen vacancy formation in these 
configurations. However, the most striking change is observed at the 
Bi surface: 0.003 eV/atom. This suggests that Tb doping strongly facili-
tates vacancy formation on the Bi-terminated surface even at the room 
temperature. Introducing two Tb atoms per supercell (corresponding to 
11.1% doping level) alters these trends. The vacancy energy increases 
for all studied configurations, indicating a less favorable environment 
for vacancies in these configurations. This is in agreement with our 
analysis of vacancies using XPS (Section 3.4), while the doping level 
also corresponds well to the doping level for which the reduced leakage 
current was observed (Section 3.2). Interestingly, the most significant 
increase of vacancy formation energy is for Bi-terminated surface, 
which is the most favorable place for less doped level. This implies that 
with two Tb atoms per supercell, oxygen vacancies are least favorable 
to form at either surfaces or in bulk. At four Tb atoms per supercell 
(corresponding to 22.2% doping level), vacancies become significantly 
least favorable in bulk and Fe-terminated surfaces. Vacancy formation 
energy on Bi-terminated surface decreases to 0.049 eV/atom from 
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Fig. 12. Local density of states integrated within ±0.05 eV around the Fermi level for three different supercell configurations: (a) an undoped supercell with two vacancies, a 
supercell containing one Tb atom, (b) with two neighboring vacancies to the Tb atom, and (c) a supercell with two Tb atoms each having a neighboring vacancy. Elemental spheres 
are color-coded as indicated in the legend at the bottom. Vacancies are marked by red ‘V’ labels. An isosurface value of 0.0003 states/eVÅ3 is depicted for all configurations.
0.210 eV/atom in structure with 2 Tb atoms per supercell; however 
this is still significantly larger than the values obtained for 5.5%-doped 
structures. Interesting, the trend of DFT-predicted change of vacancy 
concentrations corresponds to the dependence of grain sizes and surface 
roughness obtained with our AFM measurements. Particularly, DFT 
calculations indicate that vacancy concentration rises for undoped to 
5.5%-doped structures, whereas the vacancy concentration decreases 
for 11.1% and 22.2% Tb doping levels. Less vacancies, i.e. defects can 
naturally result in larger grains and smoother surfaces, as observed 
experimentally. At room temperature, which corresponds to approx-
imately 0.025 eV/atom, we can infer that vacancies would be most 
favorable in structures with a single Tb dopant per super cell and 
vacancy located on the Bi surface (formation energy 0.003 eV/atom). 
This is because this vacancy formation energy is well below the room 
temperature and represents the lowest activation barrier for vacancy 
formation. It is important to note that these energies are calculated for 
non-optimized structures. Optimization would likely decrease all va-
cancy formation energies, potentially bringing them closer to the room 
temperature value and enhancing the stability of vacancies at certain 
positions. Note that vacancy formation energies obtained for unrelaxed 
surfaces are consistently lower than those for relaxed bulk structures 
(Table  3), further signifying the possibility for vacancy formation in 
the former configurations.

3.4.5. Electronic structure of surfaces with vacancies
The DOS profiles for surface energetically favorable structures of 

BiFeO3, doped with 0%, 5.5%, 11.1%, and 22.2% terbium, and con-
taining vacancy concentrations of either 0% or 1.9%, are depicted in 
Fig.  13. Fig.  13(a) illustrates the DOS for energetically favorable atomic 
configurations of Tb-doped BiFeO3 with and without oxygen vacan-
cies. Notably, there are both qualitative and quantitative differences 
between undoped and 5.5% doped materials compared to those with 
higher doping concentrations (11.1% and 22.2%). The total DOS for 
these structures indicates electronic bandgaps of approximately 0.2 eV 
for the former two configurations and around 0.3 eV and 0.4 eV for the 
latter two.

A critical factor influencing electric conductivity is the position of 
the Fermi level relative to the available energy states. In undoped 
and 5.5% doped structures, the Fermi level resides at the bottom of 
dispersive bands, providing numerous accessible electronic states that 
enhance electrical conductivity. Conversely, in both 11.1% and 22.2% 
doped structures, the Fermi level is positioned at the top of filled 
bands separated from unfilled bands by a sizable bandgap. The similar 
DOS characteristics of 11.1% and 22.2% doped structures seemingly 
contradicts our experimental finding, which shows an increase in cur-
rent when doping level increases from 10% to 20%. To address this 
disagreement we have to inspect the projected density-of-states (PDOS).
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Fig.  13 (panels (b), (c) and (d)) provide PDOS for analyses of 5.5%, 
11.1%, and 22.2% doping levels, respectively. These figures illustrate 
that the electronic states around the Fermi level predominantly origi-
nate from the first atomic surface layers, mainly Fe-terminated surfaces, 
with less influence from Bi-terminated surface and minor contributions 
from bulk Bi and Fe layers. In all cases, a narrow Tb state is present at 
the Fermi level. However, contribution to PDOS from Tb dopants varies 
with dopant concentration. In the energy range ±2 eV around Fermi 
level the Tb states are sparse and non-dispersive for 5.5% and 11.1% 
doping levels. Importantly, as the doping concentration increases from 
11.1% to 22.2%, there is a significant increase in the number of 
available Tb states, as evidenced by comparing PDOS profiles for these 
concentrations. The physical origin of the experimentally observed vari-
ation in electric conductivity with Tb doping level can be summarized 
as follows:

1. Effects of doping and vacancies are mutually opposite; while 
vacancies shift Fermi level up towards the conduction band, 
doping pulls the Fermi level towards the valence band.

2. Undoped and weakly doped bismuth ferrites are conducting 
materials, with transport channels localized primarily on sur-
faces and eventually grain boundaries in experimental samples. 
The oxygen vacancies present at this doping level n-type doped 
material, bringing its Fermi level to the region with high density 
of dispersive well-conducting states.

3. Samples with the approximately 10% doping level lack states 
responsible for electronic transport; the Fermi level is shifted be-
low a bandgap, making unoccupied states that provide conduct-
ing channels in undoped and lower-doped materials unreachable 
at low bias voltages in the intermediately doped structure. Ad-
ditionally, dopant states around Fermi level are dispersionless, 
which do not contribute to efficient charge transport.

4. Increased conductivity in highly doped (approximately 20%) 
samples can be attributed to a significantly denser population 
of Tb states around the Fermi level. With a sufficient dopant 
concentration these states can overlap, delocalize and present 
dispersive, hence conducting states.

The results of DFT calculation are in accordance with our ex-
perimental findings. Undoped and weakly Tb-doped (∼5%) BiFeO3
thin films are conductive due to the formation of oxygen vacancies 
primarily on the surface and grain boundaries. For much higher Tb 
doping (∼20%) DFT calculations indicate a significant increase of Tb 
conducting states around the Fermi level and less formation of oxy-
gen vacancies. Therefore, experimentally obtained high conductivity 
of Bi0.80Tb0.20FeO3 sample originates from the increased number of 
Tb conductive states. In the case of intermediate Tb doping (∼10%) 
DFT calculations showed that the formation of oxygen vacancies is the 
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Fig. 13. Electronic structure of Tb-doped BiFeO3 surfaces. (a) DOS of favorable vacancy 
configurations for different doping levels. Partial contributions to DOS from surface Bi 
layer, surface Fe layer, Bi layer below Fe surface, Fe layer below Bi surface, a bulk 
Bi layer, a bulk Fe layer and Tb dopants for (b) 5.5% doped structure with a vacancy 
on Bi surface, (c) 11.1% doped structure without vacancies, and (d) 22.2% doped 
vacant-free structure. Each graph shows DOS for majority/minority spins above/below 

local horizontal axes. Vertical dashed line marks the Fermi level.
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least favorable, whereas sparse and non-dispersive Tb states do not 
contribute to efficient charge transport. It can be concluded that the 
balance between dopant concentration and defect formation is a key 
factor in achieving the much higher resistivity of the Bi0.90Tb0.10FeO3
sample compared to the other samples. The findings presented above 
give a meaningful insight into how the Tb doping concentration influ-
ences the defect formation and thus the electrical properties of BiFeO3
thin-films.

4. Concluding remarks

In summary, this study revealed that Tb doping has a great and 
non uniform influence on the formation of oxygen vacancy defects 
and electronic structure of BiFeO3 thin films. The noticeable decrease 
of the intensity of 471 cm−1 Raman mode, seen in 10% Tb-doped 
film, indicates that 10% Tb doping leads to a decrease in the oxygen 
vacancy concentration. XPS analysis confirmed that 10% Tb-doped 
film has the lowest concentration of oxygen vacancies. Macroscopic 
I–V measurements showed that this sample has significantly reduced 
leakage current i.e the smallest conductivity. C-AFM measurements 
at the micro-scale provided additional insights into the conduction 
processes of Tb-doped BiFeO3 thin films. These measurements con-
firmed that among all films, 10% Tb-doped film is the least conductive. 
At low voltages, the conduction is confined to localized, spatially 
inhomogeneous domains and takes place across grain boundaries with 
enhanced concentration of defects. As the voltage increases, the local-
ized domains merge into larger conductive domains. From ab initio 
calculations, atomistic insight into such phenomena was gained. Un-
doped and ∼5% doped samples are conductive due to high density 
of dispersive well-conducting oxygen vacancy states. For much higher 
Tb dopant concentration (∼20%), DFT calculations indicate that less 
oxygen vacancies are formed, whereas the high conductivity originates 
from increased density of Tb conductive states near the Fermi level. An 
intermediate Tb doping concentration of ∼10% causes a lack of states 
responsible for electronic transport, i.e. the concentration of oxygen va-
cancies is significantly lower, whereas the dopant non-dispersive states 
near the Fermi level are sparse and insufficient for the efficient charge 
transport. It is exactly this balance between the dopant and oxygen 
vacancy concentrations that ensures the best electrical performances 
of 10% Tb-doped film. These investigations pave the way for designing 
advanced multiferroic materials with thoroughly controlled structural 
and electrical properties.
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Fortune teller fermions in two-dimensional
materials†

Vladimir Damljanović, *a Igor Popov a,b and Radoš Gajićc

Dirac-like electronic states are the main engines powering tremendous advancements in the research of

graphene, topological insulators and other materials with these states. Zero effective mass, high carrier

mobility and numerous applications are some consequences of linear dispersion that distinguishes Dirac

states. Here we report a new class of linear electronic bands in two-dimensional materials with zero elec-

tron effective mass and sharp band edges, and predict stable materials with such electronic structures uti-

lizing symmetry group analysis and an ab initio approach. We make a full classification of completely

linear bands in two-dimensional materials and find that only two classes exist: Dirac fermions on the one

hand and fortune teller-like states on the other hand. The new class supports zero effective mass similar

to that of graphene and anisotropic electronic properties like that of phosphorene.

1. Introduction

Electrons can move in certain materials as if they have no mass.
Massless fermions in solid state materials have played an increas-
ingly important role since the discovery of graphene,1 a material
where zero electron effective mass is caused by linear Dirac-like
dispersion. While the first mapping of the electronic structure of
graphene to the Dirac equation was an interesting theoretical
curiosity,2 the true significance of the Dirac-like states in solid
state systems became apparent upon identification of many
physical, measurable consequences of the linear dispersion.3 For
instance, the existence of massless fermions in graphene yields
extraordinarily high electron and hole mobilities4 with revolu-
tionary implications in electronics. Other implications include,
and are not limited to, Klein tunneling in single- and bi-layer gra-
phene,5 and the quantum Hall6 and fractional quantum Hall7

effects at room temperature. The two-dimensional (2D) nature of
graphene and related materials brings numerous additional
advantages including mechanical flexibility, optical transpar-
ency,8 and possibilities for engineering heterostructures with the
desired properties by stacking of two or more 2D materials.9

There is a whole plethora of various 2D materials beyond gra-
phene with a linear dispersion in their band structure,10 includ-
ing topological insulators11 and semimetals.12

Although the behavior of electrons in the vicinity of K and K′
points of graphene’s 2D Brillouin zone (BZ) is actually described
by the Weyl equation, such points are, for historical reasons,
called 2D Dirac points (occasionally, 2D Weyl points).13 Their
generalizations to 3D bulk single crystals are called (spin-1/2)
Weyl points. According to the fermion doubling theorem, Weyl
points (fermions) must appear in pairs of opposite chirality in
the BZ. Two such Weyl fermions appearing at the same point in
the BZ are called a 3D Dirac point,14 while a pair of 3D Dirac
points at the same k-vector forms a double Dirac point.15 Note
that at a band crossing, a Weyl point (3D Dirac point, double
Dirac point) is two-fold (four-fold, eight-fold) degenerate.
Generalizations for higher pseudo-spins are possible. Recent
ab initio calculations show spin-1 Weyl and spin-3/2 Rarita–
Schwinger–Weyl fermions in transition metal silicides,16 such
as RhSi.17 An additional type of Dirac point appears in antiferro-
magnetic (AFM) 2D layers.18,19 Here the crossing point is four-
fold degenerate, the corresponding Chern number of each band
is zero and such crossings can appear as a single point in the
BZ. Quasiparticles in solids can even go beyond their Weyl and
Dirac counterparts as shown by the classification of linear and
quadratic three-, six- and eight-band crossings in 3D crystals
with a strong spin–orbit coupling (SOC).20 Other studies also
discuss three-,16 six-,16,17 and eight-fold15 degenerate fermions.
Different types of electronic dispersions are intricately linked to
symmetry, as also exemplified with cone engineering by sym-
metry manipulation,21 whereas new 2D Dirac cones have been
generated in graphene under an external periodic potential.22

Mañes has used space group representations to find sufficient

†Electronic supplementary information (ESI) available: Group-theoretical deri-
vations, the effective mass and density of states calculation as well as the outline
of the algorithm used in ab initio calculations. See DOI: 10.1039/C7NR07763G
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conditions for the existence of spin-1/2 Weyl points in the BZ of
3D single crystals, and enumerated the possible T-symmetric
corepresentations of such points for spinless systems (single
groups).23 Recently, a set of symmetry conditions that guaran-
tees 2D Dirac-like dispersion in the vicinity of high symmetry
points in the BZ of any non-magnetic 2D material with negli-
gible SOC has been reported.24,25 Also, the existence of 2D Dirac
fermions in bilayer non-honeycomb crystals using symmetry
analysis has been indicated.26 It has recently been shown that
certain non-symmorphic symmetries induce new band hour-
glass-like dispersion at the surface of some 3D single crystals.27

Non-symmorphic symmetries also cause a similar dispersion in
2D (layer) systems with SOC.28,29 Topologically protected band
touchings (TPBT) were found on the BZ surface of a SnTe 3D
material class30 and the A2B3 family of materials.31 Note that
such band touchings27,30,31 are located away from the high-sym-
metry points of the BZ, and that they can be moved but cannot be
removed by the change of model parameters used to calculate
the band structure. Surprisingly, the existence of classes of
massless fermions other than 2D Dirac-like, in 2D non-mag-
netic, time-reversal symmetric (TRS), materials with negligible
SOC has not been addressed yet.

Here we report that combined TRS and certain crystal non-
symmorphic symmetries of 2D materials lead to the emer-
gence of peculiar massless linearly dispersive bands which we
call fortune teller (FT) states. The geometries of these FT states
in reciprocal space are pyramidal and paper fortune teller-
like, unnoticed in solid state matter before. Our analysis indi-
cates that these states and the Dirac cones are the unique pos-
sibilities for essential linear dispersive bands in all diperiodic
directions of non-magnetic 2D materials without SOC. Our
results are based on the analysis of all eighty layer single
groups, which are all possible symmetries of non-magnetic 2D
materials with negligible SOC. Inclusion of SOC would require
an analysis of eighty layer double groups. These are distinct
mathematical entities, and the results for the SOC-case do not
apply to the non-SOC-case or vice versa. For this reason we
treat here the non-SOC-case and leave analogous analysis for
the SOC-case for future research. Similar search for Dirac-like
and other (unconventional) quasiparticles has already been
performed in the SOC-case.15,20,28,29 Finally, we predict stable
2D materials with our new massless fermions using DFT and
our own-developed software. The ab initio calculations have
confirmed the existence of the predicted electronic dispersion
and quantitatively determined structural and electronic pro-
perties, which can be utilized in further experimental realiz-
ations of the new class of 2D materials.

2. Classification of linear states in 2D
materials

We consider all possible symmetry groups of non-magnetic
crystals with negligible SOC, which are periodic in two spatial
directions and finite in the perpendicular direction. These are
the so-called layer single groups (or diperiodic groups). This

implies that spinful degeneracy of a band is twice the spinless
(orbital) degeneracy. Representation-protected band spinless
degeneracy at the wave vector k0 in the 2D BZ, for bands
belonging to the allowed32 (relevant,33 small34) irreducible rep-
resentation (irrep) R of the group of the wave vector (little
group) G(k0), is given by the dimension of R. For all eighty
layer single groups irreps R are either one- or two-dimen-
sional.32,35 TRS either doubles spinless band-degeneracy at
given k0 or leaves it unchanged.

36 Therefore, possible essential
spinless band-degeneracies are one, two or four.

Since the orbitally (spinless) non-degenerate band is
smooth, its second derivative is finite and the effective mass,
being inversely proportional to the second derivative,37 is
nonzero. Therefore, the bands carrying zero effective mass are
possible only in the vicinity of points in the BZ where the elec-
tron energy is orbitally (spinless) degenerate. We show in the
ESI† that in the vicinity of a spinless double degenerate point,
2D Dirac bands are the only possible massless bands.

The behavior of the bands near four-fold orbitally (spinless)
degenerate points in non-magnetic 2D materials with no SOC
has not been examined thus far and we perform this task as
described in the next section. Before that, we comment on why
we think that four-fold spinless degeneracies can only be
caused by combined TRS and crystal symmetry. It is well-
known that some crystal non-symmorphic symmetries com-
bined with certain topological properties can lead to touching
of two bands somewhere on high symmetry lines in the BZ.
We call this topologically protected band touchings (TPBT). In
such TPBT, band degeneracy is larger than required by dimen-
sionality of irreps of the corresponding little group. Such an
approach started with Zak’s introduction of elementary band
representations38 (EBR) and culminated with the recent classi-
fication of all possible 10 403 band structures in double space
groups.39 Essentially, the presence of TPBT can be established
by investigation of compatibility relationships of irreps along
certain closed loops in the BZ.40 Alternative formulation is in
terms of non-symmorphic symmetry eigenvalues.28,29 It some-
times happens that a band belongs to different irreps at two
end points in the symmetry line and consequently must have
touched another band an odd number of times (most probably
once). The method cannot determine where exactly in the sym-
metry line two bands touch. Such a position depends on the
model used to calculate the band structure. In layer single
groups irreps of little groups for symmetry lines are one-
dimensional inside BZ. BZ edges have either several one-
dimensional irreps or only one two-dimensional irrep or two
one-dimensional irreps related by TRS.32 Corresponding three-
fold (four-fold etc.) spinless degeneracy would require TPBT of
three (four etc.) bands at the same point in the BZ which we
assume is unlikely. In addition, all these three (four etc.)
bands would have to belong to different irreps of the little
group, which at some point becomes impossible. On the other
hand, two double-degenerate bands at the edge of the BZ
belong to the same irrep and therefore cannot touch.41 For
these reasons, we assume that TPBT can lead at most to
double spinless degeneracy and to Dirac-like dispersion. The
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same assumption holds even for band touchings that are not
protected by topology but are model-dependent (accidental
band touchings). Note that above arguments do not apply to
the SOC case. For example, TPBT of two two-fold spinful
degenerate bands exist in some layer double groups.28

3. Fortune teller states

In the following, the functional form of the new linear dis-
persion relation that corresponds to the vicinity of four-fold
spinless degeneracy will be presented and compared to 2D
Dirac-like dispersion. As before, we assume that q is a wave
vector of small modulus, t a real 2D vector, u1, u2 positive
quantities and q1, q2 projections of q along certain, mutually
orthogonal directions. If k0 is a point that hosts a pair of 2D
Dirac cones, then the Taylor expansion of the electron energy
around this point reads:

E1;2ðk0 þ qÞ � E0 þ t � q+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u1q12 þ u2q22

p
: ð1Þ

For u1 = u2, 2D Dirac cones are isotropic and for t ≠ 0, the
cones are tilted.42,43 The new electronic dispersion presented
in this paper is:

E1;2;3;4ðk0 þ qÞ � E0 + ju1jq1j + u2jq2jj: ð2Þ
While the 2D Dirac band has the geometric form of a

simple cone with a circular or elliptical cross section, the geo-
metry of dispersion (2) consists of two different geometric
forms. The plus sign under the absolute value yields the geo-
metry of a four-sided pyramid, whereas the minus sign corres-
ponds to a more complex geometry, which looks like the paper
origami called paper fortune tellers [Fig. 2(b)]. Since both
forms always appear together, we label dispersion (2) using
one name – the fortune teller (FT) dispersion.

Next, we state the conditions that lead to four-fold essential
spinless degeneracy. According to Herring,36 there are, in prin-
ciple, two possibilities for achieving this. The first one is:

O1: k0 is equivalent to its inverse −k0,
O2: R is two-dimensional,
O3: R is pseudo-real or complex.
The second one is: k0 is not equivalent to −k0, −k0 is in the

star of k0, R is two-dimensional, Rin = R↑G is pseudo-real or
complex (Rin is the representation of the whole layer single

group G, obtained by induction from R). Detailed case-by-case
study of representations of layer single groups32 shows, by
exhaustion, that the second possibility never occurs in 2D non-
magnetic materials with negligible SOC. A more detailed dis-
cussion on the conditions for four-fold spinless degeneracy
and the classification of all massless bands in non-magnetic
2D materials with weak SOC is given in the ESI.† Therefore

conditions O1–O3 are the only essential four-fold spinless
degeneracies in such systems.

Now we show how the linear dispersion (2) is connected to
TRS and crystal symmetry. A general matrix form of the Taylor
expansion of a four-component Hamiltonian around a given k0
point of BZ is:

Ĥðk0 þ qÞ � E0 Î4 þ Ĥ′; ð3Þ
where

Ĥ′ ¼ ŴðÎ4 � ~qj iÞ; ð4Þ
and

Ŵ ¼ @

@q

� ����Ĥ k0 þ qð Þ
� �

q¼0
: ð5Þ

Î4 is a four-dimensional unit matrix, ⊗ denotes the
Kronecker product, 〈∂/∂q| is the transposed gradient at q = 0,
hence Ŵ is a four-by-eight matrix. We can combine the repre-
sentation R and its complex conjugate R* to obtain one four-
dimensional, physically irreducible, real representation D in
the following way: D = R⊕R*. It follows that we can choose the
basis functions {φ1, …, φ4} for D to be real at k0 so that TRS
imposes the following (* denotes complex conjugation):23

Ĥ*ðk0 þ qÞ ¼ Ĥðk0 � qÞ: ð6Þ
Taking the first order derivative of this equation with

respect to q, at q= 0 gives the following condition for Ŵ:

Ŵ* ¼ �Ŵ : ð7Þ
Taking into account in addition the hermicity of the

Hamiltonian, we obtain for Ĥ′ the following:

Ĥ′ ¼ i

0 v1 � q v2 � q v3 � q
�v1 � q 0 v4 � q v5 � q
�v2 � q �v4 � q 0 v6 � q
�v3 � q �v5 � q �v6 � q 0

0
BB@

1
CCA; ð8Þ

where vj are real 2D vectors. Since Ĥ′ is purely imaginary, for
every eigenstate ψn corresponding to energy Ej, there exists an
eigenstate ψ*

n that corresponds to the energy −Ej. Therefore,
eigenvalues of Ĥ′ come in pairs (Ej, −Ej) and the Hamiltonian
Ĥ′ obeys the particle-hole symmetry. The eigenvalues of Ĥ(k0) +
Ĥ′ given by eqn (9) confirm our statement:

Note that particle-hole symmetry is not accidental, but it is
a consequence of the fact that complex conjugation is a
symmetry operation. More precisely, in our case the
combination of TRS, reality of representation D and the fact
that k0 is time-reversal invariant momentum leads to
purely imaginary Ĥ′, and to particle-hole symmetry with
respect to E0.

E1;2;3;4 ¼ E0 +
1ffiffiffi
2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X6
j¼1
ðvj � qÞ2 +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX6
j¼1
ðvj � qÞ2

" #2

�4 ðv1 � qÞðv6 � qÞ � ðv2 � qÞðv5 � qÞ þ ðv3 � qÞðv4 � qÞ½ �2
vuut

vuuut : ð9Þ
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To further simplify eqn (9) we use the following identity23

valid for every element (in Seitz notation) (ĥ|τĥ + R) of the little
group G(k0):

Ĥðk0 þ qÞ ¼ D̂þððĥjτĥ þ RÞÞĤðk0 þ ĥ′qÞD̂ððĥjτĥ þ RÞÞ; ð10Þ
where D̂((ĥ|τĥ + R)) is the matrix of the representation D that
corresponds to the element (ĥ|τĥ + R) and ĥ′ is the reduction
(as an operator) of ĥ to two-dimensional k-space. After differ-
entiating (10) with respect to q, at q = 0 we obtain (T denotes
transposition):

Ŵ ¼ D̂ððĥjτĥ þ RÞÞŴ ½D̂ððĥjτĥ þ RÞÞ � ĥ′�T: ð11Þ
Eqn (11) is a consequence of crystal symmetry. If we write

the matrix Ŵ as a column-vector |Ŵ〉, eqn (11) becomes:

½D̂ððĥjτĥ þ RÞÞ � D̂ððĥjτĥ þ RÞÞ � ĥ′�jŴi ¼ jŴi: ð12Þ
It follows that the matrix Ŵ belongs to the totally symmetric

part of the representation D⊗D⊗Γ2DPV, where Γ2DPV is a two-
dimensional polar-vector representation. For all groups that
satisfy conditions O1–O3 we have, using Wigner’s method of
group projectors, found the form that symmetry imposes on
the matrix Ŵ and consequently on vectors vj, and inserted the
result in eqn (9). In all cases, the equation for eigenvalues (9)
reduces to the dispersion (2). More details on the application
of group projectors are given in the ESI.†

It turns out that only three out of eighty layer single groups
have allowed representations satisfying the conditions O1–O3.
Groups allowing the dispersion (2) are listed in Table 1. All
three groups are non-symmorphic and belong to the rectangu-
lar system. The component q1 can be chosen as projection of q
along a direction that is parallel to any screw axis 21, q2 is a
projection along the perpendicular direction. The points k0
hosting the dispersion (2) are located at the corners (±π/a,
±π/b) of the rectangle that presents the BZ border. The corres-
ponding space group from Table 1 denotes the space group
that is obtained by periodic repetition of layer groups’
elements along the axis perpendicular to the diperiodic plane.
The diperiodic plane in Table 1 denotes the position of the
layer single group plane within the corresponding 3D space
group. The effective mass of both dispersions (1) and (2) is
zero, as shown in the ESI† using the usual formula for m̂eff.

37

Analogous four-fold degeneracies are present in bulk 3D
systems,16,17 on the surface of 3D systems31 or in 2D AFM crys-
tals.18,19 These are all spinful degeneracies in the presence of

SOC. Dispersion of Rarita–Schwinger–Weyl fermions16 is pro-
portional to Sz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qx2 þ qy2 þ qz2

p
, where Sz is a projection of

pseudo-spin S = 3/2 along the z-axis, while the unconventional
fermion at the BZ center of RhSi is a combination of two S =
1/2 and two S = 3/2 states with a similar dispersion.17 In 2D
AFM systems the dispersion +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qx2 þ qy2

p
is double

degenerate,18,19 and the same holds for surface Dirac fer-
mions.31 The dispersion (2) differs from these Dirac-like dis-
persions, it is a property specific to 2D materials and conse-
quently falls into the range of nanophysics.

Orbital wave functions must belong to an allowed irrep at a
given point in the BZ. This statement is valid irrespective of
strength of electronic correlations, since the Coulomb repul-
sion between electrons has the same transformation properties
as the rest of the Hamiltonian. The allowed irreps of the
groups listed in Table 1 are the only ones at these points of the
BZ, hence the electronic correlations cannot change the form
of the dispersion (2) as long as TRS and crystal symmetries are
preserved. Even if the band picture fails the energy of all elec-
trons in the crystal has dispersion (2). If one acts simul-
taneously by a space group element to radius vector of every
electron in the crystal the many-body wave function has the
same symmetry as the single-particle wave function of the
corresponding non-interacting model. On the other hand, a
combination of SOC and Hubbard interaction can result in an
AFM order, which then breaks TRS.46,47 The same effect might
occur even without SOC.48 Our analysis does not refer to such
cases so a detailed ab initio investigation of particular material
should show whether transition to the AFM order occurs.

Symmetry of the crystal lattice is responsible for (an)iso-
tropy of single crystals.49 For example, isotropy of the electric
susceptibility tensor in silicon is caused by the cubic sym-
metry, while the in-plane isotropy of graphene is caused by the
hexagonal symmetry. In our cases, crystal axes are maximally
of the second order, the irreps of the corresponding point
groups are all one-dimensional and the materials belonging to
layer groups listed in Table 1 are expected to be anisotropic.

From the analysis of irreps of layer double groups50 we con-
clude that in the presence of SOC, originally eight-fold, spinful
degeneracy splits into four doubly spinful degenerate levels for
Dg33 and two four-fold spinful degenerate levels for Dg43 and
Dg45. Since Dg43 and Dg45 contain inversion, bands are at
least spinful double-degenerate, so the four-fold spinful degen-
erate level cannot split into four non-degenerate ones along
e.g. the BZ-diagonal. On the other hand, layer double group

Table 1 Layer single groups hosting the dispersion (2) in the vicinity of the BZ corners: k0 = (±π/a, ±π/b). The notation for layer- and space-groups
are according to Kopsky and Litvin44 and Hahn,45 respectively. The x-, y- and z-axes are along a-, b- and c-directions of the orthorhombic 3D unit
cell, respectively. The notation for allowed representation in the last column is according to the Bilbao Crystallographic Server.32 Symbol ⇔ denotes
equivalence between representations. In all three cases the little group G(k0) is the whole layer single group

Layer single group Corresponding space group Diperiodic plane irreps R at k0

Dg33 pb21a 29 Pca21 C2v
5 y = 0 U1 , U*

1
Dg43 p2/b21/a2/a 54 P21/c2/c2/a D2h

8 y = 0 U1, U2 , U*
1

Dg45 p21/b21/m2/a 57 P2/b21/c21/m D2h
11 x = 0 T1, T2 , T*

1
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Dg33 does not support four-fold degeneracy at the BZ corners,
which is necessary for FT dispersion. We conclude that SOC
destroys FT dispersion at BZ corners of layer groups from
Table 1. This result is valid irrespective of the strength of SOC.
The four-fold orbital, and therefore eight-fold spinful degener-
acy in layer single groups from Table 1 leads to electron band
filling of 8n (n = 1, 2, 3, …), as a necessary condition for bands
to be either completely filled or completely empty.51,52 This
requirement remains even in the SOC case.28 In fact Dg33,
Dg43 and Dg45 are the only layer double groups with band
filling 8n necessary for insulating systems.28 In contrast to
layer single groups from Table 1, essential eight-fold spinful
degeneracy does not exist in their double group counterparts.50

Instead, four spinful double-degenerate bands are tangled
together in an hourglass manner in double-Dg43 and Dg45,
while in non-centrosymmetric double-Dg33, eight non-degen-
erate bands form a “cat’s cradle” structure.28 Analysis of band
connectivity28 for double-Dg33, Dg43 and Dg45 confirms our
prediction of SOC splitting for bands at the corners of the BZ
for groups from Table 1.

Since there is only one FT dispersion in the first BZ of each
group from Table 1, it is interesting to investigate if band topo-
logy requires appearance of additional dispersions somewhere
else in the first BZ. According to Chern, the following integral
must be an integer Cn:

Cn ¼ i
2π

ð ð
1st BZ

∇q � hψnðqÞj∇qψnðqÞi � d2S; ð13Þ

where ψn is the eigenstate of nth level, Cn is the Chern number,
while i∇q × 〈ψn(q)|∇qψn(q)〉 is the Berry curvature.11,53 In the
case of graphene, each Dirac point gives contribution of 1/2 to
the Cn and consequently, the number of Dirac points in the
first BZ must be even. This is a 2D version of the Fermion dou-
bling theorem. In contrast to graphene, our dispersion leads
to zero Berry curvature for each of four states in each of the
three groups. Consequently, the Berry phase is zero along any
closed contour in the BZ, which gives Cn = 0 for all n = 1, 2, 3,
4. It follows that topology does not forbid FT to be the only dis-
persion at the Fermi level. Similar conclusion holds for e.g.
AFM Dirac cone, where the contact point is also four-fold
degenerate.18

Next we discuss the behavior of FT dispersion under strain.
Application of strain that deforms the rectangular primitive
cell into an oblique one, lowers the symmetry from a Dg33 to a
Dg5 layer group, i.e. from Dg43 and Dg45 to Dg7. Since both
Dg5 and Dg7 necessarily host the semi-Dirac dispersion,54 FT
dispersion splits into two pairs of semi-Dirac cones. The
Chern number of semi-Dirac dispersion is zero, so such bands
are topologically trivial. It follows that any linear combination
of single band Chern numbers, such as mirror Chern number
or spin Chern number, is also zero in this case. For strain that
does not deform the rectangular primitive cell, the behavior of
FT dispersion is determined by translationengleiche subgroups
of Dg33, Dg43 and Dg45. As detailed analysis of band degen-
eracies in all layer single groups shows, breaking of horizontal

glide plane symmetry of Dg33, splits an FT point into two spin-
less double-degenerate points, both belonging to double spin-
less degenerate lines. Such splitting occurs also in Dg43 and
Dg45, when one breaks any symmetry element of their sub-
group Dg33. On the other hand, breaking of any element
belonging to Dg43 or Dg45 but not to Dg33 gives the final
group Dg33 and FT states are robust against such
deformations.

Density of states (DOS) per unit area/volume for the nth

energy band is given by the following formula:
ρnðεÞ ¼ ð1=2πÞDim

Ð Ð
1st BZ δðε� εnðqÞÞdDimq. Here, the dimen-

sionality Dim is equal to three (two) for 3D (2D) systems. For
Dirac dispersion ±v|q| in 3D (in 2D), it is convenient to change
to spherical (polar) coordinates. DOS is proportional toÐ bzb
0 qDim�1δðε� vqÞdq, where the BZ border bzb depends on
the azimuthal and polar angles. For a sufficiently small energy
ε measured from the bands contact point, we obtain, after
including the particle-hole symmetry, ρn(ε) ∼ |ε| for 2D, i.e.
ρn(ε) ∼ ε2 for 3D Dirac dispersion. In both cases, DOS becomes
vanishingly small in the vicinity of contact points of the cones.
This result refers, among other cases, also to four-fold spinful
degenerate fermions in 3D.16,17 On the other hand, change to
polar coordinates does not help in calculating DOS for dis-
persion (2). It is more convenient to introduce linear trans-
formations of q1 and q2 such that expression under the Dirac
delta function contains only one variable of integration.
Details of calculations are given in the ESI,† while the final
result is:

ρðεÞ � 3
πħ

1
avb
þ 1
bva

� �
; ð14Þ

with degeneracy due to the spin included. Here a and b are
lattice constants while va and vb are Fermi velocities along
a and b. It is worth noting that DOS of FT is constant around
EF in contrast to DOS of Dirac states in graphene. This unique
coexistence of zero electron effective mass and non-zero DOS
at E0 might have consequences on e.g. charge transport pro-
perties. For example, a smaller sensitivity of conductance is
expected when charged impurities are introduced in materials
with FT states.

4. Ab initio search for realistic
materials

Next we report examples of (meta)stable 2D materials with the
desired layer groups predicted using ab initio calculations. We
have developed and utilized software that automatically
searches for materials with a given group, analyzes their stabi-
lity and band structure. The outline of the algorithm is listed
in the ESI.† Since the atomic SOC strength increases as the
fourth power of the atomic number,13 we limited our search
only to light elements of the periodic table. For the sake of
demonstration of the new electronic dispersion in real
materials, we have searched for stable crystals with the above
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stated symmetry groups among a few light elements, including
B, C, Si and P. These are known to build stable 2D materials of
various crystal symmetries and have negligible SOC. Note that
the materials presented here are for demonstration purposes
only, without intent to be a complete list. More elemental crys-
tals with given symmetries are possible, while the list exponen-
tially grows when compounds of two or more elements per
unit cell are considered. Our symmetry arguments do not
determine the position of FT states on the energy scale, so it is
not guaranteed that the Fermi level will cross the energy near
E0. We have applied band filling theory28,51,52 to our groups
and found that the number of valence electrons per primitive
cell must be an odd multiple of four, for FT states to touch
exactly at EF and that no other bands cross the Fermi level. The
simplest structures satisfying these necessary (but non-
sufficient) conditions have four identical nuclei in the primi-
tive cell and belong to Dg45. The structures are listed in
Table 2.

Note that we mean the structural stability here when we
write about stability. Our DFT calculations have been con-
ducted for the materials in an absolute vacuum. This has been
a common approach in related papers.15–18,20,27,30,31 Here we
propose a new class of materials which may include dozens of
materials. Their chemical stability, i.e. stability in the atmo-
sphere and reactivity with oxygen and other chemicals depend
on the particular material’s chemical composition, hence the
chemical stability varies among materials in the class. For
instance, phosphorene (double layer) has a Dg45 symmetry
group (hence it belongs to the new class), while its reactivity
with hydrogen, oxygen and fluorine has been analyzed in
detail.55 Questions of chemical stability of other found and yet
to be found materials in the new class are to be answered in
future research.

A stable structure with FT contact points positioned exactly
at the Fermi level [P(Dg45), marked with bold letters in
Table 2] is shown in Fig. 1(a). It consists of zig-zag chains of P
atoms placed alternately at two parallel planes. The potential
energy surface (PES) of elemental phosphorus has multiple
local minima, i.e. many allotropes have been recently pre-
dicted,56 hence there are numerous (meta)stable phases of
phosphorus with different symmetries. P(Dg45) is a new one,
placed at the distinct local minimum of PES in the configur-
ation subspace with the Dg45 group and 4-fold multiplicity of
Wyckoff positions [Fig. 1(b)]. Its stability is further confirmed
by molecular dynamics simulations at 100 K.

The band structure of P(Dg45) along lines between high
symmetry points is shown in Fig. 2(a). At Y–R–Z section of the
BZ, four states touch at EF (both upper and lower states are
doubly spinless degenerate), yielding 4-fold spinless degener-
acy at the point of contact (EF). Constant and non-zero DOS in
the vicinity of EF confirms our prediction given by eqn (14).
The bands around R point obey the electron–hole symmetry,
in agreement with our discussion related to eqn (9). The Fermi
velocities of these states in the Y–R and R–Z directions are
1.08 × 106 m s−1 and 0.46 × 106 m s−1, which are in the range
of the Fermi velocity of graphene.

The Fermi velocity of P(Dg45) is highly anisotropic.
Therefore anisotropic electronic properties are expected to be
similar to those of doped phosphorene.57 The 2-fold spinless
degeneracy of both lower and upper bands at R is lifted along
the diagonal direction (Γ–R). Note another set of bands
between Z and Γ, with 2-fold spinless degeneracy below EF.
More geometry details of the states around R are visible in
Fig. 2(b). These states look exactly the same as the symmetry
analysis predicted above: the FT states consisting of two
pyramid-like and two paper fortune teller-like bands that
touch at their tips and two lines, respectively. Sharp edges of
the dispersion are unique among the electronic structure of

Fig. 1 Example of a stable structure with FT states at EF. Top and side
views of the optimized geometry of P(Dg45) is shown in panel (a). An
elementary unit cell is marked with a green rectangle together with
lattice vectors. Potential energy surface (atomization energy is given in
eV per atom) in the configuration space constrained by the Dg45 group
and 4-fold multiplicity of Wyckoff positions is shown in (b). The lattice
parameters are given in Angstroms. Calculations are not done in the
white region of panel (b) since the search algorithm predetermined
instability of the crystal in this region.

Table 2 Examples of stable 2D crystals with the Dg45 group. Mult. is multiplicity of Wyckoff position. Eat is atomization energy, b and c are lattice
parameters. Coordinates of only one atom are given for each element. Other coordinates can be obtained from Wyckoff positions. ΔEF = EFT − EF –

energy difference between the Fermi level and nearest FT states. Group velocities vb and vc are calculated using vj ¼ 1

ħ

@Eðk1; k2Þ
@kj

where index

j corresponds to b or c lattice directions. A corresponding stable structure for carbon was not found

Element Eat [eV per atom] b [Å] c [Å] Coordinates [Å] ΔEF [eV] vb [10
6 m s−1] vc [10

6 m s−1]

B −6.51 3.12 2.97 (0.390 0.387 0.743) −0.65 1.22 1.52
Si −5.56 3.74 4.64 (0.765 0.583 1.160) −2.30 0.91 0.79
P −6.03 3.22 5.24 (0.780 0.708 1.310) 0.00 1.08 0.40
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any known crystal, and particularly in contrast to the smooth
features of Dirac cones.

In order to image experimentally the sharp edges as the
unique signature of the FT state, angle-resolved photoemission
spectroscopy (ARPES)58 can be utilized. ARPES can probe the
momentum-dependent electronic band structure of 2D
materials providing detailed information on the band dis-
persion and Fermi surface. Importantly for the fine structural
feature of edges, recent progress of this technique allows
ARPES measurements with a precision of roughly 1 meV
energy resolution and 0.1 degree angular resolution. Prior to
application of ARPES the material should be doped to move
the Fermi level from the contact point and reach a doped
Fermi surface with edges. Doping can be achieved by electron
transfer between the target material and a substrate which acts
as a donor or an acceptor of electrons. In order to preserve the
symmetry, the donor/acceptor should be sputtered to both sur-
faces of the target material. The contact between the substrate
and only one face of the sample would reduce the symmetry of
the system and open a gap. The same holds for gating, when
an electric field is applied perpendicularly to the sample.
These symmetry arguments explain e.g. the gap opening in
bilayer graphene under gating.59 On the other hand, adding
dopant elements to the target material in a way that preserves
the original symmetry does not affect the FT dispersion. Even
though preserving symmetry in highly doped systems is a for-
midable task, a light doping, in percent or even ppm ranges,
would be sufficient for shifting of the Fermi level from the
contact points, depending on a particular material. Light
doping is still negligible for breaking of crystal symmetry.
Other than ARPES, inverse photoemission spectroscopy can be
used to probe the unoccupied states in the electronic band
structure. In addition to the edges as a very unique feature of

the novel FT state, transport measurements would address the
anisotropic electronic nature of the states.

5. Conclusions

In conclusion, we have established a full classification of states
with linear dispersions in non-magnetic, time-reversal sym-
metric 2D materials with a negligible spin–orbit coupling,
based on group theory analysis, and found that only one
additional massless state to the Dirac one is possible. These
states have not only unique and interesting geometric forms,
but they also can open new horizons for both fundamental
research and applications. For instance, these fermions in 2D
materials do not have a counterpart in elementary particle
physics, in analogy to some new fermions predicted for the 3D
space groups.15–17,20 The sharp edges in the electronic bands
have been neither predicted nor measured before, so their
existence in the FT states may spawn new phenomena in solid
state materials. Materials with FT bands can be competitive to
the popular phosphorene due to the importance of anisotropy
of its electronic structure.57 Our unified classification of line-
arly dispersive bands paves the way to engineer new materials
with Dirac and FT states. We hope that findings presented
here will be of great motivation for experimental groups to
bring these materials into existence.
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in units of eV relative to EF, k-points are in units of 2π/|b| and 2π/|c|. Coordinates of the R-point are (0.5, 0.5), while the R–Z direction (R–Y direction)
is parallel to the kb (kc) axis.
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a b s t r a c t

We introduce a computational approach to estimate the hardness and stiffness of diamond surfaces and
nanoparticles by studying their elastic response to atomic nanoindentation. Results of our ab initio
density functional calculations explain the observed hardness differences between different diamond
surfaces and suggest bond stiffening in bare and hydrogenated fragments of cubic diamond and lons-
daleite. The increase in hardness and stiffness can be traced back to bond length reduction especially in
bare nanoscale diamond clusters, a result of compression that is driven by the dominant role of the
surface tension.

© 2020 Elsevier Ltd. All rights reserved.
1. Introduction

In the field of ultrahard materials, the role of diamond as the
hardest material on Earth seems to be well established. Not long
ago, this fact has been disputed by reports that compressed ful-
lerenes [1,2], nanotubes [3] and graphite [4e6], which occur as
highly disordered and twinned nanocrystalline structures, may be
still harder. Also crystalline C3N4 was initially believed to be harder
than diamond due to its high bulk modulus [7], but ultimately
turned out to be softer due to its inferior shear modulus [8,9]. On
themacro-scale, mechanical hardness is commonly associated with
plastic deformations introduced by an external force, whereas
mechanical stiffness is associated with resistance to compression
and shear in the elastic regime. This distinction becomes blurred on
the nanometer scale, where the energy cost of introducing plastic
deformations exceeds that of fracture [10]. There, a scratch test
appears to be amore suitable measure of hardness, since the harder
system need not undergo irreversible plastic deformations.

So far, theoretical attempts to correlate mechanical hardness
with a particular bulk crystal structure have been mostly disap-
pointing [11e18]. More recently, theoretical and experimental
studies have established a correlation between hardness, stiffness,
and linear elastic constants in covalently bounded materials
[19e21]. A new interesting evidence suggests that indentation
hardness may be proportional to the gravimetric density in carbon
materials [22]. Progress in computational materials science sug-
gests that ab initio calculations should be a valuable approach to
determine the stiffness and hardness of systems beyond the reach
of common experimental techniques. Observations in poly-
crystalline materials including cubic boron nitride indicate an
increasing hardness with decreasing size of the nanocrystallites
[23,24].We find it conceivable that also diamond nanoparticles [25]
should be harder than their macroscopic counterparts due to the
dominant role of the surface tension, which compresses the
nanoparticles and stiffens the interatomic interactions in the
anharmonic regime. In the macro-scale counterpart, stiffening of
diamond under pressure is evidenced in the non-vanishing third-
order elastic constants [26].

At this point, we must emphasize that dislocation defects are
absent in nanosized particles due to the associated large energy
penalty. Consequently, Hall-Petch strengthening [27,28] associated
with dislocation motion does not occur in nanoparticles. This fact
sets nanostructures apart from their bulk counterparts.

Here we introduce a computational approach to estimate and
compare the hardness and stiffness of diamond surfaces and
nanoparticles, independent of size, by studying their elastic
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response to atomic nanoindentation. Results of our ab initio density
functional calculations explain the observed stiffness differences
between different diamond surfaces and indicate the occurrence of
bond stiffening in bare and hydrogenated fragments of cubic dia-
mond and of lonsdaleite. The increase in stiffness, especially in bare
diamond fragments, can be traced back to bond length reduction
that is driven by compression and caused by the surface tension. In
absence of plastic deformations on the nanometer scale, increased
stiffness corresponds to an increase in hardness.
2. Results

The relaxed geometries of hydrogen-terminated CnHm dia-
mondoid nanoparticles with 10 � n � 136 carbon atoms, obtained
as fragments of cubic diamond and lonsdaleite, also called hexag-
onal diamond, are shown in Fig. 1. Since all carbon atoms are sp3�
hybridized in these hydrogen terminated systems, the equilibrium
atomic arrangement is very close to that in the bulk structure. The
situation is very different in bare carbon nanoparticles, where a
significant fraction of surface atoms with unsaturated bonds causes
large-scale reconstruction of the structures. The equilibrium
structure of Cn nanoparticles [29] comprises sp1� bonded chains
Fig. 1. Ball-and-stick models of (a) cubic diamond and (b) lonsdaleite nanoparticles.
Terminating hydrogen atoms have been omitted for clarity. (A colour version of this
figure can be viewed online.)
and rings for n<20 and sp2� bonded fullerenes for n � 20. Some
small nanoparticles, including the C10 adamantane and C14 dia-
mantane, maintain their strained diamond-like morphology as
metastable structures. We found all larger nanoparticles in this
study, with diameters up to z7 Å, to be unstable with respect to
surface graphitization due to the dominant role of unsaturated
bonds at the surface. This is true even in very large nanoparticles
such as C136, where half the atoms change their hybridization from
sp3 to sp2.

As mentioned in the Introduction, mechanical hardness H is
commonly associated with resilience to plastic deformations
introduced by an external force. In macroscopic structures, H is
measured by nanoindentation and defined by the ratio of the load
acting on a sharp nanoindenter and the resulting indentation
depth, as indicated schematically in Fig. 2 (a). It is an integral
characteristic of a solid that reflects resistance to compression and
shear and depends on quantities such as ductility, elastic stiffness,
plasticity, strength, toughness, and viscosity. Since this complex
response is hard to reproduce by ab initio techniques, a number of
empirical approaches have been developed in recent years to es-
timate this quantity [31]. Model calculations [32,33], which have
relied on simplified expressions based on a combination of valence
charges, bond ionicities and interatomic distances, have so far failed
to describe the dependence of hardness on the surface orientation
in extended solids. Due to their dependence on a suitable choice of
parameters, such model approaches are typically limited to a spe-
cific class of systems.
Fig. 2. (a) Schematic of an atomic nanoindenter. The displacement h of a surface atom,
highlighted in red, after being subject to force F, serves as a local probe of hardness and
stiffness of crystal surfaces and nanoparticles. Bulk atoms far underneath the extended
surface and at the bottom of nanoparticles are constrained in the direction of the force.
(b) Calculated F � h relationship at the (111) cubic diamond surface and in two tet-
ramantane isomers. (c) Normalized hardness ~h in bare and hydrogen terminated
nanoparticles of cubic diamond and lonsdaleite compared to the corresponding
quantity for the (111) surface of cubic diamond. Shaded regions in (b) and (c) represent
response in systems softer than diamond. (A colour version of this figure can be
viewed online.)
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In principle, direct calculations of indentation [30] should be
able to describe hardness anisotropy. Such studies would, however,
necessitate very large unit cells that currently exceed the scope of
accurate ab initio calculations. Here we introduce an alternative
way to predict differences in hardness based on the elastic response
to particular deformations that is based on ab initio total energy
calculations. We have considered specifically the Rockwell nano-
indentation technique [34], which relates hardness to the inden-
tation depth caused by a conical nanoindenter that is rammed into
a surface by a given force. To extend our results to nanoparticles,
which are much smaller than any nanoindenter, we have identified
an individual surface atom as a nanoindenter. Then, we relate the
local hardness and stiffness to the h ¼ F=h ratio of the normal force
F to the atomic displacement h.

This approach naturally describes the response to compression
and shear on the atomic scale and allows us to discriminate be-
tween different surface orientations. The atomic nanoindenter is
shown schematically in Fig. 2(a) for semiinfinite surfaces and
nanoparticles. Our calculations determine directly the chemical
stiffness of interatomic bonds at the diamond surface. This quantity
is related to the earlier-defined chemical hardness [34], which
measures the resistance to a change in chemical bonding. As
demonstrated earlier [35], the indentation hardness is a monotonic
function of the chemical hardness density.

In our computational nanoindentation study, with a setup
depicted in Fig. 2(a), we displace a particular atom by the distance h
normal to the surface, relax the system, and determine the force
acting on the nanoindenter atom from F ¼ � vEtotal=vh. This
approach requires specific structural constraints, which we specify
in Section 5 on Computational Techniques.

For indentation depths h not exceeding a fraction of the carbon-
carbon bond length dCC , we find a linear relationship between h and
F, as seen in our results for the (111) surface of cubic diamond and
two tetramantane isomers in Fig. 2(b). Our results indicate that the
force constant h of the ½123� diamond isomer is larger and that of
the ½123P� isomer is lower than that of the (111) surface of cubic
diamond. We conclude that the hardness of these particular dia-
mond fragments is close to, and may even exceed that of the bulk
crystalline diamond structure.

To compare the hardness of different crystal surfaces, we
introduce the normalized hardness ~h, which we define by

~h¼ h

A
¼ F

h,A
; (1)

where A is the area per atom at a particular surface. We have
combined observed hardness values Hwith our calculated values of
the related quantity ~h for different surfaces of cubic diamond and
lonsdaleite in Table 1. Experimental data indicate that the (111)
surface is the hardest surface of cubic diamond and that the (100)
surface is 18% softer. Even though our computational approach does
not provide absolute hardness values, the calculated ratio ~hð100Þ=
Table 1
Observed hardness H and calculated normalized hardness ~h at the (111) and (100)
surfaces of cubic diamond and the (0001) surface of lonsdaleite, as well as ratios of
these quantities.

Diamond ð100Þ
ð111Þ

Lonsdaleite ð0001Þ
ð111Þ

(111) (100) (0001)

H (GPa) 167±5a 137±6a 0.82±0.06 e e

117b 95b 0.81
~h (eV/Å3) 0.72 0.64 0.88 0.74 1.02

a Ref. [1].
b Ref. [30].
~hð111Þ ¼ 0:88 agrees well with the ratio of the observed hardness
values Hð100Þ=Hð111Þ ¼ 0:82 in cubic diamond [1]. There are no
experimental observations for the lonsdaleite structure, which
occurs only as inclusions in cubic diamond and is believed to be
somewhat harder. Based on our calculated values of ~h listed in
Table 1, we believe that the (0001) surface of lonsdaleite may be 2%
harder than the (111) surface of cubic diamond.

Results in Table 1 indicate that presence of lonsdaleite alone
may not explain reported hardness values that are significantly
higher than those of cubic diamond [1-6]. Therefore, we determine
the normalized hardness ~h also for hydrogen-terminated and bare
diamond nanoparticles. For a reasonable comparison, we have
aligned each nanoparticle so that the topmost atom of the unre-
laxed structure, which will be subject to force F, belongs to the (111)
surface of cubic diamond or to the corresponding (0001) surface of
lonsdaleite. Since the area per atom is affected by the net
contraction of the nanoparticle, we estimated its surface area S
from that of a polyhedron spanned by the nuclei of the outermost
atoms. We then used A ¼ Ai � ðSf =SiÞ for the atom area in Eq. (1),
where Ai is the area per atom at the corresponding infinite surface
and Sf =Si is the ratio of total nanoparticle surface areas in the final
(f) and the initial (i) structures.

We present our results for ~h in hydrogen covered and bare
nanoparticles of cubic diamond as well as lonsdaleite in Fig. 2(c)
and compare them to those for the (111) surface of cubic diamond.
Our results indicate that a significant fraction of diamond nano-
particles appears to be significantly harder than the hardest dia-
mond surface.We find large differences in the calculated values of ~h
even between different isomers of the same nanostructure, such as
the ½123� and ½123P� isomers of tetramantane. Their different elastic
response, depicted in Fig. 2(b), reflects the simple fact that partic-
ular structures may expand more or less easily in the plane normal
to the applied force. This flexibility is partly suppressed in poly-
crystalline bulk assemblies of nanoparticles and also in larger free-
standing structures, which, however, approach bulk diamond
values with increasing nanoparticle size.

3. Discussion

There is an intuitive explanation for our finding that the
apparent hardness increases with decreasing size of diamond
nanoparticles. We need to note at this point that hardness
enhancement in nanoparticles of diamond and other solids is
fundamentally different from the behavior observed in macro-
structures, often described as the Hall-Petch effect, which is asso-
ciated with the nucleation and motion of dislocations [27,28]. As
mentioned earlier, plastic deformations do not occur in nano-
particles due to the associated high energy cost.

In nanoparticles with a significant portion of surface atoms,
surface tension reduces significantly the surface area and thus the
interatomic bond length dCC . We have determined the bond length
distribution in all nanoparticles presented in Fig. 1 and plot this
quantity separately for bare and for hydrogenated nanoparticles in
Fig. 3(a). Termination by hydrogen reduces the surface energy and
provides a bulk-like bonding environment even for carbon atoms at
the surface. Therefore, bond lengths in hydrogenated nanoparticles
are all close to the 1.54 Å value found in sp3� hybridized diamond.
On the other hand, we observe a significant bond length contrac-
tion in bare diamond nanoparticles. Under-coordinated atoms at
the surface, which dominate in small nanoparticles, reconstruct to
form a “net” that contains and compresses the “bulk” of the
structure in a “snug fit”. Most surface atoms relax to a more
favorable sp2� like graphitic bonding geometry with dCCz1:42 Å.
Only a small fraction of two-fold coordinated surface atoms is
bonded in an sp1� like carbyne environment with dCCz1:28 Å. The



Fig. 3. (a) Bond length distribution in CnHm diamond nanoparticles of Fig. 1. The light
(red) shaded area below the dashed line represents bare Cn nanoparticles, and the dark
(blue) shaded area below the solid line represents hydrogenated nanoparticles. (b)
Comparison between the average bond stiffness CkD, defined in Eq. (2), in the nano-
particles of panel (a) and in sp1, sp2 and sp3 bonded bulk systems. (A colour version of
this figure can be viewed online.)
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degree of bond contraction we find in nano-diamond agrees with
estimates for nanometer-sized diamond particles based on elastic
constants and surface energy. Due to the anharmonicity in the
interatomic bonds, the net bond contraction should cause a stiff-
ening in particular of bare nanoparticles. This reasoning is consis-
tent with the recent observation [22] that indentation hardness
increases at higher densities caused by bond contraction and
reconstruction in nanostructures.

To validate our interpretation, we estimated the bond stiffness
in nanoparticles considered in our study. In each optimized nano-
particle, we first determined the average bond length CdCC;0D and
the bond energy Eb;0 ¼ Ecoh;0=Nb by dividing the cohesive energy
Ecoh by the number of nearest-neighbor bonds Nb. We then uni-
formly expanded or contracted the nanoparticle and determined
the corresponding average bond length CdCC;0D and bond energy Eb.
Finally, we determined the average bond stiffness CkD in a given
particle using

��Eb� Eb;0
��¼1

2
CkD

�
CdCCD� CdCC;0D

�2
: (2)

We plot the quantity CkD for CnHm nanoparticles and compare it
to that of sp3, sp2 and sp1 hybridized systems in Fig. 3(b). Our re-
sults indicate that the bond stiffness in hydrogenated nanoparticles
is comparable to that in sp3� hybridized diamond and is typically
much higher in bare nanoparticles, approaching the higher bond
stiffness of sp2� hybridized graphene. For the sake of fair com-
parison, we also present bond stiffness values of fullerenes in
Fig. 3(b). These hollow graphitic nanoparticles display sp2 bonding
with a small sp3 admixture, and their bond stiffness values are in
the expected range. We conclude that the enhanced bond stiffness
in bare nanoparticles is caused by surface reconstruction from
dominant sp3 to at least partial sp2� type bonding. We may expect
that diamond nanoparticles with a graphitized outer surface, which
are often observed experimentally [36], may have stiffer bonds
than diamond.

At this point we should re-emphasize that the connection be-
tween bond stiffness, reflecting elastic response, and hardness,
which describes irreversible plastic deformations, is only indirect.
Bond stiffness describes the resistance of bonds to stretching and
compression, which wemodel by uniformly compressing the entire
structure. On the other hand, hardness characterizes the resistance
of a structure to indentation, which we model by displacing one
single surface atom. The hardest nanoparticles in our study were
bare and hydrogen-terminated C10Hx adamantane and C14Hx dia-
mantane nanoparticles. With the exception of these two systems,
hydrogenated nanoparticles were found to be harder than bare
nanoparticles. The significant increase in nominal hardness, which
we found in ultra-small nanoparticles, diminishes rapidly in sys-
tems containing hundreds of carbon atoms and approach rapidly
well-established bulk values.
4. Summary and conclusions

In conclusion, we have introduced a computational approach to
estimate and compare the hardness and stiffness of both single-
crystal surfaces and nanoparticles of diamond, which are too
small for indentation experiments, by studying their elastic
response to atomic nanoindentation. Results of our ab initio density
functional calculations of this nanoindentation process correlated
well with the observed differences in hardness between different
diamond surfaces. More important, we find bond stiffening in bare
and hydrogenated fragments of both cubic diamond and lonsda-
leite. The increase in stiffness, especially in bare nano-diamond
particles, can be traced back to bond length reduction. The net
average bond compression is driven by the dominant role of the
surface tension and leads to surface reconstruction. Since plastic
deformations do not occur on the nanometer scale, increased
stiffness indicates an increase in hardness. It is likely that the
scratch hardness of diamond nanoparticles, which are used to cover
drill heads, may exceed that of monocrystalline diamond.
5. Computational Techniques

5.1. Representation of nanoindentation

We represent a periodic infinite surface, shown in the left panels
of Fig. 2(a), by a unit cell with a finite surface area, which contains
infinitely many atoms below the surface. In principle, the
displacement of the atomic nanoindenter along the �z direction
into the surface may cause all atoms within the unit cell to move,
but the shape of the unit cell will not change. In our study, we only
allow atomic displacement within a thick surface region above a
frozen bulk structure that balances the force caused by the nano-
indenter. Etotal is determined for the optimized geometry.

In finite nanoparticles, depicted in the right panels of Fig. 2(a),
there are no symmetry restrictions on atomic displacements or
global shape deformations. To provide a realistic description of
nanoindentation in a previously relaxed nanoparticle, we first
displace the atomic nanoindenter along the �z direction. Next, we
fix the z-coordinates, but not the x- and y-coordinates, of all bottom
atoms of the nanoparticle to balance the force caused by the
nanoindenter. Finally, we relax all remaining atomic degrees of
freedom and determine Etotal. For both infinite surfaces and finite
nanoparticles, we obtain the force that caused the deformation
from F ¼ � vEtotal=vh.
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5.2. Total energy formalism

Our calculations of the optimum atomic structure, stability and
elastic properties of diamond surfaces and nanoparticles are based
on the density functional theory (DFT) [37,38]. We used the PBE-
PAW approximation [39] to DFT, as implemented in the VASP
[40e42] code. All systems have been represented using periodic
boundary conditions and a plane-wave energy cutoff of 520 eV.
Spurious interaction between neighboring particles has been sup-
pressed by requiring the closest-approach distance between adja-
cent surfaces to exceed [43] 6 Å. All structures have been relaxed
until all forces acting on atoms were less than 0.01 eV/Å.
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Abstract
Engineering of materials at the atomic level is one of the most important aims of
nanotechnology. The unprecedented ability of scanning probe microscopy to address individual
atoms opened up the possibilities for nanomanipulation and nanolitography of surfaces and later
on of two-dimensional materials. While the state-of-the-art scanning probe lithographic methods
include, primarily, adsorption, desorption and repositioning of adatoms and molecules on
substrates or tailoring nanoribbons by etching of trenches, the precise modification of the
intrinsic atomic structure of materials is yet to be advanced. Here we introduce a new concept,
scanning probe microscopy with a rotating tip, for engineering of the atomic structure of
membranes based on two-dimensional materials. In order to indicate the viability of the concept,
we present our theoretical research, which includes atomistic modeling, molecular dynamics
simulations, Fourier analysis and electronic transport calculations. While stretching can be
employed for fabrication of atomic chains only, our comprehensive molecular dynamics
simulations indicate that nanomanipulation by scanning probe microscopy with a rotating tip is
capable of assembling a wide range of topological defects in two-dimensional materials in a
rather controllable and reproducible manner. We analyze two possibilities. In the first case the
probe tip is retracted from the membrane while in the second case the tip is released beneath the
membrane allowing graphene to freely relax and self-heal the pore made by the tip. The former
approach with the tip rotation can be achieved experimentally by rotation of the sample, which is
equivalent to rotation of the tip, whereas irradiation of the membrane by nanoclusters can be
utilized for the latter approach. The latter one has the potential to yield a yet richer diversity of
topological defects on account of a lesser determinacy. If successfully realized experimentally
the concept proposed here could be an important step toward controllable nanostructuring of
two-dimensional materials.

Keywords: graphene membrane, atomic structure, nanostructuring, topological defects,
molecular dynamics, scanning probe methods
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1. Introduction

Precise, accurate and predictable nanostructuring is an ulti-
mate goal of nanophysics and nanotechnology. Scanning
probe microscopy (SPM) including scanning tunneling
microscopy (STM) [1] and atomic force microscopy (AFM)
[2] have proven records of their capabilities for nanos-
tructuring (i.e. scanning probe nanostructuring—SPN) at the
nanometer level. Impressive precision has already been
demonstrated by Eigler in 1989 who manipulated 35 indivi-
dual xenon atoms on a nickel substrate [3]. The first nanos-
tructuring demonstration was followed by nanoscale
patterning of a H-passivated Si(100) surface by STM [4],
which paved the way for using STM as a tool in lithography
processes [5]. The focus of research in SPN techniques has
been mainly on adsorption, desorption and manipulation of
adatomic and molecular decorations of substrates [6–11].
Local anodic oxidation [12, 13] is also often utilized, which
can provide a spatially controlled modification of various
materials including graphene sheets [14]. Complex structures
with lithographic resolutions down to 25 nm have been
demonstrated using the AFM method [15, 16], whereas much
higher spatial resolutions down to 2.5 nm have been achieved
by STM in the fabrication of graphene nanoribbons with the
desired crystallographic orientations [17]. The thermo-
chemical nanolithography technique has also been presented
as a promising SPN–AFM method [18].

Here we introduce a conceptually new approach to SPN:
utilization of SPM with a rotating tip as an additional degree
of freedom. Using atomistic modeling, density functional-
based molecular dynamics simulations, and Fourier analysis
we demonstrate this concept with the engineering of topolo-
gical defects in a suspended graphene membrane, whereas the
method is transferable to the larger class of two-dimensional
(2D) materials. Defects have important roles in the properties
of graphene and other 2D materials [19, 20] hence large effort
has been invested in understanding their effects, detection,
elimination or utilization in the engineering of the desired
material properties [21, 22]. Our simulations indicate that a
choice of a material for the scanning probe tip, which does not
strongly chemically interact with the graphene, allows
rebinding of carbon atoms based primarily on positions of the
atoms relative to the nearest atomic neighbors of the tip.
Rotation of the tip presents an additional degree of freedom to
the standard SPM, which can provide a finer precision
necessary to achieve the desired relative positioning of the tip
and carbon neighbors. Note that one can rotate the membrane
rather than the tip to achieve the same effect, since only
relative positions matter. Application of STM on a rotating
sample has already been experimentally demonstrated [23]. In
the second part of the manuscript we analyze the possibility of
engineering topological defects by the self-healing mech-
anism upon instant removal of the tip from the graphene
membrane after the tip has penetrated the membrane up to
certain depths. This approach can also be realized in an
equivalent experiment with a similar effect, for example by
irradiation of the graphene membrane by energetic nanoscale
clusters. The experimental feasibility of generating defects in

graphene by this method but with supersonic microclusters
has been recently demonstrated [24].

2. Method

We employed the density functional-based tight binding
(DFTB) method [25, 26] as implemented in DFTB+ code
[27]. The method has a proven record in the research of
plastic deformations of graphene, including our reports on the
breaking of graphene nanoribbons under extreme uniaxial
stresses [28–30]. We performed geometry optimizations,
molecular dynamics (MD) simulations and electronic trans-
port calculations within a Γ-point approximation. The initial
geometries prior to MD simulations were fully relaxed by
conjugate gradient optimization where the maximal force on
atoms was smaller than 0.04 eV Å−1. Van der Waals inter-
action was included in calculations. Conductance of the sys-
tems was obtained by DFTB augmented by Green’s functions
[31], whereas the Landauer–Buttiker [32] formula was uti-
lized for calculations of electronic current.

We investigated the mechanism of piercing of suspended
graphene using an atomically sharp STM tip within the
supercell approach. The length of the supercell was 4.92nm
along the armchair direction of graphene and 5.11nm along
its zig-zag direction. The whole supercell contained 960
carbon (C) atoms and 120 gold (Au) atoms (figure 1(a)). The
tip consisted of face-centered cubic Au crystal with a pyr-
amidal geometry. The tip apex was made of a single Au atom.
The sides of the pyramid corresponded to the stable Au(111)
surfaces, as shown in figure 1(a). The existence of pyramidal
golden nanoclusters has been reported before [33]. We chose
gold for the tip material since, as a noble metal, it does not
strongly chemically interact with other materials, including
graphene. In order to isolate the effects of the tip on graphene
from eventual changes of tip geometry we did not allow Au
atoms to relax during the simulations, essentially simulating
an ideally rigid tip. The approximation was adequate for
proving the concept while other weakly reactive tips, stronger
than the target 2D material, should be utilized in real
experiment.

3. Results and discussion

The drilling started with the tip apex initially positioned
above one of the three high-symmetry sites of graphene: the
center of a phenyl ring (hollow site), on the top of a carbon
atom (top site) or at the middle of a C–C bond (bridge site).
The suspension of graphene is simulated by fixing C atoms
that encompass two rows of phenyl rings at each edge of the
simulated membrane. The starting position of the tip apex is
2 Åabove the graphene. We optimized all initial geometries
prior to MD simulations using the conjugate gradient method.
The tip–graphene repulsion caused a shallow sag in the gra-
phene with maximal departure of C atoms by 1.01 Åfrom the
basal graphene plane (i.e. fixed C atoms).
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After the initial geometry optimizations we proceeded
with MD simulations. The movement of the tip was realized by
alternating its translational motion inward graphene by
0.1 Åand MD simulation with a duration of 1 ps at the
temperature of 300 K using a Nosé Hoover thermostat [34, 35].
This corresponds to a speed of 10 m s−1, which is much
smaller than the speed of atoms due to their thermal motion.
Hence the effects of the tip kinematics can be neglected and the
results of simulations are expected to be the same for much
smaller tip velocities, as the ones in real experiments. The
depth z of the tip apex relative to the graphene basal plane
corresponds to the time t of MD simulations according to
expression = - + -( ) ( ) ( )z t t2 Å 0.1 Å ps 1 . We analyzed
the piercing mechanism for the three lateral tip positions. Two
main regimes can be distinguished. After the initial elastic
regime characterized by the parabolic-like dependence of
potential energy with respect to time (equivalently the strain)
the drilled graphene transits to the plastic regime with

approximately linear dependence with abrupt discontinuities
(figures 1(b)–(d)). The transitions from the elastic to the plastic
regimes are triggered by the first breaking of chemical bonds in
graphene during the piercing process. In the case of the hollow
site three alternative bonds of the phenyl ring under the tip
apex break simultaneously (figure 1(b)). The system stabili-
zation is two-fold: (i) C atoms of the ring move away from the
repulsive tip apex effectively lowering their mutual repulsion
and (ii) three double bonds form, which gain energy relative to
the conjugated state of the stretched phenyl ring that existed
prior the breakage of bonds. At the moment of breaking the
angle between the planes of that phenyl ring and neighboring
rings is nearly 30°. When the tip apex is at the top site, the
underneath C atom shifts faster than its three neighboring C
atoms with the progress of tip (figure 1(c)). The corresponding
three C–C bonds elongate until the threshold of 2 Åis reached
when two of the C–C bonds break simultaneously. The third
bond contracts forming a shorter and stronger double or triple

Figure 1. An illustration of the scanning probe nanomanipulator with a rotating pyramidal golden tip is shown in panel (a). The surface area
of the graphene membrane is around ´5 5 nm. The suspension of graphene is realized in the MD simulations by fixing C atoms that
encompass two rows of phenyl rings at each edge of the simulated membrane. Red arrows indicate translational and rotational degrees of
freedom for the STM tip. Potential energy curves with respect to time of the tip progression (equivalently the depth z (Å) of the tip apex
relative to the basal graphene plane) are shown for the hollow, top and bridge sites in panels (b), (c) and (d), respectively. These sites
correspond to initial (i.e. at the first MD step) lateral positions of the tip apex above the center of a carbon hexagon (hollow site), above a
carbon atom (top site) and above the middle of a C–C bond (bridge site). The lateral positions are fixed at the beginning of the MD
simulations and do not change as they progress. The structures in the panels (b), (c) and (d) are snapshots of MD simulations as viewed from
a position below membranes. Red, golden and yellow spheres represent gold atoms of the tip apex, the second and third Au layers. Red lines
and ellipses are a guide for the eye for bond breaking and bond rotations.
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C–C bond. This rebinding releases energy, which transforms
into the kinetic energy of the two C atoms. The energy is
sufficient to tear off a C atom from the neighboring hexagon
and a two-atom chain (i.e. a dimer) emerges (figure 1(c)). In the
case of the bridge site the bridge elongates with the penetration
of the tip apex and breaks at the threshold bond length of 2 Å
(figure 1(d)). Breaking of the bond is not sufficient to transfer
the released energy to a secondary relaxation as in the previous
case. Interestingly, the initial change of the bonding in gra-
phene, even so minor as that in the bridge case, changes the
potential energy slope from the parabolic/elastic to the nearly
linear/plastic. The potential energy has discontinuities in the
plastic regime, each corresponding to certain stabilization
mechanism and transformation of topology. Relative orienta-
tion of C atoms with their nearest Au neighbors and current
local atomic structure of graphene primarily determine the
mechanism of its structural reconfiguration. For example,
around the 100th picosecond the tip apex in the hollow site
case has already passed through the graphene sheet, whereas
three Au atoms from the second tip layer are positioned next to
certain C atoms (figure 1(b)). A phenyl ring bends (shown with
green color in figure 1(b)) due to the proximity of the repulsive
force of a neighboring Au atom. This causes the planar sp2

hybridization to become unfavorable. One C–C bond of the
ring breaks at the threshold bending angle of the ring of around
30° and a two-atom chain forms, as indicated by the red arrow
in figure 1(b). Due to the same atomic coordination, two
additional C dimers form next to two other Au atoms from the
second tip layer. In the top site case Au atoms from the second
tip layer are nearly on top of two C atoms. A pair of C–C
bonds, marked with the red ellipses in figure 1(c), rotate and
form two heptagons. It is possible for a hexagon to accom-
modate an additional atom when the local strain is large
enough such that more space is available for the atom. We
observe the same process in the bridge case where the relative
positions of Au and C atoms are close to those in the top case
and a heptagonal ring also forms. The same interaction and
reconfiguration mechanisms repeat when the third Au layer
arrives at the level of pores. For instance, in the hollow site case
around the 125th ps the third atomic layer of the tip approaches
the graphene (represented by yellow spheres in figure 1(b)).
When one of the Au atoms positions above a C atom in a zig-
zag edge of the pore, the C atom moves into an empty space
indicated by the red arrow, forming a pentagonal ring
(figure 1(b)). In order to verify the consistency of the obtained
results we have repeated segments of MD simulations starting
1 ps before the simulation times when structural reconfigura-
tions take over. In the repeated MD runs we shifted the STM
tip in random directions in the basal plane of graphene by up to
0.5 Å, prior to continuation of the tip indentation. We per-
formed these simulations at 300 K for each C–C rebonding ten
times. Surprisingly, the same atomic structure reconfigurations
were reproduced for all the cases. This indicates a comfortable
margin for deterministic realization of real experiments at this
and lower temperatures. We expect lower reproducibility for
higher temperatures. However, STM experiments can routinely
be carried out even at much lower temperatures nowadays.

These findings of rather reproducible mechanisms for
the creation of atomic chains, pentagonal and heptagonal
rings may be utilized for the controllable design and fabri-
cation of topological defects in graphene. Since the recon-
figuration of atomic bonds was determined by the positions
of Au atoms relative only to neighboring C atoms, rotation
of the STM tip (red arrow in figure 1(a)) about the axis
perpendicular to the basal plane of graphene, alternating
with progression of the tip through the membrane can
position Au atoms at a designated place for a desired
reconfiguration to take over. The same mechanism continues
in the consequent retraction of the tip from the membrane.
Finally the membrane with aimed modification of atomic
structure remains. Note that the intended relative positioning
of the tip and sample can be also achieved by rotating the
sample instead of the tip, as experimentally demonstrated
in [23].

Next we analyze a relaxation mechanism of graphene
membrane when the STM tip is not retracted from the gra-
phene upon penetration but rather released beneath it. This
was realized by the simple removal of the tip at a given
moment of MD simulation. The membrane starts to relax
freely at that moment. We removed the tip at the 100th,
150th or 190th picosecond after the beginning of tip pene-
tration. The corresponding initial sizes of the pores are
designated as large, mid and small in the following text. The
actual surface areas of the pores, difficult to precisely define
due to their irregular nonplanar forms, range roughly from
40 Å2 to 140 Å2, which is from about 8 to 27 times larger
than the surface of a phenyl ring in an unperturbed graphene
membrane. We conducted MD simulations for a range of
temperatures between 50 and 2000 K. These simulations
were inspired by a recently reported experiment where
graphene was penetrated by supersonic micrometer-sized
atomic clusters [24]. This paper demonstrates the possibility
of generating delocalized defects using this method. In
contrast to the experiment our system was smaller by three
orders of magnitude and the cluster (i.e. tip) was sig-
nificantly slower. The same method reported in the paper but
with smaller and slower nanoclusters may be utilized for
engineering of localized topological defects in graphene
membranes.

Graphene self-heals within the first 1 ps of tip removal.
The pores patch with new atomic structures presenting a
variety of topological defects (see figure 2). Table 1 sum-
marizes the fabricated structures for a range of temperatures,
initial size of the pore and three initial puncturing sites, hol-
low, top and bridge, defined above. In contrast to controllable
penetration and retraction of the STM tip, atomic structures
generated by the self-healing process are more non-
deterministic. However some regularities are indicative of the
MD simulations. The final atomic structure of the membrane
is determined primarily by three factors:

• defects present in the system before the relaxation stage,
• breaking of bonds during relaxation, and
• temperature.
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The pristine hexagonal graphene is recovered for small
initial pores in the hollow and bridge cases, whereas short
carbon chains emerge for the top case, which reflect their
atomic structures before the self-healing stage. Elastic energy
of small pores accumulated in the puncturing phase is not
sufficient to break a C– bond during the self-healing process
when edges of pores collide with each other. In contrast, a wide
variety of defects emerges when pores are large (see table 1).
Chemical bonds elongate with elevating temperatures, making

2D materials more flexible and their atoms more motile,
essentially covering a larger part of phase space and possible
number of atomic reconfigurations. Relatively high tempera-
tures and large pores with pre-existing carbon chains is an
optimal combination of conditions for fabrication of complex
topological defects like the one in figure 2(e).

After the self-healing relaxation stage the accumulated
strain energy localized around the pore transfers across the
whole system via mechanical waves. We gained the

Figure 2. Topological point defects obtained in the self-healing stage. The panels are referenced in table 1. Geometric figures (squares,
pentagons, hexagons, etc.) are painted with different colors as a guide for the eye.

Table 1. Topological defects generated in the self-healing process.

Hollow Top Bridge

T (K) Large Mid Small Large Mid Small Large Mid Small

50 (a) (c)a 6-gon (c) (c) (c) S–W S–W 6-gon
300 (a) (c) 6-gon (c) (b) (c) S–W S–W 6-gon
600 S–Wb (c) 6-gon 6-gon (b) S–W S–W 6-gon 6-gon
900 S–W S–W 6-gon S–W (b) (c) S–W S–W 6-gon
1200 6-gonc S–W 6-gon (e)d (d) S–W 6-gon S–W 6-gon
1500 S–W 6-gon 6-gon 6-gon 6-gon 6-gon 6-gon (f) 6-gon
2000 S–W (c) 6-gon (d) S–W 6-gon 6-gon S–W 6-gon

*Large, mid and small indicate the size of initial pore before the relaxation stage; these correspond to
removal of tip when tip apex is at depths of 17 Å, 13 Åand 8 Å,respectively.
**Letters in parentheses correspond to panels in figure 2:
a

Carbon chain such as that in figure 2(c) but with possible different configuration of surrounding
atoms.
b

Stone–Wales (S–W) defect.
c

Pristine hexagonal graphene.
d

A complex geometry with two C atoms driven out of graphene.
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information about the waves using Fourier transform (FT)
analysis. We obtained the power spectrum (figure 3(a)) of the
average depth of graphene for the hexagonal site case in
the relaxation stage with respect to time (inset in figure 3(a)).
The spectrum has the most pronounced peaks around 1.2
THz. The varying of heights of the peaks with temperature
indicate damped waves with the characteristic attenuation
time increasing with temperature. However, the dependence
is not monotonically increasing, as the highest peak is
obtained for 1200 K rather than 1500 K. The origin of this
anomaly is the defect-dependency of attenuation, in addition
to the temperature dependency; while Stone–Wales defects
emerge at 600, 900 and 1500 K the pristine defect-free gra-
phene self-heals in simulation at 1200 K.

Now we analyze a possibility for secondary rupturing of
graphene and eventual delocalization of defects due to the

induced waves. We observed above that carbon bonds break
only under extreme dihedral angles and bond lengths. In order
to achieve such conditions with a wave, optimally its wave-
length has to be l = =d 3 3.46 Åfor d=2 Å(bond
length at which the C–C bond breaks), which corresponds to
the wavenumber k = 0.29 Å−1(figure 3(b)). The angle α

between planes (marked with light and dark green shades) has
to exceed 30°. It follows that the amplitude h 2 of the wave
has to be around 0.27 Å. We obtained amplitudes of induced
waves from the space–time FT (STFT, figure 3(c)) and the
inverse FT (figure 3(d)) for the optimal wavenumber k = 0.29
Å−1after filtering out frequencies below 2.5 THz. Periods of
the filtered waves are significantly large compared to the
simulation time. The FTs are obtained for positions of atoms
in a 1 Å wide stripe from the center of the membrane to the
extreme right position of the simulation box. Using this setup

Figure 3. (a) FT of the average depth of graphene (average distance of C atoms from the basal plane of graphene) versus time (average depth
dependence on time is shown in the inset). (b) Illustration of a mechanical wave with wavelength λ in graphene. The red line shows the side
view where C atoms are alternatively shifted up and down. α is the angle between the planes shaded by dark and light green colors and h is
twice the amplitude of the wave. (c) 2D FT from the space–time to wavenumber–frequency domain. The legend scale is in dB. (d) Inverse 2D
FT obtained from (c) for the optimal wavenumber 0.28 Å−1and all frequencies above 2.5 THz. The legend scale is given in Å.
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the STFT includes only one space coordinate along the stripe.
We interpolated the position of atoms prior to application of
STFT. The power spectrum is the most prominent for small
frequencies below 0.05 · 103 THz with relatively large fluctua-
tions for higher frequencies. Note a propagating wave in
figure 3(d) with the phase speed of around 280 m s−1. The
amplitude of the wave attenuates from 0.47 Åto below
0.05 Åin only 0.7 ps. After that time the amplitude remains
constant. Importantly, the amplitude of the wave in the steady
state is significantly smaller than the threshold of 0.27 Åfor the
secondary breaking of carbon bonds. We obtained the same
conclusion for every considered temperature, puncturing site and
initial size of pores. Therefore the topological defects remain
localized around the penetration site since secondary defects
cannot emerge due to induced traveling waves. This finding may
not be true for other 2D materials, in which stiffness is smaller
than that of graphene as an extreme example.

Electronic transport of 2D materials sensitively depends
on the nature of their defects. Figure 4 shows the evolution of
electronic current with time at a bias voltage of 1V for
investigated systems in the self-healing stage. Note that
defects (a) to (d) in this section correspond to defects (a) to (d)
in figure 2. Electrodes are placed at the opposite ends of
membranes and consist of ideal graphene. All currents are
calculated at 300 K except for the case of defect (d), which is
obtained at 1200 K. The higher temperature causes a larger
amplitude of oscillations of the membrane and correspond-
ingly of electronic current. Defect (d) causes maximal
degradation of conductance among the investigated defects,
by around 45% relative to the case of ideal graphene. It is
followed by defects (a) and (c). A general feature is that
currents are minimal at the beginning of the relaxation stage,

when pores are still present in membranes. Electronic currents
rapidly grow within the first 1 ps when the pores become closed
and the final binding topology is reached for the all defects.
Current saturates to specific values depending on the obtained
defect, i.e. topology, while oscillating due to induced mechanical
waves analyzed above in detail. While saturated currents are
different for various defects ((a), (c) and (d)), our calculations
also predict an unexpected overlapping of saturated currents in
the case of pristine graphene, a single S–W and the (b) defect.
The initial time dependence of current for these cases is still
different, especially for the (b) defect. Therefore transport
measurements of a defective graphene membrane during its self-
healing process can provide information on the specific topo-
logical defect fabricated in the membrane.

In conclusion, we introduced a concept of SPM with a
rotating tip as an additional degree of freedom. Our compre-
hensive MD simulations of puncturing of a suspended graphene
membrane indicate a new possibility for engineering atomic
structure of 2D materials in a controllable and reproducible
manner with the novel SPM method. Another approach is
releasing the SPM tip after piercing of the membrane and its
subsequent self-healing. The alternative to the latter method is
shooting of membrane by a nanocluster. Although SPN loses a
bit of determinacy when the latter approach is used, fabrication
of a variety of individual topological defects is accessible.
Additionally, Fourier analysis of oscillations induced by STM
puncturing of the graphene membrane indicates that the gener-
ated defects remain local, i.e. they do not permeate off the
puncturing site. The proposal for the new SPM method pre-
sented here and simulated on a suspended graphene membrane
is a proof of concept, which can be applied to a wider range of
two-dimensional materials. Manipulation of the intrinsic atomic

Figure 4. Dependence of electronic current on time for systems with different defects. Zero time is at the beginning of the self-healing process
after removal of the SPM tip. Letters (a)–(d) in the legend correspond to defects in figures 2(b)–(d), and S–W to a single Stone–Wales defect.
Pristine corresponds to self-healing to the ideal graphene. Various symbols designate actual values of calculated current, whereas curves are
polynomial fits to these values. The current is calculated for the bias voltage of 1V.
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structure can be a qualitative step beyond the state-of-the-art of
nanomanipulation today. The prior knowledge of tip geometry,
details of its interaction with a 2D material and precise tip
rotation by desired angles are the main challenges for successful
experimental realization of the concepts presented here. All three
challenges can be successfully addressed with present technol-
ogies or the sustained development of the technologies can reach
the necessary level of sophistication. Controlled fabrication of
atomically sharp STM tips has been in steady progress over the
years [36–38]. Atomistic simulations like these shown here can
assist in gaining the details of the tip–sample interaction. The
technique for controlling the rotational degree of freedom in
SPM has already been demonstrated in [23], where the desired
orientation of the tip relative to the sample was achieved by the
rotation of the sample instead of the tip. These two approaches
are equivalent, since only relative tip–sample orientation matters
for the fabrication of the topological defects analyzed in our
proposal. However, a further improvement of the method is still
necessary. Namely, the circular scanning pattern shown in [23]
has to be reduced to a rotation of the sample with a fixed
rotational axis that penetrates the tip apex. The rotation axis
should also be perpendicular to the membrane’s basal plane for
the sake of simplicity and better control of the tip-membrane
interactions at the atomistic level. Hence, there are no physical
obstacles that could principally forbid the realization of real
experiments. The engineering issues that make real differences
between the somewhat idealized simulation conditions used here
and realistic experiments will be resolved in the sustained pro-
gress of the field that we witness nowadays. Until then our
concept and results can serve as a ‘thought experiment’ without
complete overlap with current experimental possibilities, but as a
guideline for their future development. In the meantime we can
expect a realization of the second proposal here, engineering of
the wide variety of the localized topological defects by
nanocluster irradiation (the tip removal equivalence), for which
the experimental techniques already exist. We hope the concept
that we have presented will ignite sufficient interest in the
experimental community for an SPM with a rotating tip as a new
tool for nanomanipulation, one of the ultimate goals in nano-
physics and nanotechnology.
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Abstract
We are witnessing a change of paradigm from the conventional top-down to the bottom-up
fabrication of nanodevices and particularly optoelectronic devices. A promising example of the
bottom-up approach is self-assembling of molecules into layers with predictable and
reproducible structural, electronic and optical properties. Nucleobases possess extraordinary
ability to self-assembly into one-, two-, and three-dimensional structures. Optical properties of
nucleotides are not suitable for wider application to optoelectronics and photovoltaics due to
their large optical band gap, which is in contrast to rylene-based dyes that have been intensively
investigated in organic optoelectronics. However, these lack the self-assembly capability of
nucleobases. Combinations of covalently decorated guanine molecules with rylene type
chromophores present ‘the best of the both worlds’. Due to the large size of such compounds and
its flexible nature their self-assemblies have not been fully understood yet. Here, we use a
theoretical approach to study the structural, energetic and optical properties of rylene-based dye
decorated guanine (GPDI), as self-assembled on a graphene sheet. Particularly we utilize the
density-functional based tight-binding method to study atomic structure of these systems
including the potential energy surface of GPDI and stability and organization of single- and
multilayered GPDIs on graphene sheet. Using density-functional theory (DFT) we employ the
energy decomposition analysis to gain a deeper insight into the contributions of different
moieties to stability of GPDI films. Using time dependent DFT we analyze optical properties of
these systems. We find that atomically thin films consisting of only a few molecular layers with
large surface areas are more favorable than isolated thick islands. Our study of excited states
indicates existence of charge separated states similar to ones found in the well-studied hydrogen
bonded organic frameworks. The self-assembly characterized with a large homogeneous
coverage and long-living charge-separated states provide the great potential for optoelectronic
applications.
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1. Introduction

Complexity and difficulties in fabrication of optoelectronic
nanodevices, including photovoltaics, rapidly rise as their
minimal structural features decrease. Consequently the con-
ventional top-down solutions are increasingly getting sub-
stituted by bottom-up fabrication methods. The self-assembly
process provides a highly promising bottom-up approach
toward the fabrication of novel functional materials and
nanodevices. Nucleobases are the representative example of
microscopic building blocks ideally suited for self-assembling
into nanostructures. Non-covalent bonding between nucleo-
bases is the key feature that enables nucleobases to build the
complex nanostructures including the deoxyribonucleic acid
(DNA). In recent years several groups have demonstrated
novel nucleotide-based nanostructures beyond the usual
helical ones [1–13]. Unfortunately, materials based exclu-
sively on nucleobases are not well suited for optoelectronic
and photovoltaic applications due to their photo-activity only
to the ultra-violet part of the solar spectrum. To this end a
range of organic dyes are considered [14–20], however they
usually lack the self-assembly ability of nucleobases.
Hydrogen bonded organic frameworks (HOFs) present a
prominent ‘best of the both worlds’ solution [21–25]. The so
far experimentally realized nucleobase based HOFs are built
up from covalently decorated guanine molecules (G) with
rylene type chromophore as a linker. In particular, naphtha-
lene-1,4:5,8-bis(dicarboximide) (NDI) and 2,5,8,11-tetra-
hexylperylene-3,4:9,10-bis(dicarboximide) (PDI) linkers have
been studied [26, 27], where tasks of self-assembly and
desired optical properties are assigned to guanine and the dye
molecules, respectively. The important advantage of HOFs is
a wide choice of molecules to assemble with guanine, which
provides a great potential to finely tune materials for desired
optical properties. It is demonstrated that G-quadruplexes can
serve as effective conduits for photogenerated positive charge
in ordered columnar architectures—covalently linked electron
rich core (G-quarduplex) and rylene dye based electron
acceptors [22–28].This unique hole-trapping ability of gua-
nines within the central quadruplex channel could be
exploited for range of applications in optoelectronic devices.
Chromophore organization within these systems ensure pre-
sence of the long-lived charge-separated (CS) states. Upon
photoexcitation to the bright excitonic ππ* state localized on
the rylene dyes, system undergoes charge separation to form
CS state (G•+-dye•−) that later encounter ground state through
charge recombination. Such CS states are found for guanine-
PDI (GPDI) folded quadruplexes and decays to the ground
state within 1.2 ± 0.2 ns [22]. Such long decay is attributed to
the electron delocalization over adjacent PDI chromophores.
Another, shorter decay time constant is also observed
(98 ± 12 ps) and it is associated with PDIs localized excimer-
like state decay towards CS state [22]. Fast photoinitiated hole
transport within quadruplexes suggest potential utilization for
conductive nanodevices. Mechanism of such hole transport is
still speculated [28, 29]. Another interesting type of long-
lived CS state is observed for guanine coupled to the terry-
lenediimide (TDI) to form units which build GTDI-

quadruplex [24, 25]. High degree of stacking between adja-
cent TDIs ensures that upon photoexcitation system effi-
ciently populates symmetry-breaking CS (SB-CS) state, i.e.
ion pair excited state (TDI•+-TDI•−) which has undivided
attention for the organic photovoltaics application [30].
Similar excited states characteristics are found for
G-quadruplex-based organic frameworks [26, 27] and GTDI
thin films on the glass substrate [25]. Alternative structures to
HOFs with the same guanine-(dye molecule) building blocks
and potentially the task sharing capability are quasi-one-
dimensional nanoribbons and two-dimensional layered
materials based on them. Beside rylene diimide substituted
guanine, i.e. NDI and PDI, in literature we find several more
compounds of interest for the optoelectronic applications as a
guanine/guanosine substituent: oligothiophenes [9, 31–33],
oligo(p-phenylene-vinylene) [34], boron-dipyrromethene [35]
and butylphyneyl [36]. From the experimental aspect,
synthesis of these compounds is complex and time-consum-
ing [22–27]. For instance, synthesis of the GPDI takes place
in the solution with total preparation time of ≈116 h (see
Synthesis details from the [22]). Particularly in case of GPDI,
synthesis is a three-step process: (1) guanine is functionalized
at C8 position using ethynyl group (see figure 2(a)); (2) PDI
rylene dye is functionalized using 4-iodophenyl (arene linker)
at N position of one of the PDI imide groups; (3) GPDI
conjugate is prepared in the mixture of organic solvents
(dimethylformamide and triethylamine). Likewise, character-
ization of these compounds requires several complex exper-
imental techniques.

Importantly, having structure of atomically thin films,
these materials can be considered for flexible photovoltaic
and optoelectronic applications when deposited on a trans-
parent electrode. Graphene has gained the increased interest
as transparent electrode. Crystalline semiconductor—gra-
phene heterojunctions, where semiconductor has optical
properties tuned for application of interest, have been inten-
sively investigated recently [37–39]. Besides these systems,
self-assembled systems of various rylene diimides adsorbed
on highly oriented pyrolytic graphite (HOPG) have been
reported [40] as well as the covalently decorated guanine/
guanosine molecules with oligothiophene derivates [9,
31–34]. However, understanding interfaces of the relatively
large flexible molecules and graphene is challenging pri-
marily from the computational aspect, hence details of their
structural, energetic, electronic and optical properties remain
scarce.

In this paper, we use a theoretical approach, which
includes density functional theory (DFT) and density-func-
tional based tight-binding (DFTB) method, to analyze prop-
erties of the self-assembled GPDI molecules at the atomic
level. This combination of methods provides a very good
balance between accuracy and speed necessary to investigate
in detail the large systems of interest. We find that GPDI
molecules tend to self-assemble in homogeneous atomically
thin films, which, as in the case of above mentioned crys-
talline semiconductor—graphene heterojunction, is important
for applications in optical devices. Despite having different
structures than HOFs, we show that optical absorption
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properties of investigated layered ribbons are very similar to
those of HOFs. These optical properties of atomically thin
self-assembled layered homogeneous anisotropic graphene-
GPDI heterojunctions provide an alternative solid ground for
their applications in flexible photovoltaics and optoelectronic
devices.

The paper is organized in the following order: after
introduction of investigated systems, stability of self-assem-
bled structures will be discussed based on binding energy,
energy decomposition analysis (EDA) and electronic density
of states (DOS). Optical properties of these systems will be
analyzed in detail, and conclusions given at the end.

2. Theoretical methodology

We used DFTB+ program [41] to perform DFTB calcula-
tions. DFTB SCC-Hamiltonian is constructed within a fra-
mework of the third order density functional tight-binding
model (DFTB3) along with D3 correction for disperion
interactions [42, 43] in conjuction with 3ob third-order
parametrization for organic and biological systems [44].
During DFTB3 optimizations and molecular dynamics runs
we also enabled additional corrections for dispersion inter-
actions and hydrogen bonds [45, 46] denoted with H5. Acc-
uracy of DFTB3 method along with other popular
semiempirical methods is recently found to have a good
accuracy for complex non-covalently glued molecular sys-
tems [47–49]. DFTB method has also been tested for a range
of organic molecules including nucleobases and its molecular
complexes (stacked guanine trimer, guanine-cytosine dimers)
[47] and reasonable agreement (structural and energetic) with
the reference structures is found. Furthermore, results are not
much different from those obtained using more sophisticated
DFT functionals such as M06-2X in combination with modest
basis sets. Another study conducted comprehensive invest-
igation of the performance of DFTB-D3 method along with
various H-bond corrections. [48] In general, non-covalent
interactions (binding energies) between π conjugated bio-
molecules (including nucleobases) are slightly overestimated,
while dispersion interactions with graphene-like substrate are
slightly underestimated. Another fact is that different
H-bonding parametrization can lead to drastic changes from
geometry and/or energetic aspects. Transferability of para-
meters of semiempirical methods among different classes of
molecules/interactions is a well-known issue, and therefore
evaluation of the parameters on a model system is required.
For the benchmark purposes we used G-quartet as a model
system. G-quartet is a representative of finely tuned non-
covalently glued molecular system. Also, G-quartet is a key
motif responsible for the assembly of the HOFs used for the
comparison in this work and it exhibit same types of hydro-
gen bonds which are encountered in studied GPDI ribbons.
Various available DFTB general purpose parameter sets are
used for the benchmark and the results are reported in the SI.
DFTB3-D3H5 in conjunction with 3ob parameter set for bio
and organic molecules outperform other tested methods/
parameters. In addition, we slightly changed default H5

parameters to even better reproduce results obtained with
hybrid functionals (benchmark is also provided in the SI). The
DFTB3-D3H5/3ob geometry optimizations were followed by
single point (SP) energy calculation at DFTB3-D3/3ob level
of theory, i.e. without H5 correction since in this case binding
energies are much closer to the DFT results as discussed in
the following section. Geometry optimizations are performed
using conjugate gradient method and maximal force comp-
onent threshold of 1 × 10−4 a.u.. All periodic calculations are
performed at the Γ-point.

Siesta code [50] was used to perform periodic DFT cal-
culations. These calculations were employed to benchmark
binding energies obtained using DFTB methodology.
4770 eV is used for the plane wave cutoff in the real space
grid and the Perdew–Burke–Ernzerhof form of the general-
ized gradient approximation [51], while the core electrons are
described by norm-conserving pseudopotentials with partial
core corrections [52].

Two-dimensional nature of the material is simulated by
setting the lattice vector c (which is perpendicular to the
materials plane) to 30 Å , which provides vacuum of around
20 Å between a unit cell and its periodic replica for the lar-
gest, multilayared ribbons. Two types of ribbons were
investigated. Type I ribbons are simulated using cell vectors
of 22.29, 47.30 and 30.00 Å along x, y and z axes, respec-
tively. This resulted in a super-cell containing 660 atoms for
single layered type I ribbon in which four GPDI molecules
were hydrogen bonded and adsorbed on a graphene surface.
Type II ribbons (also four hydrogen bonded GPDIs adsorbed
on graphene) are simulated using somewhat smaller cell
vectors of 22.29, 43.00 and 30.00 Å along x, y and z axes,
respectively, which resulted in a super-cell accommodating
624 atoms in total. We also simulated multilayered ribbons
(up to three layers) where each additional stacked ribbon layer
contained 264 atoms. For comparison with the ribbons we
also investigated previously experimentally realized HOF
structures [26]. These are prepared using in silico procedure
described in the [26]. In HOF structures PDI molecule serves
as a covalent linker between two guanines which is denoted
with G2PDI. Hydrogen at N9 position of guanine is sub-
stituted with soluble octyl group as in the case of the
experimentally realized HOF [26, 27]. Structure and
arrangement of G2PDI in HOFs require only two G2PDI per
unit cell where both ends of the G2PDI participate in the
hydrogen bonding to form HOF. Cell vectors of such system
amount to 43.00, 42.12 and 30.00 Å along x, y and z axes,
respectively, which results in a super-cell that contain 960
atoms. Multilayered HOFs (up to three additional layers) are
constructed analogously to the multilayered ribbons with
additional 280 atoms per layer. Beside structures adsorbed on
graphene, we simulate infinite layers of ribbons and HOF by
reducing z axis cell vector to 5.97, 6.09 and 6.87 Å for type I,
type II ribbon and HOF, respectively. These values corre-
spond to the double value of average interlayer separation
since we used two layers and periodic boundary conditions to
construct an infinite layer. Parameters characterizing super-
cells of studied systems are compiled in the table 1.
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Table 1. Parameters for constructing super-cells for type I ribbons, type II ribbons and HOFs. Note that z-axis is always perpendicular to the molecular frameworks plane. In case of ribbons x-axis
is positioned in the direction of the H-bonds, while in case of the HOFs x-axis is positioned perpendicular to the N–HLO H-bond formed between two G2PDI in the unit cell. Initial single-layered
HOF is prepared following in silico procedure described in the [26].

Molecular framework name Number of layers Super-cell vectors (x, y, z) Number GPDI/G2PDI molecules in the super-cell
Total number of atoms in the

super-cell Atoms per layer

Type I ribbon 1 22.29, 47.30, 30.00 4 660 264
2 22.29, 47.30, 30.00 8 924
3 22.29, 47.30, 30.00 12 1188
∞ 22.29, 47.30, 5.97 8 528

Type II ribbon 1 22.29, 43.00, 30.00 4 624 264
2 22.29, 43.00, 30.00 8 888
3 22.29, 43.00, 30.00 12 1152
∞ 22.29, 43.00, 6.09 8 528

HOF 1 43.00, 42.12, 30.00 2 960 140
2 43.00, 42.12, 30.00 4 1240
∞ 43.00, 42.12, 6.87 4 560
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Total interaction energy between GPDI units adsorbed on
graphene is decomposed using EDA [53] implemented in
Turbomole program package [54]. In order to make study
computationally feasible for EDA purposes we used non-
periodic DFT with B-LYP functional [55, 56] and Grimmes’
D3 dispersion correction [57] in conjuction with def2-TZVPP
basis set [58, 59]. Electronic Coulomb interactions were
calculated using multipole accelerated resolution-of-identity.

Electronic absorption spectrum for two layered ribbons
and HOF structures is obtained for geometries optimized at
DFTB3-D3H5/3ob level of theory. Each system contained 8
GPDI/G2PDI units without absorbent (graphene) which is
mostly transparent within studied excitation window. This
amounted to 528 and 736 atoms for the most stable two
layered type I/II ribbons and HOF structures, respectively.
Excitations were computed using linear response time-
dependent density functional theory (LR-TDDFT) and the
long-range corrected CAM-B3LYP functional [60] in con-
junction with def2-SV(P) basis set [58, 59]. LR-TDDFT
calculations were carried out using Gaussian09 software [61].
For each system 64 lowest lying singlet excited states (Ns)
were calculated. Vertical electronic transitions are broadened
using Gaussian shaped function and electronic absorption
spectrum is obtained as:
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where fi and Ei is oscillator strength and energy of the ith
electronic excited state, respectively. γ is the broadening
parameter set to 0.2 eV in order to better visually resolve
spectrum. The density of transition (DOT) is also obtained
using equation (1) with fi values set to 1. Benchmark calc-
ulation for the employed method i.e. absorption profile calc-
ulation and comparison to the experimental spectrum is
available in the SI. Excited states character is analyzed using
TheoDORE program package [62–66] which relies on the
analysis of the one-electron transition density matrix (1eTDE)
and it is useful to resolve types of excitations in the systems
of interacting chromophores. Excited states character is
determined using two descriptors based on decomposition of
the 1eTDE. First descriptor denoted with PR is calculated as
arithmetic mean of the participation ratios of hole and elec-
tron, i.e. number of fragments on which they are delocalized.
Second descriptor denoted with CT is describing charge
transfer character of the excited state, with the range of values
from zero (locally excited state) to one (completely charge
separated state (CS)). PR and CT descriptors are useful for
distinction between localized, excimer and charge separation
transitions in our case. In addition, we used another descriptor
denoted with CTnt which represents amount of charge trans-
ferred between the defined fragments. Detailed derivation of
used descriptors from the 1eTDM could be found elsewhere
[63]. Fragmentation of the system is important for this type of
analysis and it is described in the section The Excited States
Densities of Transitions.

3. Results and discussion

3.1. GPDI organization on graphene

In order to estimate quality of our DFTB structural and energy
calculations firstly we optimized GPDI molecule on graphene
using orthogonal super-cell that is large enough
(34.64 Å × 34.28 Å × 30.00 Å), such that GPDI molecules’
replicas could not interact with each other. Afterwards we
refined the DFTB structures of GPDI on graphene at PBE/
DZP+PP level of theory. We found excellent agreement for
the adsorption energy. PBE adsorption energy is 10.147 eV
(19.5 meV/atom) while DFTB value is 10.044 eV
(19.3 meV/atom). Therefore, the computationally feasible
DFTB method still gives us valuable structural and energetic
data concerning these large supramolecular assemblies which
has been so far treated only with molecular mechanics models
on this scale [26].

To examine the orientation of GPDI interaction with
graphene we calculated the adsorption energy of GPDI on
graphene with respect to the orientation angle and average
GPDI-graphene separation (see figure 1).

In total 2400 SP energy calculations were done to explore
configurational space by varying the orientation angle in steps
of 3° and GPDI-graphene separation in steps of 0.1 Å. The
GDPI adsorption interaction with the graphene surface is
nearly isoenergetic with respect to the defined orientation
angle coordinate. Therefore, there is no preferential angle for
GPDI adsorption on graphene. Beside SP calculations, we
also performed optimization for different starting GPDI
conformations on graphene which introduced multiple
minima on the potential energy surface. Adsorption energies
for these structures are compiled in the table 2.

Adsorption energies for the optimized structures do not
differ much from the SP calculated energies, which indicates
that deformation energy of the graphene layer and GPDI
molecule due to their mutual interaction is small, amounting
to 0.13 meV/atom and 1.14 meV/atom, respectively. The
energy released upon GPDI deposition on graphene is suffi-
cient to compensate the deformation penalty. Adsorption
energies for optimized structures span in energy range from
−18.1 to −19.3 meV/atom. Similar to the case of SP cal-
culations, there is not a preferential orientational angle for
adsorption while average separation of GPDI and graphene
amounts to 3.08 Å. All attempts to find possible stable side-
adsorbed structures (sideways adsorption) failed, since geo-
metry optimization always reorients the GPDI molecule to be
parallel to the graphene sheet. Several SP calculations imply
that side-adsorption energy amounts to around -4 meV/atom,
which is significantly smaller than adsorption energy of par-
allel conformations.

Various almost isoenergetic GPDI conformations on
graphene allows different starting grounds to build up
G-ribbons. In the following paragraph we investigate stability
and organization of two types of G-ribbons and G2PDI based
HOF structures in mono- and multilayer organizations.

Free-standing guanine-based ribbons have been pre-
viously studied in detail [1, 3, 4, 6, 9, 67–71]. Since hydrogen
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bonds between neighboring guanine molecules are respon-
sible for stability of ribbons, only two ribbon configurations
are possible. Following the same spatial reasoning and con-
sidering positions of H-bond accepting O6 and N3 and
H-bond donating N1 and N2 atoms of guanine moiety (for
atom numbering see figure 2), we determine only two pos-
sibilities for arranging of GPDI into ribbons on a graphene
sheet. The same H-bonding pattern as in type B ribbon of the
[12] is employed in GPDI-based ribbon, which we denoted
here as type I ribbon. In contrast, H-bonding pattern of type A
ribbon of the [12] cannot be realized for GPDI ribbons, since
the PDI decoration of guanine at C8 position would encounter
steric hindrance between neighboring ribbon units. Same
hindrance problem is encountered when considering type III
ribbon of the [4]. However, we derived another possible
GPDI ribbon geometry from the type I ribbon by rotating one
of the GPDI units by 180° around its longest intramolecular

axis and than rotating it again by 90° perpendicular to the
longest intramolecular axis. We denoted this ribbon as type II
ribbon. Both studied ribbon types are presented in the
figure 2. To best of our effort we recognized only these two
ribbon types.

For both ribbons type, we identified four hydrogen bonds
in which guanine moieties participate—two on each non
Watson–Crick side of the guanine. For type I ribbon we
identified two pairs of two opposite N2–H2LN3 and N1–
H1LO6 H-bonds where N1–H1LO6 are slightly shorter (see
figure 2). Single type of H-bond is found on each of the non
Watson–Crick side of the guanine. For type II ribbon we also
identified two types of H-bond, N2–H2LO6 and N1–
H1LN3. In this case both H-bond types are found on both
non Watson–Crick sides of guanine also in the opposite
arrangement. Type II ribbons have more pronounced geo-
metrical differences in H-bonding pattern between guanines

Figure 1. (a) Adsorption energy for single GPDI molecule on the graphene monolayer. (b) GPDI structure optimized at the DFTB3-D3H5/
3ob level of theory. Torsion angle between arene and PDI moiety is indicated. (c) Structure of the single GPDI molecule adsorbed on the
graphene monolayer. Arrows depicts two coordinates used for molecule positioning on the graphene: orientation angle—angle between
longest intramolecular rotational axis and x-axis. Graphene—GPDI separation—all atom average separation of GPDI molecule from the
graphene at DFTB3-D3H5/3ob level of theory.

Table 2. Adsorption energies for the optimized GPDI structures on the graphene. GPDI molecule positions are characterized with graphene-
GPDI separation and orientation angle (see figure 1 for the coordinates definition).

Graphene-GPDI
separation Orientation angle Adsorption energy

Graphene—GPDI
separation Orientation angle Adsorption energy

[Å] [degrees] [meV/atom] [Å] [degrees] [meV/atom]

3.00 −1.0 −19.3 3.08 100.7 −18.7
3.08 9.0 −18.8 3.08 110.5 −19.1
3.07 20.0 −18.5 3.08 118.3 −19.3
3.09 24.3 −18.6 3.11 123.3 −19.2
3.09 50.6 −18.6 3.06 153.4 −18.9
3.12 60.4 −18.1 3.08 161.8 −18.7
3.09 68.6 −18.7 3.08 169.3 −18.4
3.09 80.2 −19.0 3.05 177.2 −19.1
3.07 89.6 −18.8
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compared to type I ribbons. This is probably due PDI–PDI
moieties interactions, i.e. geometrical arrangement of the
GPDI units. When analyzing contacts between PDI moieties,
i.e. ribbons periodic replicas we find that they establish
H-bonds via imide functional groups. Two imide groups are
present, front and terminal, i.e. closer and further from the
arene moiety linker, respectively. Imide groups oxygen atoms
are H-bond acceptor in this case interacting with hydrogens
bound to nitrogen and carbon atoms of the PDI. This yields
two types of hydrogen bonds: N–HLO and C–HLO. In case
of the type I ribbon PDI moieties interact only via terminal
imide group forming in total four hydrogen bonds per PDI—
two N–HLO and two C–HLO in the opposite directions.
Somewhat more complex situation is found for the type II
ribbon where front imide group participate in the H-bonding
as well. Different geometrical arrangement of the GPDI
molecules allow that front imide group oxygens’ now interact
with neighboring PDI’s side C–H groups and form one
bifurcated H-bond. As it will be qualitatively described later
with EDA analysis, these H-bonds are not strong as ones
established between guanines, but their contribution in the
total stability of the ribbon cannot be neglected.

To gain a deeper insight into the multilayer GPDI ribbons
formation on graphene we analyze the binding energy in
figure 3. The binding energy is calculated as difference of the
energies of optimized periodical supramolecular assembly

and separately optimized geometries of GPDI and graphene
under the same periodic conditions. The binding energies
without graphene are calculated as a difference of the SP
energy of the adsorbed GPDI geometries and separately
optimized geometries of GPDI. Ratio of following energies
indicates the formation mechanisms of investigated systems:
formation of ribbon in plane parallel to graphene, vertical
stacking of molecules, and their interaction with graphene.
GPDI-graphene interaction has a crucial role in the initial
steps of ribbon formation. In the formation of type I ribbon
the binding energy is lowered by 32 meV/atom when second
GPDI is added to initial molecule placed on graphene,
whereas the energy is nearly constant when graphene is
absent. Addition of second pair of GPDI molecules in the
ribbon lowers the energy by about 5 meV/atom. Two pairs of
GPDI in the type II arrangement has even larger energy dif-
ference of 59 meV/atom when graphene is or is not present.
This can be attributed to the local polar nature of the type II
ribbon, which will be better understood later in text after the
EDA analysis. Introduction of the second layer in the stack
significantly stabilizes the system by around 12–18 meV/
atom (for type I ribbon, depending on stacking dislocations
and mutual layers orientation) and about 23 meV/atom (for
type II ribbon, the range of energies is smaller for this ribbon
type). We analyzed three types of stacking geometries as
illustrated in figures 3(a) and (b): face-to-back (F2B), and two

Figure 2. (a) Guanine molecule with its atoms numbering. (b) type I ribbon, (c) type II ribbon and (d) HOF structures. GPDI molecule
numbering is indicated with numbers from 1 to 5. PDI moieties on the right-hand side of the ribbons present part of the periodic replicas to
illustrate H-bonding between PDI moieties. Blue dotted lines represent H-bonds with their lengths indicated in Å units. Pink atoms show
places where rest of the molecule is bound to. Graphene layer underneath structures is excluded due to clarity.
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face-to-face (F2F) configurations. F2B geometries were
derived by adding one ribbon on the top of the another in the
same arrangement. One type of the F2F geometries is con-
structed by rotating upper ribbon layer by 180° with the
respect to the central guanine units (i.e. H-bonds directions)
whereas subsequent rotation perpendicular to the central

guanine units yielded another F2F arrangement. All multi-
layered ribbon types showed tendency towards interlayer
slippage with respect of the directions of guanine-guanine
H-bonds. Interlayer slippage between ribbons occures in order
to minimize steric hindrance between arene linker moieties
(see figure 1(b)). The antiparallel electric dipoles

Figure 3. Stability and organization of GPDI and HOF structures on graphene. Binding energy for the system with and without graphene is
shown respectively in black and red colors, respectively for type I (panel (a)), type II (panel (b)) ribbons and HOFs (panel (c)). Progressing
from left to right are shown structures and binding energies for monolayer, bilayer, trilayer and infinitely thick structures (GPDI/HOF
stacks). For each thickness systems the energy and geometries for one, two and more GPDI molecules in ribbon assemblies are presented.
Shades of brown rectangles illustrate the PDI moiety in different levels of stacked ribbons. Graphene layer underneath ribbons and HOF
structures is omitted for clarity.

8

Nanotechnology 32 (2021) 435405 B Milovanović et al



(antiferroelectric-like) in the bilayer stack of the polar type II
ribbons is more stable than the parallel orientation by around
4 meV/atom due to the dipole–dipole interaction. Initial
stacking from mono to bilayer ribbon (when it is still small
containing two pairs of GPDI molecules) has a significantly
larger energy change for free-standing ribbons than in the
case of the stack growth on graphene. As well, the initial
stabilization due to vertical growth is more energy remarkable
than the in-plane development of the ribbons. Importantly,
these differences rapidly decay already with triplelayer. The
effect of graphene-GPDI interaction is crucial at the initial
stage of structural growth, while the interaction is becoming
irrelevant for thick stacks. Energy difference between infi-
nitely thick stack and a monolayer is 60 meV/atom and 78
meV/atom for type I and type II ribbons, respectively.
Importantly, these binding energies have type I/II monolayer
ribbons that contain 30/32 GPDI molecules (equivalent 15/
32 unit cells) in one layer, which can be estimated from
energy decrease of 5 meV/atom with in-plane growth of
ribbon by a pair of GPDI molecules (one unit cell). Con-
sidering that energy difference in stacking process is rela-
tively large in mono- to bi-layer ribbon of graphene transition
(around 18 meV/atom for type I ribbon and 23 meV/atom for
type II ribbon) very short ribbons with only 10 GPDI mole-
cules in a monolayer (5 unit cell) are more energy favorable
than bilayer ribbons. Therefore, in-plane growth is more
likely than stacking and consequently very thin films of GPDI
molecules covering large surface areas of graphene are
expected, as indicated by the sample energy difference ana-
lysis. We also calculated binding energy of reported hydrogen
bonded organic frameworks based on GPDI molecules
(figure 3(c)) reported in the literature [26, 27]. Due to large
systems it was not feasible to calculate energies of their in-
plane growth, but only a columnar phase. Similarly to rib-
bons, the energy difference of free-standing HOFs and HOFs
on graphene rapidly decreases by stacking thickness, reaching

zero already for a bilayer HOF. Here, we also investigated
F2B and F2F arrangements of HOFs. The energy loss in
mono- to bi-layer transition of HOF on graphene is only about
13 meV/atom. If we assume that in-plane growth decreases
energy close to that value of ribbons (a reasonable assumption
since similar types of H-bonds are also responsible for growth
of HOFs) then in-plane growth on graphene is also a more
preferable than stacking.

It has been experimentally demonstrated that alkylated
guanosine derivates can form supramolecular nanoribbons on
the solid(HOPG)-solution interface [72]. Role of the solvent
and solubilizing alkyl or glycol tails is important in order to
effectively furnish these kinds of supramolecular archi-
tectures. However, we do not tackle this issue as it would
dramatically increase number of atoms in the system and
consequently the computational time. Yet, due to the very
flexible nature of studied molecules and ribbons and their
high mobility when deposited on graphene there can be suf-
ficient space for long alkyl or glycol solubilizing tails with
whom GPDI can be functionalized at different positions.
Therefore, solubility of GPDI in different organic solvents
would be ensured. Assuming a fine balance between solubi-
lity and the molecular association on the graphene and
according to results from this section (similar binding ener-
gies for single-layered ribbons and HOFs with four units, i.e.
55.8 and 35.9 meV/atom, respectively) it is very likely that
ribbon-like in-plane organization of GPDI molecules would
indeed occur.

3.2. Energy decomposition analysis

In order to gain a deeper insight into guanine-guanine and
PDI–PDI moieties interactions, i.e. driving force for GPDI
ribbons assemblies, we performed EDA by decomposing total
interaction energy (ΔEtot) between GPDI molecules into
electrostatic (ΔEele), exchange (ΔEex), repulsion (ΔErep),

Table 3. EDA for type I and type II ribbons. See figure 2 for fragments (GPDI molecules) layout. All energies are given in kcal mol−1.

Type I ribbon

1–2 2–3 2–4 1–3 2–5 4–6 2–6 4–5

ΔEtot −12.7 −14.7 −1.2 −1.2 −6.3 −5.9 0.0 −14.0
ΔEele −15.9 −22.6 −0.5 −0.4 −10.0 −9.6 0.0 −21.7
ΔEex −3.7 −5.2 0.1 0.1 −1.8 −1.8 0.0 −5.5
ΔErep 27.6 34.6 0.0 0.0 19.5 18.8 0.0 37.1
ΔEpol −10.4 −10.9 −0.2 −0.2 −4.7 −4.6 0.0 −13.0
ΔEdisp −10.3 −10.5 −0.6 −0.6 −9.2 −8.7 0.0 −10.9

Type II ribbon

1–2 2–3 2–4 1–3 2–5 4–6 2–6 4–5

ΔEtot −16.7 −18.0 −11.0 −8.8 −9.2 −8.8 −0.5 0.0
ΔEele −18.6 −22.2 −7.1 −8.1 −11.0 −12.3 0.5 0.0
ΔEex −4.0 −4.8 1.2 −0.2 −1.5 −2.2 0.3 0.0
ΔErep 31.8 38.0 15.8 19.7 16.9 20.4 0.1 0.0
ΔEpol −13.7 −14.5 −4.8 −5.1 −5.8 −6.0 −0.4 0.0
ΔEdisp −12.3 −14.4 −16.0 −15.0 −7.9 −8.7 −1.1 0.0
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polarization (ΔEpol) and dispersion (ΔEdisp) energy terms
EDA results for type I and type II ribbons are compiled in the
table 3. H-bonding patterns for type I and type II ribbons are
previously discussed in the text and here we present its
energetic aspects.

Most stabilizing interaction for type I ribbon is found
between GPDI molecules 2 and 3 (see figure 2 for molecule
numbering). Molecules 2 and 3 are glued through guanine
moieties with two N1–H1LO6 H-bonds in the opposite
direction with similar bond lengths of 1.94 and 1.97 Å. Main
and only destabilizing term for interaction(s) between these
two (any other) molecules is ΔErep amounting to
34.6 kcal mol−1. This contribution is easily overcomed by all
other stabilizing interactions and mainly with ΔEele

(−22.6 kcal mol−1) whereas ΔEpol and ΔEdisp terms are of
equal importance and amount to −10.9 kcal mol−1 and
−10.5 kcal mol−1, respectively. The relatively large ΔEpol

indicate significant change in the orbital shape and partially
covalent character of this H-bond which is expected since O6
of guanine moiety is strong H-bond acceptor. Second stron-
gest interaction for type I ribbon is found between PDI
moieties, i.e. molecules 4 and 5. This interaction has almost
the same stabilizing effect as H-bonding between molecules 2
and 3. This is expected since same type and number of the
H-bonds mediate this interaction, particularly two N-HLO
with the opposite direction. However, their bond length of
1.83 Å is shorter than those of N1–H1LO6 of guanine moi-
eties (1.94 and 1.97 Å) but with less favorable angle between
H-bond donor and acceptor–143 and 168°, respectively. Third
strongest intermolecular interaction is found between mole-
cules 1 and 2. This interaction is mediated through two N2–
H2LN3 H-bonds arranged in the opposite direction and its
total interaction amounts to −12.7 kcal mol−1. This is some-
what weaker interaction when compared to the total interac-
tion between molecules 2 and 3 or 4 and 5. Weaker affinity of
N3 as H-bond acceptor compared to O6 of guanine moiety is
responsible for this effect. Non-negligible interactions are also
found between molecules 2–5 and 4–6, i.e. neighboring PDI
moieties. Total interaction between these molecules amount
to −6.3 and −5.9 kcal mol−1, respectively. Similar interplay
of the energy terms is found for 2–5 and 4–6 as for the
strongest ones except for ΔEdisp which now plays even more
important role and it amounts to −9.2 and −8.7 kcal mol−1.

More diverse contacts between GPDIs are found for type
II ribbon. Strongest interactions are again found between
guanine moieties, i.e. molecules 1–2 and 2–3 and ΔEtot for
them amount to −16.7 and −18.0 kcal mol−1, respectively.
Two H-bonds in the opposite direction are stabilizing guanine
moieties—N2–H2LN3 and N1–H1LO6. Increased stabili-
zation compared to the type I ribbon originate from the
favorable locale dipole arrangement of the guanine moieties.
Another distinguishable feature for type II ribbons is non-
negligible interactions between molecules 1–3 and 2–4 that
amounts to −8.8 and −11.0 kcal mol−1. Bifurcated H-bonds
are responsible for stabilization between these molecules with
pronounced ΔEdisp term. PDI–PDI interaction between
neighboring molecules (2–5 and 4–6) is also noticeable (−9.2
and −8.8 kcal mol−1) for type II ribbons.

Overall higher stability (lower binding energy, see
figure 3 and accompanying text) of the type II ribbon com-
pared to the type I ribbon is attributed to additional favorable
dispersion driven contacts between PDI moieties and dipole
enhanced H-bonding within guanine moieties.

Many-body effects are not investigated within this EDA
scheme. ΔEele and ΔEex terms are pairwise additive, while
ΔEpol, ΔErep and ΔEdisp are not and all many-body effects in
non-covalenty glued systems like this should originate from
the polarization energy [53]. One can also inspect to which
extent H-bonding cooperativity is increasing stabilization in
these systems since H-bonding cooperativity is a fingerprint
property of self-assembled free standing G-quartets and
G-ribbons on the surfaces [4] and it is beyond the scope of
this paper.

3.3. Electronic DOS

In section 3.1. we showed that in-plane parallel to graphene
growth is more likely to occur than the vertical stacking of the
molecules. To investigate electronic properties of the pro-
posed structures we calculated DOS for the most stable one-,
two- and three-layered ribbon structures as well as for one-
and two-layered HOF structures (see figure 3). DOS profiles
are calculated with DFTB3-D3/3ob method, i.e. using the
same level of theory as for the single-point energy calcula-
tions in the section 3.1. DOS diagrams in the vicinity of the

Figure 4. Density of states (DOS) for (a) type I ribbon, (b) type II
ribbon and (c) HOF systems. Dotted, dashed and solid lines
correspond to the one-, two- and three-layered structures’ DOS.
Gaussian broadening function is used with broadening parameter set
to 0.025 eV.
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HOMO-LUMO gaps are presented in the figure 4. Complete
DOS profiles are reported in the SI.

DOS for all studied structures exhibit characteristic
molecular DOS profiles. Type I and type II ribbons’ DOS
profiles are very similar in the vicinity of the HOMO and
LUMO energies. Addition of second layer to these systems
leads to broadening of the DOS profile and consequently a
reduction of the HOMO-LUMO gap from 0.44 to 0.22 eV and
from 0.53 to 0.36 eV for type I and type II ribbons, respec-
tively. On the other hand, adding the third layer does not
dramatically influence DOS profiles for the ribbons. Some-
what more pronounced influence of the third layer is observed
for type II ribbon due to the antiparallel orientation of the
electric dipoles in the three-layered stack. This additional
layer slightly reduces the HOMO-LUMO gap for both sys-
tems by 0.03 and 0.08 eV for type I and type II ribbons,
respectivelly. HOF system’s DOS profile initially have
smaller HOMO-LUMO separation (0.28 eV) compared to
those of ribbons. Addition of a second layer to the HOF
structure also reduces the HOMO-LUMO gap by 0.12 eV, i.e.
from 0.28 to 0.16 eV. Although, GPDI and G2PDI molecules
that build ribbons and HOF structures, respectively, are not
equivalent, their DOS profiles and the HOMO-LUMO
separations are found to be similar. This indicates similar
electronic properties of these supramolecular architectures.

3.4. The excited states densities of transitions

Faith of rylene dye covalently decorated G-quadruplex long-
lived CS states’ lifetimes and quantum yields is highly
affected via spatial and orbital overlap between stacked dye
units, i.e. its structural properties [23, 25, 26]. Solvent polarity
plays minor to almost no role in the CS states dynamics due to
shielding of aromatic GTDI quadruplex core with aliphatic
shell [25] which again can be considered as a structural
constraint. Results in the following section are gas phase
results. Including implicit solvent model in the calculations
would probably lead to the stabilization of the CS states.
More polar solvents would lead to the greater stabilization of
the CS states than the less polar ones. On the other hand,
solvents with a strong H-bond accepting properties could lead
to disruption of self-assemblies, like in the case of pyridine
and GTDI assemblies. [25] However, we expect this effect to
be similar for all of the studied structures and therefore does
not affect conclusions withdrawn from the gas phase results.

Structural similarities to those of G-quadruplex based
organic frameworks and columnar supramolecular archi-
tectures are encountered in multilayered G-ribbons studied
here. High-degree of π stacking between PDIs in multilayered
G-ribbons could imprint similar CS states properties to those
of HOFs and columnar G-quadruplex based donor-acceptor
systems. Accurate computational study of the exciton for-
mation, evolution and decay for large molecules’ systems
such GPDI quadruplexes and ribbons is not yet feasible.
Therefore, we are only limited to study excited states’ prop-
erties in the Frank–Condone region and compare it to their
HOFs counterparts.

Types of excitations encountered in the multilayered
GPDI ribbons and GPDI based HOFs are presented in the
figure 5. In order to distinguish between localized, excimer
and CS states we divided system into the fragments in the
way that each PDI moiety and each guanine together with
arene linker build one fragment. Descriptors obtained within
this fragmentation scheme are denoted with CT1 and PR1.
Thresholds for descriptors are chosen somewhat arbitrary. In
that sense excitations with CT 1 < 0.2 are considered to be
localized, while CT 1 > 0.8 are considered as pure CS states.
If CT values are between these two threshold values
(0.2 < CT 1 < 0.8) excimer character is attributed to the given
excited state. Furthermore, considering PR1 descriptor value
to be lower or greater than 1.25 we could distinguish between
PDI localized and PDI excitonic states, respectively.
PR1 > 1.25 means that 1/4 of the total electron density is
delocalized over more than one fragment in the system.
Inspection of the natural transition orbitals (NTOs) suggests
that only PDIs are involved in the localized transitions within
this energy window. Combination of 0.2 < CT 1 < 0.8 and
PR 1 > 1.25 characterizes excimer states. States with
0.2 < CT 1 < 0.8 and PR 1 < 1.25 are not encountered in none
of these systems. To further distinguish between different
types of excimer and CS states different fragmentation of the
system is required. CT4 descriptor is obtained when system is
described with two fragments only, one consisting of all PDI
moieties and another of all guanine moieties in the system.
PDI and G-PDI excimer states are then sorted with CT4 < 0.2
and 0.2 < CT 4 < 0.8 conditions, respectively. Various types
of CS states are also identified and could be divided into two
groups, i.e. G•+- PDI•− and PDI•+-PDI•− CS states which are
previously experimentaly identified [22, 30]. Another two
fragmentation schemes are required to classify them in more
detailed fashion. CT2 descriptor is acquired when single
GPDI/G2PDI molecule is considered as a separate fragment
while CT3 descriptor is obtained when whole ribbon/HOF
layer consisting of four molecules is considered as a fragment.
CT2 would suggest if CS state is monomolecular (occurring
withing single GPDI/G2PDI molecule) while CT3 would
describe inter or intralayer CS. Different combinations of
CT1, CT2, CT3 and CT4 as presented on the figure 5 helps us
identify CS G•+-PDI•− monomolecular, CS G•+-PDI•−

intralayer, CS G•+-PDI•− interlayer, CS PDI•+-PDI•− intra-
layer and CS PDI•+-PDI•− interlayer states. All of the CS
states can be considered as almost pure ion-pair excited states
since they exhibit high CTnt descriptor value ranging from
0.90 for G•+-PDI•− monomolecular CS state to 0.95 for inter-
and intralayer CS states in all systems. Localized and CS
states involving guanine moieties only are not found within
this energy window nor PDI localized states due to high
overlap of PDI moieties which favours PDI exciton
formation.

Absorption profiles, DOT and its decompositions are
given in the figure 6. Absorption spectra (figure 6(a)) of type I
ribbon has one pronounced peak located at 2.65 eV origi-
nating from transition to the bright PDI excimeric states. Two
shoulders to this peak are encountered on the high and low
energy part of the spectrum arising from PDI excimeric and
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localized PDI excitonic transitions, respectively. Negligible
contribution of CS states to the absorption is also observed.
Distinctive red tail absorption feature at 2.08 eV for type I is
found and attributed to populating four closely lying PDI
excimer states. Absorption profile of type II ribbon also has
pronounced peak at 2.65 eV. However, in this case localized
transitions are not contributing to the absorption spectra but at
higher energies (peak at around 2.98 eV) there is non-negli-
gible absorption attributed to the CS G•+-PDI•−. Two
shoulders to the main absorption peak coincide to those of
HOF structure making type II ribbon more alike HOFs
absorption profile than type I ribbon. Electronic absorption
for optimized two layered HOF is found in the almost same
energy range (2.15–3.10 eV) as for type I and type II ribbons
2.00–3.15 eV and 2.15–3.15 eV, respectively. However, HOF
absorption profile is characterized with two distinct peaks
located at 2.42 and 2.82 eV, both originating from the elec-
tron promotion to the mixture of PDI and G-PDI excimer
states. We also observed that peak located at 2.82 eV has
considerable participation of the CS G•+-PDI•− which suggest
that these CS states could be populated directly upon photon
absorption. Same characteristic garnish type II ribbon
absorption but in this case different type of CS G•+-PDI•− are
enrolled. The band gap between the frontier molecular orbi-
tals (HOMO and LUMO) is determined for all three systems
(see section 3.3.). It is clear that these energies do not cor-
relate with any of the corresponding absorption maximum

energies since the HOMO → LUMO transition is not repre-
sented in any of these absorption bands. For example, two
most dominant contributions to the absorption band for the
type I ribbon located at 2.65 eV are: HOMO-11 → LUMO+4
and HOMO-12 → LUMO+2.

Compared to absorption profiles, DOT profiles appear in
the wider energy range, especially for the ribbon arrange-
ments. When analyzing global DOT composition (figure 6(b))
we notice that amount of CS G•+-PDI•− states are similar
between all the systems and equal for type I ribbon and HOF
arrangement (65.6%). Although CS G•+-PDI•− states appear
in the similar energy range with ribbons’ CS contribution
blueshifted by around 0.3 eV, their distribution across DOT is
not equal. Low energy part of the DOT for type I ribbons
lacks of CS G•+-PDI•− states but they are supplant by other
type CS PDI•+-PDI•− states, i.e. 15.6% compared to 4.7% in
HOF structure. This is not the case for type II ribbon where
CS content is high for for both types of CS excited states,
54.7% and 20.3% for CS G•+-PDI•− and CS PDI•+-PDI•−,
respectively. Another interesting feature is greater presence of
localized transitions for type I ribbon (7.9%) compared to
type II and HOF (1.6%) structures. On the other hand, HOF
structure has highest participation of excimeric states, 28.1%
compared to 10.9% and 23.4% for ribbons. Most of these
excited state characteristics can be explained by different
spatial organization of HOF and ribbon structures. Greater ππ
overlap between both PDI and guanine moieties in HOF

Figure 5. Schematic representation of types of the excited states in multilayered GPDI ribbons. Red and blue rectangular cuboids represent
PDI and guanine moieties, respectively. Thresholds for descriptors (PR and CT) are given. h+ and e− depicts electron-hole and excited-
electron, respectively. Note that same types of excitations are present within HOF absorption profile.
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structures compared to ribbons enhances electronic coupling
and therefore promotes excimer formation. This can be
rationalized via further decomposition of excimeric contrib-
ution to the DOT (figure 6(c)) and noticeable absence of
G-PDI excimers for type I ribbons. Type II ribbon arrange-
ment is characterized with higher overlap PDIs (comparable
to those of HOF) and therefore can accommodate both G-PDI
and PDI excimers just like HOF. Due to higher number of
identical guanine chromophores within the HOF, G-PDI
excimer participation is reasonably higher. Higher degree of
chromophore ππ overlap also leaves different imprint to the
CS PDI•+-PDI•− states (Figure 6(e)), while relative arrange-
ment of CS G•+-PDI•− states (figure 6(d)) is relatively similar.
Content of intralayer CS PDI•+-PDI•− states is significantly
higher for the ribbons arrangements due to proximity of
adjacent PDI units. Stronger electronic interaction between
adjacent PDI moieties is pronounced for type II ribbon where
intralayer CS PDI•+-PDI•− clearly dominates. This type of
excitations would require more energy in the case of HOF
arrangement. Relative amount and ordering of CS G•+-PDI•−

states within DOT profiles is maintained for all three systems.
Monomolecular contributions are lowest in energy followed
by interlayer and intralayer contributions. It is important to
note that characteristics of both types of CS states could be
exploited for optoelectronic applications as well as there are
not huge differences between type II ribbon and HOF struc-
tures absorption and DOT profiles at Frank–Condone region.

In fact, in total both types of ribbons exhibit higher amount of
total CS withing this energy region compared to HOF, 81.2%
and 75% compared to 70.3%, respectively. Furthermore, we
believe that these differences would become even less pro-
nounced if we used ensemble average of absorption and DOT
profiles and/or model consisting of more GPDI molecules.
Overall, surprising similarities of DOT composition are
encountered for these systems making ribbons worthwhile for
further investigation of exciton dynamics.

4. Conclusions

While HOFs based on GPDI molecules have been studied in
detail for application in optoelectronics, layered ribbons made
of these molecules supported on graphene have not been
studied in such details yet. This is primarily due to complexity
of the interfaces of flexible molecules and graphene and
relatively large systems that are difficult to study with
demanding ab initio methods. Our theoretical approach has
proved as an excellent choice to overcome this obstacle. We
theoretically analyzed favorable growth mechanism and
structure of deposits using DFTB method and optical prop-
erties by the LR-TDDFT. We found that growth is rather
homogeneous and thin few-layers ribbon structures cover
large surface area of graphene. Absorption spectra and
especially DOT profiles are very similar to those in HOFs in

Figure 6. Decomposition of (a) absorption spectrum (shaded area) and (b) density of transitions (DOT) (shaded area) into the localized (black
lines), excimeric (blue lines), CS G•+-PDI•− (magenta) and CS PDI•+-PDI•− (orange) excited states contributions. Percentage of each
contribution in DOT is indicated. Type I ribbon absorption profile is presented on the far left, type II ribbon in the middle and HOF
absorption profile on the far right panel. Panels (c), (d) and (e) represent more detailed decomposition of excimeric, CS G•+-PDI•− and CS
PDI•+-PDI•− contributions to the DOT, respectively. For excited states types description see figure 5 and corresponding text.

13

Nanotechnology 32 (2021) 435405 B Milovanović et al



the investigated energy window. We showed that CS
G•+-PDI•− states can be directly populated upon photo-
excitation in the HOF and type II ribbon structures. Increased
presence of CS PDI•+-PDI•− states in the ribbons arrange-
ments is encountered and this excited state feature is ascribed
to the favorable geometrical organization. Existence of CS
states between layers of the stacked structures promises
potential application of these atomically thin graphene-GPDI
heterostructures in photovoltaics and other optoelectronic
devices.
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Enhancement of weak ferromagnetism, exotic
structure prediction and diverse electronic
properties in holmium substituted multiferroic
bismuth ferrite†

Maria Čebela,*abc Dejan Zagorac, *bc Igor Popov,*de Filip Torić, a

Teodoro Klaser,f Željko Skokoa and Damir Pajić *a

Bismuth ferrite (BFO, BiFeO3), exhibiting both ferromagnetic and ferroelectric properties at room

temperature, is one of the most researched multiferroic materials with a growing number of

technological applications. In the present study, using a combined theoretical–experimental approach,

we have investigated the influence of Ho-doping on the structural, electronic and magnetic properties

of BFO. Synthesis and structural XRD characterization of Bi1�xHoxFeO3 (x = 0.02, 0.05, and 0.10)

nanopowders have been completed. After structure prediction of Ho-doped BiFeO3 using bond valence

calculations (BVC), six most favorable candidates were found: a-, b-, g-, R-, T1, and T2. Furthermore, all

structure candidates have been examined for different magnetic ordering using DFT calculations. The

magnetic behavior of the synthesized materials was investigated using a SQUID magnetometer equipped

with an oven. The plethora of magnetic and electronic properties of the Ho-doped BFO that our

theoretical research predicted can open up rich possibilities for further investigation and eventual

applications.

1. Introduction

Multiferroic materials are materials that occur in more than
one ferroic order.1 Among these materials, the most interesting
ones are those which possess magnetic and electric order
simultaneously. Materials in which magnetic and electric prop-
erties are coupled are referred to as magnetoelectrics.1 Simul-
taneous control and tuning of the magnetic properties by an
electric field and vice versa opens a vast scope of potential
applications such as magnetic memories and spintronics.2,3

Among these magnetoelectric materials, BiFeO3 stands as a
role model for research potential applications as it shows
multiferroic properties at room temperature with the antiferro-
magnetic transition at 640 K and ferroelectric transition at
1100 K. BiFeO3 also stands as a building model for investigat-
ing different doping approaches for enhancing its multiferroic
properties.4 In BiFeO3, the competition between various
exchange interactions manifests itself as a non-collinear spin
order, i.e., an incommensurate spin cycloid with a period of
64 nm.5

The experimentally known modification of bismuth ferrite
crystallizes in the perovskite structure type (a) under standard
conditions, with rhombohedral space group R3c (no. 161).6–9

The residual porosity location, microstructure, size, grain
growth habit and grain boundary geometry of the sintered
specimen are very important factors in determining the elec-
trical as well as magnetic properties of BiFeO3.10–13 Especially
interesting are doped BiFeO3 materials which can strongly
affect the structure and properties of bismuth ferrite. In parti-
cular, various morphologies of Ho-substituted BiFeO3 were
recently fabricated including thin films,14–17 nanofilms,18

nanoparticles,19,20 nanopowders,21,22 nanocrystalline BFO,23

bulk and polycrystalline ceramics.24–27

In this work, we investigated the influence of doping BiFeO3

with Ho. Holmium serves as an interesting choice as it has the
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highest magnetic moment among the lanthanides series. In
contrast to the so far investigated BiFeO3 compounds doped
with Ho, we have performed a detailed magnetic study which
includes zero field cooled (ZFC) and field cooled (FC) curves
above the Néel TN temperature of the antiferromagnetic transi-
tion. Along with the magnetization measurements, we per-
formed ab initio theoretical calculations. For utilizing the
multiferroic properties of BiFeO3 it is necessary to understand
and control the spin cycloid in BiFeO3.28 Furthermore, the
structure–property relationship has been investigated in great
detail with respect to Ho doping in BiFeO3 and additional
perovskite structures have been predicted as well as their
electronic and magnetic properties. This complete picture of
synthesis, XRD and magnetic measurements combined with
structure prediction and ab initio theoretical calculations gives
valuable information about the influence of Ho substitution on
magnetic behavior including the development of weak ferro-
magnetism and magnetic irreversibility.

2. Materials and methods
2.1. Synthesis and structural characterization of
Bi1�xHoxFeO3 (x = 0.02, 0.05, and 0.10) nanopowders

Nanocrystalline powders of BiFeO3 and Bi1�xHoxFeO3 (x = 0.02,
0.05, and 0.10) were made according to the hydrothermal
method.29,30 The simple, low-cost and energy-saving hydrother-
mal method has advantages over the conventional methods.
The chemical compounds used in this work were bismuth
nitrate (Bi(NO3)3 � 5H2O), holmium nitrate (Ho(NO3)3 �
5H2O), iron nitrate (Fe(NO3)3 � 9H2O), and potassium hydro-
xide (KOH); all the chemicals were of analytical grade. The
mixtures of (Bi(NO3)3 � 5H2O), (Ho(NO3)3 � 5H2O) and
(Fe(NO3)3 � 9H2O) were dissolved in 40 mL of 8 M KOH. The
mixture was stirred vigorously for 30 min and transferred into
an autoclave. The hydrothermal treatments were conducted
under autogenous pressure at a temperature of 200 1C for
6 h. The produced powders were collected at the bottom of
the autoclave after cooling to room temperature. The products
were washed at least five times by repeated cycles of centrifuga-
tion in distilled water and dispersed in ethanol by sonicating
for 60 min. The powders were obtained by evaporating ethanol
in a mortar heated at 60 1C.

Structural characterization of the obtained powders was
carried out using a Philips X-ray diffractometer (XRD) using a
graphite monochromator with Cu-Ka radiation (wavelength l =
1.54 Å). The data for structural refinement were taken in the 2y
range of 10–901, with a step width of 0.021 2y and 5 s per step.
Refinement was performed using the X Pert HighScore Plus31

computer program adopting the Rietveld calculation method.

2.2. Magnetic measurements

The magnetic behavior of the synthesized materials in the form
of sintered pellets was investigated using a SQUID magnet-
ometer equipped with an oven option. In this way, the tem-
perature dependence of magnetization in a wide temperature

interval (2–800 K) is obtained. Moreover, the combination of
a standard sample environment (2–400 K) and an oven (300–
800 K) is used especially in order to measure the true zero-field
cooled (ZFC) and field-cooled (FC) magnetization curves. First,
the sample is cooled down to 2 K in zero field and measured in
a field of 1000 Oe during heating up to 350 K. Then the sample
is moved from the standard plastic straw into the quartz tube
oriented in the same direction and inserted into the oven
installed within the sample space in the same magnetic field.
Measurement is quickly continued from almost the same
magnetic state at room temperature up to 800 K. In this way,
the full temperature range ZFC curve is obtained. Thereafter
the measurement is continued in the same field of 1000 Oe
from 800 K down to 350 K. Finally, the oven is uninstalled and
the sample is transferred from the quartz tube into the plastic
straw preserving direction to continue measurement from the
same magnetic state. As the last step, the sample is measured
down to 2 K in the same field. Only in such a way, which is
rarely found in the literature, the true and complete ZFC–FC
curves are obtained, which is very important in order to
correctly characterize the magnetic irreversibility in case of
high-temperature magnetic transition. Additionally, isothermal
magnetic hysteresis curves at low temperatures (4 K) and room
temperature (300 K) were measured.

2.3. Structure prediction and bond valence calculations

The main principles and methods of the crystal structure
prediction and identification of structure candidates, especially
including rare earth elements, have been given in detail
elsewhere,32–35 as well as the details about previous successful
applications of these methods on perovskites.36–38 In order to
generate new structure candidates of Ho-doped BiFeO3 perovs-
kites we have used the Structure Prediction Diagnostic Software
(SPuDS).39 The SPuDS program is based on bond valence
calculations and is used to predict the crystal structures of
perovskites, including those distorted by tilting of symmetric
octahedra or caused by Jahn–Teller distortions.36,37,39,40 The
SPuDS software requires a minimum amount of input data:
the composition (Bi1�xHoxFeO3, x = 0.02, 0.05, and 0.10) and
the oxidation state of each ion (Bi+3, Ho+3, Fe+3, O�2). After-
wards, structure optimization has been performed by restrict-
ing the octahedra to remain rigid during calculation, with six
equivalent BX distances and all X–B–X angles equal to 901. In
this way, a full crystal structure can be generated from the size
of the octahedron and the magnitude of the octahedral tilting
distortion. Furthermore, SPuDS calculates the fractional posi-
tion of each atom at each tilt angle step over a wide range of
octahedral tilt angles.39,40

The size of the octahedron and magnitude of the octahedral
tilting distortion is calculated by using the bond valence model,
Sij,

Sij = e[(Rij�dij)/B] (1)

where dij is the cation–anion distance, the B parameter is
empirically determined as a universal constant with a value of
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0.37, and Rij is empirically determined for each cation–anion
pair, based on bond distance measurements.39,40

The stability of the novel predicted perovskite structures is
determined by comparing the calculated bond valence sums and
the ideal formal valences. This quantity is known as the global
instability index (GII) and it is calculated according to the Ho
quantity in BiFeO3 corresponding to the different Glazer tilt
systems. The Goldschmidt tolerance factor41 is another important
value for investigating perovskite-related structures and is defined
as a measure of the fit of the A-site cation to the cubic corner-
sharing octahedral network.39 The SPuDS program uses both the
ionic radii defined by Shannon42 and the bond-valence para-
meters separately to calculate the tolerance factor (whenever
possible). Theoretical determination and identification of the
predicted structures were performed using the KPLOT
program.43 The symmetry of the predicted structures was ana-
lyzed with the algorithms SFND44 and RGS,45 while duplicate
structures were removed using the CMPZ algorithm.46 The inves-
tigated structures were visualized using the VESTA code.47

2.4. Ab initio structure and property calculations

Calculations of the structural, electronic and magnetic properties
have been performed using density functional theory (DFT) as
implemented in the SIESTA code.48 Periodic boundary conditions
have been used throughout the study. Calculation cells contain 30
atoms for the alpha phase, 40 atoms for beta, gamma, T1 and T2
crystals, while the crystal with R symmetry contains 60 atoms. One
Ho atom is considered in each cell. We used the Perdew–Burke
Ernzerhof (PBE)49 exchange–correlation functional, norm-
conserving Troullier–Martins pseudopotentials with partial core
corrections,50 and a double-z basis including polarization orbitals.
The reciprocal space has been sampled by a fine Monkhorst–Pack
mesh51 of 8 � 8 � 4, 8 � 10 � 12, 12 � 12 � 12, 8 � 8 � 8, 8 �
12� 12, and 8� 12� 12 k-points in the Brillouin zone (BZ) of the
alpha, beta, gamma, R, T1 and T2 structures, respectively.

A high mesh cut-off energy of 700 Ry was used to determine
the self-consistent density matrix. Geometries have been opti-
mized using the conjugate gradient method52 until none of the
residual Hellmann–Feynman forces exceeded 0.04 eV Å�1. Prior
to the optimization of Ho-doped structures, bare Ho-free crys-
tals were optimized. Lattice vectors were kept fixed since atomic
forces and frequently density matrix could not converge in
optimizations with varying lattice vectors. Since local functionals
do not describe well some transition metals, including Fe, we
utilized the DFT+U method and particularly its GGA+U flavor.53–55

In all calculations, we fixed the Hubbard Ueff = 3.8 eV for the Fe 3d
orbital and Ueff = 0.95 for the Fe 4s orbital, which was successfully
used in our previous calculations.38

3. Results and discussion
3.1. X-Ray powder diffraction (XRPD) and Rietveld refinement
of Bi1�xHoxFeO3 (x = 0.02, 0.05, and 0.10)

Samples doped with 2, 5 and 10 at% of Ho, Bi1�xHoxFeO3 with
x = 0.02, 0.05, and 0.10, were studied by powder X-ray diffraction

and the data were refined by the Rietveld method. The rhom-
bohedral R3cH structure38 was taken as the starting structural
model for the refinement. Ho atoms were introduced into the
structural model assuming the substitution at the Bi atom site.
For each sample, the occupancy of the site shared by Bi and Ho
was fixed according to the starting synthesis conditions and
was not refined. Refined patterns are shown in Fig. 1(a)–(c),
while refined parameters are given in Table S1 (see the ESI†).

Fig. 1(d) show the evolution of the diffraction maxima (104)
and (110) with the increase of the Ho content. These two
maxima are shifting towards higher Bragg angles indicating
that the lattice parameters decrease as the doping level of Ho
increases. Furthermore, a slight change in the distance between
the two maxima is observed, with the peaks getting closer to
each other with the increase of the Ho content. This agrees with
previous reports,26,56–61 which state that the resulting lattice
distortion eventually suppresses the rhombohedral phase,
transforming into the lower symmetric orthorhombic phase.
This happens for x(Ho) larger than 10%.20,26

The dependence of lattice parameters on the Ho content is
shown in Fig. 2, while numerical values of the lattice para-
meters are given in Table 1. It can be seen from the data above
that the lattice parameters decrease with the introduction of
the Ho atoms into the crystal lattice of BiFeO3. This is to be fully
expected as the ionic radius of Ho3+ (1.015 Å) is smaller than
the ionic radius of Bi3+ (1.14 Å). An increase of the Ho content
from 2% to 10% decreases lattice parameter a by 0.5% and
lattice parameter c by 0.4%. Fig. 3 shows the refined a-BiFeO3

structure doped with holmium showing the rhombohedral
R3cH (no. 161) space group.

3.2. Structure prediction of Ho-doped BiFeO3 perovskites

Structure prediction in Ho-doped BFO was performed using
bond valence calculations (BVC) and SPuDS code in order to
find possible additional structure candidates besides the
experimentally observed a-BiFeO3 perovskite structure. As a
result, we have predicted 15 additional perovskite-related struc-
ture candidates in various chemical systems, depending on
holmium doping in BiFeO3. Table 2 shows calculated values of
the global instability index (GII) and tilt system of the most
promising predicted modifications in the Bi0.98Ho0.02FeO3,
Bi0.95Ho0.05FeO3 and Bi0.9Ho0.1FeO3 compound.

The most stable BiFeO3 perovskite structure with Ho-doping
based on the GII criterion (Table 2), is the b-type in the space
group Pnma, with GII ranging from 0.03816 to 0.08023 depend-
ing on the Ho content. This is in agreement with previous
experimental and theoretical observations where the beta
orthorhombic structure was found as a secondary phase in
Ho-doped BFO.20,21,26,58–61 Predicted beta phase in the
Bi0.9Ho0.1FeO3 system (corresponding to 10% Ho-doping) is
shown in Fig. 4a.

The next most stable predicted Ho-doped structure accord-
ing to the GII index appears as R-type in the rhombohedral R%3c
space group. The GII index of the R-type modification is close to
the beta phase regardless of holmium content (Table 2). More-
over, R-type appears in the rhombohedral R%3c (no. 167) space
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group, structurally related to the experimentally observed alpha
phase appearing in the rhombohedral R3c (no. 161) space
group, making the R-phase a strong structure candidate in
Ho-doped BFO. In addition, previous experimental and theore-
tical data on pure BiFeO3 show a high-temperature rhombohe-
dral modification of BiFeO3,62–64 as our predicted R-phase. The

predicted R-type in the Bi0.9Ho0.1FeO3 system is shown in
Fig. 4b.

Structure prediction using BVC calculations and the GII
index resulted in two additional tetragonal candidates, T1-
and T2-type, which show the same value of GII index regardless
of the Ho concentration in BiFeO3 (Table 2). Both tetragonal T1
and T2 modifications are closely structurally related to T2
appearing as a polytype32,65 of T1 along the c-direction
(Fig. 5a and b). However, they are easily distinguishable by
symmetry, where the T1 type appears in the P4/mbm (no. 127)
space group, and the T2 phase appears in the I4/mcm (no. 140)
space group. Alternative tetragonal phases have been previously
reported in pristine BiFeO3 at high temperatures,66–68 as well as

Fig. 2 Lattice parameters a and c dependent on the Ho content in the
alpha BiFeO3.

Table 1 Lattice parameters of the samples with: 2% Ho (BHFO-2), 5% Ho
(BHFO-5) and 10% Ho (BHFO-10) doping of BiFeO3

Sample a (Å) c (Å)

BHFO-2 5.6082(5) 13.9253(2)
BHFO-5 5.5870(4) 13.8873(1)
BHFO-10 5.5800(4) 13.8739(2)

Fig. 3 The refined a-BiFeO3 structure doped with holmium in rhombo-
hedral R3cH (no. 161) space group: (a) polyhedra with sixfold coordination
(CN = 6) of the Bi/Ho atom by O atom and Fe by O are shown; (b) e.g. 10%
of Ho doping on Bi atomic positions in the alpha phase.

Fig. 1 Rietveld refinement of the samples (a) BHFO-2, (b) BHFO-5 and (c) BHFO-10, having 2%, 5% and 10% of Ho in BFO, respectively. The experimental
curve is colored black whereas the refined one is colored blue. The difference between intensities is given at the bottom in red color. (d) The enlarged
area between 311 and 331 2y with diffraction lines (104) and (110).
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in our previous study,38 supporting T1- and T2-types as very
good structure candidates in Ho-doped BFO.

Finally, the g-type modification is the structure candidate
with the highest level of the GII index regardless of Ho
concentration in bismuth ferrite (Table 2), but it also shows
the highest cubic symmetry (Pm%3m (no. 221) space group). The
Fe atoms are coordinated by six O atoms (CN = 6), forming a
perfect octahedron (Fig. 6a), while Bi/Ho atoms are coordinated
by twelve (CN = 12) oxygen atoms, different from eight-fold
coordination in previous tetragonal phases (Fig. 5 and 6).
Similarly, as in previous cases, the gamma type has been found
in the experiments and theoretical studies in pure BiFeO3 at
high temperatures,63,66,69 and was found in our previous work
on BFO,38 indicating the possible existence of the gamma phase
in the Ho-doped BiFeO3. To further check for the structural
stability of the predicted phases, and investigate their proper-
ties, we have performed ab initio structure optimization.

3.3. Ab initio structure optimization

Each of the predicted structure candidates generated using BVC
calculations and the SPuDs code, as well as equilibrium struc-
tures from experimental synthesis, were submitted to the
ab initio local optimization using the conjugate gradient
method. Hence, all calculations were carried out at absolute
zero. In addition, all structures have been investigated for
different magnetic ordering, ferromagnetic (FM) order and
two antiferromagnetic orders (AFM1, AFM2). Since local func-
tionals do not describe well some transition metals, including
Fe, we utilized the DFT+U method and particularly its GGA+U
flavor for local optimizations.53–55 In all calculations we fixed
the Hubbard Ueff = 3.8 eV for the Fe 3d orbital and Ueff = 0.95 for
the Fe 4s orbital, which were successfully used in our previous
calculations.38 Since in this reference, other software was
utilized rather than the one in the present study, before the
production work we found that these Ueff parameters produce a
band structure and DOS of bare BiFeO3 very similar to those
reported in the reference. We varied the Ueff of Ho 4f states
(Ueff = 0.0, 2.5, 5.0, 7.5, and 9.0) electronvolts in order to
investigate the influence of Ueff on the electronic structure of
the doped BiFeO3 crystals.

To compare the stabilities of the investigated structural
types we present the substitutional formation energies of
all optimized structures in Table 3. The substitutional

Fig. 4 Visualization of the predicted: (a) b-type of structure in the space
group Pnma (no. 62) (b) R-type in the rhombohedral R %3c (167) space
group, in the Bi0.9Ho0.1FeO3 system, corresponding to 10% of Ho doping in
bismuth ferrite. Purple and blue balls correspond to Bi and Ho atoms, red
atoms correspond to oxygen, while yellow atoms correspond to iron,
represented by Fe–O octahedra in yellow color.

Fig. 5 Visualization of the predicted: (a) T1-type structure appearing in
the space group P4/mbm (no. 127); (b) T2-type appearing in the I4/mcm
(no. 140) space group, in the Bi0.9Ho0.1FeO3 system. For colors see Fig. 4.

Fig. 6 Visualization of the predicted gamma phase in the Bi0.9Ho0.1FeO3

system, corresponding to 10% of Ho doping in bismuth ferrite: (a) six-fold
coordination (CN = 6) of the Fe atom by O forming perfect octahedra in
cubic symmetry; (b) twelve-fold coordination (CN = 12) of the Bi/Ho atoms
by O atom. For colors see Fig. 4.

Table 2 Calculated values of the global instability index (GII) and tilt
system of the most promising predicted modifications in the (a)
Bi0.98Ho0.02FeO3; (b) Bi0.95Ho0.05FeO3; and (c) Bi0.9Ho0.1FeO3 compounds.
Calculations were performed using the bond valence (BVC) method

Composition Bi0.98Ho0.02FeO3

Modification Space group Tilt system GII

b-type Pnma a�b+a� 0.03816
R-type R%3c a�a�a� 0.04284
T1-type P4/mbm a0a0c� 0.08938
T2-type I4/mcm a0a0c� 0.08938
g-type Pm%3m a0a0a0 0.72910

Bi0.95Ho0.05FeO3

b-type Pnma a�b+a� 0.05815
R-type R%3c a�a�a� 0.06113
T1-type P4/mbm a0a0c� 0.09992
T2-type I4/mcm a0a0c� 0.09992
g-type Pm%3m a0a0a0 0.73225

Bi0.9Ho0.1FeO3

b-type Pnma a�b+a� 0.08023
R-type R%3c a�a�a� 0.08226
T1-type P4/mbm a0a0c� 0.11480
T2-type I4/mcm a0a0c� 0.11480
g-type Pm%3m a0a0a0 0.73746

PCCP Paper

Pu
bl

is
he

d 
on

 0
1 

A
ug

us
t 2

02
3.

 D
ow

nl
oa

de
d 

by
 N

at
io

na
l L

ib
ra

ry
 o

f 
Se

rb
ia

 o
n 

8/
15

/2
02

3 
11

:4
8:

40
 A

M
. 

View Article Online

https://doi.org/10.1039/d3cp03259k


Phys. Chem. Chem. Phys. This journal is © the Owner Societies 2023

energies were calculated using the following formula: 1/Nat

[Etot(Bi1�xHoxFeO3) + x/2 Etot(Bi2O3) � Etot(BiFeO3) � x/2
Etot(Ho2O3)], where Etot(Y) is the total energy of structure Y, x
is the number of Bi atoms substituted by Ho atoms given per
one Bi atom, Nat is the number of atoms per conventional unit
cell for which DFT calculations were performed. Note that
substitutional energies account for the difference in the Bi : Fe :
O : Ho stoichiometry of the investigated doped phases, i.e. the
energies can be directly compared to obtain the relative plau-
sibility of particular phases after Ho-doping. We considered the
chemical reaction BiFeO3 + x/2 Ho2O3 - Bi1�xHoxFeO3 + x/2
Bi2O3 for the calculations of substitutional formation energies
which is simple and computationally inexpensive compared to
the reaction that was essentially present in our experiments.
Besides, the exact atomic structures of nitrates involved in the
experiments are not exactly known, whereas the exact atomic
structures are necessary for DFT calculations. In order to have
compatible and comparable values of the substitutional for-
mation energies for different investigated structure types we
fixed Ueff at 7.5 eV in GGA+U calculations also for Ho 4f states
(as is the case for Fe states) since the total energies for most
phases are minimized for this Ueff value. The data in Table 3
suggest that the ferromagnetic gamma phase is the most
plausible Ho-doped phase, with a substitutional formation
energy of �0.271 eV atom�1. However, it is only 8 meV atom�1

smaller than the substitutional energy of the AFM1 alpha

phase. Note that the alpha phase was observed in our experi-
ments. Substitutional energies of the T1 phase in ferromagnetic
and AFM1 magnetic orders are by only 5 meV atom�1 s and
4 meV atom�1, respectively, larger than the substitutional
energy of the AFM1 alpha phase. Hence, the T1 type structure
is also relatively prospective among Ho-doped BiFeO3 crystals,
in contrast to other investigated phases in which substitutional
energies deviate significantly more from the mentioned struc-
tures. Note that the beta phase found in experiments is a less
stable phase according to our DFT study. This may be attrib-
uted to the different chemical reactions used in the experiment
and the one used for the calculation of substitutional energy
from DFT calculations. Finite dimensions of the crystals in
experiments with associated surface tension, which is not
accounted for in DFT calculations, can also play an important
role in the stability ladder of the investigated systems.

A summary of the calculated structural parameters of the
most favorable BiFeO3 perovskite structures in the Bi0.9Ho0.1-

FeO3 system (corresponding to 10% of Ho doping in bismuth
ferrite) compared to the experimental data (when available) is
presented in Table 4. Our theoretical results on the alpha phase
correspond to a = 5.55 Å and c = 13.84 Å, which is in good
agreement with our experimental results from the synthesis
and Rietveld refinement (a = 5.5800(4), c = 13.8739(2), Table 4),
and with previously reported data.56–58 Similarly, our calculated
beta type of the structure concurs with experimentally observed
modification for 10% of Ho-doping in BiFeO3.70 Other pre-
dicted structures are not yet synthesized in the Ho-doped BFO;
however, structural data concur with the ab initio calculations
from the pure BiFeO3.38 Full structural details of all predicted
structures with 2%, 5% and 10% Ho doping can be found in the
ESI.†

3.4. Magnetization study

Temperature dependence of magnetization measured as
described in Subsection 2.2 is shown in Fig. 7a. The transition
temperature for magnetic order does not change with the
substitution, and amounts between 620 and 625 K (Fig. 7b).
The transition temperature of pure BiFeO3 is also around

Table 3 Calculated substitutional formation energies (eV atom�1) of the
alpha, beta, gamma, R, T1, and T2 type structures for the ferromagnetic
(FM) and two antiferromagnetic orders (AFM1 and AFM2). For the definition
of � see in the text the considered chemical reaction. The energies are
obtained using the DFT GGA+U method with fixed Ueff = 7.5 eV for Ho 4f
states. N/A means that data are not available as calculations could not
converge

FM AFM1 AFM2

Alpha (x = 1/6) �0.257 �0.263 �0.248
Beta (x = 1/8) �0.196 �0.199 �0.196
Gamma (x = 1/8) �0.271 �0.255 �0.159
R (x = 1/12) N/A �0.180 �0.186
T1 (x = 1/8) �0.258 �0.259 �0.241
T2 (x = 1/8) �0.228 �0.218 �0.198

Table 4 Theoretical structural data of the BiFeO3 perovskite modifications doped with 10% of Ho compared to experimental data when available

Modification and space group
Cell parameters (Å) and unit-cell volume (Å3)
in experiments

Theoretical cell parameters (Å) and
unit-cell volume (Å3)

a-type a = 5.5800(4), c = 13.8739(2) a = 5.55, c = 13.84
R3c (no. 161) V = 374.11 V = 369.19
b-Bi0.9Ho0.1FeO3 a = 5.588, b = 7.816, c = 5.377 a = 5.60, b = 7.76, c = 5.39
Pnma (no. 62) V = 234.84a V = 233.93
R-Bi0.9Ho0.1FeO3 N/A a = 5.43, c = 13.96
R%3c (no. 167) V = 357.05
T1-Bi0.9Ho0.1FeO3 N/A a = 5.35, c = 4.03
P4/mbm (no. 127) V = 115.45
T2-Bi0.9Ho0.1FeO3 N/A a = 5.35, c = 8.06
I4/mcm (no. 140) V = 230.91
g-Bi0.9Ho0.1FeO3 N/A a = 4.03
Pm%3m (no. 221) V = 65.50

a Ref. 70.
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620 K,10,71 and the same transition temperature was observed
with other substitutions, like with Gd, Nb, La, etc.72–74

The difference between the transition temperatures among
these cases can be understood with chemical pressure induced
with substitutions,75 where it was found that the magnetic
transition temperature increases at a rate of 0.66 K per 1% of
Ca substitution. Performed substitution with Ho produces an
influence of the same order. The absence of some larger change
of magnetic transition temperature shows that the magnetic
lattice of BFO is persistent to perturbations with substituted
atoms and that the interactions which determine ordering
temperature cannot be perturbed by any of the mentioned
substitutions. The robustness of transition temperature might
have a reason in a very long period of magnetic cycloid which is
known to be more than a hundred times that of a crystal lattice
unit and hence insensitive to the introduced substitutes.76

It is known that the nature of magnetic transition at TN B
620–625 K is antiferromagnetic. A well-observed peak at this
temperature on ZFC M(T) confirms the antiferromagnetic nat-
ure of the magnetic order for pure BFO. However, the FC M(T)
curve below TN is clearly separated from the ZFC one and
increases with cooling below TN, which is not a sign of the
pure antiferromagnet. Instead, it can be concluded that the
order is of a weak ferromagnetic kind. Indeed, weak ferromag-
netism was obtained in theoretical calculations appearing as a
result of Dzyaloshinskii–Moriya interactions.77 Substituted
samples actually do not have a peak in magnetization at the
transition temperature, but both ZFC and FC curves increase
with cooling below the ordering temperature, which is also a
sign of weak ferromagnetic order. Both the ZFC–FC splitting
and magnetization considerably increase with an increased
amount of substitution, showing that a weak ferromagnetic
moment grows with the introduced defects, originating from
the non-compensated magnetic moments due to the distor-
tions of both the spin-cycloid order and the super-exchange
bridges. Both distortions promote the additional spin-canting
and increase the magnetization.

Another interesting phenomenon is the crossing of ZFC and
FC curves. Generally, this crossing comes from the competition

Fig. 8 Magnetic hysteresis of pure BiFeO3 and those substituted with 2, 5
and 10% of Ho at: (a) 4 K and (b) 300 K.Fig. 7 (a) Temperature dependence of magnetization of pure BiFeO3 and

those substituted with 2, 5 and 10% of Ho measured in a field of 1000 Oe.
Splitting between the zero-field-cooled (ZFC) and field-cooled (FC) mag-
netization curves becomes more pronounced as the Ho concentration is
increased, pointing to the development of a weak ferromagnetic moment,
which is usually connected with uncompensated spins or spin canting. (b)
The transition temperature region for magnetic order at around 620–
625 K.
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of the complex interactions between the magnetic sublattices
as well as within the sublattices. A similar effect was demon-
strated in holmium-iron garnets.78 This phenomenon was
closely related to the magnetic structure of the Ho sublattice
which has transitioned from collinear to noncollinear spin-
order and the development of a so-called magnetic umbrella
structure.79 This exotic magnetic structure was studied in detail
in holmium-substituted YIG.80 The Ho3+ ions with unquenched
orbital angular momentum behave differently in different non-
collinear sublattices, and the underlying mechanism is not
understood in detail. However, it is worth noticing the similar-
ity of the complex magnetic behavior in our case of substitution
with holmium having an unquenched orbital momentum into
BFO having a non-collinear spin structure. This might be the
reason for the observed ZFC–FC crossing, but it is far from
understood. It is interesting to note that the crossing tempera-
ture goes down with the increase of the substitution amount,
which points to the interplay between complex interactions and
thermal energy, which is not surprising in such cases. All of this
is motivating for further experimental studies with microscopic
magnetic probes (nuclear magnetic resonance, muon spin
rotation, etc.) and with theoretical hard-work thermodynamic
simulations embedded with non-collinear DFT.

The evolution of magnetic response to the magnetic field is
further presented in the form of hysteresis loops in Fig. 8. At
low temperatures (4 K) the moment in the maximal field
increases with the amount of substitution (Fig. 8a). The loops
are not saturated in a high field, but their tails seem
paramagnetic-like, as was also observed previously with Gd
substitution. The uncompensated moments are the main

contributor to this magnetization value, since the pure BFO
has very low magnetization, and they contribute to the M(T) at
low temperatures in a paramagnetic-like manner.72 A coercive
field of the order of 1000 Oe is usual for substituted BFO being
always a weak ferromagnet, but it is hard to compare exactly to
other literature data, because of differences in the microstruc-
ture which often determines magnetic hardness.

For the applicative side of these materials, it is more useful
to look at the room-temperature hysteresis loops (Fig. 8b). They
also look typically as in weak ferromagnets: small hysteresis
around zero and long straight lines for higher fields. The loop
of the 10%Ho sample is surprisingly wide and with strong
irreversibility up to the maximal measured field of 5T. Higher
substitution (15%) is tried, but this amount leads to the
appearance of the secondary phases of metal oxides. The
sample with 10%Ho is the highest achievable substitution
which shows no presence of secondary phases as obtained by
XRD analysis, but the observed wide hysteresis loop could
suggest that some microscopic precipitates are formed being
not visible in XRD patterns, which cause pinning of the domain
walls and make this material magnetically hard. Even the
magnetization at 5T is comparable to some ordinary ferro-
magnets. This part of the study shows that it is possible to
get some large magnetization from the weak ferromagnetic
state, by 10% substitution with Ho.

3.5. DFT calculations of electronic and magnetic properties

As shown in Table 5, DFT predicts a rich variety of electronic
structures among the investigated Ho-doped BFO crystals,
including half-metals, semiconductors, semimetals, and

Table 5 Summary of calculated electronic and magnetic properties of the Ho-doped BFO modifications using DFT. FM-ferromagnet, AFM1-
antiferromagnet (A type), AFM2-antiferromagnet (G type). Data are derived from figures of electronic band structure and element-resolved density of
states for all investigated phases, which are provided in the ESI

Modification Magnetic ordering Type of el. str. Gap (eV) Gap character Dispersion of val. band (eV)

Alpha FM Half-metal 0.80 Direct 1.70
AFM1 Half-metal 1.30 Direct 1.60
AFM2 Semiconductor 1.95 Indirect 0.30

Beta FM Half-metal 0.50 Direct 1.20
AFM1 Semiconductor 0.2–1.7 (2) Direct 1.70
AFM2 Semiconductor 2.0 Direct 0.15

Gamma FM Semimetal 0.0 4.60
AFM1 Semimetal 0.0 1.70
AFM2 Semimetal 0.0 1.20

R FM a a a a

AFM1 Semiconductor 2.0 Indirect 0.15
AFM2 Semiconductor 2.0 Indirect 0.30

T1 FM Half-metal 0.15 Direct 1.20
AFM1 Semiconductor 1.50 Indirect 0.30
AFM2 Semiconductor 1.0–1.4b Direct 0.40

T2 FM Half-metal (valence) 0.20 Direct 40.2c

AFM1 Semicon. (U = 0) metal (U = 9) 0.0–0.7b Indirect 1.30
AFM2 Semiconductor 0.90 Indirect 1.40

a Data are not available. DFT did not converge. b Gap changes with variation of Hubbard Ueff (used values 0.0, 2.5, 5.0, 7.5, and 9.0 eV). c Below EF

�2 eV hybridization with other states is too large hence the valence band is not distinguishable anymore.
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metals. This diversity eventually provides many possibilities for
applications of these materials and further fundamental stu-
dies. In the ferromagnetic (FM) order in the calculation cells, all
spins of Fe and Ho atoms are parallel. Two antiferromagnetic
orders of the Fe sublattice are considered: type A (AFM1) and
type G (AFM2), which are determined by the spin texture of the
Fe sublattice. In the table, data obtained for Ueff = 0 are shown.
Ueff does not affect considerably these values except for T2
AFM1 for which it is a semiconductor for Ueff = 0 eV and metal
for Ueff = 9 eV. We neglected the presence of dopant states in the
qualitative characterization of electronic structure type and
determination of gap value. For example, in the alpha phase,
we consider only electronic bands from Bi, Fe and O, which are
all with spin-up character down to the energy EF �0.8 eV,
making the phase half-metallic. Fermi energy in all crystals is
placed in the valence band (close to its top), which can
eventually be shifted into the gap with further doping or
electrostatic gating.

The local magnetic moment in the AFM order originates
primarily from the Ho dopant. In order to obtain macroscopic
magnetization calculations with larger cells are necessary,
which would give a possibility to investigate spin textures also
on the Ho sublattice. However, since these larger calculations
are very difficult to converge, we present here only the local
magnetic moment of the cells with a single Ho atom. With such
a setup the Ho sublattice has an FM order. In the following
figures, the atomic structure with spin texture, band structure
and projected DOS are shown for selected crystals. Black and
red lines represent spin-up and spin-down states, respectively.
As seen in Fig. 9, Hubbard Ueff does not affect considerably the
local magnetic moment. The effect of Hubbard Ueff in most
cases is the shifting of Ho 4f states, except for T2 AFM1 where
other states are affected a bit too. Ho states around the Fermi
level have small dispersion for all crystals, whereas dispersion
enlarges a bit at larger binding energies, which indicates the
chemical bonding between Ho and surrounding O atoms at
these energies.

The electronic structure and element-resolved density of
state for Ho-doped BFO phases with the three smallest sub-
stitutional energies are shown in Fig. 10. The Fermi level for
these and all other investigated phases is always positioned in
valence bands. The valence bands have Bi, Fe and O contribu-
tions in all investigated crystals. Some crystals have a very
dispersive valence band with a dispersion larger than 1 eV,
with the extreme of 4.6 eV in the band structure of gamma FM
(Fig. 10c and d). The gamma FM type structure appears as a
semimetal, as is shown also for gamma AFM1 and AFM2
(Fig. S8 and S9, ESI†). The Gamma FM phase may have a
topological crossing of spin-up bands at the S k-point around
0.5 eV below the Fermi energy. However, this should be further
investigated in future research. The large band dispersions in
all of the calculated Ho-doped BFO modifications indicate the
large conductance of these structures. The T1 FM has a
relatively small gap with a large dispersion of valence and
small dispersion of conduction bands (Fig. 10e and f). This
eventually opens a possibility to use these materials in electro-
nic switches, where the conductive state may be switched on or
off, for example, by shifting the Fermi level via electrostatic
gating from the highly conductive valence band to/from the gap
or the weakly conductive conduction band.

The alpha AFM1 (Fig. 10a and b) has relatively flat both
valence and conduction bands with a band gap of about 1 eV,
indicating low electric conductance of the alpha AFM1 phase.
The top of its valence band has a dominantly spin-up character,
however, the spin-down character emerges already 0.25 eV
below the Fermi energy. More interesting for applications in
spintronics are half-metals. Among other investigated phases
half-metallic band structures are indicated for alpha FM, beta
FM, T1 FM, and T2 FM (see Fig. S1, S4, S11 and S14, ESI†).
Especially interesting are phases in which an electronic gap
separates exclusively spin-up characterized valence and spin-
down conduction bands, which are often considered for various
spintronics applications. A typical example is the T1 FM phase,
as shown in Fig. 10e and f. Further electronic and magnetic
properties of the alpha, beta, gamma, R-, T1- and T2- type
structures, with their calculated band structures and DOS in
the FM, AFM1 and AFM2 magnetic ordering are presented in
the ESI.†

4. Conclusions

A multidisciplinary study has been performed to investigate the
influence of Bi/Ho substitution in BiFeO3. Nanocrystalline
powders of Bi1�xHoxFeO3 with x = 0.02, 0.05, and 0.10 were
synthesized using the hydrothermal method. Structure predic-
tion in Ho-doped BFO was performed using bond valence
calculations to find possible additional structure candidates
besides the experimentally observed a-BiFeO3 perovskite struc-
ture. As a result, we have predicted the a-, b-,g-, R-, T1, and T2
structure types in various Ho-doped BFO systems. Each of the
predicted structure candidates generated using BVC calcula-
tions, as well as equilibrium structures from experimental

Fig. 9 The local magnetic moment for AFM spin configurations. Black
lines show data for AFM1 and red lines for AFM2.
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synthesis, were submitted to the ab initio local optimization. In
addition, all structure candidates have been investigated for
different magnetic ordering, ferromagnetic (FM) and two anti-
ferromagnetic orders (AFM1 and AFM2). The DFT optimiza-
tions show that the most likely phases of BFO upon Ho-doping
are gamma FM, alpha AFM1 and T1 FM and AFM1. Moreover,
present DFT results are in good agreement with our experi-
mental results from the synthesis and with previously reported
data when existing.

The electronic and magnetic properties of synthesized and
predicted perovskite structures have been studied as a function
of Ho-substitution. The magnetic behavior of the synthesized
materials was investigated using a SQUID magnetometer
equipped with an oven option that gave the temperature
dependence of magnetization in a wide temperature range of

2–800 K. This full temperature range measurement was excep-
tionally important because only in this way the true zero-field
cooled (ZFC) and field-cooled (FC) curves were obtained, with
the correct picture of thermal irreversibility. The transition
temperature for magnetic order does not change with the
substitution considerably, staying between 620 and 625 K.
The observed behavior of the temperature dependence of
magnetization confirmed the weak ferromagnetic state of the
substituted BiFeO3 and showed the enhancement of the weak
ferromagnetic moment with increased substitution. Also, the
magnetic hysteresis loops of pure BiFeO3 and those substituted
with 2, 5 and 10% of Ho at both 4 K and 300 K exhibited a
higher magnetic response with increased substitution, with the
origin in the higher magnetic moment of holmium ions, and
more important in the influence of substitution on the

Fig. 10 Electronic band structure of alpha AFM1 (a), gamma FM (c), T1 FM (e) and element-resolved density of states of alpha AFM1 (b), gamma FM (d)
and T1 FM (f) phases. Black lines present spin-up and red lines spin-down bands. Mirrored graphs of the density of states correspond to spin-up and spin-
down states.
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interactions and local magnetic order around the substituents.
Furthermore, the widening of the hysteresis loops with sub-
stitution has its origin in increased thermal irreversibility
coming also from the influence of holmium onto the magnetic
lattice distortions. For the applicative side of these materials,
the room-temperature hysteresis loops also look typically as in
weak ferromagnets, and with increased substitution, they
develop considerable magnetic hardness.

Present ab initio calculations based on DFT predict a rich
variety of electronic structures among investigated Ho-doped
BFO perovskite modifications, including half-metals, semicon-
ductors, semimetals, and metals, and this diversity eventually
provides many possibilities for applications and further funda-
mental studies. Alpha FM, beta AFM1, T1 FM and T2 FM have
relatively small gaps with large dispersions of valence and small
dispersion of conduction bands. This eventually opens the
possibility to use these materials in electronic switches. Even
more interesting for application in spintronics are half-metals,
alpha FM and AFM1, beta FM, T1 FM, and T2 FM. Semimetals,
which include the gamma structure with any spin texture,
provide further opportunities to investigate possible nontrivial
topologies in their band structures. In most of the investigated
structures, a flat Ho state is positioned at the Fermi level, which
originates a large DOS. A large DOS at the Fermi level may cause
many instabilities and corresponding physical phenomena, like
(spin) charge density waves and superconductivity. The pros-
perous diversity of electronic and magnetic properties and
more importantly the possibility of their tuning by doping
inspire us and hopefully the community for deeper research
into individual phases and their properties.
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tronics with multiferroics, J. Phys.: Condens. Matter, 2008,
20, 434221.

4 J. Liu, M. Niu, L. Wang, C. Peng and D. Xu, Effect of tuning
A/B substitutions on multiferroic characteristics of BiFeO3-
based ternary system ceramics, J. Magn. Magn. Mater., 2020,
510, 166928.

5 S. R. Burns, D. Sando, B. Xu, B. Dupé, L. Russell, G. Deng,
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M. Bibes, M. Viret, S. Fusil, V. Jacques and V. Garcia,
Antiferromagnetic textures in BiFeO3 controlled by strain
and electric field, Nat. Commun., 2020, 11, 1704.
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G. Branković, Tuning of BiFeO3 multiferroic properties by
light doping with Nb, Ceram. Int., 2018, 44, 16739–16744.

74 Y.-H. Lin, Q. Jiang, Y. Wang, C.-W. Nan, L. Chen and J. Yu,
Enhancement of ferromagnetic properties in BiFeO3 polycrys-
talline ceramic by La doping, Appl. Phys. Lett., 2007, 90, 172507.

75 G. Catalan, K. Sardar, N. S. Church, J. F. Scott, R. J. Harrison
and S. A. T. Redfern, Effect of chemical substitution on the
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Rosić, M.; Pajić, D. Synthesis,

Structural and Magnetic Properties of

BiFeO3 Substituted with Ag. Materials

2025, 18, 1453. https://doi.org/

10.3390/ma18071453

Copyright: © 2025 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license

(https://creativecommons.org/

licenses/by/4.0/).

Article

Synthesis, Structural and Magnetic Properties of BiFeO3
Substituted with Ag
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Abstract: Here, we report the hydrothermal synthesis of BFO (bismuth ferrite) and
Bi1−xAgxFeO3 (x = 0.01, 0.02) ultrafine nanopowders. The diffraction patterns show that
all obtained particles belong to the R3c space group. On top of that, crystal structure pre-
diction has been accomplished using bond valence calculations (BVCs). Several promising
perovskite structures have been proposed together with experimentally observed modifica-
tions of BFO as a function of silver doping. Magnetization measurements were performed
on BFO, both pure and substituted with 1% and 2% of Ag. The addition of Ag in BFO did
not affect the Neel temperature, TN = 630 K for all samples; instead, the influence of Ag
was observed in the increase in the value and irreversibility of magnetization, which are
usual characteristics of weak ferromagnetism. Our calculations based on density functional
theory (DFT) are in agreement with the experimental finding of enhanced magnetiza-
tion upon Ag doping of antiferromagnetic BFO, which is assigned to the perturbation of
magnetic-type interactions between Fe atoms by Ag substitutional doping. Additionally,
electronic and magnetic properties were studied for all phases predicted by the BVCs study.
DFT predicted half-metallicity in the γ phase of BFO, which may be of great interest for
further study and potential applications.

Keywords: bismuth ferrite; multiferroics; XRD; magnetoelectric effect; crystal structure
prediction; bond valence calculations; density functional theory

1. Introduction
After many years of practical and scientific interests, perovskite-type bismuth ferrites

still attract enormous attention. This is due to their ferroelectric and antiferromagnetic
arrangement in only one phase [1–3]. Due to the variety of their unique behaviors, they have
attracted a wide range of applications such as optoelectronic and spintronic devices, data
storage, chemical resistant sensors and photocatalytic activities [4–9]. Many examinations
have been conducted on the substitution of bismuth ions in BiFeO3 by alkaline earth,
transition and rare earth metals like Sr2+, Mn3+, Nb3+ and La3+ to name just a few of the
numerous examples [10–12]. Perovskites with mixed metal oxides provide an important
class of electric, ferroelectric, catalytic and magnetic materials [13]. From the magnetic
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and ferroelectric viewpoint, the nanosized ferrite particles with appropriate shapes usually
display qualitatively new properties concerning their bulk counterparts, such as changes in
magnetic transition temperatures, the emergence of superparamagnetism, size dependence
of the saturation magnetization and coercivity, etc. [14,15].

Under standard conditions, the known modification of bismuth ferrite crystallizes
in the perovskite structure type (α) and possesses a rhombohedral space group R3c (no.
161) [16–19].

The location of residual porosity, microstructure, particle size, grain growth behavior
and grain boundary characteristics in sintered specimens play a crucial role in determining
the electrical and magnetic properties of BiFeO3 [20–23]. Notably, introducing dopants in
BiFeO3 materials can significantly impact their structure and properties. Recent studies
have successfully fabricated various morphologies of Ag-substituted BiFeO3, including thin
films [24–27], nanofilms [28], nanoparticles [29,30], nanopowders [31,32], nanocrystalline
BFO [33] and bulk/polycrystalline ceramics [34–37].

The development of the secondary phase, weak electromagnetic coupling and weak
magnetization are only some of the reasons for the limited technological application of
bismuth ferrites. Doping is used to increase its multiferroic properties. Perovskite-type
bismuth ferrites have the general formula of ABO3, which is complicated by doping with
various elements in appropriate stoichiometric ratios. Doping leads to a charge imbalance in
the system, which can be adjusted by creating oxygen vacancies, charge disproportionality
of Fe3+ and Fe5+ or partial exchange of Fe3+ into Fe4+ [13]. The element we use as a
dopant in this perovskite structure will occupy the A or B site or both of them (amphoteric)
depending on its ionic radius, where if it is larger, it will occupy the A site, and if it is
smaller, it will occupy the B site [38]. Silver ions are used as a dopant, and since they
are much larger than Fe cations, Ag will occupy the A sites. If it were not so, partial
substitution of Fe for Ag would affect the change in Fe valence. The perovskite structures
are governed by the Goldschmidt tolerance factor f = (rA + rO)/√2(rB + rO) [39]. The stress
in the structure is due to the mismatch between the equilibrium lengths of the A-O and B-O
bonds. When the Goldschmidt tolerance factor is f = 1, it represents an unstressed cubic
lattice. If f > 1 or f < 1, relaxed deformation occurs by distorting the structure from its ideal
cubic shape. The Goldschmidt tolerance factor is 0.9309, which leads us to conclude that
the observed nanometric structure could be stable.

In this study, we investigated the effects of Ag doping on the structural, electrical
and magnetic properties of BiFeO3. To advance the understanding of BiFeO3’s magnetic
behavior, we complemented experimental magnetization measurements with ab initio
theoretical calculations. A central focus of this study was the intricate spin cycloid, a
fundamental feature governing the multiferroic properties of BiFeO3, and the development
of strategies for its precise control. The investigation further extended to a detailed analysis
of the structure–property relationship under Ag doping, providing new insights into the
role of compositional tuning. Additionally, predictive modeling enabled the identification
of novel perovskite structures alongside a comprehensive evaluation of their electronic
and magnetic properties. By integrating high-resolution synthesis, XRD characterization,
magnetic analysis and theoretical predictions, this work offers a profound understanding
of the impact of Ag substitution on the structural and magnetic evolution of BiFeO3,
establishing a robust framework for tailoring its functional properties.

2. Materials and Methods
2.1. Synthesis and Structural Characterization of Bi1−xAgxFeO3 (x = 0.01, 0.02) Nanopowders

Nanocrystalline powders of Bi1−xAgxFeO3 were synthesized using the hydrothermal
method, a well-established technique recognized for its energy efficiency, cost-effectiveness
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and ability to yield high-purity products with controlled morphology. High-purity pre-
cursors, including bismuth nitrate (Bi(NO3)3·5H2O), silver nitrate (AgNO3), iron nitrate
(Fe(NO3)3·9H2O) and potassium hydroxide (KOH), were employed to ensure the repro-
ducibility and phase purity of the final material. The synthesis involved dissolving stoichio-
metric amounts of Bi(NO3)3·5H2O, AgNO3 and Fe(NO3)3·9H2O in 40 mL of an 8 M KOH
solution, followed by vigorous stirring for 30 min to promote homogeneous mixing and
precursor reactivity. The resulting solution was then transferred into a Teflon-lined stainless
steel autoclave and subjected to hydrothermal treatment at 200 ◦C under autogenous pres-
sure for 6 h, facilitating crystallization under controlled conditions. Following the reaction,
the system was cooled naturally to ambient temperature, and the precipitated powders
were carefully collected. To eliminate residual reactants and potential secondary phases,
the powders underwent multiple washing cycles involving centrifugation with distilled
water. Subsequently, they were dispersed in ethanol and subjected to ultrasonication for
60 min to break up agglomerates and ensure uniform particle distribution. Finally, the
purified powders were dried via controlled evaporation of ethanol using a heated mortar
maintained at 60 ◦C, yielding nanocrystalline Bi1−xAgxFeO3 with well-defined structural
characteristics [40].

Multiple syntheses of bismuth ferrite doped with two distinct concentrations of Ag
were successfully performed, yielding phase-pure samples in each case. This consistency
underscores the high precision and reproducibility of the synthesis process. For magnetic
characterization, a representative sample was carefully selected for each doping level to
ensure that the measured properties accurately reflect the intrinsic magnetic behavior of
the doped bismuth ferrite system.

The structure of the obtained powder was determined by X-ray powder diffraction on
a Rigaku ULTIMA IV XRPD diffractometer (Tokyo, Japan) with Cu Kα1,2 radiations, at
room temperature. Data for structural refinement were taken in the 2θ range 10–110◦, with
a step width of 0.02◦ 2θ and 5 s per step. The refinement was performed with the FullProf
(version 5.90) [41] computer program which adopts the Rietveld calculation method. In the
present approach, the grain size broadening was represented by a Lorentzian function, and
strain broadening by a Gaussian function.

2.2. Magnetic Measurements

Magnetization was measured on the MPMS 5 SQUID magnetometer (Quantum Design
Inc., San Diego, CA, USA) in a wide temperature range, from 2 K to 720 K, and in fields
up to 5T. The high temperatures were realized using an oven option, which enabled the
measurements at the high temperatures. To measure the temperature dependence of
magnetization or the so-called zero-field-cooled (ZFC) and field-cooled (FC) magnetization
curves of the compounds with the high magnetic phase transition temperature, such as
pure BFO (T N ~630 K), correctly through the entire temperature range, it was necessary
to use the following procedure. The samples were first cooled in zero field till 2 K and
measured with the standard setup (pellet in the plastic straw) until T = 400 K; then, the
samples were taken out and put on a quartz tube holder of the oven option and inserted
back for the measurements on the high temperatures. After completing the ZFC curve, the
FC magnetization was measured while cooling from 720 K to room temperature, where
again the sample was removed and put in a standard setup for the continuation of the
FC curve. For all the compounds, M(T) was measured in the constant field of 1 kOe. In
addition to the M(T) measurements, the field dependence was measured at temperatures
of 4 K and 300 K on a standard setup.
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2.3. Crystal Structure Prediction (CSP) and Bond Valence Calculations (BVC)

Our general approach and methods of crystal structure prediction (CSP) and iden-
tification of structure candidates have been given in detail elsewhere [42–45], especially
including the multidisciplinary approach and previous successful applications on per-
ovskites [46–49]. The Structure Prediction Diagnostic Software (SPuDS V2.21.05.11) [49]
was used to generate potential perovskite-related structure candidates in a silver-doped
BiFeO3 chemical system. The SPuDS program is based on bond valence calculations (BVCs)
and is used to predict the crystal structures of perovskites, including those distorted by
tilting of symmetric octahedra or caused by Jahn–Teller distortions [46–49]. The stability of
the predicted perovskite-related structures is determined using the global instability index
(GII). The GII is obtained by comparing the calculated bond valence sums and the ideal
formal valences, and it directly corresponds to the amount of the Ag quantity in BiFeO3

and the different Glazer tilt systems. The symmetry of the novel predicted structures was
analyzed with the algorithms SFND [50] and RGS [51], all implemented in the KPLOT
version 3 program [52]. The predicted structures were visualized using the VESTA 4.6.0
software [53].

2.4. Density Functional Theory (DFT) Calculations

We utilized SIESTA 5.2 [54] implementation of DFT to determine the atomic structure,
electronic and magnetic properties of investigated crystal phases. Valence electrons were
modeled using norm-conserving Troullier–Martins pseudopotentials [55], incorporating
partial core corrections. A double-zeta basis set was utilized, and calculations for potentials
and charge density were performed on a real-space grid with a mesh cutoff energy of 350 Ry,
ensuring total energy convergence within 0.1 meV per unit cell during self-consistency
procedures. Generalized-gradient approximation with Coulomb interaction potential,
GGA+U, [56–59] was employed. At the same time, we fixed the Hubbard Ueff = 3.8 eV for
Fe 3d orbital and Ueff = 0.95 for Fe 4s orbital in all calculations, which was successfully
applied in our previous calculations [40]. The crystals were modeled using conventional
unit cells that contain 30 atoms (for α- and R-type structures) or 40 atoms (for β-, γ-, T1-
and T2-type structures). The Brillouin zone was sampled by following k-point grids using
the Monkhorst–Pack sampling: 8 × 8 × 4 (α-type structure), 6 × 6 × 6 (β -type structure),
8 × 8 × 8 (γ-type structure), 8 × 8 × 4 (R-type structure), 6 × 8 × 6 (T1- and T2-type
structures). Atomic structures were relaxed using the conjugate gradient method, where
the structures were considered optimized when the maximal force on atoms dropped below
0.04 eV/Angstrom. We examined a ferromagnetic (FM) configuration along with three
antiferromagnetic configurations labelled AFM-a, AFM-c and AFM-g by setting up initial
atomic spin moments on Fe atoms, which were allowed to relax in self-consistent cycles.

3. Results
3.1. X-Ray Powder Diffraction (XRPD) and Rietveld Refinement

The most common way to clarify the structural changes caused by Ag doping is using
Rietveld refinement. This procedure requires a structural model that is an approximation
of the actual structure. The starting structural model for the rhombohedral R3cH (no.161)
space group using a hexagonal setting was built up with crystallographic data reported
in [60].

The structure refinement was carried out on a FullProf program [61] which adopts
the Rietveld calculation method. A pseudo-Voigt function was chosen as a profile func-
tion among profiles in the refinement program. The refinement of the background was
performed using linear interpolation between 56 selected points. The best fit between
the calculated and observed X-ray diffraction pattern is shown in Figure 1a,b, where all
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allowed Bragg reflections are shown by vertical bars. Inspecting the difference between
the experimental and calculated profiles indicates good agreement. Besides the difference
curve (blue line), the good refinement is proven by the R (reliability) factors that have
values between 1.7 and 2.7.
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Figure 1. The structural refinement patterns of (a) Bi0.99Ag0.01FeO3 and (b) Bi0.98Ag0.02FeO3. A
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different data indicate the reflection position. Red color denotes the experimental diffraction pattern.

The crystal structures of Bi1−xAgxFeO3 (x = 0.01, 0.02) are shown in Figure 2.
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Figure 2. The refined silver-doped α-BiFeO3 structure in the rhombohedral R3cH (no.161) space
group using a hexagonal setting. Green spheres correspond to Bi atoms, while red color corresponds
to silver doping, blue atoms correspond to oxygen and orange atoms correspond to iron, represented
by Fe-O octahedra.

The results of the Rietveld refinement, including unit cell parameters, atomic positions,
and average bond distances, are given in Table 1. According to [62], the ionic radii of the
Ag+ cation in coordination VI is 1.15 Å, and for the Bi3+ in the same coordination is 1.03 Å.
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Silver, instead of bismuth in the crystal lattice, will increase the unit cell parameters. In
Table 1, we can follow the effect of entering silver in the structure of BiFeO3 by following
values of the unit cell parameters, unit cell volume, and bond lengths. As expected,
both investigated compounds have higher values for those parameters in comparison
with undoped BiFeO3. Furthermore, we can see the difference between Bi0.98Ag0.02FeO3

where 2% of silver in the structure further increases the above-mentioned parameters in
Bi0.98Ag0.02FeO3 if compared with Bi0.99Ag0.01FeO3. The changes in the crystal structure
indicate the presence of silver in the structure, while the values of the occupation factors
during Rietveld refinement were fixed to the nominal compositions of the powders.

Table 1. Refined structure parameters for Bi0.99Ag0.01FeO3 and Bi0.98Ag0.02FeO3 in comparison with
pure BiAgFeO3.

Sample Structure Parameters Distances

Bi0.99Ag0.01FeO3

a = 5.57708(6)
c = 13.8667(3)
V = 373.52 Å3

Bi/Ag 0 0 0
Fe 0 0 0.2170(2)
O 0.570(1) 0.027(1) 0.9512(5)

3 × (Bi-O) = 2.5651(19) Å
3 × (Bi-O) = 2.227(6) Å
Average = 2.3963 Å
3 × (Fe-O) = 2.002(4) Å
3 × (Fe-O) = 2.045(5) Å
Average = 2.0231 Å

Bi0.98Ag0.02FeO3

a = 5.57765(6)
c = 13.8682(3)
V = 373.64 Å3

Bi/Ag 0 0 0
Fe 0 0 0.2208(2)
O 0.562(2) 0.022(1) 0.9533(6)

3 × (Bi-O) = 2.586(3) Å
3 × (Bi-O) = 2.262(8) Å
Average = 2.4244 Å
3 × (Fe-O) = 1.963(5) Å
3 × (Fe-O) = 2.075(7) Å
Average = 2.0191 Å

BiFeO3 [1]

a = 5.5767(3)
c = 13.8639(8)
V = 373.40 Å3

Bi 0 0 0
Fe 0 0 0.2208(2)
O 0.4478(4) 0.0196(5) 0.9522(2)

3 × (Bi-O) = 2.533(3) Å
3 × (Bi-O) = 2.265(3) Å
Average = 2.3989 Å
3 × (Fe-O) = 1.957(5) Å
3 × (Fe-O) = 2.101(7) Å
Average = 2.0289 Å

3.2. CSP of Silver-Doped BiFeO3 Perovskites

A crystal structure prediction study was carried out in a bismuth ferrite system
as a function of Ag concentration. Calculations were accomplished using bond valence
calculations (BVCs) and SPuDS code to find possible additional structure candidates besides
experimentally observed α-phase with perovskite structure type. Ten additional perovskite-
related structure candidates were predicted, five with 0.1% silver in BFO and five with
0.2% Ag in BFO. Moreover, we predicted 0.5% Ag in BFO and generated an additional
five structure candidates. These predicted structures are ranked according to the global
instability index (GII) and tilt system and summarized in Table 2 (full structural data are
presented in the Supporting Information).

The most stable BiFeO3 perovskite structure with silver doping, according to the
GII criterion (Table 2), is the β-type in the space group Pnma. This is in agreement with
previous experimental and theoretical data where the β-type structure was found in doped
bismuth ferrite [30,31,36,40,62]. The GII ranging of the β-type structure increased from
0.02601 to 0.03542 at 2% Ag doping in BFO, indicating less stability with a higher level of
silver dopant in BFO. The predicted β modification in the 2% Ag-doped BFO is shown in
Figure 3a.
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Table 2. Computed values of the GII and tilt system of the most promising predicted structure
candidates in the (a) Bi0.99Ag0.01FeO3; (b) Bi0.98Ag0.02FeO3 system. Calculations were carried out
using the BVCs method.

Composition Bi0.99Ag0.01FeO3

Modification Space Group Tilt System GII

β-type Pnma a−b+a− 0.02601

R-type R-3c a−a−a− 0.13907

T1-type P4/mbm a0a0c− 0.14216

T2-type I4/mcm a0a0c− 0.14216

γ-type Pm-3m a0a0a0 0.76254

Bi0.98Ag0.02FeO3

β-type Pnma a−b+a− 0.03542

R-type R-3c a−a−a− 0.14136

T1-type P4/mbm a0a0c− 0.14433

T2-type I4/mcm a0a0c− 0.14433

γ-type Pm-3m a0a0a0 0.75986
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On the other hand, the γ-type of structure is the candidate with the highest level of the
GII index, but the GII index is reduced with the increase in the Ag dopant, indicating that
increasing silver concentration could stabilize this phase. This will be further confirmed
later on in our DFT calculations (See Section 3.3). The gamma phase shows the highest
cubic symmetry (Pm-3m (no. 221) space group) where the iron atoms are coordinated by
six O atoms forming a perfect octahedron (Figure 3b). The γ-type modification was found
in the experiments and theoretical studies in pure BiFeO3 at high temperatures, [6,63,64]
and was also found in our previous research on pure BFO [40], indicating the possible
existence of the gamma phase in the silver-doped bismuth ferrite.

The next three predicted silver-doped structures in BFO, the R-, T1- and T2-type, are almost
the same according to the GII index regardless of silver concentration, indicating the same
possibility of synthesis between the beta and the gamma phase. The R-type appears in the
rhombohedral R-3c (no. 167) space group (Figure 4a), structurally related to the experimentally
observed alpha phase, making the R-type a bit more favorable in silver-doped bismuth ferrite.
This concurs with previous experimental and theoretical research on pure BiFeO3 where high-
temperature rhombohedral modification of BiFeO3 was identified [65,66]. On the other hand,
both tetragonal T1 and T2 structures are closely related, where T2 modification appears as a
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polytype of T1 [67] (Figure 4b,c). Still, both phases are easily distinguishable by symmetry,
where the T1 type appears in the P4/mbm (no. 127) space group, and the T2 type shows
I4/mcm (no. 140) space group. Previous literature data on various tetragonal modifications in
pure BiFeO3 at high temperatures [6,40,68,69] indicate that both T1- and T2-phases have a high
potential for experimental synthesis in silver-doped BiFeO3. In order to explore higher doping
levels of Ag in BFO, we predicted these perovskite structure candidates in the Bi0.95Ag0.05FeO3

compound. However, very small changes in structure and unit cell parameters were detected,
implying that larger amounts of silver do not have a significant impact on the crystal structure
of BFO (full structural data are presented in the Supporting Information).
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3.3. Electronic and Magnetic Properties—Density Functional Theory Study

Using the structures predicted by the BVCs method, we analyzed the electronic
and magnetic properties of the doped materials. To investigate the doped systems, we
substituted one Bi atom with one Ag atom per conventional unit cell. This corresponds to
doping of 12.5% (1/8) for α- and R-type structures and 16.6% (1/6) for remaining structural
types. Unit cells that correspond to smaller, closer to experimental, doping levels are
significantly larger than the unit cells which we used in the DFT calculations. Larger unit
cells and the correspondingly larger number of atoms per unit cell significantly increase the
number of degrees of freedom, which made geometry optimizations difficult and, for most
phases, unachievable for the quantum method; atomic forces or even electron density could
not converge below desired tolerance levels. However, differences between bond lengths of
the doped materials predicted by the BVCs method for doping levels of 5% and 12.5% do
not exceed 0.26%, which fairly justifies the utilization of the smaller unit cells. Additionally,
the BVCs study indicated the stabilization of a studied crystal, particularly the γ phase, by
an increase in Ag doping. Our DFT calculations, as will be shown below, confirmed this
indication for a significantly larger doping concentration than that considered in BVCs. We
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proceeded with DFT calculations in the following steps. First, using the conjugate gradient
method, we optimized the atomic structure of the undoped crystals. The optimization
was performed with atomic spins initially set up in a ferromagnetic FM, or one of the
three antiferromagnetic spin orders, AFM-a, AFM-c or AFM-g. The spin orders were
determined by initial spins on Fe atoms. Second, we substituted one Bi atom with one
Ag atom in the optimized undoped structure. After setting up the atomic spins to the
previously obtained values in undoped structures, the conjugate gradient optimization was
conducted for the doped structures. Table 3 shows the energy released upon the substitution
of one Bi atom by one Ag atom in the unit cell. It is calculated from the expression Edop

= E(doped) + E(Bi) − E(undoped) − E(Ag), where E(doped) is the energy of the doped
crystal, E(undoped) is the energy of the pristine crystal and E(Bi) and E(Ag) are energies
of isolated Bi and Ag atoms. For the crystals with theoretically considered high levels of
Ag doping, our DFT calculations indicate that only three phases can be substitutionally
doped: γ, T1 and T2 with ground states having FM, AFM-c and AFM-a spin textures,
respectively. Note that, e.g., molecular dynamics simulations (MDSs) would be essential to
study the thermodynamic stability of these phases at finite temperatures, from, for example,
the Lindemann index. However, MDSs are very “expensive” for investigated systems, in
which atomic forces and density matrices were difficult to converge in self-consistent field
iterations even in the conjugate gradient structural optimizations (essentially presenting
quasi-dynamics of atomic structures at the absolute zero).

Table 3. Energy (eV/unit cell) for substitution of one Bi atom by one Ag atom in the unit cell. The doping
energy is calculated using the following formula: Edop = E(doped) + E(Bi) − E(undoped) − E(Ag). The
fields marked in blue indicate the doping energies in the ground states.

Phase FM AFM-a AFM-c AFM-g

α 0.103 2.351 N/A N/A

β 1.357 1.639 1.737 2.077

γ −0.350 0.127 0.704 1.531

R 0.102 1.623 N/A N/A

T1 −0.383 −0.294 −0.609 −0.133

T2 −0.068 −0.353 1.456 −0.073

The spins were allowed to relax during self-consistent field iterations. For all investi-
gated phases, the initial spin configurations were retained, while the obtained values of
atomic spins are listed in Table S1 of the provided Supplementary Material. Two conclu-
sions can be derived from Table S1:

1. Doping reduces the magnetization in the FM-ordered systems of all crystals by around
5% except for the R phase, for which magnetization is reduced by 7%.

2. In undoped systems, spins are perfectly compensated in AFM magnetic orders,
whereas Ag doping induces net spins on Fe and O atoms in AFM magnetic textures.

Next, we show the electronic structure of the three systems with theoretically feasible
high Ag doping, ferromagnetic γ-type structure, T1-type structure with AFM-c and T2-type
structure with AFM-a spin textures, which are in ground electronic states according to our
DFT calculations. Electronic band structures (BSs) and electronic density of states (DOS)
for these phases are represented in Figure 5 in Panels (a), (b) and (c), respectively. The band
structure of the ferromagnetic γ-type structure has mixed features of metal, semi-metal
and half-metal. A band with a relatively large dispersion of about 2 eV starts at the center
of the Brillouin zone (Γ-point at Γ-X segment) and crosses the Fermi level close to the M
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point. At the segment M-Γ-R, the bottom of the conduction band is placed below the top
of the valence band, indicating the semi-metallic nature of the crystal. The majority spin
characterizes the energy range from around −1 eV below the Fermi level to the Fermi
level, indicating the half-metallic nature of the material in the γ-type structure. The T1
phase is nearly perfectly compensated antiferromagnet with AFM-c spin texture. It is also
a narrow-gap semiconductor, with a direct gap of around 0.5 eV. In contrast, the T2-type
structure with AFM-a spin texture is a semiconductor with a band gap of about 0.8 eV. Its
valence band is characterized primarily by minority spin, whereas the conduction band
has predominantly majority spin. The T2 phase has an indirect band gap, with the top of
the valence band at the Γ-point and the bottom of the condition band at the Y point. We
obtained electronic BS and DOS also for α, β and R phases and all combinations of spin
textures. These are included in Figures S1 and S2 of the Supplementary Material.
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agreement with the experimental finding of magnetization increase by Ag doping in AFM 
spin orders, with spins localized at Fe and O atoms. While pure BFO is known to be an 
antiferromagnet with the spin cycloid magnetic order [70], often, the weak ferromagnetic 
moment can be found due to the microstructure of the samples. Very rarely, it is synthe-
sized in monocrystal form, which would show the peak in the magnetization at the tran-
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Figure 5. Electronic band structure (BS) and density of states (DOS) for ferromagnetic γ phase (a),
T1 phase with AFM-c spin texture (b) and T2 phase with AFM-a spin texture (c). The figure on the
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vertical scale of DOS figures matches the ones of BS. Features of majority spins are depicted by black
lines, while those of minority spins are in red. Dash lines indicate Fermi’s energy.

3.4. Magnetic Properties

The temperature dependence of magnetization measured on the pellets of pure BFO,
and BFO with 1% and 2% of Ag is shown in Figure 6. It can be seen that the incorporation
of Ag increases the value and the irreversibility of magnetization but does not change the
temperature of the magnetic phase transition (TN = 630 K). Our DFT calculations are in
agreement with the experimental finding of magnetization increase by Ag doping in AFM
spin orders, with spins localized at Fe and O atoms. While pure BFO is known to be an
antiferromagnet with the spin cycloid magnetic order [70], often, the weak ferromagnetic
moment can be found due to the microstructure of the samples. Very rarely, it is synthesized
in monocrystal form, which would show the peak in the magnetization at the transition
temperature, and more often it is found to be in the form of nanoparticles, where the
non-compensated surface spins and the breaking of spin spiral periodicity (period 62 nm)
attribute to the appearance of the magnetic moment. The substitution of nonmagnetic Ag
enhances the development of the weak ferromagnetic moment, and the irreversibility of
the magnetization increases as it disturbs the antiferromagnetic interaction of the Fe ions.
A similar effect is also found in the substitution with other elements [71–73].

A peculiar behavior is observed in pure BFO and BFO with 1% of Ag, where the
crossing of ZFC and FC curves is present around 280 K and 250 K, respectively. Such
behavior was already observed and can be attributed to different origins such as the
competition of the interactions between Fe in different magnetic sublattices spin freezing in
surface layers of small particles and other types of canting in the antiferromagnetic spin
cycloids, etc. [74,75]. Only the former origin was attainable by our DFT calculations since we
modeled the systems as infinite crystals (i.e., without surfaces), and we performed collinear
spin calculations that do not take into account the spin canting in an antiferromagnet.
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Figure 6. The temperature dependence of magnetization was measured in the magnetic field of 1 kOe
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From the field dependence of magnetization at 4 K and 300 K (Figure 7), additional
conclusions can be drawn in the same direction. The substitution of Ag increases the value
of magnetization, which is expressed in the larger changes at the lowest fields and the
additional appearance of the S-shape is superimposed on the antiferromagnetic linear
dependence, which is characteristic of the weak ferromagnetic behavior. The pronounced
weak ferromagnetic hysteresis is found in the BFO with 2% of Ag also at room temperature,
while 0% Ag and 1% Ag curves resemble much more the shape of antiferromagnetic
MH loops. This shows that even the addition of only 2% of a nonmagnetic substituent
can produce a weak ferromagnetic response at ambient temperatures, thereby opening
the possibilities of developing such materials towards eventual applications in different
multiferroic devices.
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4. Conclusions
A comprehensive multidisciplinary study was conducted to investigate the impact

of doping BiFeO3 with Ag atoms. Nanocrystalline powders of BiFeO3 and Bi1−xAgxFeO3

(with x = 0.01 and 0.02) were synthesized using the hydrothermal method. Samples
doped with 1 and 2 atomic percent (at. %) of Ag were characterized using powder X-ray
diffraction, and the structure refinement was carried out on a FullProf program, which
adopts the Rietveld calculation method. The doped BiFeO3 samples, regardless of the
Ag concentration, exhibited the α-phase structure in the space group R3cH. To explore
additional possible structures in Ag-doped BiFeO3, bond valence calculations (BVCs) were
employed for structure prediction. As a result, several structure candidates, including α-,
β-, γ-, R-, T1 and T2 structures, were predicted in various Ag-doped BiFeO3 systems using
BVCs. We studied the electronic and magnetic properties of these structures using DFT.
Our DFT results are in agreement with the experimental finding of magnetization increase
upon Ag doping in antiferromagnetically ordered structures and the possibility to dope the
γ phase with a high Ag dopant concentration. Additionally, DFT calculations predict the
semiconducting properties of antiferromagnetic T1 and T2 phases. More importantly, the
half-metallic property of the γ-type structure that DFT calculations predicted, as well as
the induced weak ferromagnetism with light doping, may be of great interest for further
research due to its potential physical consequences and applications in future nanodevices.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/ma18071453/s1, Figure S1: Electronic band structure and density
of states for all combinations of alpha, beta, gamma and R phases on one hand and FM, AFM-
a, AFM-c and AFM-g spin orders on the other hand; Figure S2: Electronic band structure and
density of states for all combinations of T1 and T2 phases on one hand and FM, AFM-a, AFM-c
and AFM-g spin orders on the other hand. Table S1: Calculated values of the global instability
index (GII) and tilt system of the most promising Bi0.99Ag0.01FeO3 modifications using the bond
valence calculations (BVCs) method.; Table S2: Structural data of the most promising Bi0.99Ag0.01FeO3

perovskite modifications were calculated using the BVCs method; Table S3: Calculated values of the
global instability index (GII) and tilt system of the most promising Bi0.98Ag0.02FeO3 modifications
using the bond valence calculations (BVCs) method; Table S4: Structural data of the most promising
Bi0.98Ag0.02FeO3 perovskite modifications were calculated using the BVCs method; Table S5: Atomic
spins (in units of Bohr magneton) were obtained by DFT calculations for each of the undoped or
Ag-doped phases for FM, AFM-a, AFM-c and AFM-g spin textures. For undoped crystals, the Ag
atom is not present and so spin on the Ag atom is not available (N/A). Data for Alpha and R phases in
AFM-c and AFM-g spin configurations are not available as well, as these results could not converge.
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support from the Bilateral Project Between Serbia and Austria (OeAD-GmbH-Project no. RS 24/2022)
337-00-577/2021-09/6. DFT calculations were performed using computational resources at the Center
of Surface and Nanoanalytics, Johannes Kepler University, Linz, Austria. We thank Kurt Hingerl for
providing the computational resources at JKU. P.Š. and D.P. acknowledge support from the CeNIKS,
Grant No. KK.01.1.1.02.0013 co-financed by the Croatian Government and the European Union

https://www.mdpi.com/article/10.3390/ma18071453/s1
https://www.mdpi.com/article/10.3390/ma18071453/s1


Materials 2025, 18, 1453 13 of 16

through the European Regional Development Fund—Competitiveness and Cohesion Operational
Programme.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The original contributions presented in this study are included in the
article/Supplementary Material. Further inquiries can be directed to the corresponding authors.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Monem, A.M.A.; Abd-Elmohssen, N.; El-Bahnasawy, H.H.; Makram, N.; Sedeek, K. Comparative studies by X-ray diffraction,

Raman, vibrating sample magnetometer and Mössbauer spectroscopy of pure, Sr doped and Sr, Co co-doped BiFeO3 ceramic
synthesized via tartaric acid-assisted technique. Ceram. Int. 2023, 49, 15213–15220. [CrossRef]

2. Jin, C.; Geng, W.; Wang, L.; Han, W.; Zheng, D.; Hu, S.; Ye, M.; Xu, Z.; Ji, Y.; Zhao, J.; et al. Tuning ferroelectricity, and
ferromagnetism in BiFeO3/BiMnO3 superlattices. Nanoscale 2020, 12, 9810–9816. [CrossRef]

3. Cheong, S.W.; Mostovoy, M. Multiferroics: A magnetic twist for ferroelectricity. Nat. Mater. 2007, 6, 13–20. [CrossRef] [PubMed]
4. Haruna, A.; Abdulkadir, I.; Idris, S.O. Photocatalytic activity and doping effects of BiFeO3 nanoparticles in model organic dyes.

Heliyon 2020, 6, e03237. [CrossRef]
5. Freitas, V.F.; Dias, G.S.; Protzek, O.A.; Montanher, D.Z.; Catellani, I.B.; Silva, D.M.; C’otica, L.F.; dos Santos, I.A. Structural phase

relations in perovskite–structured BiFeO3-based multiferroic compounds. J. Adv. Ceram. 2013, 2, 103–111. [CrossRef]
6. Selbach, S.M.; Tybell, T.; Einarsrudand, T.M.; Grande, T. Size-dependent properties of multiferroic BiFeO3 nanoparticles. Chem.

Mater. 2007, 19, 6478–6484. [CrossRef]
7. Yakout, S.M. Spintronics and innovative memory devices: A review on advances in magnetoelectric BiFeO3. J. Supercond. Nov.

Magnetism. 2021, 34, 317–338. [CrossRef]
8. Rizwan, S.; Awan, S.; Irfan, S. Room-temperature ferromagnetism in Gd and Sn co-doped bismuth ferrite nanoparticles and

co-doped BiFeO3/MXene (Ti3C2) nanohybrids of spintronics applications. Ceram. Int. 2020, 46 Pt A, 29011–29021. [CrossRef]
9. Neogi, S.; Ghosh, R. Behavioral remodelling of perovskite BiFeO3 by Ag-doping strategies for enhanced and ppb level acetone

sensing performance: An advanced enlightenment for selectivity and sensing mechanism. Appl Mater Today 2022, 29, 101611.
[CrossRef]

10. Xu, H.; Xu, J.; Li, H.; Zhang, W.; Zhang, Y.; Zhai, Z. Highly sensitive ethanol and acetone gas sensors with reduced working
temperature based on Sr-doped BiFeO3 nanomaterial. J. Mater. Res. Technol. 2022, 17, 1955–1963. [CrossRef]

11. Liu, H.; Sun, Y. Defect chemistry for Mn-doped and Nb-doped BiFeO3-based ceramics. J. Phys. Chem. Solids 2022, 170, 110951.
[CrossRef]

12. Aishwarya, K.; Navamathavan, R. Effect of grain size and orthorhombic phase of La-doped BiFeO3 on thermoelectric properties.
J. Alloys Compd. 2023, 947, 169452. [CrossRef]

13. Nazeer, Z.; Bibi, I.; Majid, F.; Kamal, S.; Ghafoor, A.; Ali, A.; Kausar, A.; Elqahtani, Z.M.; Alwadai, N.; Iqbal, M. Microemulsion
synthesis of Ga and Sr doped BiFeO3 nanoparticles and evaluation of their ferroelectric, optical, dielectric and photocatalytic
properties. Phys. B 2023, 657, 414788. [CrossRef]

14. Anwar, A.; Basith, M.A.; Choudhury, S. From bulk to nano: A comparative investigation of structural, ferroelectric and magnetic
properties of Sm and Ti co-doped BiFeO3 multiferroics. Mater. Res. Bull. 2019, 111, 93–101. [CrossRef]

15. Chowdhury, S.S.; Kamal, A.H.M.; Hossain, R.; Hasan, M.; Islam, M.F.; Ahmmad, B.; Basith, M.A. Dy doped BiFeO3: A bulk
ceramic with improved multiferroic properties compared to nano counterparts. Ceram. Int. 2017, 43, 9191–9199. [CrossRef]

16. Moreau, J.M.; Michel, C.; Gerson, R.; James, W.J. Ferroelectric BiFeO3 X-ray and neutron diffraction study. J. Phys. Chem. Solids
1971, 32, 1315–1320. [CrossRef]

17. Kubel, F.; Schmid, H. Structure of a ferroelectric and ferroelastic monodomain crystal of the perovskite BiFeO3. Acta Crystallog. B
1990, 46, 698–702. [CrossRef]

18. Wang, J.; Neaton, J.B.; Zheng, H.; Nagarajan, V.; Ogale, S.B.; Liu, B.; Viehland, D.; Vaithyanathan, V.; Schlom, D.G.; Waghmare,
U.V.; et al. Epitaxial BiFeO3 Multiferroic Thin Film Heterostructures. Science 2003, 299, 1719–1722. [CrossRef] [PubMed]

19. Feng, H. Magnetism and electronic properties of BiFeO3 under lower pressure. J. Magn. Magn. Mater. 2010, 322, 3755–3759.
[CrossRef]

20. Catalan, G.; Scott, J.F. Physics and Applications of Bismuth Ferrite. Adv. Mater. 2009, 21, 2463–2485. [CrossRef]
21. Martin, L.W.; Crane, S.P.; Chu, Y.H.; Holcomb, M.B.; Gajek, M.; Huijben, M.; Yang, C.H.; Balke, N.; Ramesh, R. Multiferroics and

magnetoelectrics: Thin films and nanostructures. J. Phys.-Condens. Mat. 2008, 20, 434220. [CrossRef]

https://doi.org/10.1016/j.ceramint.2023.01.103
https://doi.org/10.1039/c9nr09670a
https://doi.org/10.1038/nmat1804
https://www.ncbi.nlm.nih.gov/pubmed/17199121
https://doi.org/10.1016/j.heliyon.2020.e03237
https://doi.org/10.1007/s40145-013-0052-2
https://doi.org/10.1021/cm071827w
https://doi.org/10.1007/s10948-020-05764-z
https://doi.org/10.1016/j.ceramint.2020.08.072
https://doi.org/10.1016/j.apmt.2022.101611
https://doi.org/10.1016/j.jmrt.2022.01.137
https://doi.org/10.1016/j.jpcs.2022.110951
https://doi.org/10.1016/j.jallcom.2023.169452
https://doi.org/10.1016/j.physb.2023.414788
https://doi.org/10.1016/j.materresbull.2018.11.003
https://doi.org/10.1016/j.ceramint.2017.04.072
https://doi.org/10.1016/s0022-3697(71)80189-0
https://doi.org/10.1107/s0108768190006887
https://doi.org/10.1126/science.1080615
https://www.ncbi.nlm.nih.gov/pubmed/12637741
https://doi.org/10.1016/j.jmmm.2010.07.034
https://doi.org/10.1002/adma.200802849
https://doi.org/10.1088/0953-8984/20/43/434220


Materials 2025, 18, 1453 14 of 16

22. Wu, J.; Fan, Z.; Xiao, D.; Zhu, J.; Wang, J. Multiferroic bismuth ferrite-based materials for multifunctional applications: Ceramic
bulks, thin films and nanostructures. Prog. Mater. Sci. 2016, 84, 335–402. [CrossRef]

23. Park, J.-G.; Le, M.D.; Jeong, J.; Lee, S. Structure and spin dynamics of multiferroic BiFeO3. J. Phys.-Condens. Mat. 2014, 26, 433202.
[CrossRef]

24. Wang, Y.; Wang, Y.; Wei, M.; Zhang, J.; Zhang, Y. Role of Ho Doping in Magnetization Mechanism of BiFeO3 Thin Films.
J. Supercond. Nov. Magn. 2019, 32, 3495–3501. [CrossRef]

25. Liu, Y.Q.; Wang, Y.J.; Zhang, J.; Gao, M.; Zhang, Y.J.; Wei, M.B.; Yang, J.H. Effect of Ho substitution on the structure and magnetic
property of BiFeO3 prepared by sol-gel method. Mater. Sci. Semicond. Process. 2015, 40, 787–795. [CrossRef]

26. Sharif, S.; Murtaza, G.; Meydan, T.; Williams, P.I.; Cuenca, J.; Hashimdeen, S.H.; Shaheen, F.; Ahmad, R. Structural, surface
morphology, dielectric and magnetic properties of holmium doped BiFeO3 thin films prepared by pulsed laser deposition. Thin
Solid Films 2018, 662, 83–89. [CrossRef]

27. Hou, P.; Liu, B.; Guo, Z.; Zhou, P.; Wang, B.; Zhao, L. Effect of Ho doping on the crystal structure, surface morphology and
magnetic property of BiFeO3 thin films prepared via the sol-gel technology. J. Alloys Compd. 2019, 775, 59–62. [CrossRef]

28. Yun, Q.; Bai, A.; Zhao, S. Lattice distortion of holmium doped bismuth ferrite nanofilms. J. Rare Earth 2014, 32, 884–889. [CrossRef]
29. Islam, M.R.; Zubair, M.A.; Galib, R.H.; Hoque, M.S.B.; Tomko, J.A.; Aryana, K.; Basak, A.K.; Hopkins, P.E. Vacancy-Induced

Temperature-Dependent Thermal and Magnetic Properties of Holmium-Substituted Bismuth Ferrite Nanoparticle Compacts.
ACS Appl. Mater. Interfaces 2022, 14, 25886–25897. [CrossRef]

30. Chaturvedi, S.; Bag, R.; Sathe, V.; Kulkarni, S.; Singh, S. Holmium induced enhanced functionality at room temperature and
structural phase transition at high temperature in bismuth ferrite nanoparticles. J. Mater. Chem. C 2016, 4, 780–792. [CrossRef]
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ABSTRACT: Larger Coulombic repulsion between divalent cations compared to the
monovalent counterparts dictates the cation−cation distance in the central ion channel of
quadruplexes. In this work, density functional theory and a continuum solvation model
were employed to study bond energies of alkaline earth cations in adjacent cavities of the
central ion channel. Four crystallized tetramolecular quadruplexes with various geometric
constraints and structural motifs available in the Protein Data Bank were examined in
order to understand how the cation binding affinities could be increased in aqueous
solution. A cytosine quartet sandwiched between guanine quartets has a larger bond
energy of the second alkaline earth cation in comparison with guanine and uracil quartets.
Four highly conserved hydrogen-bonded water molecules in the center of the cytosine quartet are responsible for a higher
electrostatic interaction with the cations in comparison with guanines’ carbonyl groups. The reported findings are valuable for the
design of synthetic quadruplexes templated with divalent cations for optoelectronic applications.

■ INTRODUCTION

The stability of nucleic acids’ structures is determined by
nucleobase-specific interactions that allow strands to adopt
energetically favorable forms. A larger diversity of these
nanostructures is achieved by noncanonical nucleobase
pairing.1 Particularly intriguing is the guanine quadruplex due
to its stability under physiological conditions. It consists of
stacked guanine quartets, in which guanine units are connected
by four hydrogen bonds formed between complementary
Watson−Crick and Hoogsteen edges of neighboring units.
Unlike in other nucleic acid structures, guanines in
quadruplexes interact directly with monovalent and divalent
cations via inner sphere coordination in order to increase the
stability of the overall structure.2 While monovalent cations
occupy all quadruplex vacancies in the central ion channel,
divalent cations tend to avoid adjacent vacancies.3−7

The interactions between chelated cations and guanines
provides an opportunity to modulate the electronic properties
of quadruplexes by different cation types.8−13 This can be
achieved by using cations with different ionic radii and charges.
Larger mobility of smaller than larger cations is favorable for
trapping relaxed charge transfer excitons.10 These collective
excitations are also stabilized to a greater degree by divalent
than monovalent cations.13 Electric fields created by several
divalent cations positioned in consecutive vacancies will likely
stabilize charge transfer excitations below bright states.
Considering the importance of these excited electronic states
for nanotechnology applications, it is desirable to understand
how divalent cations in the central ion channel might be
stabilized with the same spacing as monovalent cations.

Several theoretical studies have addressed the stabilizing
interactions between monovalent cations and a quadruplex
scaffold.2,14−18 Energy decomposition analysis (EDA) revealed
that the interaction between an alkali cation and guanines in a
two-layer quadruplex is overwhelmingly electrostatic.2 The
orbital interaction contribution is found to be twice smaller.
This energy term mainly results from the donation of electron
density from the highest occupied orbitals of guanines’ oxygen
atoms to the lowest unoccupied orbitals of the alkali cation. By
adding the second and the third alkali cation in quadruplexes
with one and two cations, respectively, Nieuwland et al.
showed that electrostatic energies of the added cations
decrease as a result of the electrostatic repulsion between the
cations, whereas the orbital interaction does not change.18 In
the case of two alkali cations, the electrostatic interaction
between the second cation and a quadruplex scaffold chelated
with the first cation is slightly larger than the orbital interaction
of the second cation. By adding the third alkali cation, the
orbital interaction energy of this cation becomes larger than its
electrostatic energy. Destabilizing the electrostatic repulsion
between the hosted alkali cations is counterbalanced by
electronic screening and solvation effects so that the magnitude
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of the energy needed for binding consecutive alkali cations
remains unaltered.
Alkaline earth cations have a two times larger charge than

alkali cations, and if they have been coordinated with a similar
spacing along the central axis of a quadruplex as alkali cations,
they experience a 4 times larger electrostatic repulsion between
them. This results in a high energy penalty for alkaline earth
cations binding between consecutive guanine quartets.
Solution NMR faces difficulties to probe the direct response
of alkaline earth cations since their spectral signatures originate
from exotic nuclei such as 43Ca, 87Sr, and 137Ba.22,23 Due to
this, the existence of two alkaline earth cations positioned in
neighboring vacancies of the central ion channel has not been
experimentally observed in aqueous solutions. Inspection of
the Protein Data Bank (PDB) reveals three crystal quadruplex
structures with at least two alkaline earth cations coordinated
between successive guanine or other nucleobase quartets19−21

(Figure 1). Two of them contain a pair of Ba2+ cations
positioned between three consecutive layers, one of which is a
pyrimidine nucleobase quartet. In the r(GAGGU)4 quadruplex,
a tandem of guanine quartets interacts with one Ba2+ cation,
whereas the second Ba2+ cation is positioned between the
guanine and uracil quartets.21 Since the uracil quartet is at the
3′-terminus of the quadruplex, it exhibits out-of-plane
deformation, which enables approximately 1 Å longer distance
between the Ba2+ cations than those found between other
cations in the quadruplex. The second structure with two Ba2+

cations is found in a tetramolecular quadruplex formed from a
decameric oligonucleotide d(CCACNVKGCGTGG) (CNVK is 3-
cyanovinylcarbazole) sequence.20 The quadruplex contains a
cytosine quartet, which is stabilized by four highly conserved
water molecules positioned in the middle of the quartet. The
oxygens of the water molecules are in the same location as the
O6 of the guanines in a typical guanine quartet. In this case, a
large energy penalty due to electrostatic repulsion between
Ba2+ cations is avoided by water coordination of the cations.
The oxygen atoms of four hydrogen-bonded water molecules

in the interior of the cytosine quartet have enhanced electron
densities relative to those in the guanine’s oxygen atom, which
facilitates screening of Ba2+ cations.20 Lee et al. crystallized a
tetramolecular d(TG4T)4 quadruplex in a mixed Na+ and Ca2+

environment and found an arrangement involving both cations
in the central channel.19 The crystallographic unit contains two
end-to-end stacked quadruplexes asymmetrically populated by
Na+ and Ca2+ cations. One quadruplex is templated with three
Na+ cations, whereas the other one has one Na+ and two Ca2+

cations. There is also one Ca2+ cation coordinated at the
interface between the quadruplexes.
The three crystallized quadruplexes19−21 provide us with the

opportunity to examine electronic energies of chelated cations
for structures in aqueous solutions. As reference systems, we
also study tetramolecular quadruplexes coordinated with Sr2+

cations between every other layer and one coordinated with
Na+ cations. Our goal is to provide insights into the
importance of structural motifs and geometric constraints for
enhancing chelation affinity of alkaline earth cations in
neighboring vacancies. To this end, we performed EDA of
the interaction energy for binding the first and the second
cation and examined many-body and solvation effects in model
quadruplexes consisting of three and four layers. We also
determined the energy needed to exchange two Na+ by two
Ca2+ cations in tetramolecular quadruplexes with GGG and
GCG sequences. The present results offer a comparison
between the binding energies of alkaline earth cations in
adjacent positions with those in systems with vacant cavities
and energies of alkali cations. The computations reveal that the
cytosine quartet stacked between guanine quartets has a much
higher propensity for binding alkaline earth cations than the
pure guanine quadruplex. This finding reveals that the design
of synthetic tetramolecular quadruplexes with divalent cations
in adjacent chelating sites in aqueous solutions benefits from
selection of the GCG sequence motif.

Figure 1. Crystal structures of quadruplexes coordinated with at least two alkaline earth cations: (a) r(UG4U)4,
3 (b) two end-to-end stacked

d(TG4T)4,
19 (c) d(GCGTGG)4

20 (thymines do not form a quartet and are not shown), and (d) r(GAGGU)4.
21 The coloring scheme is adjusted

to highlight the reduced computational model used in this work. Nucleobases that are not considered in the model are colored in gray.
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■ METHODS
In order to make this study computationally feasible, we used a
reduced quadruplex model in which the sugar−phosphate
backbone is neglected. Previous computational studies showed
that the presence of the backbone does not considerably alter
alkali cation binding energies.2,18 The geometries of the six
examined structures are given in Figure 2, whereas cation labels
and PDB IDs of quadruplexes from which atomic positions
were extracted are collected in Table 1. Quadruplex 2 was

created from 1 by shifting the SrI
2+ cation to the midway

position between the SrI
2+ and SrII

2+ cations (the new cation
label is SrIII

2+). Crystallographic positions of waters’ hydrogen
atoms are not given for structure 6. Their positions were
determined by performing partial optimization at the level of
theory used for electronic structure calculations in this work.
All calculations were performed with the Turbomole

program package.24 We used density functional theory with
the B-LYP functional25,26 and Grimmes’s D3 correction27 for
calculations of electronic energies. Kohn−Sham molecular
orbitals were expended in the def2-TZVPP basis set.28

Multipole accelerated resolution-of-identity was used to
accelerate the calculation of the electronic Coulomb
interaction. This combination of density functional and valence
triple-zeta polarization basis set has been used often to study
guanine self-assemblies.2,29−32 Atomic charges were computed
by using natural population analysis.33 Solvent effects were
taken into account by employing the continuum solvation
model (COSMO)34,35 with the dielectric constant of water (ϵ
= 78.5). The cation radii used in the COSMO model were
recalculated to reproduce experimental solvation energies of

the cations.36 The recalculated values were 1.8161, 1.9819,
2.1890, and 1.8685 Å, for Ca2+, Sr2+, Ba2+, and Na+,
respectively.
The bond energy ΔEbond represents the energy needed to

chelate a cation to a quadruplex in aqueous solution. It was
computed using structures depicted in Figure 3. In order to
understand the contribution of various stabilizing and
destabilizing energy terms, we decomposed the bond energy
into

E E E Ebond desolv int solvΔ = Δ + Δ + Δ (1)

ΔEdesolv, ΔEsolv, and ΔEint are the energies of desolvation,
solvation, and interaction energy, respectively (see Figure 3).
The desolvation and solvation energies are related to energy
differences between the gas phase and aqueous solution
energies. Note that binding a cation to a quadruplex results in
deformation of quadruplex’s geometry. The related preparation
energy is relatively small (<10 kcal/mol)18 and not accounted
for in bond energies since we employed the experimental
geometries. One- and two-cation interaction energies, ΔEint,
are decomposed by using EDA.37 This method decomposes
the electronic energy into electrostatic (ΔEele), exchange
(ΔEex), repulsion (ΔErep), polarization and orbital interaction
(ΔEpol), and dispersion (sum of correlation and D3 dispersion
energies) (ΔEdisp) terms. The energy needed to exchange two
Na+ by two Ca2+ cations was calculated by the thermodynamic
cycle shown in Figure 3. It contains the desolvation ΔEdesolv,
solvation ΔEsolv, and preparation energy ΔEprep, as well as two-
cation interaction energies ΔEint,2Na

+ and ΔEint,2Ca
2+ with Na+

and Ca2+ cations, respectively.
Let us summarize approximations employed in this work. In

the first place, we used molecular geometries determined for
quadruplexes in a crystal environment. These structures are
slightly different from those in the aqueous solution. This
choice of geometries was dictated by difficulties related to
geometry optimization of quadruplexes with more than two
stacked quartets. Bond energies are determined in fixed
molecular geometries without geometry relaxation upon cation
chelation. The sugar−phosphate backbone is not taken into
account, and solvent effects were modeled by a continuum
model. Since cation radii are chosen to reproduce experimental
free hydration energies, the computed bond energies also

Figure 2. Geometries of quadruplexes and labels used in the present work.

Table 1. Structures, Cation Labels, and PDB IDs of
Quadruplexes from Which Atomic Positions Were Extracted

structure cation labels PDB ID

1 G4-SrI
2+-G4-G4-SrII

2+-G4 1J8G3

2 G4-SrI
2+-G4-SrIII

2+-G4-G4 1J8G3

3 G4-NaI
+-G4-NaII

+-G4 2GW019

4 G4-CaI
2+-G4-CaII

2+-G4 2GW019

5 G4-BaI
2+-G4-BaII

2+-U4 1J6S21

6 G4-BaIII
2+-C4(H2O)4-BaIV

2+-G4 4U9220
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implicitly take into account thermal effects of cation hydration.
Nevertheless, the bond energies are not free energies since the
quadruplex’s scaffold thermal effects are not included. Free
energies might be determined by employing molecular
dynamics with polarizable force fields or approximate theories
such as quasi-chemical theory.38,39 In order to estimate the
importance of entropy for binding affinities, we optimized
guanine octets chelated with Na+ and Ca2+ cations. Although
these systems have 381 normal modes, the zero-point
vibrational energy and entropy differences were found to be
only 983 cm−1 and 4.3 kcal/mol (at 298 K), respectively, at the
B-LYP-D3/def2-SVP level. This implies that quadruplexes are
stiff systems toward cation exchange and that the cation−

nucleobase interaction energy dominates the relative free
energy difference.40

■ RESULTS AND DISCUSSION

Bond Energies. The sum of desolvation and solvation
energies of a quadruplex scaffold and cations in water is
positive for binding one and two cations. Since water is a more
polarizable environment than crystals, cation binding in the
aqueous solution will be weaker than in the solid state. The
Gibbs energies of hydration for Ca2+, Sr2+, and Ba2+ cations
amount to −1505, −1380, and −1250 kcal/mol,36 respectively.
These energies are much higher than those for Na+ (−365
kcal/mol), K+ (−295 kcal/mol), and Rb+ (−275 kcal/mol).36

Figure 3. Thermodynamic cycles for the calculation of the bond energy [for the first (a) and the second (b) cation] and the energy needed to
exchange two Na+ by two Ca2+ cations (c). The fragments encircled by blue lines were computed in aqueous solutions.

Table 2. Partitioning of the Bond Energy (in kcal/mol)

quadruplex 1 2 3

cation SrI
2+ SrII

2+ SrI
2+ SrIII

2+ NaI
+ NaII

+

Edesolv 456.9 516.1 456.9 516.1 191.5 197.9
Esolv −186.2 −382.5 −186.2 −405.6 −110.6 −159.2
Edesolv + Esolv 270.7 133.5 270.7 110.5 80.9 38.4
Eint −388.2 −234.9 −388.2 −129.1 −157.6 −111.8
Ebond −117.4 −101.4 −117.4 −18.6 −76.7 −73.2
quadruplex 4 5 6

cation CaI
2+ CaII

2+ BaI
2+ BaII

2+ BaIII
2+ BaIV

2+

Edesolv 464.9 530.7 395.1 458.7 403.3 467.0
Esolv −171.0 −395.4 −159.9 −407.4 −168.2 −386.6
Edesolv + Esolv 293.9 135.3 235.2 51.3 235.1 80.3
Eint −368.4 −158.9 −327.6 −28.9 −392.5 −167.4
Ebond −74.5 −23.7 −92.4 22.4 −157.4 −87.0
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At first sight, it appears that the bond energies of alkaline earth
cations are smaller in comparison with alkali cation energies.
However, alkaline earth cations also interact more strongly
with the quadruplex scaffold than alkali cations, which
compensates the solvation effects.
Bond energies and their partition into desolvation,

interaction, and solvation energies are given in Table 2.
Comparison between bond energies of cations from different
quadruplexes is only possible if the quadruplexes have the same
chemical makeup or the cations are of the same type or have
similar radii. The bond energies for chelation of the first cation
in every quadruplex were strongly negative, irrespective of the
cation type. By comparing bond energies of the CaI

2+, SrI
2+ and

BaI
2+ cations chelated between guanine quartets, we found that

the most strongly bound cation was SrI
2+, followed by BaI

2+

and CaI
2+. This stabilization ordering is in accordance with

experimental findings of Venczel and Sen,41 although we
examined both RNA and DNA quadruplexes. BaI

2+ had the
lowest sum of solvation and desolvation energies, but its
interaction energy was considerably smaller than that of SrI

2+.
Chelation of NaI

+ was 2.2 kcal/mol stronger than that of CaI
2+

with a similar ionic radius. This unexpectedly small energy
difference indicates that an increase in Ca2+ concentration may
lead to the exchange of one Na+ by the Ca2+ cation in aqueous
solutions. Yet, the difference in entropic terms computed from
the optimized geometries (4.3 kcal/mol at 298 K) additionally
stabilizes chelation of Na+ over the Ca2+ cation.
The bond energy of the Ba2+ cation between guanine and

cytosine quartets is much higher than that between two
guanine quartets. The sum of solvation and desolvation
energies of the BaIII

2+ cation is equal to that of the BaI
2+

cation, implying that these contributions are robust against the
influence of geometric constraints and different structural
motif contributions for binding of the first cation. On the other
hand, we find that the solvation effects for chelating the second
cation were approximately 30 kcal/mol more favorable in
quadruplex 5 than in 6 due to the larger cation−cation
distance.
The energy needed for binding the NaII

+ cation was almost
equal to the energy of the NaI

+, as has been found previously.18

A somewhat larger energy difference is noticed for the SrI
2+

and SrII
2+ cations, but still the bond energy of SrII

2+ was
sufficiently negative to allow strong chelation of SrII

2+ two
cavities away from already occupied cavity. If the second Sr2+

cation is chelated in the adjacent vacancy, its bond energy is
−19 kcal/mol. This value was 83 kcal/mol higher than the
energy needed for chelation in every other cavity. Since
electrostatic interaction has a long-range character, the third
consecutive Sr2+ cation and every following cation would
experience even larger Coulomb repulsion than the second
one. Their energies would decrease and eventually become
positive, which prevents chelation of the Sr2+ cation in the
adjacent cavities of the guanine quadruplex. Therefore, alkaline
earth cations prefer alternating occupation of cavities of the
guanine quadruplex in the aqueous solution.
Similar to the binding of Sr2+ to quadruplex 2, the bond

energy of the second Ca2+ cation was much lower than that of
the first cation. It amounted to −24 kcal/mol, which is 49
kcal/mol smaller than that for the second Na+ cation. Hence,
although chelation of two alkaline earth cations in neighboring
quadruplexes’ binding sites is energetically possible, their small
bond energies indicate that these quadruplexes are not as
stable as those templated with monovalent cations. In order to

further reveal the difference in binding affinities of Na+ and
Ca2+ cations, we computed the energy needed to exchange two
Na+ cations in quadruplex 3 by two Ca2+ cations in quadruplex
4. The exchange energy amounted to 49 kcal/mol, that is, the
cation exchange was not spontaneous in the aqueous solution.
The desolvation and solvation contributions were 878.6 and
−570.1 kcal/mol, respectively, and their sum was 308.5 kcal/
mol. The large discrepancy between the absolute values of
these terms is due to the fact that water hydrates double-
positive charge of the Ca2+ cation more strongly than a single
charge of the Na+ cation. The interaction energies −Eint,2Na

+

and Eint,2Ca
+ are 269.5 and −527.5 kcal/mol, respectively. Their

sum (−258 kcal/mol) is negative since Ca2+ cations are more
tightly bound to the quadruplex than Na+ cations. The
preparation energy term was very small (−1.5 kcal/mol),
reflecting similar quadruplex scaffolds for structures with Ca2+

and Na+ cations. Overall, the cation exchange in the aqueous
solution was not spontaneous even when the entropic
contribution would be taken into account and was dominated
by the solvation penalty. In a crystallizing solution, high ion
concentrations decrease the dielectric constant, which makes
Ca2+ cations easier to desolvate than in water. As a result, there
are three Ca2+ cations in the adjacent vacancies of the
crystallized stacked guanine quadruplex.19

The bond energy of the second Ba2+ cation in quadruplex 5
was positive due to small interaction energy, implying that the
constrained geometry of this quadruplex is only stable under
crowding conditions in the crystal and not in the aqueous
solution. The cytosine quartet sandwiched between two
guanine quartets exhibits much stronger affinity for binding
the second cation than the guanine quartet stacks. The bond
energy of the BaIV

2+ cation is equal to −87 kcal/mol, which
was only 5 kcal/mol lower than the energy needed for binding
the first Ba2+ cation in the guanine quadruplex.
We can indirectly compare the bond energy of the BaIV

2+

cation with those of alkali cations. In the first place, Ba2+ and
K+ cations have radii which only differ by 0.02 Å. In addition,
the bond energies of Na+ and K+ cations are up to
approximately 1 kcal/mol.2 Taking into account that the
bond energy of the BaIV

2+ cation is 14 kcal/mol higher than the
energy of the second Na+ cation in guanine quadruplex 3, we
conclude that it is plausible that the BaIV

2+ cation is more
tightly bound than alkali cations in guanine quadruplexes. We
also suggest that two Ba2+ cations are sufficiently strongly
coordinated in the tetramolecular quadruplex segment with the
GCG sequence being stable in the aqueous solution.

Affinity of the (GCG)4 Quadruplex toward Na+ and
Ca2+ Cations. The unusually high affinity of the cytosine
quartet sandwiched between guanine quartets for Ba2+ cations
might indicate that it will also hold true for other divalent
cations. Yet, Liu et al. showed that this motif in a solution of
Pb2+ and several monovalent cations bound only one Pb2+

cationthe cation in the adjacent vacancy was found to be
Na+.42 Since two chelation sites of the (GCG)4 quadruplex
have distinct coordination geometries (bipyramidal antipris-
matic and nearly square prismatic), Liu et al. argued that Pb2+

coordination might depend on the quartet orientation.42 This
observation motivated us to examine bond energies of Na+ and
Ca2+ cations in the (GCG)4 quadruplex. We computed these
energies at the geometries of Ba2+ cations in quadruplex 6. This
procedure is justified by similar ionic radii of Na+ and Ca2+

cations (0.97 and 0.99 Å) and very small preparation energy
for exchange of two Na+ by two Ca2+ cations in the guanine
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quadruplex. In addition, it was found that the optimized
guanine quartet chelated by Na+ and Ca2+ cations also had
similar oxygen-cation distances, 2.26 and 2.27 Å,17 respectively.
Table 3 contains bond energies of Na+ and Ca2+ cations

chelated in vacancies of quadruplex 6 and their partitioning to

desolvation, solvation, and interaction energy contributions.
Both the first and second bond energy of Na+ cations were
larger than those in the guanine quadruplex. Nevertheless, the
larger decrease of the bond energy from the first to the second
Na+ cation in comparison with the guanine quadruplex was
found. The bond energies of Ca2+ cations were similar to those
of the Ba2+ cation, implying that alkaline earth cations are likely
coordinated in both vacancies of this motif. Besides bond
energies, we also calculated the energy needed for exchange of
two Na+ by two Ca2+ cations. The desolvation and solvation
energies for this process were 878.6 and −561.3 kcal/mol,
respectively. These values are almost equal to those for pure
guanine quadruplex, that is, solvation and desolvation costs are
independent of structural motifs. On the other hand, the
interaction energies −Eint,2Na

+ and Eint,2Ca
+ were 330.6 and

−671.4 kcal/mol, respectively, giving an exchange energy of
−23.5 kcal/mol. Thus, the water-stabilized cytosine quartet
stacked between guanine quartets acts as a selective ionophore
for chelation of alkaline earth over alkali cations in the adjacent
positions. This conclusion is based on the electronic energy
contributions to the free energy.
Structural Properties. The size of a central cavity between

the quadruplex layers overwhelmingly influences the inter-
action between a cation and quadruplex scaffold. This property
is reflected by oxygen-cation distances. Besides, coordinating
oxygen atoms in quadruplexes with pyrimidine bases might
have different charges than those of guanine’s oxygens. Zhang
et al. noticed that cytosine’s N3 and O2 atoms form hydrogen
bonds with water molecules in quadruplex 6, which likely
results in a rise of the electron density at the water oxygen’s

lone pairs.20 Here, we analyze geometric and structural
properties which determine the interaction between cations
and ligands.
Table 4 shows the average oxygen-cation distances for each

layer, their average values for both layers, and their differences
between the layers. It also contains cation−cation distances.
Quantum chemical calculations showed that an occupied
cavity tends to adapt its size when a cation is hosted in the
adjacent position.18 The most frequent oxygen-cation distance
was in the range 2.7−2.8 Å. This observation also includes
waters’ oxygens in the cytosine quartet. Deviations form these
lengths indicate that there is distortion in the quadruplex
scaffold. Sr2+ cations in quadruplex 1 with four layers were
found to be symmetrically positioned between the layers.
Guanine carbonyl groups were distorted toward the cations,
which resulted in average oxygen-cation distances equal to 2.6
Å. In quadruplex 2, the SrIII

2+ cation was inserted in the
vacancy next to the one of the SrI

2+ cation, but its oxygen-
cation distances were not relaxed. The obtained average O6−
SrIII

2+ length was 0.3 Å longer than the relaxed value.
Quadruplexes 3 and 4 exhibited asymmetric positions of
cations relative to the upper and lower quartets. This was
particularly pronounced for CaI

2+ and NaII
+ cations. The

asymmetry might originate from relatively small radii of these
cations, which allow flexibility in their positions within the
cavity. One consequence of this asymmetry was that the
average distance between a cation and oxygens of the closer
quartet was 2.5 Å. Note that average distances between
oxygens of both quartets and Ca2+ cations were 2.8 Å, as found
in other quadruplexes. In quadruplex 5, the BaII

2+ cation was
much closer to the uracil than to the guanine quartet. The
shortest and longest distance between the cations in the
adjacent cavities was found in quadruplexes 2 and 5,
respectively. The distance between two Ba2+ cations in
quadruplex 6 was 0.5 Å shorter than in quadruplex 5.
Figure 4 shows the average oxygens’ charges for each

quartet. Guanine’s oxygen charges were in the range from
−0.57e to −0.76e. It is clearly noticeable that there was a
redistribution of charges within different quartets. In the case
of quadruplexes 3 and 4, the oxygens of the central layer
showed decreased electron density, whereas in the case of
quadruplex 1, every other quartet had the same average charge.
Oxygens of the uracil quartet did not exhibit significantly
different values than on average guanines. On the other hand,
water oxygens in the cytosine quartet had in average −1.09e.
This highly negative charge enables strong electrostatic
interaction between the cations and water molecules.

Energy Decomposition Analysis. The interaction
between cations and biological molecules is characterized by

Table 3. Partitioning of the Bond Energies of Na+ and Ca2+

Cations Chelated in Vacancies of Quadruplex 6 (in kcal/
mol)a

cation NaIII
+ NaIV

+ CaIII
2+ CaIV

2+

Edesolv 191.8 200.7 464.2 527.8
Esolv −113.4 −159.2 −168.1 −386.6
Edesolv + Esolv 78.4 41.6 296.0 141.3
Eint −190.5 −140.1 −442.4 −229.0
Ebond −112.0 −98.6 −146.4 −87.7

aThe cations NaIII
+/CaIII

2+ and NaIV
+/CaIV

2+ are positioned in the
place of the cations BaIII

2+ and BaIV
2+, respectively.

Table 4. Average Distances (in Å) between the Oxygen Atoms of Guanine Quartets (Water Molecules in Structure 6) and
Cations in the Quadruplexesa

quadruplex 1 2 3 4 5 6

cation SrI
2+ SrII

2+ SrIII
2+ CaI

2+ CaII
2+ NaI

+ NaII
+ BaI

2+ BaII
2+ BaIII

2+ BaIV
2+

lower quartet 2.61 2.60 2.90 2.53 2.68 2.75 3.10 2.74 2.35 2.66 2.82
upper quartet 2.61 2.60 2.90 3.13 2.93 2.54 2.48 2.77 3.64 2.76 2.68
average 2.61 2.60 2.90 2.83 2.80 2.64 2.79 2.76 3.00 2.71 2.75
difference 0.00 0.00 0.00 0.60 0.25 −0.21 −0.62 0.03 1.29 0.10 −0.14
dCC 6.37 3.19b 3.59 3.49 4.39 3.86

aThe differences and averages are given between the values for upper and lower quartets. dCC is the distance (in Å) between the cations. bDistance
between the SrI

2+ and SrIII
2+ cations.
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large contributions of both additive and nonadditive (many-
body) polarization. Recently, Jing et al. argued that the
selectivity of calcium-binding proteins for Ca2+ over the Mg2+

cation stems from the energetic cost due to the many-body
polarization effect.43 They revealed that many-body polar-
ization is sensitive to the number and spatial arrangement of
charged residues surrounding the cation. By employing the
EDA, we examine to what extent polarization contributes to
interaction between cations and the quadruplex scaffold.
Besides, we provide insights into decreased stability of the
BaII

2+ cation.
Table 5 contains the EDA of interaction energies for binding

one and two cations, cation−cation energies, and many-body
effects (MBEs). Polarization contributed to a greater extent to
the interaction energy for alkaline earth than alkali cations. In
the former case, it amounted to around 50% of the one-cation
interaction energy, whereas for alkali cations, this term was
about 25%. The situation was even more drastic for the two-
cation interaction energy: the sum of all other terms for
quadruplexes 2 and 5 was positive, implying that their stability
originated completely from the polarization energy. For other
quadruplexes, polarization contributed to 70−90% of the
interaction energy. Note that approximately one-third of the
cation−cation Coulomb repulsion of alkaline earth cations in
neighboring sites is reduced by many-body polarization energy.
As expected, many-body contributions of other energy
components were strictly or nearly pairwise additive.
The atomic coordinates of the quadruplex scaffold around

the SrIII
2+ cation were not relaxed, so that the interaction

energy of this cation was 27 kcal/mol weaker than the one of
the SrI

2+ cation. Note that interaction energies of adjacent
cations in other quadruplexes can vary by up to 10 kcal/mol.
Hence, we predicted that the interaction energy of the SrIII

2+

cation is approximately 20 kcal/mol underestimated. Never-
theless, this energy value does not modify the conclusions
about Sr2+ cation chelation in the adjacent cavities of guanine
quadruplexes.
Two Ba2+ cations in quadruplex 5 were separated by an

around 1 Å larger distance than those found for other cations
in the r(GAGGU)4 quadruplex.

21 This resulted in 90 kcal/mol
lower Coulomb repulsion between the cations. On the other

hand, the BaII
2+ is coordinated by a distorted uracil quartet

whose oxygen atoms are closer to the BaII
2+ cation than those

of guanines. As a consequence of these close oxygen-cation
distances, the BaII

2+ cation experienced 150 kcal/mol larger
repulsion energy than the BaI

2+ cation. Taking into account
other energy components, it was 100 kcal/mol less stable than
the BaI

2+ cation. Hence, all energy gain from longer cation−
cation distance was compensated by the repulsion energy due
to proximity of the uracil quartet.

Structure−Property Relations. Although examined
quadruplexes have various geometric parameters and are
chelated with different alkaline earth cation types, the cation
coordination by oxygen atoms provides structure−property
relations for two most stabilizing interaction energy terms:
electrostatic interaction between a cation and quadruplex
scaffold and the electronic shielding of cations due to many-

Figure 4. Average oxygens’ charges for each quartet. See Figure 2 for
quartet labels.

Table 5. Partitioning of Cation−Cation, One- and Two-
Cation Interaction Energies, and MBE (in kcal/mol)

1-SrI
2+ 1-SrII

2+ SrI
2+-SrII

2+ 1-SrI
2+-SrII

2+ MBE

ΔEint −388.2 −384.6 205.4 −623.1 −55.7
ΔEele −252.6 −248.8 208.5 −293.0 0.0
ΔEex −4.3 −4.1 0.0 −8.4 0.0
ΔErep 95.2 92.6 0.0 188.3 0.5
ΔEpol −185.8 −184.1 −0.7 −429.1 −58.5
ΔEdisp −40.6 −40.2 −2.4 −80.9 2.3

2-SrI
2+ 2-SrIII

2+ SrI
2+-SrIII

2+ 2-SrI
2+-SrIII

2+ MBE

ΔEint −388.2 −361.1 405.6 −517.3 −173.6
ΔEele −252.6 −207.4 416.4 −43.7 0.0
ΔEex −4.3 2.0 0.5 −2.0 −0.2
ΔErep 95.2 34.3 1.1 133.5 3.0
ΔEpol −185.8 −154.9 −11.1 −526.9 −175.1
ΔEdisp −40.6 −35.0 −1.2 −78.1 1.2

3-NaI
+ 3-NaII

+ NaI
+-NaII

+ 3-NaI
+-NaII

+ MBE

ΔEint −157.6 −167.4 94.1 −269.5 −38.5
ΔEele −111.2 −118.7 95.1 −134.8 0.0
ΔEex 0.6 1.2 0.0 1.7 0.0
ΔErep 16.7 15.2 0.0 32.2 0.3
ΔEpol −39.6 −41.5 −0.4 −120.9 −39.4
ΔEdisp −24.1 −23.5 −0.7 −47.7 0.6

4-CaI
2+ 4-CaII

2+ CaI
2+-CaII

2+ 4-CaI
2+-CaII

2+ MBE

ΔEint −368.4 −376.6 364.7 −527.4 −147.0
ΔEele −214.5 −215.3 369.8 −60.0 0.0
ΔEex −0.3 1.5 0.1 1.3 0.0
ΔErep 43.4 29.3 0.0 73.9 1.2
ΔEpol −166.5 −162.9 −4.0 −482.1 −148.7
ΔEdisp −30.6 −29.2 −1.1 −60.4 0.5

5-BaI
2+ 5-BaII

2+ BaI
2+-BaII

2+ 5-BaI
2+-BaII

2+ MBE

ΔEint −327.6 −224.0 296.3 −356.6 −101.2
ΔEele −216.1 −179.7 302.7 −93.2 0.0
ΔEex −6.7 −30.8 0.1 −37.5 −0.1
ΔErep 114.6 264.5 0.0 382.3 3.2
ΔEpol −175.5 −231.0 −5.7 −517.4 −105.2
ΔEdisp −43.8 −47.1 −0.9 −90.8 0.9

6-BaIII
2+ 6-BaIV

2+ BaIII
2+-BaIV

2+ 6-BaIII
2+-BaIV

2+ MBE

ΔEint −392.5 −397.7 335.0 −559.9 −104.7
ΔEele −286.8 −297.8 344.5 −240.1 0.0
ΔEex −8.6 −11.6 0.5 −20.1 −0.3
ΔErep 125.2 145.0 0.4 272.3 1.6
ΔEpol −174.7 −184.0 −9.5 −475.1 −106.9
ΔEdisp −47.6 −49.3 −0.9 −96.9 0.9
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body polarization. These relations hold for quadruplexes with
the same chemical composition, irrespective of the chelated
cations. By studying these relations, we provide insights into
the excess interaction energy of the cytosine-containing
quadruplex 6 relative to guanine quadruplexes.
Figure 5 shows the one-cation electrostatic energy and the

sum of the cation−cation Coulomb repulsion and many-body
polarization energy as functions of the average oxygen-cation
and the cation−cation distance, respectively, for quadruplexes
with alkaline earth cations. Both energy terms exhibited a
linear correlation with the selected geometric parameters. The
correlation coefficient was slightly lower for the one-cation
electrostatic energy (−0.979) than for the sum of the cation−
cation Coulomb repulsion and many-body polarization energy
(−0.992). Note that the electrostatic energy of the BaII

2+

cation which interacts with the uracil quartet was also nicely
correlated with the energies of the other cations. The
electrostatic energies of the BaIII

2+ and BaIV
2+ cations were

≈60 kcal/mol larger than expected from the linear regression.
This is a consequence of the increased water’s oxygen charge
relative to those of carbonyl groups. On the other hand, these
cations and quadruplex 6 exhibited lower many-body polar-
ization energy than guanine systems by 20 kcal/mol. Due to
this weaker cation shielding, there is a larger decrease of the
bond energy from the first to the second cation of the (GCG)4
quadruplex relative to that of the guanine quadruplexes.
Overall, the binding of the second Ba2+ cation benefits ≈40
kcal/mol from waters’ oxygens in comparison with values
expected from O6 oxygens.

■ CONCLUSIONS

The most common mode of alkaline earth cation binding to
quadruplexes is the sandwich type with alternating cations and
vacancies.3−7 The goal of this study was to understand how
another binding mode related to chelation in adjacent
positions can be enhanced in aqueous solutions. We examined
four crystallized tetramolecular quadruplexes,19−21 two of
which are associated with pyrimidine quartets. EDA of

interaction energies between quadruplex scaffold and cations
revealed that the binding of the second cation in a consecutive
position is due to additive and many-body polarization.
Solvation effects were found to be robust for different
structural motifs. The common feature of all quadruplexes
was that the bond energy of the second alkaline earth cation
was considerably smaller than that of the first one, unlike for
quadruplexes with alkali cations and alkaline earth cations in
every other cavity. This indicates that each subsequent cation
chelation will be even more difficult and that it is likely that
only two alkaline earth cations can be bound in adjacent
vacancies of hydrated quadruplexes.
Quadruplexes consisting of guanine quartets had negative

energy of chelation of the second cation but these values were
much smaller compared to those of alkaline cations. The
energy needed to exchange two Na2+ by two Ca2+ cations is 49
kcal/mol, which shows that cation substitution is not possible
in water. Could quartets composed of pyrimidine bases
increase the bond energy of the second cation? Flexibility of
the end-stacked uracil quartet allows elongation of the cation−
cation distance by approximately 1 Å in the crystallized
quadruplex. Yet, the reduced Coulomb repulsion between the
cations is compensated by the large repulsion energy between
uracils’ oxygens and the chelated cation. Larger cation
desolvation energies in water than in the crystallizing
environment is responsible for positive bond energy of the
cation coordinated by the uracil quartet. On the other hand,
the bond energy of the second cation in the vacancy created by
cytosine and guanine quartets is sufficiently large to be stable
in aqueous solutions. The energy increase originates from
water-mediated contacts between the cations. The increased
charge of water’s relative to guanine’s oxygen results in
stronger electrostatic attraction with cations, whereas elec-
tronic shielding is somewhat reduced. We tentatively propose
that the cytosine quartet stacked between two guanine quartets
has higher affinity for alkaline earth than alkali cations in water.
This suggests that different structural motifs might be used to

Figure 5. (a) Plot of the one-cation electrostatic energy (Eele) vs the average oxygen-cation distance for both layers and (b) plot of the sum of the
cation−cation Coulomb repulsion (ECC) and many-body polarization energy (EMBP) vs the cation−cation distance for each quadruplex. Straight
lines represent linear regressions for all alkaline earth cations excluding those related to a cytosine quartet (depicted by star symbols).
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synthesize quadruplexes with an unusual cation bonding mode
for nanotechnology applications.
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Abstract: Magnesium diboride gained significant interest in the materials science community after the
discovery of its superconductivity, with an unusually high critical temperature of 39 K. Many aspects
of the electronic properties and superconductivity of bulk MgB2 and thin sheets of MgB2 have
been determined; however, a single layer of MgB2 has not yet been fully theoretically investigated.
Here, we present a detailed study of the structural, electronic, vibrational, and elastic properties of
monolayer MgB2, based on ab initio methods. First-principles calculations reveal the importance of
reduction of dimensionality on the properties of MgB2 and thoroughly describe the properties of this
novel 2D material. The presence of a negative Poisson ratio, higher density of states at the Fermi
level, and a good dynamic stability under strain make the MgB2 monolayer a prominent material,
both for fundamental research and application studies.

Keywords: magnesium diboride; 2D materials; density functional theory

PACS: 71.15.Mb; 74.70.Ad

1. Introduction

Magnesium diboride was first synthesized and had its structure confirmed in 1953 [1]. An interest
in its properties has grown ever since 2001, when it was discovered that MgB2 exhibits the highest
superconducting transition temperature Tc of all metallic superconductors. It is an inter-metallic s-wave
compound superconductor with a quasi-two dimensional character [2] and a critical temperature of
superconductive transition at Tc = 39 K. The experimental confirmation of the isotope effect [3] in
MgB2 indicated that it is a phonon-mediated BCS superconductor. A better definition would describe
MgB2 as self-doped semimetal with a crucial σ-bonding band that is nearly filled [4]. The basic aspects
of the electronic structure and pairing is in a rather strong coupling of high frequency boron–boron
stretch modes to the bonding electronic boron–boron states at the Fermi surface. The phonon-mediated
mechanism with different coupling strengths between a particular phonon mode and selected electronic
bands, boron σ- and π-bands [5–13], results in the presence of two superconducting gaps at the Fermi
level. MgB2 has already been fabricated in bulk, as single crystals, and as a thin film, and shows
potential for practical applications.
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The discovery of graphene in 2004 [14] sparked an interest in 2D materials and their properties.
A variety of new properties, which distinguished graphene from graphite [14–22], inspired a search
for other low-dimensional limits of layered materials and possibilities they offered. Interest in a
low-dimensional limit of MgB2 has arisen in past years, showing that it is superconductive even in a
monolayer [23,24].

MgB2 has a distinct layer structure, where boron atoms form a honeycomb layer and
magnesium atoms are located above the center of the hexagons, between every boron plane.
The boron layers alternate with a triangular lattice of magnesium layers. There is a noticeable
structural similarity of MgB2 to graphite-intercalated compounds (GICs), some of which also exhibit
superconductivity [25–29]. Both monolayer and two-layer graphene, decorated/intercalated with
atoms of alkali and alkaline earth metals, exhibit superconductivity and have been thoroughly studied
using ab initio methods and isotropic and anisotropic Eliashberg theory [30–32].

Furthermore, a similarity in the electronic structure between GICs and MgB2 exists. The peculiar
and unique property of MgB2 is a consequence of the incomplete filling of two σ bands corresponding
to strongly covalent sp2-hybrid bonding within the graphite-like boron layers [33].

Here, we present a comprehensive study of the electronic, vibrational, and mechanical properties
of MgB2 using ab initio methods, in order to provide its detail description.

2. Computational Details

MgB2 has a hexagonal unit cell and consists of graphite-like B2 layers stacked with the Mg
atoms in between, as shown in Figure 1. The first-principles calculations were performed within
the density functional theory (DFT) formalism, using a general gradient approximation (GGA) to
calculate the electronic structure. For all electronic and phonon structure, the Quantum Espresso
software package [34] was used with ultra-soft pseudopotentials and a plane-wave cutoff energy of
30 Ry. All calculated structures are relaxed to their minimum energy configuration, following the
internal force on atoms and stress tensor of the unit cell. We used the Monkhorst-Pack 48× 48× 48
and 40× 40× 1 k-meshes, for the calculations of the electronic structure of the MgB2 bulk and MgB2

monolayer, respectively. The phonon frequencies are calculated using Density Functional Perturbation
Theory (DPFT) on the 12 × 12 × 12 and 20 × 20 × 1 phonon wave vector mesh for the bulk and
monolayer structures, respectively. In two-dimensional systems, the van der Waals (vdW) interaction
was found to play an important role on the electronic structure [35]; however, as this is study on
monolayer MgB2, we do not treat vdW interactions, especially since, in this case, the effects are
minor and including them would add additional computational costs but would not yield more
accurate results.

Figure 1. Crystal structure of the MgB2 monolayer (a) and bulk MgB2 (b), with a hexagonal unit cell.
Green (orange) spheres represent Boron (Magnesium) atoms. Color online.

The crystal structure of MgB2 and the MgB2 monolayer are presented in Figure 1. The lattice
parameters for the bulk MgB2 are in agreement with the experimental results, a = 3.083 Å and
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c/a = 1.142 [9]. In order to avoid an interlayer interaction due to the periodicity and to simulate a 2D
material, an artificial vacuum layer was set to be 25 Å. When the monolayer is modelled, the structure
is geometrically optimized, allowing the atoms to reach a minimum potential energy state. The bond
length between neighbouring atoms remained to be 1.78 Å, but the distance from the boron layer to
the Mg atoms changed from h = 1.76 Å to h = 1.60 Å.

For the molecular dynamics (MD) study, the Siesta code was utilized [36]. The super-cell is
built by repeating the unit cell three times in both in-plane directions, whereas the lattice vector
in the perpendicular direction is 15 Å, providing a large enough vacuum space between the 2D
material and its periodic replica in order to avoid their mutual interaction. The lattice parameters
and the geometry of the unit cell are initially optimized using the conjugate gradient method.
The Perdew-Burke-Ernzerhof form of the exchange-correlation functional [37], the double-zeta
polarized basis set, and the Troulier-Martins pseudopotentials [38] were used in all MD calculations.

The second-order elastic constants were calculated using the ElaStic software package [39]. First,
the direction is projected from the strain tensor and total energies for each deformation are calculated.
Elastic constants are then calculated using the second derivatives of the energy curves, dependent on
the parameter η. In our calculations, the maximum positive and negative amplitudes of 5% Lagrangian
strain were applied, with a step of 0.1%.

For the 2D square, rectangular, or hexagonal lattices, the non-zero second-order elastic constants,
in Voigt notation, are c11, c22, c12, and c66. Due to symmetry, in hexagonal structures c11 = c22 and
c66 = 1

2 (c11 − c12); so, we have 2 independent elastic constants. The layer modulus, which represents
the resistance of a 2D material to stretching, is given as

γ =
1
4
(c11 + c22 + 2c12).

The 2D Young modulus Y for strains in the (10) and (01) directions, Poisson’s ratio ν and the shear
modulus G are obtained from the following relations,

Y =
c2

11 − c2
12

c11
, ν =

c12

c22
, G = c66.

Units for elastic constants and those parameters are N/m.

3. Results and Discussion

In order to determine the stability of a single layer of MgB2, we perform MD simulations based on
DFT and the super-cell approach. Besides the system with optimized (pristine) lattice parameters, we
also consider a biaxially stretched system (up to 3% of tensile strain) and biaxially compressed system
(up to 5% of compressive strain). The MD simulations are conducted in the range of temperatures
between 50–300 K, with a step of 50 K, using the Nosé–Hoover thermostat [40].

Figure 2a shows the average distance between Mg and B atomic layers, as evolved over a time of
1 ps. Throughout the simulation time, there is no further evolution of the z-coordinate and the Mg
atom shows only oscillatory movement around the equilibrium positions (as is shown in Figure 2)
Importantly, the separation indicates that the Mg atoms do not leave the surface of the MgB2 crystal.
The plane in which the Mg atoms reside shifts away from the plane of the B atoms on average by
0.09 Å in a compressed crystal, while the distance between the planes decreases on average by 0.42 Å
in the stretched system. This (relatively larger) shift in the latter case can be understood by analysing
the details of the MgB2 atomic structure. When the crystal is biaxially stretched, its Mg–B bond lengths
increase, which is partially compensated by the nesting of the Mg atoms in the hollow sites closer to
the B sublattice. Despite these atomic shifts, the MD simulations show the structural stability of the
system. The stability from the MD simulations can be further quantitatively derived from the global
Lindemann index, the dependence of which on temperature is shown in Figure 2b. It is calculated
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for the pristine crystal, with a compressive strain of 5% and a tensile strain of 3%, from the local
Lindemann indices, given by the formula

qi =
1

N − 1 ∑
j 6=i

√
〈r2

ij〉 − 〈rij〉2

〈rij〉
,

by averaging over all atoms. Here qi is the local Lindemann index of atom i, N is number of atoms, rij
is a separation between atoms i and j, and the angle brackets denote averaging over time (i.e., MD
steps) [41]. The linear behaviour of the Lindemann indices indicate that systems are stable, at least up
to room temperature.

（a）

（b）

Figure 2. (a): Average distance between the Mg and B atomic layers; and (b): the dependence of the
global Lindemann index as a function of temperature.

The calculated second-order elastic constants and other structural parameters for monolayer
MgB2 are given in Table 1. All elastic constants related to the bulk material (those that have 3, 4, or 5 in
their subscripts), are calculated close to zero, as is expected for the monolayer. Compared to similar
2D materials, the layer modulus of MgB2 of 30.18 N/m is relatively small (in the range of Silicene and
Germanene), roughly five times smaller than that of graphene or h–BN, for example [42,43]. Similar
results are obtained for the Young modulus. Compared to borophene (two-dimensional boron sheets
with rectangular structures) [44], which is a hard and brittle 2D material that exhibits an extremely
large Young’s modulus of 398 N/m along the a direction [45], the MgB2 monolayer has a significantly
smaller value of 63.29 N/m. The most interesting observation in the elastic properties of the MgB2
monolayer is that the c12 constant is negative, which gives a negative Poisson ratio in the a and b
directions, too—although, with a very small negative value of −0.05. However, compared to 2D
borophene, which has an out-of-plane negative Poisson’s ratio (that effectively holds the strong boron
bonds lying along the a direction and makes the boron sheet show superior mechanical flexibility along
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the b direction [46]), we obtain similar values [45]. For comparison, graphene has a Young modulus
of 352.2 N/m and a Poisson ratio of 0.185 [42]. After confirming its stability and determining the
elastic properties of the MgB2 monolayer, we study its electronic properties. In Figure 3, the electronic
structures of bulk MgB2 and the MgB2 monolayer are presented. The band structures for the bulk
along the high-symmetry points Γ-K-M-Γ-A-L, and for the monolayer along Γ-K-M-Γ were calculated.
The Fermi level is set to zero. The band structure of the bulk is in full agreement with previous
studies [10,47–49]. The two bands crossing the Fermi level play a crucial role in the electronic properties
of MgB2. The density of the states around E f are predominantly related to the B atoms and their
p-orbitals, whereas the Mg atom contribution is negligible in this region. Previous studies described
Mg as fully ionized and showed that the electrons donated to the system are not localized on the anion
but, rather, are distributed over the whole crystal [6]. A similarity to graphite can be observed, with
three σ bands, corresponding to the in-plane spx py (sp2) hybridization in the boron layer and two
π-bands of boron pz orbitals [33]. Boron px(y) and pz orbitals contribute as σ and π states. Analysing
projected DOS, one concludes that the σ states are considerably involved in the total density of states
at the Fermi level, while the π states have only a partial contribution. It is worth emphasizing that
the bulk bands of this material at the K-point above the Fermi level present a formation similar to the
Dirac cones in graphene.

In the monolayer, there is an increase in the total density of states at the Fermi level from N(E f )bulk
= 0.72 states/eV to N(E f )mono = 0.97 states/eV. In the same manner as in the bulk, the monolayer
Mg atoms negligibly contribute to the density of states at the Fermi level, and the main contribution
comes from the B p-orbitals. The characteristic Dirac cone-like structure is still present and closer to
the Fermi level. Dg77, as the symmetry group of the MgB2 monolayer, hosts a Dirac-like dispersion
in the vicinity of the K-point in the hexagonal Brillouin zone, if the orbital wave functions belong to
the 2D representation E of the C3v point group of the wave vector [50,51]. In the tight-binding case,
the px and py orbitals of two boron ions give rise to one E-representation (and to two one-dimensional
representations), while the s-orbitals form a basis for one E-representation and pz-orbitals form a basis
for one E-representation as well. This explains the presence of the Dirac cones at the K-point in the
band structure of the MgB2 monolayer (as shown in Figure 3b).

Figure 3. The electronic band structure and total density of states in bulk MgB2 (a) and the MgB2

monolayer (b). The blue and red colors represent the B and Mg atoms contributions to the electronic
dispersion, respectively.

Table 1. The calculated elastic stiffness constants, layer modulus γ, Young’s modulus Y, Poisson’s ratio
ν, and shear modulus G for the MgB2 monolayer. All parameters are in units of N/m.

c11 c12 c66 γ Y ν G

63.4 −3.1 33.3 30.18 63.29 −0.05 33.3

Figure 4 shows the phonon dispersions for both the bulk and monolayer. For the bulk
(in Figure 4a), there are four optical modes at the Γ point. Due to the light atomic mass of the B
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atoms and the strong B–B coupling, the two high-frequency modes almost have a pure boron character.
The in-plane stretching mode E2g and the out-of-plane mode (where the atoms move in opposite
directions B1g) are the boron atom modes. E2g is a doubly-degenerate Raman active mode and
experimental studies [6,9] showed that this mode is very sensitive to structural changes and it has a
strong electron-phonon coupling. The low-frequency modes (A2u) and double degenerate (E1u) are
infrared active and they do not involve changes on in-plane bonds. In Figure 4b, the phonon dispersion
of the MgB2 monolayer is presented. In the phonon spectrum there are no imaginary frequencies,
which confirms, once again, the dynamical stability of the system (also demonstrated earlier by the
MD calculations).

Figure 4. The phonon dispersion and the phonon density of states for the MgB2 bulk (a) and
monolayer (b). The blue and red colours represent the B and Mg atom contributions in the phonon
dispersion, respectively.

At the Γ point, there are three acoustic and six optical modes (from which two pairs are doubly
degenerate). The optical modes A1, B1, E1, and E2 are related to the optical modes of the parent material.
Two significant differences between the bulk and monolayer spectrum can be observed: The E1 and A1

mode become energy degenerate in the monolayer, resulting in either a slight softening (hardening)
of the modes which leads to nearly equal frequencies, which opens a gap in the phonon density of
states (DOS) between the acoustic and optical modes. A more significant effect concerns the softening
of the B1 mode and hardening of the E2 mode. As in the bulk E2g mode, the monolayer E2 mode is
strongly coupled to electrons, causing the superconductivity in the monolayer in a similar fashion as
in the bulk. In Figure 5, the vibrational frequencies and normal coordinates for the MgB2 monolayer
are presented. The symmetry group is C6v, and the acoustic modes are A1 and E1. The optical modes
at the Γ point are A1, B1, E1, and E2, where the infrared-active ones are A1 and E1. The Raman-active
modes are A1, E1, and E2, and B1 is silent. In Table 2, the Raman tensor for the MgB2 monolayer is
presented [52]. Similar to graphene, the phonon eigenvectors and the normal coordinates at the Γ-point
are determined by symmetry rules and, therefore, are a model independent.

Table 2. Raman tensor of the MgB2 monolayer.

Raman Tensors

MgB2-mono
Dg77 = TC6v

Oz ||C6
Ox || σv

A1 a 0 0
0 a 0
0 0 b


E1 0 0 c

0 0 0
c 0 0

 0 0 0
0 0 c
0 c 0


E2 d 0 0

0 −d 0
0 0 0

 0 −d 0
−d 0 0
0 0 0


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Figure 5. Vibrational frequencies (in wavenumbers) and the vibration normal coordinates at Γ for the
MgB2 monolayer.

4. Conclusions

The electronic band structure, density of states, phonon dispersion, and elastic constants have
been calculated for the MgB2 monolayer and compared to the bulk material, using first-principles
calculations within the DFT framework. We demonstrated an increase of electronic density of states at
the Fermi level in the monolayer (compared to the bulk) and determined its stability under various
strains. These two features are crucial for the enhancement of electron–phonon coupling and they
enable significant mechanical modification that increases the critical superconducting temperature.
Establishing stability and offering insight into this novel 2D material, we focus on the effects of
ultimate lowering of the dimensionality. The question of reduction of dimensionality to its limit,
a truly atomic-scale 2D system, and the consequences of this [53–61] are highly relevant, not only to
fundamental science but also to applications in nanotechnology.
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