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 A B S T R A C T

For effective radiation therapy, it is crucial to understand the properties of the radiation being utilized. The 
challenge lies in the dose distribution within an irradiated inhomogeneous medium composed of various 
tissues, each with different attenuation characteristics. Consequently, it is essential to determine the mass 
energy absorption coefficient for each point within the irradiated volume and the incident beam spectrum 
of the therapeutic accelerator to accurately calculate the dose distribution in the treated body area. In this 
study, our objective was to determine the photon radiation spectrum of a medical linear accelerator using 
a measurement technique based on the transmission and unfolding method. The radiation spectrum of the 
Varian DHX therapeutic linear accelerator was analyzed using the attenuation (transmission) method. This 
study focused exclusively on the 6 MeV photon radiation spectrum. Radiation doses were measured after 
attenuation through materials such as water, aluminum, lead, iron, and copper. The photon radiation spectrum 
was determined using these measured data, the known attenuation coefficients for the materials, and the 
standard unfolding technique, which is well-established in neutron and photon activation measurements. The 
results of this study demonstrate that the applied technique can reliably provide information about the photon 
radiation spectrum characteristics of medical linear accelerators. The analysis reveals that the radiation doses 
calculated using the photon spectrum obtained via the unfolding method are more consistent with the measured 
values than those calculated using the standard Schiff spectrum.

1. Introduction

One of the most important techniques in radiation therapy is the 
use of megavoltage photon beams from linear accelerators. The promi-
nent development of sophisticated computational techniques in therapy 
planning has opened up the need for knowledge of photon beam 
features. The energy spectrum of the photon beam is one of the most 
important accelerator characteristics. Since the intensities of therapeu-
tic photon beams are very high, only a few results of direct spectroscopy 
can be found in the literature (Ali et al., 2012). One way to characterize 
a photon beam is through Monte Carlo simulations that take into ac-
count all interactions within the accelerator head (Sheikh-Bagheri and 
Rogers, 2002). Although simulation techniques may provide good esti-
mations of beam energy spectra, it is necessary to provide experimental 
verification. Several indirect techniques have been developed for the 
reconstruction of the shape of the energy spectra of photon beams from 
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therapeutic machines with details explained in Refs. Ali and Rogers 
(2012), Ali et al. (2012), Catala et al. (1995) and Huang et al. (1983, 
1982). Transmission analysis has proven to be very suitable for the 
indirect determination of the photon spectrum of the therapeutic beam 
in a clinical environment (Ali and Rogers, 2012).

Transmission analysis is a method wherein a collimated photon 
beam is passed through attenuators of different thicknesses, and the 
dose is measured at a selected point. The result of these measurements 
is an attenuation curve, i.e., the dose dependence on the thickness 
of the attenuator. To obtain a transmission curve, it is necessary to 
normalize the detected dose values (attenuation curve) with the dose 
measured when there were no attenuators in the beam. Based on 
the transmission data, it is possible to reconstruct the shape of the 
photon spectrum using various techniques. The most commonly used 
techniques include Laplace pairs, matrix inversion, or iterative un-
folding. In some of these methods, it is desirable that the function 
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describing the energy dependence of the attenuation material decreases 
monotonically. The minimum of this function must be at an energy 
higher than the endpoint energy of the photon beam; therefore, in 
these experiments, mainly light materials were chosen, from graphite 
to copper, to collect transmission data. In some publications, the au-
thors have described measurements where the desired photon beam 
attenuation characteristics were obtained by combining two materials, 
most commonly lead and some other light element (Catala et al., 1995; 
Huang et al., 1983, 1982).

This paper will focus on the transmission technique and the use 
of the unfolding procedure to reconstruct the energy spectrum of a 
photon beam, but in a slightly different way. The standard method uses 
unfolding to estimate the shape of the spectrum from a certain number 
of dose measurements with different thicknesses of one attenuator ma-
terial (or a combination of two different ones). This paper investigates 
the possibility of reconstructing beam energy spectra utilizing a set 
of transmission data collected by an identical experimental procedure 
but using several different materials. Instead of several thicknesses of 
the same material, it is possible to perform measurements with several 
different materials and obtain a set of transmission data. The measured 
doses can be calculated as an integral of a function that also contains an 
unknown energy spectrum. Mathematically, this problem is reduced to 
Fredholm’s equation of the first kind. This problem is often encountered 
in nuclear reactions with neutrons and photons (Jovancevic et al., 
2014; Jovančević et al., 2016, 2017; Ilić et al., 2020; Medic et al., 2021; 
Jovančević et al., 2024; Medic et al., 2024), so several highly efficient 
unfolding codes have been developed in reactor physics. Some of them 
will be used to estimate the energy spectrum of photons in the beam of 
a therapeutic accelerator from a set of transmission data obtained with 
several different attenuators.

2. The method

Dose 𝐷𝑘 of the well-collimated high energy x-ray beam in air after 
transmission in thickness 𝑥 of chosen material can be expressed as: 

𝐷𝑘 = ∫

𝐸𝑚𝑎𝑥

0
𝜇𝑒𝑛(𝐸) ⋅ 𝐸 ⋅ 𝐹 (𝐸) ⋅ 𝑅(𝐸)

⋅𝑒𝑥𝑝(−𝜇𝑘(𝐸) ⋅ 𝑥) ⋅ 𝑑𝐸
(1)

where 𝜇𝑒𝑛 is the mass-energy absorption coefficient of air, 𝐹 (𝐸) is the 
differential photon flounce at energy 𝐸 (photon spectrum), 𝑅(𝐸) is the 
energy response function of the ionization chamber, 𝜇𝑘(𝐸) is the linear 
attenuation coefficient of chosen attenuation material (which has same 
unit as 𝜇𝑒𝑛, cm2∕g) and 𝐸𝑚𝑎𝑥 is the endpoint energy in the spectrum.

Expression (1) can be rewritten as: 

𝐷𝑘 = ∫

𝐸𝑚𝑎𝑥

0
𝐸 ⋅ 𝐹𝑖 ⋅ 𝜎𝑖𝑘 ⋅ 𝑑𝐸 (2)

It means that the dose for attenuation material, 𝑘, is proportional 
to the product of the 𝜎𝑖𝑘 = 𝜇𝑒𝑛(𝐸) ⋅ 𝑅(𝐸) ⋅ 𝑒𝑥𝑝(−𝜇𝑘(𝐸) ⋅ 𝑥) for a certain 
material (Eq. (1)), and the photon fluence rate defined as 𝐸 ⋅ 𝐹𝑖. To 
employ the unfolding method, it is essential to convert the integral 
equations into a set of discrete equations for a certain energy bin 𝐸𝑖. 

𝐷𝑘 =
𝑐
∑

𝑖
𝛷𝑖 ⋅ 𝜎𝑖𝑘 ⋅ 𝛥𝐸𝑖; 𝑘 = 1, 2,… , 𝑚 (3)

where 𝛷𝑖 is 𝛷𝑖 = 𝐸𝑖 ⋅ 𝐹𝑖(𝐸).
Measurements of multiple dose values 𝐷𝑘 (𝑚 in Eq.  (3)) using 

various materials (𝑘) as attenuators, with an unknown photon fluence 
𝛷𝑖(𝐸), follow a procedure similar to that in neutron activation analysis. 
In the latter, the activities of several irradiated activation detectors are 
measured to determine the unknown quantities. Similarly, the unknown 
photon fluence 𝛷𝑖(𝐸) can be resolved using standard unfolding pro-
cedures. The measured dose values can be normalized to one of the 
attenuators, as was done in this study. For the unfolding process, we 
utilized the MAXED, GRAVEL, and SAND-II algorithms (Matzke, 1994; 
McElroy et al., 1967; Reginatto and Goldhagen, 1999).

2.1. Unfolding algorithms

In this study, we utilized and compared three unfolding algorithms. 
The first was the SAND-II iterative algorithm (McElroy et al., 1967), 
followed by the GRAVEL algorithm, an enhanced version of SAND-
II (Matzke, 1994). The third was the MAXED algorithm, which em-
ploys the maximum entropy principle to compute the unfolded func-
tion (Reginatto and Goldhagen, 1999).

Both the SAND-II and GRAVEL algorithms determine the 𝛷(𝐸)
function of photon spectra through iterative processes, beginning with 
an initial assumption about the spectrum. During the 𝐽 th iteration step 
of the photon fluence rate (𝛷𝐽

𝑖  for the energy bin 𝐸𝑖), the subsequent 
iteration, 𝛷𝐽+1

𝑖 , is calculated as follows: 

𝛷𝐽+1
𝑖 = 𝛷𝐽

𝑖 ⋅ 𝑓 (𝐷𝑘, 𝜖𝑘, 𝜎𝑘𝑖, 𝛷
𝐽
𝑖 ) (4)

The function 𝑓 is defined as: 

𝑓 = 𝑒𝑥𝑝

⎛
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(5)

The key difference between the SAND-II and GRAVEL algorithms 
lies in the definition of 𝑊 𝐽

𝑖𝑘 . In the SAND-II algorithm, 𝑊 𝐽
𝑖𝑘  is defined 

as follows: 

𝑊 𝐽
𝑖𝑘 =

𝜎𝑘𝑖𝛷𝐽
𝑖

∑

𝑖 𝜎𝑘𝑖𝛷
𝐽
𝑖
, (6)

while in GRAVEL it is defined as: 

𝑊 𝐽
𝑖𝑘 =

𝜎𝑘𝑖𝛷𝐽
𝑖 𝐷

2
𝑘

∑

𝑖 𝜎𝑘𝑖𝛷
𝐽
𝑖 𝜖

2
𝑘

(7)

where 𝑊 𝐽
𝑖𝑘  is the weight factor, 𝐷𝑘 is the measured dose, 𝜀𝑘 is the 

measurement uncertainty, and 𝜎𝑘𝑖 is the response function (including 
the attenuation coefficient) of the 𝑘th attenuator in the energy bin 𝐸𝑖.

Unlike the SAND-II and GRAVEL algorithms, the MAXED algorithm 
calculates photon spectra by fitting the input data (measured dose 𝐷𝑘) 
to the function 𝛷(𝐸) that maximizes the relative entropy, 𝑆: 

𝑆 = −∫

(

𝛷(𝐸) ln
(

𝛷(𝐸)
𝛷𝑑𝑒𝑓 (𝐸)

)

+𝛷𝑑𝑒𝑓 (𝐸) −𝛷(𝐸)
)

𝑑𝐸
(8)

where 𝛷𝑑𝑒𝑓 (𝐸) is the default spectrum function.

3. Measurements

3.1. Materials

The attenuator plates were made of lead, copper, iron, aluminum, 
and a small water phantom. The thickness of each plate was selected 
to ensure that the incident beam from the linear accelerator, with an 
endpoint energy of 6 MeV, is attenuated to approximately 50% upon 
passing through the plate. Due to the varying electron densities of these 
materials, each plate has a different required thickness. The required 
thicknesses are as follows: 1 cm for lead, 1.55 cm for copper, 1.9 cm 
for iron, 6.1 cm for aluminum, and 13 cm for water. The attenuation 
coefficients for these materials (XCOM, 2024) are presented in Fig.  1.

3.2. Dose measurement

Measurements were performed using a multi-energy therapeutic lin-
ear accelerator, Clinac DHX (Varian Medical Systems) (varian, 2024), 
with an endpoint energy of 6 MeV. This linear accelerator is calibrated 
according to the TRS 398 (IAEA) protocol (Seriesa, 2004) and is li-
censed by the State Regulatory Agency for Radiation Safety of Bosnia 



Radiation Physics and Chemistry 232 (2025) 112670

3

M. Milaković et al.

Fig. 1. Attenuation coefficients of selected materials (XCOM, 2024).

Fig. 2. Experimental setup.

and Herzegovina (State, 2024). Additionally, the dose delivery of this 
accelerator is verified by the IAEA Dosimetry Laboratory.

To achieve more reliable results, the delivered dose is 300 MU 
(3 Gy) for all attenuators, the distance from the source to the attenuated 
plates (SSD) is 60 cm, and from the attenuator to the ionization 
chamber is 345 cm (Fig.  2).

To obtain the most accurate measurement results, it is essential to 
minimize the contribution of scattered radiation to the total measured 
dose, as scattered photons reaching the ionization chamber can affect 
the readings. The measurements were conducted by placing the atten-
uators as close as possible to the accelerator’s focus while positioning 
the ionization chamber at the maximum distance allowed by the room’s 
size. Additionally, the collimator opening was adjusted so that the 
field width at the dosimeter location matched the dimensions of the 
build-up cap, creating a narrow geometry. This setup ensured that 
only a minimal volume of the attenuator was exposed to the primary 
beam, thereby reducing the impact of scattered radiation on the total 
measured dose. The large distance between the attenuator and the 
dosimeter further minimized this impact, as only a small fraction of 
scattered radiation, primarily that scattered at very small angles, could 
reach the dosimeter location.

Measurements were performed using an IBA Farmer-type ioniza-
tion chamber equipped with a build-up cap and a SuperMAX 1000 
electrometer (Standard Imaging) (https://www.standardimaging.com/
products/exradin-a19-ion-chamber-waterproof-classic-farmer-0-62cc).
The results for each attenuator are presented in Table  1. The measured 
dose values, expressed in nanocoulombs (nC), represent the ionization 
chamber’s readout current.

Table 1
Characteristics of the used materials: 𝜌 [g∕cm3 - density; A/M - Relative atomic/molec-
ular mass; Z -Atomic number; 𝑑 [mm]- thickness of attenuator; 𝐷[𝑛𝐶] - measured dose.
 Attenuator 𝜌 [g∕cm3] A/M Z d [mm] 𝐷[𝑛𝐶]  
 Air 1.225 ⋅ 10−3 28.96 7.5 4050.00(5) 2.947(3)  
 H2O 1 18.0148 3.4 13.00(5) 1.5916(4)  
 Al 2.699 25.982 13 6.10(5) 1.472(4)  
 Fe 7.874 55.845 16 1.90(5) 1.1694(11) 
 Cu 8.96 93.546 29 1.55(5) 1.6352(7)  
 Pb 11.35 207.21 82 1.00(5) 1.6878(7)  

Fig. 3. Unfolding results from MAXED, Gravel and SAND-II algorithms. (The spectrum 
integral is normalized to unity.)

Table 2
The S values for: 1. Default functions before unfolding procedures, 2. SAND-II results, 
3. GRAVEL results and 4. MAXED results.
 S
 Default function Sand-II Gravel Maxed  
 0.00034 0.00023 0.00023 0.00023 

4. Experimental results

4.1. Unfolding results

All unfolding methods used in this study require an initial or de-
fault spectrum to start the unfolding procedures. This spectrum should 
encompass all available known data about the shape of the spec-
trum. Various methods can be employed to construct this default 
spectrum. In this paper, the theoretical Schiff function was chosen as 
the default spectrum (Schiff, 1951) for the 6 MeV electrons producing 
bremsstrahlung radiation. This choice is considered a very good initial 
guess, and the final results should not deviate significantly from the 
initial spectrum.

Unfolding procedures were conducted over the energy range from 
0 MeV to 6 MeV, grouped into discrete energy bins (200 bins). The 
results obtained by the SAND-II, GRAVEL, and MAXED algorithms using 
all selected default functions are presented in Fig.  3.

The validation of the unfolding results was performed by calculating 
the dose (𝐷𝑐

𝑘 =
∑

𝜎(𝐸𝑖) ⋅𝛷(𝐸𝑖) ⋅𝛥𝐸) and subsequently comparing it with 
the 𝑛 measured data (𝐷𝑚

𝑘 , Table  1). These calculations were carried out 
for the default function and for the three solutions obtained from the 
SAND-II, GRAVEL, and MAXED algorithms. The resulting 𝜎 values are 
presented in Table  2: 

𝑆 = 1
𝑛 − 1

𝑛
∑

1

(𝐷𝑐
𝑘 −𝐷𝑚

𝑘
𝐷𝑚

𝑘

)2

(9)

https://www.standardimaging.com/products/exradin-a19-ion-chamber-waterproof-classic-farmer-0-62cc
https://www.standardimaging.com/products/exradin-a19-ion-chamber-waterproof-classic-farmer-0-62cc
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These results suggest that the unfolding procedures improve the 
precision of reproducing the measured dose 𝐷𝑘.

As the final outcome, we present the averaged photon spectra ob-
tained from all three unfolding algorithms. These results are depicted in 
Fig.  4, where the solid line represents the averaged photon spectra. The 
dashed lines indicate the maximum and minimum values of the photon 
spectra, representing the uncertainty corridor calculated directly from 
the spectrum unfolding.

4.2. Geant4 bremsstrahlung spectrum simulation

The simulation of gamma spectra of the central part of the beam 
coming from medical linac is done using Geant4 11.2.1 version
(Agostinelli et al., 2003). Existing medical linac example (Caccia et al., 
2020) simulation included in Geant4 advanced examples is using 
several main parts in simulation geometry, such as source of elec-
trons, target, primary collimator, vacuum window and a flattening 
filter. The setup file included accelerator name, which was selected 
among implemented ones, which was ‘‘acc2’’, and that macro name 
containing specific data for accelerator chosen was modified one, based 
on ‘‘acc2_6MeV_3x3.mac’’. Geant4 Primary particles generator was a 
particle gun, and primary particles were electrons with mean energy of 
6 MeV and with 0.127 MeV standard deviation in energy and 0.5 mm 
radius of the electron beam. The sampling of particles to create a 
resulting gamma spectrum is done in plane perpendicular to medical 
linac, i.e to the source, with center at 0,0,0 coordinates in x,y and 
z, with an arbitrary radius on same plane around the center of the 
incoming beam (Fig.  4).

5. Discussion

Fig.  5 compares the results obtained in this study using transpar-
ent measurement techniques and the unfolding process with Geant4 
simulations. Additionally, it includes the theoretical Schiff spectrum 
corrected for attenuation in the accelerator head materials. The results 
demonstrate a good agreement between the measured, simulated, and 
theoretical values, although some deviations are noticeable.

At low energies, the measured values are smaller than both the 
theoretical and simulated ones. This discrepancy could be attributed 
to the limitations of the measurement technique or the accuracy of 
the unfolding process at lower energy ranges, for example, it can 
come from the contribution of scattered radiation to the low-energy 
part of the spectrum. The source of discrepancy could also be the 
accuracy of the unfolding process at lower energy ranges. Conversely, 
at higher energies, the measured values show a closer alignment with 
the simulated values than with the theoretical data, suggesting that 
the simulation model may be more reliable in predicting the photon 
spectrum at these energies.

Interestingly, the measured values indicate the peak of the spectrum 
at slightly higher energies than both the simulated and theoretical 
calculations. This could point to potential systematic shifts in the 
measurement process or inherent differences in how the experimental 
procedure determine the photon spectrum compared to the theoretical 
models and simulations.

These findings underscore the importance of continuous refinement 
in both experimental techniques and simulation models to enhance 
the accuracy of photon spectrum characterization in linear medical 
accelerators.

6. Conclusion

The comparisons of measured, simulated, and theoretical data sug-
gest that the experimental technique used in this study can effectively 
characterize the photon radiation spectrum of linear medical acceler-
ators. The measurement process is straightforward and time-efficient, 

Fig. 4. Geant4 simulated geometry of medical linear accelerator head.

Fig. 5. Energy spectrum 𝐸 ⋅𝛷 (arbitrary units) as a function of energy 𝐸 (MeV). The 
dashed line represents the corrected Schiff function, the solid line shows the unfolding 
result, the dotted lines indicate the upper and lower limits, and the dash-dotted line 
corresponds to the Geant4 simulation. (The spectrum integral is normalized to unity.)

while the unfolding process can be automated, making this technique 
a promising option for routine beam quality control in clinical practice.

To fully realize its potential, standardization of the measurement 
and calculation processes is essential. This includes the optimal selec-
tion of attenuator materials, device miniaturization, and the refine-
ment of unfolding algorithms. The application of machine learning 
techniques could play a important role in optimizing these factors.

The further development of this technique, as demonstrated for the 
first time in this work, will be the focus of future studies. These efforts 
aim to establish a reliable and efficient method for photon spectrum 
analysis, which is critical for ensuring the accurate and consistent 
operation of linear medical accelerators in clinical settings.
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Photoactivation of the 391.69 keV isomer state of 113mIn by the (γ, 2n) reaction

Z. Medic ,1 M. Krmar,2 N. Jovancevic ,2 D. Maletic ,1 Y. Teterev ,3 and S. Mitrofanov 3

1Institute of Physics, Belgrade 11000, Republic of Serbia
2Physics Department, Faculty of Sciences, University of Novi Sad, Novi Sad 21000, Republic of Serbia
3Flerov Laboratory of Nuclear Reactions, Joint Institute for Nuclear Research, Dubna 141980, Russia

(Received 28 September 2023; accepted 26 January 2024; published 12 March 2024)

Natural indium targets were exposed to high-energy bremsstrahlung radiation, from 9 MeV to 23 MeV. Using
the measured γ spectra, the yield ratio of 113mIn and 115mIn was determined. It was checked to what extent the
measured values of the yield ratio can be reproduced using the existing experimental data of cross sections of
relevant photonuclear reactions, as well as cross sections obtained by TALYS calculations. The measured reaction
yield ratio was used to reconstruct the energy differential cross section of 115In(γ , 2n) 113mIn using the unfolding
procedure.

DOI: 10.1103/PhysRevC.109.034607

I. INTRODUCTION

Photonuclear reactions are appealing phenomena that oc-
cur when external radiation interacts with the nucleus through
electromagnetic forces, without involving the nuclear force.
The theoretical understanding of this phenomenon, particu-
larly the giant dipole resonance (GDR), has been relatively
successful [1]. As experimental techniques advanced, system-
atic data collection was initiated, primarily focusing on (γ , n)
nuclear reactions. In these reactions, the nucleus releases
excitation energy by emitting one neutron after interacting
with electromagnetic radiation. A comprehensive systematic
data set [2,3] exists in the form of energy differential cross
sections for these reactions. However, there is a scarcity of
experimental data for (γ , 2n) reactions, and for (γ , xn) re-
actions involving more than two emitted neutrons. Energy
differential cross sections are only available through theoreti-
cal estimation. Numerical codes, such as TALYS 1.9 [4], have
been developed to estimate cross sections for various nuclear
reactions based on theoretical assumptions.

Indium photoactivation, involving (γ , n) as well as (γ , γ ′)
reactions, has been a subject of extensive research. Despite
this, uncertainties persist regarding the photoexcitation of the
115mIn isomeric state, leading to variations in measured cross
sections among different authors. To date, only one set of
experimental measurements for the energy differential cross
section of the 115In(γ , 2n) 113mIn reaction has been published,
dating back over 60 years [5]. Cross-section estimates for
this reaction obtained using the TALYS 1.9 code differ slightly
depending on the choice of functions describing the level
density and radiation strength function.

This paper aims to compare the relative yields of the
115In(γ , 2n) 113mIn reaction measured at several energies with
calculated ones. Available cross-sectional data, both experi-
mental and estimated using TALYS 1.9 were used. Further-
more, we will attempt to reconstruct the energy differential
cross section for this reaction based on unfolding technique.

II. METHOD

Natural indium consists of two isotopes, 115In (95.7%)
and 113In (4.3%). In high-energy photon beams with en-
ergies below 16.3 MeV, the only method to excite 113In
to its long-lived excited state at 391.69 keV is through
the 113In(γ , γ ′) 113mIn reaction. However, when the photon
energy exceeds 16.3 MeV, the 115In(γ , 2n) 113mIn nuclear re-
action becomes dominant. Consequently, the formation of
113mIn can occur via two distinct reactions, and the total ac-
tivity produced during irradiation is a result of the combined
contribution of both of them. The probabilities of these men-
tioned reactions are determined by cross sections, denoted
as σ 115

γ ,2n for 115In(γ , 2n) 113mIn and σ 113
γ ,γ ′ for In(γ , γ ′) 113mIn,

where the atomic number of the parent nuclei is indicated as a
superscript. The yield of 113mIn can be expressed as follows:

Y (113mIn) = mt

M
NA

[
0.957

∫ Emax

Eγ ,2n
t

σ 115
γ ,2n(E )�(E )dE

+ 0.043
∫ Emax

Eγ ,γ
t

σ 113
γ ,γ (E )�(E )dE

]
, (1)

where the mass of the exposed target is denoted by mt , M
is the mass number and Nav is Avogadro’s number. Eγ ,2n

t
and Eγ ,γ

t are energy thresholds for the 115In(γ , 2n) 113mIn
and 113In(γ , γ ′) 113mIn reactions, respectively. The maximum
energy of photons is denoted by Emax, and the flux of inci-
dent photons is �(E ). The integrals in Eq. (1) are commonly
referred to as saturation activity.

After irradiation, the γ spectra of the indium target should
be recorded. The yield of 113mIn can then be calculated by
analyzing the intensity of the 391.69 keV γ line:

Y (113mIn)

= Nγ (391)λ113

ε(391)p391
γ e−λ113�t (1 − e−λ113tirr )(1 − e−λ113tm )

, (2)
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where Nγ is detected number of 391.69 keV γ photons, λ113

is decay constant of 113mIn, ε is the detector’s efficiency at
the observed energy. The quantum yield of the 391.69 keV
transition is denoted by p391

γ , and tirr, and tm indicate how
long the irradiation and measurement of the activated sample
lasted, while �t , so-called cooling time indicates how much
time passed from the end of the irradiation to the beginning
of the measurement. The above equation can be found in
publications of other authors in a slightly different form [6].

The processing of the data obtained in the experiment can
be significantly simplified by observing the relative yield of
113mIn. The optimal procedure involves normalizing the yield
of 113mIn with the yield of some other isotope obtained from
the same target and measured at the same time. The most
suitable candidate for normalization is 115mIn, which forms
through the photoactivation of the isomer state at 336.24 keV.
The yield ratio of 113mIn and 115mIn can be expressed as
follows:

Y (113mIn)

Y (115mIn)
=

∫ Emax

Eγ ,2n
th

σ 115
γ ,2n(E )�(E )dE∫ Emax

Eγ ,γ

th
σ 115

γ ,γ (E )�(E )dE

+
0.043

∫ Emax

Eγ ,γ

th
σ 113

γ ,γ (E )�(E )dE

0.957
∫ Emax

Eγ ,γ

th
σ 115

γ ,γ (E )�(E )dE
. (3)

The cross section for the 115In(γ , γ ′) 115mIn reaction is
denoted as σγ ,γ ′ 115. Experimental data for this cross section,
which are not always consistent, can be found in databases
[7], along with the cross section for the 113In(γ , γ ′) 113mIn
reaction.

The advantage of this approach is that no absolute photon
flux is necessary. For the numerical procedure, only the shape
of the photon spectra is required. It can be derived by simula-
tion for a known geometry of bremsstrahlung production.

The experimentally obtained yield ratio of 113mIn to 115mIn
can be expressed as follows:

Y (113mIn)

Y (115mIn)
= Nγ (391)

Nγ (336)

λ113

λ115

ε(336)

ε(391)

p336
γ

p391
γ

·

× ·e−λ115�t (1 − e−λ115tirr )(1 − e−λ115tm )

e−λ113�t (1 − e−λ113tirr )(1 − e−λ113tm )
. (4)

All quantities in Eq. (4) with the “336” index or “115”
subscript have the same meaning as explained in Eq. (2),
describing the decay of 115mIn. Importantly, this approach
does not require the absolute value of the detector efficiency;
instead, relative efficiency can be used.

Using the measured intensities of the corresponding γ

lines in collected γ spectra, the experimental values of the
Y (113mIn)/Y (115mIn) yield ratio can be determined [Eq. (4)].
With the estimated shape of the photon bremsstrahlung spec-
tra �(E ), the same Y (113mIn)/Y (115mIn) yield ratio can be
obtained from Eq. (3), using theoretical or available exper-
imental cross sections for observed photonuclear reactions.
There are two ways in which Eq. (3) and Eq. (4) can be applied
in the context of studying the photoactivation of 113In:

(1) For several selected energies of the photon beam
(denoted as Emax), which are higher than the

threshold for the (γ , 2n) reaction, the yield ratios
of Y (113mIn)/Y (115mIn) can be determined using the
obtained γ spectra. Numerical codes like TALYS 1.9
can provide estimates of the cross sections for all three
reactions in Eq. (3). Using the known experiment
geometry, the shape of the photon flux �(E ) can
be obtained by simulation, as well as the integrals
(saturation activities) appearing in Eq. (3). Based on
calculated Y (113mIn)/Y (115mIn) yield ratios, conclu-
sions can be drawn regarding the model assumptions’
capacity (level density and radiation strength function)
to reproduce the experimental yields.

(2) Cross sections corresponding to the three saturation
activities in Eq. (3) can be found in databases. It can
be used to estimate the yield ratio and compare it
with the obtained measurement results, providing an
additional assessment of the relevance of the existing
experimental values of the observed reactions’ cross
sections. It should be noted that for 115In(γ , γ ′) and
113In(γ , γ ′), measurements of cross sections were not
conducted in the entire energy region covered by this
experiment.

(3) If the yield ratio of Y (113mIn)/Y (115mIn) is determined
for several different energies above the 16.3 MeV
threshold, the cross section for the 115In(γ , 2n) 113mIn
reaction can be determined using a suitable unfolding
algorithm. It is noteworthy that only one available
result of the 115In(γ , 2n) 113mIn cross-section measure-
ment dates back more than 60 years ago [5].

III. MEASUREMENTS

A. Irradiation

The irradiation was carried out using MT25 Microtron
[8] located in Flerow Laboratory of Nuclear reactions, JINR,
Dubna. Technical details concerning used device and ir-
radiation procedure are described in couple of previous
publications [9].

Indium disks were exposed to bremsstrahlung with end-
point energies from 9 MeV to 23 MeV in steps of 1 MeV.
For the photon production a 1 mm thick tungsten radiator
was used. The distance between the tungsten radiator and an
indium disk was 136 cm. The scheme of the experimental
setup is presented in Fig. 1.

When high-energy photons interact with a tungsten tar-
get, fast neutrons are inevitably produced. The influence
of and 113mIn production by inelastic neutron scattering,
115In(n, n′) 115mIn and 113In(n, n′) 113mIn, especially at high
photon energies was minimized by placing the indium disks
at the center of a water container with a diameter of 18 cm.
In this manner, fast neutrons resulting from photonuclear re-
actions in tungsten were thermalized. The number of neutrons
created is highly dependent on the maximum bremsstrahlung
energy. It was observed that the saturation activity of 116mIn,
produced by neutron capture, was about 130 times higher
at a photon energy of 23 MeV than at the endpoint energy
of 10 MeV when indium targets were placed in water. In
order to check the degree of thermalization of neutrons, two
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FIG. 1. Geometry of experimental setup (not in scale).

measurements were performed at energies of 21 MeV and
23 MeV where the indium samples were exposed in a photon
beam with and without a water moderator. At both energies,
the saturation activity of 116mIn was ten times higher when
the indium disk was in water. Significantly lower difference
in 115mIn saturation activities between exposures with and
without water surrounding the indium samples was observed.
A 14.5% higher saturation activity of 115mIn was observed
when the disk was exposed outside the water container at
a maximum photon energy of 23 MeV compared to the
saturation activity when the disk was positioned inside the
water container. At an energy of 21 MeV, that difference
was 16.8%.

In order to verify the possible influence of (n,n′) reactions
on the excitation of the observed isomeric states, a GEANT

simulation was performed for the geometry shown in Fig. 1
and 50 × 106 incident electrons with an energy of 23 MeV.
The total number of photons and neutrons in the energy
region of interest, above the energy of metastable state of
115mIn, at the site of the indium cylinder was monitored. It
was found that the ratio of the number of photons to the
number of neutrons is 1.03 × 105. The same calculation was
repeated for 18 MeV and it was obtained that the ratio of
photons to neutrons is even higher and is equal to 3.54 × 105.
Although the cross section for the (n, n′) reaction is almost
three orders of magnitude higher than the cross section for
(γ , γ ′) reactions, the large difference in the number of pro-
tons and neutrons gives a good basis for assuming that the
inelastic scattering of neutrons does not lead to a significant
excitation of the observed isomer. It was also estimated that
the saturation activity 115mIn should be about 15% lower in
the case when the activation is performed by a 23 MeV
bremsstrahlung beam that is attenuated in a 9 cm thick layer
of water.

Another possible way of exciting the isomeric state of 115In
by (γ , γ ′) reaction was verified. There is a possibility that
the photoneutrons created in the water and the indium sample

TABLE I. Irradiation characteristics for each indium disk: m:
mass of disk; Emax: bremsstrahlung endpoint energy; Q: integral
number of electrons striking tungsten target; tirr : time of irradiation.

Disk No. m[g] Emax [MeV] Q [mAs] tirr [s]

1 0.7711 9.00(5) 7000 1800.0(5)
2 0.6317 10.00(5) 6000 1800.0(5)
3 0.6813 11.00(5) 6000 1800.0(5)
4 0.6545 12.00(5) 6000 1800.0(5)
5 0.6533 13.00(5) 2700 1800.0(5)
6 0.6317 14.00(5) 2767 1800.0(5)
7 0.6685 15.00(5) 4000 1800.0(5)
8 0.6685 16.00(5) 4000 1800.0(5)
9 0.6813 17.00(5) 2700 1680.0(5)
10 0.6531 18.00(5) 2700 960.0(5)
11 0.6758 19.00(5) 2700 2100.0(5)
12 0.7233 20.00(5) 2700 1600.0(5)
13 0.7194 21.00(5) 3200 1600.0(5)
14 0.6778 22.00(5) 4000 1600.0(5)
15 0.7202 23.00(5) 3500 1600.0(5)

itself, experience inelastic scattering and bring 115In to an iso-
meric state. By tracking the events in the described simulation,
where the sample was exposed to a photon beam at a distance
of 136 cm, not a single such case was observed. For this
reason, the simulation was repeated, with some differences in
geometry: the sample was placed 20.6 cm from the tungsten
converter, the diameter of the indium coin has been increased
from 2 to 10 cm. In this way, the number of photons falling on
the indium sample is increased by three orders of magnitude.
A simulation was performed with 475 × 06 incident electrons
having 23 MeV energy. It was found that out of the 41 115mIn
isomers, 39 of them are formed in (γ , γ ′) reaction and two
through (n, n′) reaction. For a result that would be statistically
more reliable, it is necessary to perform a simulation with a
larger number of incident electrons, but this result is also a
good enough indication that the inelastic scattering of neu-
trons created in water and indium itself does not contribute
more than 5% to the total activation of 115In isomer state. The
irradiation times and intensities of bremsstrahlung beams (the
integral numbers of accelerated electrons striking tungsten
target Q) are presented in Table I.

B. γ spectroscopy measurements

After the exposition, the indium coins were measured us-
ing an HPGe detector with a relative efficiency of 25% and
shielded by 5 cm of lead. The irradiated indium samples were
placed directly on the vertical dipstick of the detector. The
time between the end of irradiation and the start of mea-
surement varied from 34 min to 221 min, depending on the
activity of the exposed indium coins and the availability of
the detector.

The cooling time for the samples irradiated at high energies
was longer because the activity of 116mIn, resulting from an
increasing number of neutrons in the vicinity of the Microtron,
significantly exceeded the activity of 115mIn and 113mIn. Con-
sidering that the half-life of 116mIn (T1/2 = 54.41 min) is

034607-3



Z. MEDIC et al. PHYSICAL REVIEW C 109, 034607 (2024)

shorter than the half-lives of 115mIn (T1/2 = 4.468 h) and
113mIn (T1/2 = 1.658 h), measurements were taken after the
activity of 116mIn had decreased to ensure low levels of dead
time (up to 2%). Each indium sample was measured for a
duration of 30 min, according to detector availability.

In all recorded spectra, a prominent 336.24 keV γ line,
produced by the deexcitation of the isomer state of 115mIn,
was observed. However, the γ line of 113mIn (391.69 keV)
was very weak at low endpoint energies of the photon beam,
and in some spectra, it exhibited a statistical uncertainty
of up to 45%. Above 17 MeV energies, there was a rapid
increase in the intensity of the 391.69 keV γ line as the
115In(γ , 2n) 113mIn reaction began to take place.

Furthermore, several strong γ lines emitted after the decay
of 116mIn, produced by neutron capture of 115In, were visible in
all recorded spectra. These γ lines were used to calculate the
relative detection efficiency for the applied counting geome-
try. The relative efficiency was obtained using a combination
of exponential and second-order polynomial functions. The
GENIE 2000 software was employed to extract the intensities
of the observed γ lines. Parts of detected of γ spectra are
presented in Fig. 2.

C. Determination of relative yield

The intensities of the 336.24 keV and 391.69 keV γ lines
were determined in all the recorded spectra. To obtain relative
yields for all the used photon energies, Eq. (4) was applied.
The results obtained from this analysis are presented in Fig. 3.

Based on the data depicted in Fig. 3, it is evident that the
relative yield, as defined by Eq. (3), remains approximately
constant over a wide range of energies, up to the threshold for
the 115In(γ , 2n) 113mIn reaction. However, beyond this energy
threshold, the yield ratio starts to increase rapidly.

In the lower-energy region, up to 17 MeV, the activity
of 113mIn is solely attributed to the photoactivation of the
isomeric state [113In(γ , γ ′) 113mIn reaction], as described by
the second term in Eq. (3). The mean value of the relative
yield in the energy range from 9 MeV to 16 MeV was found
to be 0.039(4).

To investigate whether this trend of the yield ratio between
the photoactivation of 113In and 115In isomeric states persists
at higher energies, TALYS 1.9 estimations of cross sections for
the 113In(γ , γ ) 113mIn and 115In(γ , γ ) 115mIn reactions were
calculated. The values of the second term in Eq. (3) were then
determined for the energy range from 18 MeV to 23 MeV.
Multiple models of level density were used for this test, and
remarkably consistent results were obtained. For instance,
with the TALYS 1.9 level density model 1 (constant temper-
ature Fermi-gas model) and GLO (Kopecky-Uhl-generalized
Lorentzian) model for the strength function, the second term
in Eq. (3) varied between 0.0386 and 0.0388 in the men-
tioned energy range. Consequently, it can be inferred that the
contribution of the second term in Eq. (3) remains constant
throughout the entire energy interval depicted in Fig. 3, with
the mean value of 0.039(4) serving as a reliable estimation.

The Y (113mIn)/Y (115mIn) ratio was corrected using this
value, and subsequently, the analysis focused on the first
term in Eq. (3). In this simplified form, the corrected yield

FIG. 2. Part of the γ -ray spectra collected after irradiation with
16 MeV and 22 MeV beams. The γ lines of interested are labeled.
Energy width of one channel is 0.2 keV.

ratio reduces to the ratios of the saturation activities of the
115In(γ , 2n) 113mIn and 115In(γ , γ ′) 115mIn reactions.

D. Determination of photon flux

The calculation of relative yield Eq. (1) require knowing of
bremsstrahlung photon spectra. For that purpose Monte Carlo
(MC) simulations were used.

To estimate the flux of incident photons �(E ) for the six
used energies we employed GEANT4 (G4) version 11.01.p02
[10] with the experimental physics list QBBC. QBBC uses
the standard G4 electromagnetic physics option without opti-
cal photon simulations and, the hadronic part of this physics
list consists of elastic, inelastic, and capture processes. Each
hadronic process is built from a set of cross sections and
interaction models, which provide the detailed physics im-
plementation. The simulated photon spectra are depicted
in Fig. 4.
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FIG. 3. Experimentally obtained relative yields Y (113mIn)
Y (115mIn)

for cer-
tain values of bremsstrahlung spectra end-point energy.

IV. RESULTS AND DISCUSSION

As it was mentioned in Sec. II, the set of obtained exper-
imental data gives us two possibilities: (i) to check whether
the theoretical and experimental cross-section values of the
observed photonuclear reactions can reproduce the obtained
results of measurement and (ii) to reconstruct the cross sec-
tion for 115In(γ , 2n) 113mIn reaction.

A. Comparison of measured yield ratios with calculated ones

In the analysis of Eq. (3), we had the advantage of utilizing
multiple data sets:

(1) Results obtained from TALYS 1.9 calculations for σ 115
γ ,γ

and σ 115
γ ,2n.

FIG. 4. Spectra of photon flux on the indium disks for electrons
energies between 18 MeV and 23 MeV incident on the tungsten
radiator. The electron energy corresponds to the end-point energy of
the respective photon-flux spectrum (Emax in the Table I.)

(2) Experimentally derived cross section for the
115In(γ , 2n) 113mIn reaction.

(3) Several measured cross sections for the photoactiva-
tion of 115mIn.

1. σ115
γ,γ and σ115

γ,2n estimated by TALYS 1.9

For the first check, TALYS 1.9 estimates of the cross sec-
tions of the observed reactions were chosen to be used. There
were employed two different strength function models, and
for each of them, cross sections for all six models describ-
ing the level density available in TALYS 1.9 were calculated.
Available level density models in the TALYS 1.9 are [11–19]:

(1) LD model 1: the constant temperature Fermi-gas
model;

(2) LD model 2: the back-shifted Fermi-gas model;
(3) LD model 3: the generalized superfluid model;
(4) LD model 4: the microscopic level densities based on

the Goriely’s tables;
(5) LD model 5: Hilaire’s combinatorial tables;
(6) LD model 6: the temperature-dependent Hartree-Fock-

Bogoliubov model, Gogny force.

The first cross-section estimation was performed using the
GLO model for the radiation strength function, just as recom-
mended in Ref. [20]. The reliability of the obtained results
was checked by comparing the TALYS 1.9 results with the
experimentally derived cross section of the 115In(γ , γ ′) 115mIn
reaction. In this way, different models of the level density
yield small differences in the cross section, but for all of them,
it is common that the maximum value of the cross section is
at 9.2 MeV, while the maximum value in the peak ranges
from 0.865 mbarn to 1.14 mbarn. In most of the experimental
results, the value of the cross section in the peak is around
1 mbarn. However, in Ref. [20], after careful measurements
and calculation, it is obtained that the maximum value of the
cross section could exceed 3 mbarn if some other model for
the radiation strength function was chosen. For this reason, the
decision was made to perform the calculations with cross sec-
tions obtained using another model of the strength function,
which gives cross sections with a maximum value of around
3 mbarn. The Brink-Axel Lorentzian strength function (BAL)
was used. In this case, the maximum cross-section value is
at 9.2 MeV, and six different models of level density give
peak values in the range from 2.96 mbarn to 3.66 mbarn.
Six cross sections obtained using the GLO model and six
cross sections obtained using the BAL model for the strength
function are presented in Fig. 5.

The procedure was completely repeated for the
115In(γ , 2n) 113mIn reaction. Both the GLO and BAL strength
function models were chosen, and for each of them, the cross
sections with all six level density models were calculated.
The results obtained are presented in Fig. 6.

From the graphical representation of the TALYS 1.9 cross
section, it can be observed that there is a certain scatter in
the shape of the function. However, unlike the case of the
115In(γ , γ ′) 115mIn reaction, no distinct separation into two
clearly separated groups can be seen. The only existing mea-
sured cross section for this reaction [5] is depicted by the
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FIG. 5. The above graph: TALYS 1.9 calculation of cross sec-
tions for 115In(γ , γ ′) 115mIn reaction obtained using the GLO (solid
line) and BAL (dotted line) models for radiation strength function
and six models for level density. Bottom graph: TALYS 1.9 calculation
of cross sections for 113In(γ , γ ′) 113mIn reaction obtained using the
GLO (thin solid line) and BAL (dotted line) models for radiation
strength function and six models for level density; thick line: experi-
mental data with spline interpolation [21].

thick solid line in Fig. 6. A notable observation is that the
measured cross-section values significantly differ from the
cross sections obtained by TALYS 1.9 calculation.

The integrals (saturation activities) in the first term of
Eq. (3) were calculated for several endpoint energies ranging
from 18 MeV to 23 MeV using the obtained cross sections and
G4 photon flux simulations. For each observed energy, six
estimates for cross sections (and consequently, six values
of saturation activities) were obtained for both the (γ , 2n)
and (γ , γ ′) reactions using one chosen model of the strength
function.

Each saturation activity value obtained using one strength
function model, for the (γ , 2n) reaction was combined with

FIG. 6. Thin line: TALYS 1.9 calculation of cross sections for
115In(γ , 2n) 113mIn reaction obtained using the GLO and BAL models
for radiation strength function and six models for level density; thick
line: experimental data from Ref. [5].

each value for the (γ , γ ′) reaction, resulting in 36 estimates
for one observed energy. The same procedure was repeated
for a second model of the strength function, leading to another
36 combinations of saturation activity ratios. The outcomes of
these calculations are presented in Fig. 7. At first glance, it
can be seen that the obtained results of Y (113mIn)/Y (115mIn)
yield ratio are grouped into two bands, each obtained using
one strength function. The upper band is obtained using GLO
strength function model, while BAL model gives the lower
cluster.

FIG. 7. Comparison of calculated yields Y (113mIn)/Y (115mIn) us-
ing TALYS 1.9 results with measured ones presented by thick solid
line. The top band consisting of 36 values of the Y (113mIn)/Y (115mIn)
yield ratio was obtained with the GLO model, while the bottom band
contains yield values calculated using the BAL model.
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FIG. 8. Comparison of calculated yield ratios Y (113mIn)/
Y (115mIn) using TALYS 1.9 results available and experimental data [5]
with measured ones. Top band is obtained using GLO model while
the bottom one is calculated using BAL model.

It is important to note that the lines in Fig. 7, are provided
solely as visual aids and do not result from a fit. The experi-
mental results are represented by points and a thick line.

2. TALYS estimate for σ115
γ,γ (E ) and experimentally

determined σ115
γ,2n(E )

Available data for the 115In(γ , 2n) 113mIn reaction cross
section σ 115

γ ,2n(E ) can be found in Ref. [5]. The saturation
activities of this reaction were calculated for several endpoint
energies from 18 MeV to 23 MeV of the using these cross
section and reconstructed photon spectra �(E ). Calculations
of σ 115

γ ,γ (E ) were performed using two different models of
strength function, and all six models for level densities. For
both groups of six cross section estimates, saturation ac-
tivities were calculated, in the range between 18 MeV and
23 MeV. Ratios of saturation activities were calculated and
obtained values are compared with experimentally derived
values in Fig. 8. Thick solid line connects experimentally
derived values Y (113mIn)/Y (115mIn) ratios of reaction yields.
Thin solid lines are obtained using GLO model of strength
function, while thin dotted lines represent ratios of satura-
tion activities calculated using cross sections estimated using
BAL strength function model. Considering that two groups
of cross sections for σ 115

γ ,γ (E ) reactions differ significantly in
amplitude depending on chosen model of strength function,
as can be seen from Fig. 5, calculated ratios of reaction yields
Y (113mIn)/Y (115mIn) are grouped in two separated clusters.

3. Experimentally determined both σ115
γ,γ (E ) and σ115

γ,2n(E )

Although there are several published results of measure-
ments of the cross section for the 115In(γ , γ ′) 115mIn reaction,
none of them fully satisfy the requirements of this study. The
primary reason is that the cross sections for the mentioned
reaction were not measured across a sufficiently wide energy

FIG. 9. Comparison of calculated yield ratios Y (113mIn)/
Y (115mIn) using available experimental data for the
115In(γ , γ ′) 115mIn reaction [22] and 115In(γ , 2n) 113mIn reaction
[5] with measured ones. Results of calculations are connected by
dashed line.

range. The only paper presenting cross-section results at high
energies [5] was rejected due to unrealistically high values of
the cross section in the 20 MeV region. Consequently, the
decision was made to utilize the cross sections published in
Ref. [22], which demonstrate a reasonable agreement with the
TALYS 1.9 estimates.

However, it should be noted that the main limitation of this
data set is that the cross sections are only determined up to
a maximum energy of 12 MeV. To accommodate the analy-
sis, it is assumed that the cross-section values in the energy
interval from 12 MeV to 23 MeV are not significantly large.
Under this assumption, the absence of data in the high-energy
region would not have a substantial impact on the value of the
saturation activity. Figure 5 reveals that GLO model used for
calculating the TALYS 1.9 cross section predicts a very small
value of the cross section in the high-energy area.

Similarly, the saturation activity for the 115In(γ , 2n) 113mIn
reaction was calculated using the experimental cross-sectional
values published in Ref. [5]. The calculated values of the yield
ratio are then compared with the experimental data in Fig. 9.

B. Cross section of 115In(γ, 2n) 113mIn reaction obtained
by unfolding procedure

In this study, we applied the unfolding technique to obtain a
more suitable cross section for the 115In(γ , 2n) 113mIn reaction
in the energy range from the reaction threshold up to 23 MeV.
To derive the unfolding values of the phase cross section, the
Eq. (3) was transformed as follows:

Ak = Y (113mIn)

Y (115mIn)
·
∫ Emaxk

Eγ ,γ

th

σ 115
γ ,γ (E )�(E )kdE

=
∫ Emaxk

Eγ ,2n
th

σ 115
γ ,2n(E )�(E )kdE , (5)
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FIG. 10. Unfolded results for the 115In(γ , 2n′) 115mIn cross sec-
tion (line with a corridor of uncertainty) in comparison with default
TALYS 1.9 function.

where the index k indicates the number of the irradiated disk
and in this case it goes from 1–6 for six activated energies.

For the unfolding process, the input quantities included
Ak = Yk (113mIn)/Yk (115mIn) · ∫ Emaxk

Eγ ,γ

th
σ 115

γ ,γ (E )�(E )kdE [satura-

tion activity of 115In(γ , γ ′) 115mIn multiplied by experi-
mentally determined reaction yields]. In Eq. (5), Ak was
calculated using the values of the cross section function for
the 115In(γ , γ ′) 115mIn reaction obtained by TALYS 1.9 calcu-
lations using model 6 for level density and BAL model for
radiation strength function. This specific model combination
was selected as it demonstrated the best agreement with ex-
perimentally determined yields (Fig. 7).

Similarly, in the unfolding procedure for the
115In(γ , 2n) 113mIn reaction, the starting default function
utilized TALYS 1.9 calculations with model 3 for level density
and BAL for radiation strength function, as this combination
also provided the best agreement with experimental results
(Fig. 7). The unfolding procedure employed the MAXED
algorithm [23], which utilizes input data of measured induced
specific saturated activity Ak to derive a function σ (E )
maximizing the relative entropy S, defined as follows:

S = −
∫ (

σ (E ) ln

(
σ (E )

σdef(E )

)
+ σdef(E ) − σ (E )

)
dE . (6)

Here, σdef(E ) represents the default cross-section function.
Unfolding procedures were conducted within the energy

range of 16 MeV to 22.8 MeV, which was divided into 71 bins.
The result obtained by employing the MAXED algorithm is
depicted in Fig. 10. Corridor of uncertainty was calculated by
MAXED algorithm and included influence of uncertainty of
A to final cross-section values.

To validate the unfolding results, an induced activ-
ity [Akc = ∑

σ (Ei ) · �(Ei) · �E ] was calculated and then
compared with the measured data. This comparison was per-
formed for default cross-section functions and the MAXED

results and the sum of the squared of relative deviation σ is
calculated as:

S = 1

(k − 1)

k∑
1

σ 2 = 1

(k − 1)

k∑
1

(
Akc − Ake

Ake

)2

. (7)

The obtained values are S = 0.13 for the default spec-
trum and S = 0.08 for the unfolding results. This indicates
that the unfolding outcomes provide a better description of
the measured experimental data compared to the TALYS 1.9
calculations.

V. DISCUSSION

The first check was conducted by utilizing the cross-
section values obtained by the TALYS 1.9 code for both
reactions, 115In(γ , 2n) 113mIn and 115In(γ , γ ) 115mIn. Each es-
timate for the 115In(γ , 2n) 113mIn reaction was combined with
each estimate obtained for the 115In(γ , γ ) 115mIn reaction, re-
sulting in 36 distinct values for the saturation activity ratios
for a specific strength function choice.

It is evident that the 36 combinations of saturation
activity ratios are grouped into two clusters. The lower
cluster was obtained using the BAL radiation strength func-
tion, which provides higher cross-section values for the
115In(γ , γ ′) 115mIn reaction, approximately around 3 mbarn.
Notably, at energies of 20 MeV and above, the highest es-
timated ratios of saturation activities align closely with the
experimental results. However, at energies below 20 MeV, the
experimental values slightly exceed the values obtained based
on TALYS 1.9 sections.

On the other hand, the upper cluster comprises 36 combi-
nations of saturation activity ratios obtained using the GLO
model for the radiation strength function. It is evident that
lower estimations of cross sections for the 115In(γ , γ ′) 115mIn
reaction, around 1 mbarn, lead to overestimated values of the
yield ratio.

In summary, the analysis of these saturation activity ratios
obtained through different radiation strength function models
indicates that the BAL model tends to yield better agreement
with experimental data at higher energies, while the GLO
model tends to overestimate the yield ratio due to lower
estimations of the cross sections for the 115In(γ , γ ′) 115mIn
reaction. If we focus on the energy region higher than 20 MeV,
it can be observed that of the 36 TALYS combinations there
are some that show good agreement with the experiment. It
can be observed that the best agreement with the experiment
is given by the combination in which the cross section for
115In(γ , 2n) 113mIn reaction is calculated using LD model
3 (the generalized superfluid model) and cross section of
115In(γ , γ ′) 115mIn reaction is estimated using LD model 6
(the temperature-dependent Hartree-Fock-Bogoliubov model,
Gogny force).

In the second scenario, where one experimentaly estab-
lished cross section was available in the databases for the
115In(γ , 2n) 113mIn reaction, the comparison with the exper-
imental results yielded similar outcomes. Notably, the cross
section for the 115In(γ , γ ′) 115mIn reaction, calculated using
the GLO radiation strength function in all six subvariants
obtained by choosing the level density function, exhibited
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significantly higher values of the saturation activity ratio
compared to the measured values. The estimated ratios of sat-
uration activities were found to be larger than the experimental
ones when using cross sections for the 115In(γ , 2n) 113mIn
reaction, which have maximum values around 1 mbarn.

Of particular interest was the comparison of the experi-
mental values of the Y (113mIn)/Y (115mIn) yield ratio with the
calculated values when employing the BAL radiation strength
function to estimate the cross section of the 115In(γ , γ ′) 115mIn
reaction. Remarkably, a much better agreement with the ex-
perimental data was achieved in this case. Figure 6 clearly
illustrates that the experimental value of the cross sec-
tion for the 115In(γ , 2n) 113mIn reaction has a lower threshold
compared to the prediction from TALYS 1.9 calculations. Con-
sequently, the saturation activity calculated using this cross
section increases more rapidly with increasing energy than
the saturation activities obtained using the TALYS 1.9 cross
sections for the same reaction in energy region up to 20 MeV.
For this reason, it can be seen in Fig. 8 that the measured and
calculated values of Y (113mIn)/Y (115mIn) yield ratio coincide
at lower energies, while the difference is observed at ener-
gies higher than 20 MeV. However, as the experimental cross
section decreases significantly faster in high-energy region,
compared to the TALYS 1.9 cross section, the ratio of saturation
activities shows a slower increase with increasing energy. This
effect is evident in Fig. 8, where the experimental values of
the ratio of saturation activities at energies above 20 MeV are
higher than the calculated ones.

In Fig. 9, it is evident that when calculating the ratio
of saturation activities using experimentally established
cross sections for both reactions, the obtained values
significantly exceed the values measured in this experiment.
This outcome was anticipated, as the cross section utilized
for the 115In(γ , γ ′) 115mIn reaction has values similar to those
obtained using the GLO model for the radiation strength
function.

It was shown that, based on the measured
Y (113mIn)/Y (115mIn) yield ratio values, the unfolding
technique can be used to estimate the energy differential
cross section for the 115In(γ , 2n) 113mIn nuclear reaction.
The resulting estimate is shown in Fig. 10. This result
is significantly different from the cross section shown in
Ref. [5], however, it shows good agreement with the results of
TALYS 1.9 calculations. Slight deviations from the smooth flow
of the curve in the energy region around 18 MeV originate
from some numerical effects in the unfolding procedure itself,

the most probable source of which is insufficient number and
accuracy of the measured data.

VI. CONCLUSIONS

In this work, the Y (113mIn)/Y (115mIn) yield ratio were
measured in the energy interval from 18 MeV to 23 MeV,
in order to verify the capacity of the existing methods for
evaluating the cross section of relevant photonuclear reactions
to reproduce the obtained experimental results. It was also
checked whether it is possible to obtain agreement with the
measured Y (113mIn)/Y (115mIn) yield ratios with the available
cross sections of the observed photonuclear reactions.

Comparisons of experimental values of Y (113mIn)/Y
(115mIn) yield ratio with the results of calculations based
on TALYS 1.9 evaluated cross sections, showed that the best
agreement is obtained if the cross section of 115In(γ , γ ′) 115In
reactions is calculated in the way suggested in Ref. [20].
This raises the need to carefully check the cross section for
115In(γ , γ ′) 115In reaction, since most of the so far known
measurements give lower values of the cross section than
suggested in Ref. [20]. However, it was shown in this
experiment that those lower cross section values for the
115In(γ , γ ′) 115In reaction, good agreement with the measured
Y (113mIn)/Y (115mIn) yield ratios is not obtained.

Based on cross sections for a given reaction, estimated
using TALYS 1.9, Y (113mIn)/Y (115mIn) yield ratios were and
compared with measured ones. This study shows that the best
agreement with the experimental data is obtained when the
cross sections for the 115In(γ , 2n) 113mIn reaction is estimated
using generalized superfluid model for the level density calcu-
lation, and temperature-dependent Hartree-Fock-Bogoliubov
model, Gogny force model for 115In(γ , γ ′) 115In reaction. In
both cases the BAL model of the radiation strength function
is recommended. However, these results should only be condi-
tionally accepted since there is a certain deviation between the
experimental and calculated Y (113mIn)/Y (115mIn) yield ratio
values at lower energies.

Also in this paper, the estimation of cross sections for
115In(γ , 2n) 113mIn reaction was performed using the unfold-
ing method. The first results are encouraging and in much
better agreement with the cross sections obtained by TALYS

1.9 calculations than the only cross section for this reaction
that can be found in the literature. There is room to better de-
termine this cross section in repeated measurements where the
saturation activities would be determined for a larger number
of energies in the energy interval of interest.
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A B S T R A C T   

Natural antimony targets were irradiated in a 60 MeV bremsstrahlung beam and gamma spectrometric mea
surements were performed. The goal was to establish the yield of 117mSn, a radionuclide with great potential for 
application in medicine. Considering that 117mSn is predominantly produced through a photonuclear reaction in 
which an charged particle is emitted (121Sb(γ,p3n)), the yield of this tin isotope is much lower than the yields of 
several antimony isotopes produced in (γ,xn) reactions. It has been estimated that photonuclear reactions on 
natural antimony could produce 117mSn activities needed for therapeutic applications, with accelerators having 
electron currents of the order of mA. For the used bremsstrahlung energy of 60 MeV, it was estimated how much 
119mSn activity can be expected when exposing the antimony target.   

1. Introduction 

Photonuclear reactions represent a very interesting field in which the 
nucleus, as a system determined by a strong interaction, is subjected to 
electromagnetic forces. These reactions are conducted by the interaction 
of high-energy electromagnetic radiation (10 MeV and more) with 
nuclei of the selected target. The process of the highest probability is 
emission of one neutron. If the energy of the electromagnetic radiation is 
high enough, the excited nucleus can emit two or more neutrons, with 
lower probability. Protons and other charged particles can leave the 
nucleus, but with a much lower probability due to the effect of the 
Coulomb barrier. 

Electromagnetic nature of interaction makes photonuclear reactions 
a suitable method for studies of the nucleus and some of its properties. 
Photonuclear reactions have become a convenient method in number of 
basic research (Pietralla et al., 2019; Zilges et al., 2022). Besides that, 
they could be quite acceptable way for production of radionuclides. The 
need for the production of radionuclides used in medicine is particularly 
important (Qaim, 2017). In currently established practice, a certain 
number of neutron-deficient radionuclides and positron sources are 

usually produced by proton cyclotrons (IAEA radioisotopes and radio
farmaceuticals reports No, 2021). However, some of them can be ob
tained through photonuclear reactions (Starovoitova et al., 2015; 
Inagaki et al., 2019; Kazakov et al., 2021). 

The main objective of this work is to check the feasibility of pro
ducing 117mSn by photonuclear reactions. The tin isotope 117mSn has 
shown extremely promising properties in the process of theranostics 
(Lewington, 2005). The 158.562 keV gamma radiation is emitted after 
de-excitation of the 117mSn isomeric state. Moderate attenuation in soft 
tissues and large cross sections for interaction with NaI (XCOM, 2010) 
make 158.562 keV photons very suitable for SPECT diagnostic purposes. 
The large number of conversion electrons (113% emission probability), 
(Blachot, 2002) can provide a high local dose at some specific location 
where the radiopharmaceutical labeled with this isotope would be 
accumulated. 

To obtain high specific activities of 117mSn, various nuclear reactions 
using charged particles were taken in consideration (Stevenson et al., 
2015). The two most important directions are using proton beams 
(Ermolaev et al., 2009) and alpha particles (Maslov et al., 2011; Ditrói 
et al., 2016; Duchemin et al., 2016; Aikawa et al., 2018; Aslam et al., 
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2018). Photonuclear reactions for the production of 117mSn are not 
frequently studied. A couple of attempts have been performed to get 
117mSn by (γ,γ`) reaction on enriched 117Sn target (Aksenov et al., 1992). 

In the present paper, the possibility of producing 117mSn by photo
nuclear reactions on a target made of natural antimony with a 60 MeV 
bremsstrahlung beam has been investigated experimentally. One of the 
main goals is to estimate the yield of this radionuclide. 

Natural antimony contains two isotopes, 121Sb and 123Sb. For the 
purposes of this study, the reactions 121Sb(γ,p3n) and 123Sb(γ,p5n) are 
considered. Photonuclear reactions in which no charged particles are 
emitted have higher cross sections than reactions with emission of 
charged particle (EXFOR Data Tables), due to the absence of a Coulomb 
barrier. Unfortunately, 121Sb(γ,4n) and 123Sb(γ,6n), do not lead to the 
creation of 117mSn after beta decay (EC) of produced 117Sb (Blachot, 
2002). 

It is inevitable that some other active radionuclides are formed 
during the exposure of a natural antimony target to a beam of high- 
energy photons. It is particularly interesting to see to what extent the 
produced 117mSn would be contaminated by the activity of other prod
ucts of possible photonuclear reactions. In this work, special attention is 
paid to 119mSn, which would be created through 121Sb(γ,pn) and 123Sb(γ, 
p3n) photonuclear reactions. 

2. Materials and methods 

2.1. Expected nuclear reactions 

Natural antimony consists of two isotopes: 121Sb (57.36%) and 123Sb 
(42.64%) (Chu et al., 1999). Relevant part of the isotope chart is pre
sented in Fig. 1. During exposure of a natural antimony target to a flux of 
high-energy photons, several types of nuclear reactions occur.  

a) (γ,n) and (γ,xn) reactions 

Several antimony isotopes, (depending on the endpoint energy of the 
bremsstrahlung beam used in experiment) could be produced in re
actions with emission of one or more neutrons. Both ground state and Sb 
isomers are created. Besides 122Sb, which decays mostly (97.6%) to 
122Te through the emission of a beta particle, all other Sb isotopes decay 
through electron capture (Chu et al., 1999). It can be seen (Fig. 1) that in 
this way stable tin nuclei will be formed. Two of the stable tin isotopes 
have isomers 117mSn and 119mSb, however decays of 117Sb and 119Sb do 
not populate their metastable states. This means that no Sn activity 
should be expected after decay of antimony isotopes created in (γ,n) and 
(γ,xn) reactions. If Sn fraction is chemically extracted from the irradi
ated antimony target, the output of (γ,n) and (γ,xn) reactions can esti
mate how much non-active Sn would be obtained together with 117mSn, 

produced in some other reactions.  

b) (γ,p) and (γ,pxn) reactions 

If one proton (with or without neutrons) is emitted during the irra
diation of the Sb target, tin isotopes will be formed. All of Sn isotopes 
created in this way are stable, with the exception of 121Sn. This isotope is 
formed in the 123Sb(γ,pn) reaction in the ground state, but also as an 
isomer. After decay of the ground state of 121Sn, beta radiation of rela
tively low energy (Q value: 390.1 keV) is emitted without the emission 
of gamma radiation. Considering that the time dynamics of the creation 
of a product of a nuclear reaction can be described by a function (1 −

e− λtirr ) and that 121mSn has a half-life of 55 years, low activity would be 
created in photon beam in some realistic case when the irradiation time 
is of the order of hours or shorter. Additionally, it could be expected that 
119mSn and 117mSn isomers will be created (half lives 293.1 days and 
13.6 days, respectively). 119mSn can be formed in 121Sb(γ,pn) and 123Sb 
(γ,p3n) reactions. Another isomer, 117mSn can be produced in 121Sb(γ, 
p3n) and 123Sb(γ,p5n) reactions, if the endpoint energy of bremsstrah
lung is high enough. 

117mSn has very suitable characteristics for use in medicine. The 
scheme of de-excitation of the metastable state is shown in Fig. 2. The 
gamma radiation energy emitted (158.56 keV) is almost ideal for SPECT 
diagnostic procedures (Duchemin et al., 2016). The transitions of 314.3 
keV and 156.2 keV are almost entirely realized by the emission of 
conversion electrons. It was determined that 1.13 conversion electrons 
are emitted per one decay of 117mSn (Ermolaev et al., 2009; Aslam et al., 
2018). Due to the low penetrating power, these electrons in the tissues 

Fig. 1. Part of the isotope chart presenting Sb and Sn isotopes of interest (taken from Nuclear charts in (Chu et al., 1999)). Listed are, from top to bottom: isotope, 
half-life, ground state spin, and decay mode, or natural isotope abundance for stable ones. 

Fig. 2. Decay scheme of 117mSn. For absolute intensities of transitions, multiply 
by 0.864 (Firestone 1996). 
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deposit their energy in a small space around the location where the 
radiopharmaceutical labeled with 117mSn accumulates (Lewington, 
2005; Stevenson et al., 2015). In this way, a therapeutic dose can be 
deposited in a controlled area. 

The decay scheme of 119mSn is shown in Fig. 3. During the de- 
excitation of the metastable state of 89.53 keV, gamma radiation of 
energy 23.87 keV is emitted. It is determined that 0.161 photons are 
emitted per decay (Symochko et al., 2009). Such low energy photon 
radiation has very little chance of leaving the patient’s body, so it cannot 
be used for diagnostic purposes in nuclear medicine (half-value thick
ness of 23.98 keV gamma radiation in water is 1.25 cm according to 
(XCOM, 2010)). It was measured that the transitions shown in Fig. 3 are 
realized to the greatest extent by the emission of conversion electrons. It 
is determined that 1.83 conversion electrons are emitted per 119mSn 
decay (Symochko et al., 2009). These electrons could also play a sig
nificant role in radionuclide therapy.  

c) (γ,α), (γ,αn) and (γ,αxn) reactions 

Additional interesting outcome of the photoreactions, which could 
be expected during exposition of antimony target in high energy photon 
beams, is emission of alpha particle, with or without neutrons. Reactions 
(γ,α), (γ,αn), (γ,α2n), etc. will produce indium isotopes. In the simplest 
case, when just an alpha particle is emitted after interaction of high 
energy photons with 123Sb, the 119In isotope would be created. It is the 
heaviest isotope of indium that can be formed in this way. Considering 
that the half-life of 119In is 2.4 min, it is unlikely that it will be identified 
in an off-line gamma radiation measurement. The same is with 118In, 
which has a half-life of 5 s. Just 117In and lighter isotopes could be 
detected in some standard off-line gamma spectroscopy measurements. 
The decay of the ground state of 117In populates the isomeric state 
117mSn to a very small extent (0.344%), while the decay of the isomer 
117mIn completely bypasses it (Blachot, 2002). 

It should be emphasized that after the decay of 117Sb, as well as the 
decay of both the ground and isomer states of 117In, the emission of 
photon radiation of 158.56 keV occurs. This is also the only gamma 
radiation emitted after de-excitation of the 314.58 keV isomeric state of 
117mSb, which complicates the interpretation of gamma spectra recorded 
immediately after the irradiation of the antimony target. The half-life of 
117Sn is 2.8 days, while 117In and 117mIn have half-lives of 43.2 min and 
116.2 min, respectively, which is significantly shorter than the half-life 
of 117mSn. In repeated measurements after a sufficiently long time in
terval, the presence of 117mSn in the irradiated sample can be 
determined.  

d) (n,γ) reactions 

The production of bremsstrahlung radiation with endpoint energies 
higher than the binding energy of neutrons in the nuclei of irradiated 
materials leads to the emission of neutrons. The sources of neutrons are 

usually a bremsstrahlung converter, collimators, filters and all other 
materials affected by the photon beam. These neutrons can be captured 
by the nuclei of the target material. It is most likely that 122Sb and 124Sb 
are formed in the interactions of neutrons with Sb target nuclei. The 
easiest way to assess the presence of neutrons at the location of the 
irradiated target is to identify the gamma lines of 124Sb. The half-life of 
this radionuclide is 60.20 d, so for its identification purposes, the 
spectrum recorded three days after irradiation was used. Only two 
gamma lines of 602.73 keV and 1690.98 keV were observed in the 
spectrum. The quantum yields of these two lines are 97.8% and 47.3% 
respectively (Chu et al., 1999). The intensities of these gamma lines in 
the measured spectrum are four orders of magnitude lower than the 
120mSb gamma lines, which have a similar quantum yield. In addition, in 
the spectrum of the gold foil exposed together with the Sb target, a 
gamma line of 411.8 keV can be observed. This gamma transition 
originates from 198Au produced by the capture of neutrons on 197Au. 
Based on these three very weak lines, it was estimated that the neutron 
capture does not give activities that can be compared with the activities 
obtained through photonuclear reactions and that the contribution of (n, 
γ) reactions can be neglected. 

2.2. Reaction yields 

Considering that natural antimony consist of two stable isotopes, 
121Sb (57.36%) and 123Sb (42.64%), in some cases, one product of 
photonuclear reaction can be formed in two different ways. Total ac
tivity of observed product can be result of two reactions, whose proba
bilities are defined by the energy differential cross sections σ121

i (E) and 
σ123

i (E) for an observed i-th reaction. The atomic number of parent 
nuclei is denoted in superscript. The frequently used equation for 
calculating the saturation activity of the product obtained in a nuclear 
reaction (Krmar et al., 2004) can be somewhat corrected in the case of 
irradiation of an antimony target to express the yield of produced 
isotope: 

mt

M
Nav

⎛

⎜
⎝0.5726

∫Emax

Ei
t

σ121
i (E) ⋅ Φ(E) ⋅ dE + 0.4264

∫Emax

Ei
t

σ123
i (E) ⋅ Φ(E) ⋅ dE

⎞

⎟
⎠

=
Nγ λ

ε pγe− λΔt (1 − e− λtirr )(1 − e− λtm )

(1)  

where mt and M are the mass of the exposed target used in experiment 
and the atomic mass number, Nav is Avogadro number, Ei

t is the energy 
threshold for observed nuclear reaction and Emax is the maximal energy 
of photons, Φ(E) is flux of photons, Nγ is the number of detected gamma 
photons of chosen energy, λ is the decay constant, ε is absolute peak 
efficiency of the detector at the chosen energy, pγ is the quantum yield of 
detected photons, Δt, tirr and tm are cooling, irradiation and measure
ment time, respectively. 

For brevity, the above equation can be represented as: 

mt

M
Nav

(
0.5726 R121

i + 0.4264 R123
i

)
=

Nγ λ
ε pγe− λΔt (1 − e− λtirr )(1 − e− λtm )

(2) 

Integrals denoted by symbol R are called saturation activities. A 
common way is to divide Equation (1) or Equation (2) by the term mt

MNav. 
In this way, the right-hand side of the equation yields the total saturation 
activity that can be determined from gamma spectroscopic measure
ments. In our case, it would be the sum of two saturation activities 
weighted by the abundances of isotopes 121Sb and 123Sb in the natural 
element. 

Immediately after irradiation of the antimony target, several gamma 
spectra should be recorded, to identify short-living products of photo
nuclear reactions. It is very important to record gamma spectra of 
antimony target several days after irradiation, to get evidence about Fig. 3. Decay scheme of 119mSn (Firestone 1996).  
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long-living radionuclides. The next step would be to determine the in
tensities of the characteristic gamma lines in the spectrum, in order to 
determine the experimental values of the yields (or saturation activity) 
of the identified products based on the right side of Equation (1). 

In this way, the output of all those photonuclear reactions that pro
duce an unstable nucleus that emits gamma radiation of sufficiently high 
energy and intensity can be determined. There are several photonuclear 
reaction products whose yields cannot be determined from measured 
gamma spectra. Such is, for example, the isomer 119mSn reaching the 
ground state by the emission of low-energy gamma radiation of 23.87 
keV, which could not be measured with the available detector. In this 
case, the yield of 119mSn can estimated computationally, as shown in the 
left side of Equation (1). For the purposes of this evaluation, it is 
necessary to have the energy differential cross sections σ121

i (E) and 
σ123

i (E) of the reaction that produces the observed nucleus, as well as the 
value of the photon flux Φ(E). 

2.3. Ratio of 117mSb and 119mSb activities 

The aim of this work is to check the possibility of producing 117mSb 
through photonuclear reactions. Based on Section 1.1, it can be expected 
that in the case of complete chemical separation of the tin fraction from 
the irradiated Sb target, the activity of 117mSn and the gamma line at 
158.56 keV would remain. This certainly does not mean that 117mSn is 
the only active isotope of tin that can be expected in this experiment. 
During the exposure of the antimony target, 119Sb is formed as a product 
of 121Sb(γ,2n) and 123Sb(γ,4n) reactions. The half-life of this antimony 
isotope is 38.19 h. It decays through an electron capture and populates 
the 23.87 keV excited state in 119Sn. The gamma radiation emitted by 
the de-excitation of this state is not noticeable in the measured spectra 
due to the low efficiency of the available detector in the low-energy 
region. The 119Sn nucleus has a metastable state of 89.53 keV, but it is 
not populated by the decay of 119Sb. 

There is a possibility that the creation of 119mSn also occurs through 
121Sb(γ,pn) and 123Sb(γ,p3n) reactions. Considering that the cross sec
tion for photonuclear reactions decreases very sharp with the number of 
emitted particles (Dietrich and Berman, 1988; Ermakov et al., 2010) it 
can be considered that the probability of creation of 119mSn is higher 
than the probability of creation of 117mSn. 

The low energy of the photon radiation emitted by 119mSn did not 
provide the possibility to determine the yield of this isomer in the cur
rent experiment. The only possibility is to determine the activity ratio of 
the isotopes 117mSn and 119mSn with the help of theoretical estimates of 
the cross sections for the relevant nuclear reactions. 

Equation (2) for the example of production 117mSn can be written in a 
slightly different form: 

mt

M
Nav

(
1 − e− λ117 tirr

)(
0.5726 R121

γ,p3n + 0.4264 R123
γ,p5n

)
=

Nγ λ117

εpγe− λ117Δt(1 − e− λ117 tm )

(3)  

where the subscript of saturation activity R denotes the nuclear reaction 
producing the observed radionuclide. Both the left and right sides of 
Equation (3) give the activity of 117mSn at the end of the irradiation. The 
left-hand side of Equation (3) provides a way to estimate the activity 
from known cross-section and photon flux values, while the right-hand 
side of Equation (3) allows the activity to be calculated using data ob
tained from the gamma spectrum. 

An analogous equation can be written for the production of 119mSn. 
The activity ratio of 117mSn and 119mSn can be represented as: 

A119

A117
=

λ119

λ117

0.5726 R121
γ,pn + 0.4264 R123

γ,p3n

0.5726 R121
γ,p3n + 0.4264 R123

γ,p5n
(4) 

The above Equation (4) was written after the exponential function on 
the right-hand side of Equation (3) was developed into a series, dis
carding all but the linear terms. Considering that the sample irradiation 

time tirr = 30 m is significantly shorter than the half-life of the observed 
photonuclear reaction products (13.6 d and 293 d) second, the quadratic 
term is three orders of magnitude smaller than the linear one. 

In order to obtain an estimate of the activity ratio, it is necessary to 
calculate the saturation integrals of the relevant nuclear reactions. For 
the bremsstrahlung production geometry used in this experiment, the 
photon flux is obtained by a GEANT4 simulation. Considering that it is 
necessary to determine the ratio of 119mSb and 117mSn activities, it is 
quite sufficient to know only the shape of the photon spectrum. The 
shape of the photon spectrum Φ(E) is obtained by using the GEANT4 
software package [13], version v11.1.0, with standard G4 electromag
netic physics option selected. The simulation starts with creating 30⋅106 

of 60 MeV electrons in the beam, with a Gaussian spread in energy of 
0.01 MeV. The photon spectrum is obtained at the place of irradiated 
sample based on the geometry used in this experiment. 

There are no experimental values of the differential cross section for 
the observed nuclear reactions in EXFOR database, so the only possi
bility is to use theoretical estimates. 

3. Measurements and results 

A pure natural antimony target was exposed to a beam of brems
strahlung radiation with a maximum energy of 60 MeV. Only one 
endpoint energy was used in this experiment. The experiment was car
ried out using the linear electron accelerator LUE-75 located at A. Ali
khanyn National Science Laboratory in Yerevan, Armenia. Accelerated 
electrons, after passing through a cylindrical collimator (length of 20 
mm, diameter of 15 mm) strike a pure tungsten convertor. The thickness 
of the convertor was 2 mm. A 30 mm long aluminum cylinder was placed 
directly behind it. The function of the aluminum was to stop the elec
trons that penetrated the tungsten. At a distance of 60 mm from the 
tungsten plate, a disc-shaped antimony target (diameter of 1 cm and a 
mass of 0.5772 g) was placed. Duration of irradiation was tirr = 1800 s. 
The current of accelerated electrons, monitored by Faraday cage was 
1.2 μA in average. 

Exposed Sb disc was transferred to the room where the single vertical 
dipstick HPGe detector was located. Measurements were performed in 
geometry where Sb was placed 86 mm from the top of the detector. The 
spectrum used in this work was recorded for tm = 53599 s, and cooling 
time was Δt = 1200 s. In the measured spectra, gamma lines from 
several Sb isotopes were identified, as well as several gamma lines of 
indium isotopes. Some relevant gamma lines used in further calculations 
are presented in Fig. 4. 

The relative efficiency of the detector was determined using the 206Bi 
gamma lines. For the purposes of the experiment, simultaneously with 
the antimony target, a cylindrical bismuth sample of the same di
mensions, weighing 1.1 g, was exposed in the photon beam, behind the 
Sb sample. Bismuth irradiation conditions are not overly significant 
since the only goal was to obtain measurable activity of the isotope 
206Bi.The photonuclear reaction 209Bi(γ,3n)206Bi gave sufficient activity 
to obtain a satisfactory number of very intense gamma lines in the 
spectrum recorded the next day for 24526 s. Nineteen gamma lines from 
the spectrum of 206Bi in the interval from 183.98 keV to 1878.65 keV 
were used to calculate the relative photo-peak efficiency of the HPGe 
detector for the used counting geometry. The relative efficiency curve 
was obtained by fitting a function that was a combination of an expo
nential and a third-order polynomial (εrel = exp (a + b • E + c • E2 +

d • E3)). With the 137Cs calibration source, it was established that the 
absolute photopeak efficiency at the energy of 661.66 keV for the given 
geometry is 0.00147(1). This value was used to normalize the relative 
efficiency obtained with 206Bi. 

Three days (264960 s) after the first measurement, the second one 
was performed for a 65125 s. The time between the first and second 
measurements was long enough for 117Sb, 117In and 117mIn to completely 
decay. In that case, all photons of energy 158.56 keV originate from the 
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decay of 117mSn only. Part of the spectra containing this line is depicted 
in Fig. 5. 

The intensities of selected gamma lines were determined using the 
GENIE (Genie2000 Spectroscopy Software, 2004) software package. The 
yields of identified radionuclides were calculated as shown on the right 
side of Equation (1). Obtained results are depicted in Table 1. Un
certainties are given in parentheses. The main contribution to them is 
from the statistical uncertainty of the intensity of the observed gamma 
lines Nγ and from the uncertainty of the absolute detection efficiency ε. 
The exception is 117Sb, for which the gamma line intensity is determined 
by subtracting the estimated contribution of 117mSn, as explained later. 

As could be expected, the highest yield among Sb isotopes has re
action products formed after the emission of the smallest number of 
neutrons. Table 1 shows that 122Sb and 120mSb have the highest yield. 
With the increasing number of emitted particles, the probability of a 
photonuclear reaction drops sharply, so the yield of lighter antimony 
isotopes is also lower. 

The 116mIn yield was determined based on the obtained gamma line 
intensity of 1097.33 keV. Considering that both 116mIn and 116mSb 
populate the same excited states of 116Sn, 1293.56 keV gamma photons 
are emitted after the decay of both of these radionuclides. The yield of 
116mSb was determined based on the intensity of the gamma line of 
1293.56 keV, but the contribution of 116mIn was subtracted. Mentioned 
gamma lines can be seen in Fig. 4. 

The yields of 117Sb and 117mSn were determined based on the in
tensity of the gamma line of 158.56 keV. In the first measurement, 
started 3 h and 20 min after the end of the irradiation, the largest 
contribution to this gamma line is from 117Sb. After three days, this 
radionuclide completely disappeared and all detected photons of this 
energy can be attributed to 117mSn. Based on the intensity of the gamma 
line of 158.56 keV from the second spectrum, it was determinate that 
count rate of 117mSn was 0.374 s− 1. The count rate of 117mSn three days 
earlier was calculated in order to assess the contribution of this tin 
isotope to the total intensity of the gamma line. It was obtained that the 
intensity of the gamma line of 158.56 keV came predominantly from the 
decay of 117Sb in the first spectrum. The contribution of 117mSn to the 
total intensity of the 158.56 keV gamma line is estimated at 0.7%, which 
is still an order of magnitude higher than its statistical uncertainty. 
Based on the intensity of the corrected 158.56 keV gamma line, the yield 
of 117Sb shown in Table 1 was determined. 
Тhe ratio of 119mSn and 117mSn activities was determined as shown in 

Equation (4). It is not necessary to know the absolute value of the photon 
flux. Only the shape of the photon spectrum obtained by GEANT4 
simulation for a given geometry of bremsstrahlung production is 
necessary. 

Cross sections for observed reactions were estimated using the 

Fig. 4. Two segments of gamma spectra containing gamma lines used in 
calculations. 

Fig. 5. Part of the gamma spectra recorded three days after irradiation of 
Sb target. 

Table 1 
Yields and sum of saturation activities of identified products of photonuclear 
reactions.   

Half- 
life 

Ways of 
production 

Yield 
⋅106 

[s− 1] 

Sat. Act. 
⋅10− 15 [s− 1] 

Activity104 

[s− 1] 

122Sb 2.70 d 123Sb(γ,n) 
+121Sb(n, γ)) 

75.9(11) 26.6(5) 38.5(5) 

120mSb 5.76 d 121Sb(γ,n) +
123Sb(γ,3n) 

6.05(9) 2.12(4) 1.53(2) 

118mSb 5.00 h 121Sb(γ,3n) +
123Sb(γ,5n) 

0.456(9) 0.160(3) 3.55(7) 

117Sb 2.80 h 121Sb(γ,4n) +
123Sb(γ,6n) 

1.26(6) 0.44(2) 14.7(7) 

116mSb 60.3 
min 

121Sb(γ,5n) +
123Sb(γ,7n) 

0.026(1) 0.0091(4) 0.75(3) 

116mIn 54.4 
min 

121Sb(γ,αn) 0.0027 
(2) 

0.00095(6) 0.14(1) 

117mSn 13.60 
d 

121Sb(γ,p3n) +
123Sb(γ,p5n) 

0.092(4) 0.0322(14) 0.0100(5)  

M. Krmar et al.                                                                                                                                                                                                                                  



Applied Radiation and Isotopes 208 (2024) 111280

6

TALYS 1.96/2.0 code (Koning et al., 2023). It has been shown (Gyürky 
et al., 2014) in the case of nuclear reactions in which isomers are created 
that TALYS estimates can differ from experimental results. Some scatter 
in the values of physical quantities determined using TALYS estimates 
can also be expected (Jovančević et al., 2024). But for a first estimate of 
the activity ratio A119/A117 given in Equation (4), until the result of 
experimental measurements is obtained, the prediction based on TALYS 
can serve well. It could be expected that the choice of the strength 
function model has an impact on the estimation of the cross section, but 
this analysis is beyond the scope of this paper. It was decided to use 
SMLO model for a strength function. On the example of the creation of 
113mIn in photonuclear reactions, it was shown that this model gives 
good results (Versteegen et al., 2016). Six different models of level 
density were employed in calculations. Cross sections were calculated 
using phenomenological ((1) The Fermi Gas Model + Constant Tem
perature Model, (2) The Back-shifted Fermi gas Model, (3) The Gener
alized Superfluid Model) and microscopic ((4) Skyrme-Hartree- 
Fock-Bogoluybov, (5) Gogny-Hartree-Fock-Bogoluybov and (6) 
Temperature-dependent Gogny-Hartree-Fock-Bogoluybov models) of 
level density. Default OMP was used in calculations. Different models for 
the densities of states give estimates of cross sections that can differ 
significantly from each other. In Figs. 6 and 7 are depicted the energy 
differential cross sections for the two reactions at 121Sb which give 
119mSn and 117mSn as a result. 

The estimation of the activity ratio of 119mSn and 117mSn at the end of 
the irradiation was made using all six cross sections obtained by the 
TALYS code. The smallest value of 0.124 is obtained when the model of 
Fermi Gas + Constant Temperature Model is chosen for the density of 
states, while The Generalized Superfluid Model gives the highest ratio 
estimate of 0.268. 

4. Discussion 

Based on the results shown in Tables 1, it can be seen that 121Sb(γ, 
p3n) and 123Sb(γ,p5n) nuclear reactions, give a low yield of 117mSn 
comparing to the activities of the produced antimony isotopes. The right 
side of Equation (3) is used to calculate the activities of radionuclides 
identified in the measured spectra. Obtained results are presented in 
Table 1, last column. During the irradiation of the antimony target, an 
activity of 117mSn of about 100(5) Bq was obtained. This is three orders 
of magnitude less than the activity of Sb isotopes that have been iden
tified. Considering that the formation of 117mSn occurs with the emission 

of charged particles, such a low level of activity could be expected. 
The method currently considered the most promising is the pro

duction of 117mSn by interactions of accelerated alpha particles with 
cadmium (natural Cd or 116Cd enriched) or indium targets (Maslov et al., 
2011; Ditrói et al., 2016; Duchemin et al., 2016; Aikawa et al., 2018; 
Aslam et al., 2018), using. Since the range of alpha particles in these 
materials is very small, order of microns, the most common way to show 
the output of reaction is through the integral yield or Thick Target 
production Yield (TTY), as it is called by some authors. This quantity is 
expressed in units of kBq/μAh. A very complete review of theoretical 
predictions as well as known experimental results of 117mSn yields can 
be found in refs. (Rebeles et al., 2008; Ditrói et al., 2016; Aslam et al., 
2018). The experimental results of 117mSn yields (Maslov et al., 2011) of 
37.5 kBq/μAh and 410 kBq/μAh obtained on natural and enriched 116Cd 
targets, respectively, can be added to this review. The mechanism of 
photon interaction with metal targets is significantly different and they 
take place throughout the entire depth of the target and reaction yield 
depends on the target mass and thickness. However, from the estimated 
activity of 117mSn, a numerical value can be obtained that could some
how be equivalent to TTY, at least for the geometry used in experiment. 
With the experimental parameters listed in Section 2, it can be estimated 
that the production of 117mSn in photonuclear reaction is 0.174(8) 
kBq/(μAh). 

Such an assessment could be expected taking into consideration the 
large difference in the values of the cross section for 116Cd(α,3n)117mSn 
and 121Sb(γ,p3n)117mSn reactions. The maximum cross-section for the 
116Cd(α,3n)117mSn reaction is about 1 b in the region of 35 MeV 
(Montgomery and Porile, 1969; Rebeles et al., 2008; Ditrói et al., 2016; 
Duchemin et al., 2016). From Fig. 6 it can be seen that the theory for the 
121Sb(γ,p3n)117mSn reaction predicts a cross section of less than 1 mb. 

The experiment showed that with an antimony target weighing 
slightly more than half a gram, in a photon beam produced with an 
electron current of 1.2 μA during 30 min of exposure, a very low activity 
of 117mSn is obtained, the order of magnitude being 0.1 kBq. For the 
purposes of medical application of this radionuclide, significantly 
greater activities are required. Standard therapy dose of 117mSn is usu
ally 1 GBq for 70 kg patient (Srivastava et al., 1998). More 117mSn ac
tivity can be obtained by increasing: target mass, irradiation time and 
electron current. The obtained activity depends linearly on the mass and 
electron current and in this case also on the irradiation time, since the 
half-life of 117mSn is 13.6 days. It can be expected that an increase in the 
maximum bremsstrahlung energy can give a growth of the obtained Fig. 6. Cross sections for 121Sb(γ,pn)119mSn reaction estimated using 

TALYS code. 

Fig. 7. Cross sections for 121Sb(γ,p3n)117mSn reactions estimated using 
TALYS code. 
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activity of the product of the photonuclear reaction as well. In any case, 
there is room for increasing the yield of 117mSn, which still needs to be 
investigated. 

According to the estimates based on Equation (4), it can be expected 
that the activity of the long-lived 119mSn will be even lower and that in 
the bremsstrahlung beam of maximum energy of 60 MeV it will be up to 
26% of the activity of 117mSb. This ratio can be expected to be smaller at 
higher bremsstrahlung energies. It can be seen in Fig. 7, that some sig
nificant cross section component at energies higher than 60 MeV for the 
reaction (γ,p3n) exist. Considering that the dominant way of production 
of 117mSn is through this reaction, a higher yield of this radionuclide can 
be expected at higher energies. 

If there is an effective method to chemically separate the tin fraction 
from the antimony target, the activity of the 117mSn and 119mSn isotopes 
would be present in the obtained material only. This can be a very 
convenient way to produce two radionuclides of high specific activity 
(activity per unit mass), since a source of radiation without a carrier 
would be obtained. In photonuclear reactions on natural antimony, 
several isotopes of Sb are created. All of them, after decay give Sn nuclei 
as product. In this way, stable isotopes of tin with two active isomers 
119mSn and 117mSn are created. 

The mass of one of the isotopes of tin accumulated over time t by the 
decay of an unstable isotope of antimony created in a nuclear reaction 
could be expressed as: 

m=
M
Nav

A0

λ
(
1 − e− λt) (5)  

where A0 is activity of observed Sb isotope at the end of irradiation. This 
activity can be calculated using right side of Equation (3). 

The measured activities of 122Sb, 120mSb, 118mSb, 117Sb and 116mSb 
were used for the approximate estimation of the amount of tin that is 
created from the decay of Sb isotopes. This estimation do not include all 
the ways of creating tin from the decay of antimony isotopes, but only 
those whose activity could be determined based on the measured 
gamma spectra. However, it can be enough to estimate the order of 
magnitude of the mass of tin. Relevant gamma lines in registered spectra 
can be seen in Fig. 4. 

In a completely arbitrarily chosen case where the decay of the 
created antimony isotopes lasted 24 h after irradiation, it was found that 
the total mass of tin that was created by decay of 122Sb, 120mSb, 118mSb, 
117Sb and 116mSb is 8.1(4) • 10− 12 g. This means that by photonuclear 
reactions on natural antimony, very high specific activities of 117mSn can 
be obtained, order of magnitude up to 107 MBq/g. 

5. Conclusions 

In the experiment described in this paper, photoactivation of a target 
made of natural antimony was performed in a bremsstralung beam with 
a maximum energy of 60 MeV, followed by gamma spectrometric 
measurements. As could be expected, the highest activity in the acti
vated target was registered by neutron-deficient isotopes of antimony, 
obtained in (γ,xn) reactions. 

These isotopes of antimony decay mainly through electron capture 
and give stable isotopes of tin as a product. The only tin activity detected 
in the experiment came from 117mSn. In the experiment 119mSn was 
produced also, but the available detector could not detect it due to low- 
energy of emitted gamma radiation. 

In the gamma spectroscopic measurement, which was performed 
after a few days, when all sources of interference disappeared, the ac
tivity of 117mSn, which was created in the irradiation of the target, was 
determined. In the described experiment, the yield of 117mSn that was 
obtained (0.174(8) kBq/(μAh)) is about 2500 times lower than the yield 
of the same isotope obtained by (α,3n) reaction on enriched 116Cd. 

Such a large difference in yield can be explained by the fact that the 
cross section for the 116Cd(α,3n)117mSn reaction is significantly higher 

than the cross sections of 123Sb(γ,p5n)117mSn and 121Sb(γ,p3n)117mSn of 
photonuclear reactions. However, this still does not mean that photo
nuclear reactions on antimony should be left out of consideration as a 
possible commercial source of 117mSn. There is still significant room to 
increase the yield of these photonuclear reactions. The yield can be 
significantly increased in photon accelerator beams that have higher 
electron currents. 

In addition to 117mSn, some amount of 119mSn is also obtained in 
photonuclear reactions. Some of its characteristics, such as a large 
number of conversion electrons can contribute to the therapeutic effect. 
It was estimated that in the bremsstrahlung photon beam with a 
maximum energy of 60 MeV, the activity of 119mSn is obtained, which 
would less than 27% of the activity of 117mSn. 
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STRUCTURE-PHASE STATUS OF THE HIGH-ENTROPY 

AlNiNbTiCo ALLOY 

Y. A. Abzaev,1 Ž. Medić,2,3 M. Koptsev,2 R. S. Laptev,2  UDC 538.9, 669.9-127 
A. M. Lider,2 and A. D. Lomygin,2 and A. A. Klopotov1 

Results of investigations of the structural state of the AlNiNbTiCo high-entropy alloy (HEA) obtained by 
mechanical synthesis of pure Al, Ti, Ni, Co, and Nb metals for 30, 40, and 50 min are presented. It is shown 
that the AlNiNbTiCo HEA belongs to stable structures near the melting temperature. By the method of inverse 
convex hulls (InveseHubWeb), the temperature interval of structure stability equal to T = 1578–2935 K has 
been found, and the lattice is created by predicting the structures in the USPEX code. The amorphous 
AlNiNbTiCo HEA structural state is determined by the simple AlNiNbTiCo-3 cubic lattice. It is shown that the 
AlNiNbTiCo-3 lattice dominates in the AlNiNbTiCo HEA synthesized for 30, 40, and 50 min.  

Keywords: AlNiNbTiCo alloy, high-entropy alloys, X-ray diffraction techniques, mechanical alloying. 

INTRODUCTION 

Significant centrifugal forces in planetary ball mills stimulate fine and ultra-fine grinding of hard and superhard 
materials [1]. Under conditions of high local gradients of stresses and temperatures in high-entropy alloys of equiatomic 
and close-to-equiatomic compositions, new materials are formed by mechanochemical activation. The planetary ball 
mill method is promising here, because it allows synthesizing alloys with high melting points. The new class of high-
entropy alloys (HEAs), in contrast to alloyed alloys based on iron, titanium, aluminum, etc. is characterized by high 
configurational entropy, the contribution of which to the solution stabilization is significantly higher. The characteristic 
HEA features include high entropy of the mixture, low atomic diffusion, lattice distortions, as well as formation of 
simple FCC, BCC, and HCP lattice structures [1, 2]. In particular, interest in the HEAs is also connected with their 
exceptional strength characteristics at high temperatures [3], ductility, impact toughness at cryogenic temperatures, 
combination of strength and ductility [4], and their application in the fields of hydrogen storage [2] and membrane 
hydrogen separation [3].  

Fundamental studies of the HEAs have significantly expanded the list of single-phase high-entropy materials 
[6–8]. In multielement HEAs of 2nd generation, single-phase solid solutions based on simple cubic lattices (SCLs) are 
found both in crystalline and amorphous states [4, 5, 9–15]. In the latter case, as a rule, the complete structural 
information on the SCLs is unknown. It seems relevant to study the structure of the 5-element AlNiNbTiCo HEA – 
an equimolar (equiatomic) elemental composition [8, 9] in which single-phase solid solutions of amorphous type can be 
synthesized by mechanical stirring. Prediction of stable SCLs of the AlNiNbTiCo alloy is based on critical indices and 
InverseHubWeb methods [11] as well as on evolutionary prediction using the USPEX code [17, 18]. Detailed analysis 
of the content of amorphous-type SCLs in the AlNiNbTiCo HEA shwed that it is a function of the synthesis time in the 
ball mill. 

The aim of this work is to study the structural state and stability of the AlNiNbTiCo alloy obtained by 
mechanical stirring in a ball mill for 30, 40 and 50 min, to determine a type of stable single-phase equiatomic state 
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based on a set of Yum–Roseri critical indices, energy and entropy of mixing of binary alloys near the melting point 
within the framework of the Miedema model, as well as the mixing entropy of the 5-element AlNiNbTiCo composition, 
to predict the stable SCLs of the AlNiNbTiCo alloy by the evolutionary method, to estimate the stability temperature 
intervals using the InveseHubWeb code, and to determine the content of the equiatomic SCLs of semi-amorphous type 
based on calculations of the contributions of theoretical intensities to experimental diffraction patterns of the 
AlNiNbTiCo alloys synthesized for 30, 40, and 50 min. 

MATERIALS AND RESEARCH METHODS 

The synthesized AlNiNbTiCo alloy was chosen as the object of our study. Mechanical synthesis of 
AlNiNbTiCo alloy was carried out in a planetary mill AGO-2. Metal Al, Ti, Ni, Co, and Nb powders with purity of 
99.5% and sizes from 10 to 70 μm were mixed in equimolar ratio. The mass of the powders was 7 g. The mass ratio of 
grinding balls to powder was 10: 1. The powder and balls were loaded into a glove box in an argon environment. The 
drum rotational speed was 1260 rpm. To prevent overheating of the drums, grinding was stopped for 30 s every 2 min. 
Also, drums were water cooled during the grinding process. Grinding lasted 30, 40, and 50 min. The X-ray diffraction 
of the AlNiNbTiCo alloy was studied using a Shimadzu 7000 diffractometer with the tube having a copper anode in Kα 
radiation according to the Bragg–Bretano scheme with a step of 0.0143° and exposure time per point of 0.5 s at anges in 
the range of 10°–90°. The X-ray tube voltage was 40 kV, and the beam current was 30 mA.  

Prediction of the stable composition of the AlNiNbTiCo HEAs was realized based on a set of critical Yum–
Roseri indices [8–15]. The contributions of the following group of the paramaters to the free energy near the melting 
point of the binary alloys was considered in this work: lattice distortion δ, Pauling electronegativity , enthalpy Hmix, 
entropy Smix, and valence electron concentration. The enthalpy and entropy of the mixture were found using the semi-
empirical Miedema method [15]. The critical indices allowed us to evaluate the stability as well as the class of the 
AlNiNbTiCo HEAs. In the next step, the evolutionary USPEX method was used to predict the lattices with complete 
structural information [17, 18]. According to the USPEX method, the enthalpy of lattices of fixed equiatomic 
composition of the AlNiNbTiCo alloy is considered. The fraction of generations generated from random structures and 
due to heredity were 0.3 and 0.5, respectively, and 0.2 from mutations. The fraction of the current generation that was 
used to generate the next generation was 0.6. In each generation, a population of 30 atoms was considered, the initial 
size of which was also equal to 30 atoms. Calculations were performed with 6 optimization steps using the VASP code. 
The lattice energy was calculated within the framework of the electron density functional in the gradient 
pseudopotential of the electron density in the generalized gradient approximation (GGA). The total lattice energies were 
determined at 0 K. The details of the code are given in [19, 20]. The orbitals of electronic states, the distribution of the 
one-electron density, and the ground state energy were calculated in a self-consistent manner. The wave functions of the 
valence electrons of phase atoms were analyzed in the plane wave basis with a kinetic energy cutoff radius of 330 eV. 
In this case, the total energy convergence was ~0.5·10-6 eV/atom.  

In the InverseHubWeb method, the results of calculations of the temperature interval diagrams of the stability 
of single HEAs are proposed within a graphical representation. The HEA convex shell diagrams were constructed on 
the basis of benchmarks calculated in the Material Project [16] with (intermetallic) reactants in the temperature intervals 
of existence of stable and metastable alloys. In the InverseHubWeb method, ab intio estimations of the free energy of 
the lattices are made based on the cluster method used in [11] for the HEA. 

The identification of the structural state and quantitative phase content (QPC) of the AlNiNbTiCo alloy on the 
basis of synthesized lattices (standards) was performed using reflex [19, 20]. In the Rietveld method, the relative 
difference between the integral (model) and experimental diffraction patterns is minimized by a nonlinear method 
depending on the variation of instrumental, profile, and structural parameters of the full-profile intensities. The 
maximum possible number of the parameters of reference gratings was varied. The background radiation on diffraction 
patterns was approximated by a polynomial of degree 20. The calculated X-ray intensity of the model phases in the 
work were evaluated in a self-consistent manner.  
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RESULTS AND DISCUSSIONS 

In the process of mechanical synthesis of the AlNiNbTiCo HEAs, the formation of the stable single-phase 
material was observed. The identification of the stable HEAs was realized using the Yum–Roseri criteria, which 
include, in particular, distortion [12–15] 
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where ri is the radius of the atomic element, the difference of which should not exceed 8.5%. The criterion of HEA 
electronegativity is defined by the expression [12–15] 

 
1

1

1
n

i
mix t n

i
i i

i

c

c



 
    
 

 
 




, (2) 

where χi is the electronegativity of the ith atomic element. Yeh [13, 14] also proposed the classification of stable high-
entropy alloys based on the entropy of the mixture:  

 lnmix i iS R c c  , (3) 

where R is the universal gas constant, and ci is the atomic concentration of elements. From the formula it follows that in 
the case of compounds of equiatomic composition, the total contribution to the entropy should be the largest. The 
enthalpy Hmix of the mixture is determined by the expression 

 4
n

AB
mix i j mix

i j

H c c H


  , (4) 

where AB
mixH  is the enthalpy of the binary alloys near the melting point the AB elements of which are parts of the HEA 

compound. In the case of the AlNiNbTiCo alloy, it was necessary to use the following binary alloys with cubic lattice to 
estimate the enthalpy Hmix: AlNi, AlNb, AlTi, AlCo, NiNb, NiTi, NiCo, NbTi, NbCo, and TiCo. When calculating the 
enthalpy Hmix of the mixture, it was also necessary to know the melting point of the binary alloys determined by the 
formula 

 melt i iT c T  , (5) 

where Ti is the melting point of the pure elements. For the pure elements Al, Ni, Nb, Ti, and Co, the temperatures are 
Tmelt = 933.47, 1728, 2750, 1941, and 1768 K, respectively [10–12]. The found effective melting temperatures of the 
binary alloys are summarized in Table 1. Based on the obtained Tmelt values and the known elements, the enthalpy of the 
mixture as well as the entropic contribution to the free energy of the binary alloys were determined within the 
framework of the Miedema model [15]. The calculated results are summarized in Table 1. The effective enthalpy of the 
mixture found by formula (4) was Hmix = –41.27 kJ/mol, and the entropic contribution was Smix = –23.78 kJ/mol. The 
results obtained indicate that the entropic contribution of the binary alloys accounts for a high fraction of the free 
energy. The critical indices used to evaluate the stability of the AlNiNbTiCo HEA are based on the enthalpy of the 
binary alloys [10–15] as well as the entropy of the 5-element composition given by formula (4). The entropy of the 
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mixture is equal to Smix = 1.61R; this implies that the compound under study, according to the classification presented in 
works [10–15], belongs to high-entropy alloys. The predicted melting temperature of the AlNiNbTiCo alloy was found 
to be Tmix ≈ 1824 K, then TmixSmix ≈ 29184R, which is much higher than the mixing enthalpy Hmix. For the investigated 
AlNiNbTiCo HEA, the critical parameters are: distortion   6.97%, electronegativity   0.20, and valence electron 
concentration VEC  6.2. The set of the critical parameters together with the mixing enthalpy and entropy allows us to 
conclude that the AlNiNbTiCo HEA belongs to the class of high-entropy materials: amorphous structures, solid 
solutions, and intermetallic compounds [10–15]. A comparative analysis of the critical indices with the literature data 
[10–15] shows that the high-entropy single-phase AlNiNbTiCo compound with the amorphous lattice is formed as 
a result of mechanical synthesis in the ball mill. Indeed, the indices   0.20,   6.97%, Hmix = –41.27 kJ/mol, 
Smix  13.4 J/(K mol), and VEC  6.2 correspond to the amorphous type formed as a result of mechanical synthesis in the 
ball mill. The critical values   6.97% and Hmix = –41.27 kJ/mol also correspond to the amorphous type according to 
the classification discussed in [15]. 

In the inverse convex hull method, the 2D diagram with the energy formation axes and zero level energy in the 
convex hull is proposed to visualize the results the level of which is determined by the driving force of the phase 
separation of the HEAs into low-component reactants. Alloys with mixing energy exceeding the zero level belong to 
quasi-stable structures. The vertices of the convex hull are stable phases (convex hull reactants) or intermetallic alloys 
found in the Material Project crystallographic database [12]. The composition of the phases at the qualitative level is 
captured by the shape and color gradation of the markers, while the arrows and their widths indicate the reactivity of 
neighboring alloys and the proportion of phases. The shape of the markers determines the number of components in the 
phase. The stability of alloys is determined by the expression [11] 

 G H TS    , (6) 
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where G is the Gibbs free energy, H is the enthalpy of mixing, ∆Sss is the entropy of mixing of solid solutions, and xi is 
the molar fraction of the ith element in the HEA. For the HEA, the separation of low-component reactants is taken into 
account, so that formula (7) should be modified as follows:  

 ln
1ss

n
S R

n
     

. (8) 

The enthalpy ∆H of the n-atomic mixture is equal to 
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where i,j is the binary interaction that for the equiatomic composition is defined by the expression [11] 

TABLE 1. Effective Liquid Phase Temperature and Thermodynamic Properties of Binary Alloys 

 AlNi AlNb AlTi AlCo NiNb NiTi NiCo NbTi NbCo TiCo 
Tmelt, K 1330.7 1841.7 1437.2 1350.7 2239 1834.5 1748 2345.5 2259 1854.5 

H, kJ/mol –4.44 –6.25 –7.60 –4.83 –3.61 –4.29 –1.65 –1.85 –3.11 –3.66 
S, kJ/mol –3.21 –4.55 –6.28 –4.55 –1.54 –2.6 1.61 0.32 –1.02 –1.95 
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where ,
SQS
i jE  is the energy of the binary lattice determined from first principles within the cluster approximation in the 

ATAT code [10–15], and Ei and Ej are the lattice energies of the pure components. The results of stability calculations 
using formula (7) are shown in Fig. 1. Our calculations showed that the AlNiNbTiCo HEA after solidification is in the 
stable state in the temperature range ∆T = (1587–2935) K. The enthalpy of formation and mixing energy are negative in 
the specified temperature range, but with further temperature decrease, the AlNiNbTiCo alloy becomes quasi-stable and 
inclined to relaxation. 

The X-ray diffraction analysis of the AlNiNbTiCo alloy synthesized in the ball mill showed that the diffraction 
patterns exhibit main reflections extended in the angular range the distribution of which is characteristic of simple cubic 
structures (Fig. 2), which indicates low crystallinity and high proportion of amorphous component in the registered 
intensity. Indeed, the crystallinity of the AlNiNbTiCo alloy on the diffraction patterns for 30, 40 and 50 min of stirring 
is 29.5%, 11.7%, and 15.8%, respectively. Identification of the structural state of the AlNiNbTiCo alloy by the Rietveld 
method is possible using the known reference lattices. In this work, the search for 5-element lattices of the known 
AlNiNbTiCo composition was realized by the evolutionary method in USPEX [24, 25]. During the prediction process, 
about 300 stable and quasi-stable reference lattices of fixed Al–Ni–Nb–Ti–Co composition were found, from which 
orthogonal class structures were selected for quantitative phase analysis (QPA). 

Cubic class lattices were not detected in the prediction process. Qualitative phase analysis showed that among 
the detected lattices, the highest FoM (figure-of-merit) criterion corresponds to the simple cubic lattice with space group 
P1, the parameters of which are given in Table 2; for convenience, it is denoted as AlNiNbTiCo-3. The results of phase 
analysis of the AlNiNbTiCo alloy by the Rietveld method are shown in Fig. 2a–e, which illustrates the theoretical 
intensities of the AlNiNbTiCo-3 alloy (curves 1), their experimental diffraction patterns (curves 2), and their differences 
(curve 3). The experimental diffraction patterns correspond to the AlNiNbTiCo HEA synthesized by stirring for 30 
(Fig. 2a and b), 40 (Fig. 2c and d), and 50 min (Fig. 2e and f). As can be seen, the intensity difference indicates a good 
convergence of the theoretical diffraction patterns to the experimental ones (curve 3). The good convergence is also 
evidenced by the agreement criterion (according to Table 2, Rwp ≈ 1.57, 1.54, and 1.35 %). The fraction of contributions 

 

Fig. 1. Phase diagram of the AlNiNbTiCo alloy at T = 1500 K. The numbers on the diagram 
correspond to the following connections: 1  Al3Nb, 2  Ni3Ti, 3  Al3Co, 4  Nb3Ni, 5  TiCo, 
6  TiAlCo2, 7  NbTi, 8  NiCo, 9  NbCo3, 10  Nb6Co7, 11  NbNi, 12  Nb2Al, 13  Ti3Al, 
14  TiCo3, 15  NiNbTi, 16  NiNb, 17  Ti2Ni, 18  Ti4CoNi, 19  Al9Co2, 20  AlNbTi, 
21  Al3Ti, 22  AlNi3,  23  TiNi,  24  TiAl2, 25  Al3Ni2,   26  TiAl2, 27  AlNiNb, 
28  TiAlNi, 29  AlNiNbTi, 30  Al5Co2, 31  Ti13Al8Co8, 32  Ti15Al16Ni7, 33  AlNiTi, 
34  Al3Ni2, 35  Al4Ni3, 36  TiAlNi2, and 37  AlNi. 
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to the integral intensity I of the lattices is given in Table 2; it is found to be dominant for all synthesis times and equal to 
0.98, 0.97, and 0.95, respectively. The structural SCL parameters are given in Table 2, and the spatial distribution of 
atoms is shown in Fig. 3. Table 2 also presents the parameters in the initial state (0 min) and after refinement by the 
Rietveld method (30, 40, and 50 min) together with the lattice volume V. 

It should also be noted that the coordinates of the atoms are known for all SCLs; however, because of the large 
volume, these data are not given in the paper. Table 2 also presents the AlNiNbTiCo-3 lattice energies (E < 0 eV), 
which indicate their at least quasi-stable state. Using the Rietveld method, it was found that the AlNiNbTiCo HEAs 
after 30, 40, and 50 min of stirring are dominated by the AlNiNbTiCo-3 lattice contributions to the experimental 
diffraction patterns, which are partially in the X-ray amorphous state. The results of full-profile refinement of the low-
crystalline HEA diffraction patterns of the AlNiNbTiCo allow with a high degree of agreement (Rwp < 1.6%) indicate 

TABLE 2. Structural Lattice Parameters and Phase Fraction in the AlNiNbTiCo Alloy 

t, 
min 

Phases 
а, 10–1 

nm 
b, 10–1 

nm 
c, 10–1 

nm 
α β γ 

V, 10–3 
nm3 

E, eV 
Fraction
of I, %

Rwp, % 

0 AlNiNbTiCo-3 4.042 4.042 4.042 90.00 90.00 90.00 66.037 –5599.933 – – 
30 AlNiNbTiCo-3 4.094 4.092 3.989 89.68 91.66 87.67 66.750 –5599.443 98.33 1.57 
40 AlNiNbTiCo-3 4.051 4.093 3.909 90.30 90.03 89.48 64.809 –5598.506 97.31 1.54 
50 AlNiNbTiCo-3 4.091 4.171 3.951 89.94 89.45 89.13 67.447 –5599.060 95.42 1.36 

       

       

Fig. 2. Diffraction patterns of the AlNiNbTiCo alloys after stirring times of 30 (a and d), 40 (b and 
e), and 50 min (c and f). Here curves 1 in Fig. 2a–c show the experimental diffractin patterns, and 
curves 2 in Fig. 2a–c show the intensity difference. The theoretical AlNiNbTiCo-3 diffraction 
patterns are shown in Fig. 2 d–f. 
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that the AlNiNbTiCo-3 lattice is in the X-ray amorphous state. From the results obtined it follows that the stirring time 
has almost no significant effect on the quantitative content of the main X-ray amorphous phase of the AlNiNbTiCo-3 
allow. However, the specific energy (E/V) varies. The stirring time affects the internal energy and the structural 
parameters of the synthesized AlNiNbTiCo-3 lattice. The specific energy is found to be E/V ≈ –84.80, –83.89, –86.38,  
–83.01 eV/Vol for stirring times of 30, 40, and 50 min, respectively, from which it follows that the optimal stirring time 
is 40 min. The change in the specific lattice energy due to redistribution of atoms is found to be more noticeable. 

The results of calculations showed that the lattice parameters do not change during the optimization process, 
and they are kept equal to the initial state given in Table 2. Then, the specific energy is equal to E/V ≈ –84.88 eV/Vol, 
which is even higher than the specific energy of the alloy after stirring for 40 min. A comparison shows that the 
mechanical stirring in the planetary mill synthesizes both the semi-amorphous AlNiNbTiCo HEA and the alloy which 
tends to stabilize, in particular within 40 min. It should also be noted that the complete structural information on the 
AlNiNbTiCo-3 lattices can be used to study the thermodynamic properties of individual phases and AlNiNbTiCo 
HEAs. 

CONCLUSIONS 

Thus, the full group of critical indices has been used in the present work to study the structural state of the 
AlNiNbTiCo alloy identified as a stable single-phase amorphous high-entropy alloy. Using the above procedure as well 
as the inverse convex hull method (InvewrseHubWeb), the stability interval was determined ∆T = (1587–2935) K. The 
prediction of the lattices of equiatomic composition by the evolutionary method allowed us to create a 5-element 
(AlNiNbTiCo) crystallographic base of the AlNiNbTiCo alloy etalons composed of orthogonal lattices (etalons with 
P1). Using the Rietveld method, it was established with a high degree of reliability that the high-entropy AlNiNbTiCo 
alloy is dominated by the AlNiNbTiCo-3 SCL, for which the complete structural information was determined, including 
parameters, atom coordinates, node occupancy, and space group. Moreover, the AlNiNbTiCo-3 lattice is the main 
lattice in the AlNiNbTiCo HEAs synthesized by mechanical stirring for 30, 40, and 50 min. Our analysis of the 
geometrically optimized AlNiNbTiCo-3 lattice showed that not only stable amorphous-type HEAs are formed during 
stirring, but also the lattice relaxation towards its stabilization occurs during 40 min. 

     

Fig. 3. Spatial distribution of atoms in the AlNiNbTiCo-3 alloy in the initial state (a) 
and after parameter refinement by the Rietveld method (b). 
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A B S T R A C T

Pyrophyllite, with the chemical formula Al2Si4O10(OH)2, is a naturally occurring and abundant van der Waals
mineral belonging to the group of phyllosilicates. It is very soft, layered crystal used for sculpting and an
excellent electrical and thermal insulator aimed for the operation at high pressure and temperature. Here, for
the first time, two-dimensional (2D) pyrophyllite obtained by both mechanical and liquid phase exfoliation is
presented and investigated at the nanoscale. The layered structure provides low friction coefficient of around
0.1 as measured by friction force microscopy. The wear properties, studied by atomic force microscope (AFM)
based scratching, are distinctly different from graphene. Since the wear is initiated at low normal forces, 2D
pyrophyllite can be routinely carved by the AFM tip and it is suitable for scratching based nanolithography.
According to our optical measurements, 2D pyrophillite is an insulator with a band gap of ∼ 5.2 eV. Local
current measurements by conductive AFM reveal that 2D pyrophyllite flakes behave as efficient electrical
insulators with a breakdown voltage of around 6 MV∕cm. Therefore, the obtained results indicate possible
applications of 2D pyrophyllite as a low-cost electric insulator and lubricant, as well as an easily-machinable
material at the nanoscale.

1. Introduction

Layered materials are usually defined as a special crystal class
existing in the form of weakly stacked atomic layers, like graphene
in graphite. General property of these materials are the strong in-
plane bonds and very weak interactions perpendicular to the planes,
typically of the van der Waals type. Therefore, layered materials that
can be exfoliated into atomically thin layers are often called van der
Waals materials. Two dimensional (2D) materials concerns crystalline
solids consisting of a single or few atomic layers. Huge interest for
them started when large graphene flakes were isolated for the first
time in 2004 by Novoselov et al. using mechanical exfoliation [1].
Extraordinary properties of graphene [2] triggered the search for new
2D materials. Nowadays hundreds of different 2D materials beyond
graphene have been devised and thoroughly investigated because of
their extraordinary properties that are not present in corresponding
counterpart bulk materials. As a result, 2D materials find numerous
applications in nanoelectronics, nanophotonics and optoelectronics,
spintronics, sensing and many other fields [3–5].
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After the discovery of graphene, the second generation of 2D ma-
terials, which includes hexagonal boron nitride, 2D transition metal
dichalcogenides (such as MoS2, WS2, MoSe2, WSe2, MoTe2) and func-
tionalized graphene, quickly appeared [6–11]. The third-generation of
2D materials includes elemental analogues of graphene such as silicene,
germanene, stanene, phosphorene [12], as well as with 2D transi-
tion metal carbides and carbonitrides (MXenes) [13], 2D silicon diox-
ide [14], and minerals [15]. Interestingly, many of them were firstly
discovered by numerical calculations, and afterwards, experimentally
obtained [16].

The most of 2D materials are synthetic, for instance large-scale 2D
materials are commonly prepared by chemical vapour deposition. On
the other hand, natural van der Waals minerals exist in most classes
of 2D materials like semi-metallic graphite and semiconducting molyb-
denite MoS2 and tungstenite WS2. In recent years, a new family of 2D
materials has appeared. It is based on layered natural minerals as a
source of 2D materials [15]. This family includes 2D insulating materi-
als based on phyllosilicates such as talc [18–24], muscovite (mica) [25],
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Fig. 1. (a) Polyhedral representation of pyrophyllite-1A structure: SiO4 tetrahedra in green, AlO6 octahedra in blue, oxygen atoms in red, OH group in yellow. The unit cell is
outlined in black. VESTA program [17] was used for three-dimensional visualization of the crystal structure. (b) Optical image of the crystalline pyrophyllite used in this study.
(c) Optical micrograph of mechanically exfoliated 2D pyrophillite flakes. (d) XRPD pattern of bulk pyrophyllite crystal which contains pyrophyllite-1A (PDF card # 01-075-0856)
and small amount (near detection limit) of dickite-2M1 (PDF card # 00-058-2002). Most intense ℎ𝑘𝑙 reflections are marked.

biotite [26], vermiculite [27], clinochlore [28], and phlogopite [29],
as well as 2D magnetic materials such as cylindrite [30] and iron-
rich talc [31]. Furthermore, semiconducting van der Waals mineral
franckeite has been used for the exfoliation of 2D van der Waals het-
erostructures [32–34]. Therefore, 2D materials can be obtained directly
from natural minerals by just simple exfoliation and without complex
synthetic procedures. As a result, search of 2D materials among natural
minerals can be particularly interesting. Furthermore, clay minerals
are abundant in Earth crust and therefore they serve as cost-effective
sources of 2D materials. This mainly concerns phyllosilicates or layered
silicates such as talc, pyrophyllte, kaolinite, gibbsite, etc., which are the
most common and abundant clays.

Pyrophyllite (from Greek pyro—fire and phyllos—a leaf) is natural
van der Waals mineral which belongs to the talc–pyrophyllite family
of phyllosilicates. It is a hydrous aluminum silicate with the chemical
formula Al2Si4O10(OH)2. Single layer of pyrophyllite consists of the
AlO6 octahedral sheet sandwiched between two SiO4 tetrahedral layers
(Fig. 1(a)). Pyrophyllite is a chemically inert material, good electrical
and thermal insulator with a high melting point [35] and with a fairly
high dielectric constant [36,37]. As a clay mineral, it is abundant
and inexpensive. Therefore, it is widely used in refractories, high-
grade ceramics, electric insulators, and as a filler in order to improve
properties of paper, plastic, rubber, paint and other mixtures [35].
As a van der Waals material, pyrophyllite has a lamellar structure
which indicates good frictional properties and its applications as a
lubricant [38]. It is very soft mineral [35] which provides easy ma-
chining and making of various profiles, while at the same time, it can
withstand large pressures. Therefore, bulk pyrophyllite mineral exhibits
interesting properties with a broad range of potential applications. Still,

its 2D form has not been studied so far, although small flakes of few
layer pyrophyllite have been obtained by liquid phase exfoliation [39],
whereas thermal exfoliation was investigated as well [40], but not in
the context of 2D layers.

Here we present our report on 2D pyrophyllite with the focus on
its properties related to potential applications as 2D electric insulator,
lubricant and material suitable for nanolithography. Using mechanical
and liquid phase exfoliation (LPE), we routinely fabricated few-layer
pyrophyllite which can be exfoliated down to single-layer thickness.
The initial characterization was done by X-ray powder diffraction
(XRPD), Raman spectroscopy, UV–VIS spectroscopy, and optical mi-
croscopy. Afterwards, we focused on nanoscale mechanical and elec-
trical properties of 2D pyrophyllite such as friction, wear, nanoscale
machining, as well as insulating properties and dielectric breakdown,
which were investigated by atomic force microscopy (AFM) based
methods.

2. Experimental methods

2.1. Sample preparation

Here we used the crystalline pyrophyllite from Hillsborough, Or-
ange County, North Carolina, USA (Fig. 1(b)). 2D pyrophyllite flakes
were obtained by the mechanical exfoliation [41] onto SiO2∕Si sub-
strate (with 300 nm thick SiO2). Briefly, thick pyrophyllite flakes were
separated from the bulk crystal by an adhesive tape. These flakes were
further thinned by multiple peeling against two pieces of the tape,
and finally transferred onto the substrate. The flakes of interest were
selected by optical microscopy (typical optical micrograph depicted in
Fig. 1(c)).
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The starting material for LPE of pyrophyllite was ground pyro-
phyllite crystal (Hillsborough mine, Orange County, North Carolina,
USA). Its dispersion was obtained in N-N-Dimethylformamide (DMF,
Sigma Aldrich, product no. D4551), while the initial concentration of
pyrophillite was 10 mg/mL (in 10 mL cylindrical vial). The solution
was then sonicated in a low-power ultrasonic bath for 12 h. The
resulting yellowish dispersion was centrifuged for 15 min at 1000 rpm.
In order to fabricate pyrophyllite films from the obtained dispersion,
Langmuir–Blodgett Assembly (LBA) technique at a water–air interface
was used. This technique was previously employed for the preparation
of graphene films as well [42,43]. In the first step, a small amount
of pyrophyllite dispersion in DMF was added at the water–air inter-
face. Then, after the pyrophyllite film was formed at the interface, it
was slowly picked up by desired substrate. Three different substrates
were used: SiO2∕Si for AFM measurements (morphological characteri-
zation), Au-coated SiO2∕Si for C-AFM measurements (current maps and
breakdown voltage), and quartz for UV–VIS spectroscopy.

2.2. XRPD measurements, Raman and UV–VIS spectroscopy

The structural characterization was done by XRPD which was con-
ducted at room temperature on Rigaku Smartlab X-ray Diffractometer
in 𝜃−𝜃 geometry (the sample in the horizontal position) in parafocusing
Bragg–Brentano geometry using D/teX Ultra 250 strip detector in 1D
standard mode with CuK𝛼1,2 radiation source (U = 40 kV and I =
30 mA). The XRPD pattern was collected in 2−90◦ 2𝜃 range, with the
step of 0.01◦, and data collection speed of 6◦/min. The pyrophyllite
sample was spinning in the horizontal plane with the speed of 60
rounds per minute. The low background single crystal silicon sample
holder was used to minimize the background. The PDXL2 integrated
XRPD software (Version 2.8.30; Rigaku Corporation) was employed for
XRPD data treatment.

Raman scattering measurements were performed on Tri Vista 557
Raman system, in backscattering micro-Raman configuration. The
514.5 nm line of an Ar+∕Kr+ gas laser was used as an excitation source.
Laser power was less than 1 mW on a sample in order to minimize its
local heating. A microscope objective with the 50x magnification was
used for focusing the laser beam. All measurements were performed at
ambient conditions.

Optical transmittance of the pyrophyllite film (obtained by liquid
phase exfoliation) was measured by ultraviolet–visible (UV–VIS) spec-
trophotometer Beckman Coulter DU 720 in the range from 200 to
900 nm.

2.3. AFM measurements

The morphological characterization of 2D pyrophillite was done by
imaging in the tapping AFM mode. Friction was measured using friction
force microscopy, by recording the lateral force which corresponds
to the lateral torsion of the AFM cantilever during scanning in the
contact AFM mode. The friction signal was calculated as a half differ-
ence between lateral forces measured in forward and backward scan
direction. The measurements were done using NSG01 probes (nominal
stiffness 5 N∕m) from NT-MDT, while the applied normal load was up to
∼300 nN, well below the threshold force needed to initiate wear. The
wedge calibration of frictional forces was used in order to transform
measured lateral signal into frictional forces [44].

Wear properties were studied by scratching the pyrophyllite flakes
in the AFM contact mode. Square domains were scratched with an
increased normal force (applied by the AFM tip) from the bottom to
the top of the scan regions. The maximal normal load needed to initiate
wear was around 1 μN. When a wear was initiated, the normal force was
held constant. Mechanically robust and stiff, diamond coated probes
DCP11 (nominal stiffness 11.5 N∕m) from NT-MDT were used since they
allowed high normal forces needed for scratching as well as subsequent
imaging of scratched areas in the tapping AFM mode.

The AFM based nano-lithography was done using diamond coated
probes HA_HR_DCP (nominal stiffness 35 N∕m) from NT-MDT in three
modes: nanoindentation and two lithographic modes, vector and raster.
The nanoindentation mode is very similar to the measurement of force–
displacement curves. The AFM scanner holding a sample was moved
only vertically (without scanning in the horizontal plane) toward the
AFM tip in order to induce a point-like deformation in pyrophyllite.
For this purpose, the applied normal load was around 6 μN. In the
lithographic modes, pyrophillite surface was scratched in the AFM
contact mode according to predefined templates. In the case of the
vector lithography, the templates were defined by discrete lines only,
whereas in the case of the raster lithography, the square domains were
taken for simplicity. During the nano-lithography, two force levels were
applied. The low force level was applied along trajectories of the AFM
tip which should stay intact (the movements between discrete line
segments to be scratched, from the initial position to the first line
segment, and from the last line segment back to the initial position). On
the other hand, a high force level in the range ∼2−6 μN was applied on
segments which are to be scratched. The scratching velocity was around
0.2 μm∕s. It was significantly decreased compared to the scanning speed
in order to provide an efficient lithography.

The study of insulating properties and dielectric breakdown requires
2D pyrophyllite flakes placed between two metallic electrodes. In order
to make possible study at the nanoscale, conductive AFM (C-AFM) was
employed. For this purpose, the pyrophyllite flakes obtained by LPE
method were deposited on a gold substrate. Then, a metallic AFM tip
on the top of a pyrophyllite flake served as a top electrode, while the
underlying gold was a bottom electrode. The bias voltage was applied
on the gold, while the AFM tip in contact with the pyrophyllite flakes
was (virtually) grounded. The current imaging was done by scanning
in C-AFM mode, using highly doped and conductive, diamond coated
probes DCP11, and simultaneously recording topography and local
current. Dielectric breakdown was examined by measuring local I/V
curves at single point, while the bias voltage was swept in a range
±10 V.

3. Results and discussion

3.1. Structural and vibrational properties

The results of XRPD measurements presented in Fig. 1(d) show
that the specimen predominantly contains crystalline pyrophyllite-1A
(PDF (Powder Diffraction File) card # 01-075-0856), whereas a small
amount (near detection limit) of dickite-2M1 (PDF card # 00-058-
2002) was also identified. The most intense reflections in the XRPD
pattern of the dominant phase are 00𝑙 (𝑙 = 1−5) which is in accordance
with the layered structure of pyrophyllite-1A. The XRPD results indicate
that a crystalline pyrophyllite sample (Fig. 1(b)) has a triclinic lattice
and 2:1 structure (two tetrahedral sheets and one octahedral sheet)
depicted in Fig. 1(a). The refined unit cell parameters for pyrophyllite-
1A are the following (estimated standard deviations in parenthesis):
𝑎 = 5.14(2) Å, 𝑏 = 8.99(4) Å, 𝑐 = 9.28(4) Å, 𝛼 = 91.88(8)◦, 𝛽 =
99.36(15)◦, 𝛾 = 89.16(15)◦, 𝑉 = 423(3) Å3. The refined values, within
an experimental error, are in a very good agreement with the values
obtained for pyrophyllite-1A (OH group in the structure) in both single
crystal XRD experiment [45] and powder XRD experiment [46].

Raman spectra of the bulk crystalline pyrophyllite are presented
in Fig. 2 in the spectral ranges from 50 to 1100 cm−1 and 3600 to
3750 cm−1. The first range describes the fundamental vibrations of all
phyllosilicates, whereas the second one displays the vibrations of the
H2O∕OH group [47–49]. Our spectra are fully consistent with the pre-
vious published Raman spectra of crystalline pyrophyllite [47]. They
contain all fundamental modes up to 1100 cm−1 as well as H2O∕OH
peak at 3670 cm−1. Details and the full assignment of all modes could
be found elsewhere [47].
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Fig. 2. Raman spectrum of a bulk pyrophyllite for two spectral ranges: the fundamental vibrations of phyllosilicates (left) and the H2O∕OH range (right).

Fig. 3. (a), (c) Topographic images of pyrophillite flakes mechanically exfoliated on Si∕SiO2 with (b), (d) corresponding height profiles along dashed lines with indicated
characteristic step heights.

3.2. Morphology

Fig. 3(a) depicts the topography of a typical flake obtained by
mechanical exfoliation, with the height profile given in Fig. 3(b). It
is a few-layer pyrophyllite with a thickness of ∼5 nm and an area of
∼15 × 20 μm2. The root-mean-square roughness calculated on 5 × 5 μm2

areas is only 0.6 nm indicating atomically flat surface free of residues.
The height profile (Fig. 3(b)) reveals that a step height between two
domains is only ∼1 nm.

The trilayer structure of the pyrophyllite unit cell displayed in
Fig. 1(a) consists of AlO6 octahedral sheet sandwiched between two
SiO4 tetrahedral layers. According to XRPD results, the thickness of
the neutral trilayer is 6.39 Å, whereas the thickness of van der Waals

gap is 2.76 Å [45], measuring from the center of oxygen ions (O2−).
Accordingly, the effective thickness of the trilayer is around 9.2 Å,
measuring from the top to bottom oxygen surfaces since we have
to add two oxygen ion radii of 2.8 Å. Therefore, the thickness of
single layer pyrophyllite measured by AFM should be around more or
the same. The smallest thickness measured in our AFM experiments
was always around 1 nm. The same minimal thickness was observed
in AFM scratching based experiments as discussed below. Therefore,
this value corresponds to the single layer of pyrophyllite. The small
discrepancy between expected (around 9.2 Å) and measured thickness
(around 1 nm) probably appears due to adsorbed water layer which is
inevitable at ambient conditions and/or due to measurements done in
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Fig. 4. (a) Ground pyrophyllite mineral used as a starting material for LPE and (b) the resulting dispersion employed for LBA. (c) Topographic image of pyrophillite flakes obtained
by LPE and subsequent LBA on Si∕SiO2. (d) Height profile along the dashed line in (c). Histograms of (e) height and (f) lateral size of the flakes shown in (c).

tapping AFM mode, which commonly gives an increased step height on
atomically thin layers [50].

Generally, we routinely exfoliated few layer pyrophillite flakes with
the lateral size larger than 10 μm. On the other hand, yield of single
layers was low, while their size was significantly smaller. One example
is illustrated in Fig. 3(c). The corresponding height profile in Fig. 3(d)
displays two single-layer step heights of ∼1 nm, and the third step
height of ∼2 nm which corresponds to double-layer flake. As can be
seen, the area of the single layer pyrophyllite is only several square
micrometers.

The ground pyrophyllite crystal and its yellowish dispersion used
in LPE are depicted in Fig. 4(a) and (b), respectively. Topography of
2D pyrophyllite obtained by the LPE method is depicted in Fig. 4(c).
The height profile in Fig. 4(d) displays three step heights of ∼5 nm.
Samples produced by the LPE method consist of a network of flakes
with a typical height of 5−15 nm (Fig. 4(e)) and lateral dimensions of
∼1 μm (Fig. 4(f)). The flakes have well defined shapes, flat surface and
regular edges. Although they are thicker and smaller compared to those
fabricated by the mechanical exfoliation, LPE method provides large
scale production of 2D pyrophyllite. At the same time, the LPE method
can be easily adapted to various substrates. This was employed below
in the study of insulating properties and dielectric breakdown of 2D
pyrophyllite, where the flakes were deposited on a gold substrate.

3.3. Friction

Friction properties are analyzed on a small segment of the pyrophyl-
lite layer surrounded by SiO2 as depicted in Fig. 5(a). In the friction
force map displayed in Fig. 5(b), the pyrophyllite is represented by

a dark contrast, thus indicating decreased friction compared to SiO2.
The height and friction force profiles from Fig. 5(c) reveal three times
lower friction on the pyrophyllite. The same measurements were done
for the normal force in the range ∼30−330 nN. Average friction forces
on both pyrophyllite and SiO2 were calculated from the histograms of
friction maps and the corresponding results are presented in Fig. 5(d).
As can be seen, the friction force approximately linearly increases
with the normal force in accordance with Amonton’s law. The friction
coefficients were calculated from the slopes of the linear fits (dashed
lines in Fig. 5(d)). The obtained friction coefficient of the pyrophyllite
flake 𝜇pyr = 0.12 is more than four times lower than the friction
coefficient of surrounding silicon-dioxide substrate (𝜇SiO2

= 0.5). At the
same time, 𝜇pyr is very similar to the friction coefficient of graphene
grown by chemical vapour deposition [51] and 2D talc [21]. Therefore,
the presented results indicate good lubricating properties of few-layer
thick pyrophyllite.

Generally, mechanical and liquid phase exfoliation give 2D layers
with the same physical properties. The main difference between two
methods is morphology of produced layers, the lateral size of the flakes
before all. Therefore, we expect the same friction properties of pyro-
phyllite obtained by both methods. Additional friction measurements
on LPE pyrophyllite prove this predictions. The results presented in
figure S1 of Supplementary material show that pyrophyllite flakes ob-
tained by LPE has a low friction coefficient of around 0.14, that is, very
similar to pyrophyllite obtained by the mechanical exfoliation (0.12).
Compared to the surrounding silicon-dioxide substrate, the friction is
again decreased by around four times.

In our previous manuscript [21] we investigated friction as a func-
tion of talc thickness in detail. Talc friction reduces with number of
layers (talc thickness), which is similar to other 2D materials, since so
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Fig. 5. (a) Topography and (b) friction force map of pyrophyllite flake on Si∕SiO2. (c) Height and force profiles along dashed lines in (a) and (b), respectively. (d) Average friction
force (calculated from histograms of friction maps such as the one presented in (b)) as a function of the normal force applied by the AFM tip. Friction coefficients were calculated
as slopes of the linear fits represented by dashed lines.

called puckering effect, responsible for the friction of 2D materials, is
less pronounced for thicker layers due to larger bending rigidity. In the
case of talc, this dependence is rather weak, since single layer is 1 nm
thick and already consists of three atomic planes. Pyrophyllite and talc
belong to the family of 2:1 phyllosilicates. Their chemical formulas are
almost identical (pyrophyllite - Al2Si4O10(OH)2, talc - Mg3Si4O10(OH)2)
and they have practically the same structure (octahedral plane with
metallic (Al or Mg) ion sandwiched between two tetrahedral SiO lay-
ers). The thickness of the single layer (around 1 nm) is similar in
both materials. Therefore, dependence of the friction as a function of
pyrophyllite thickness should be the same as for talc. This conclusion is
further confirmed in figure S1(b) of Supplementary material depicting
friction map of pyrophyllite flakes produced by LPE. Although their
thicknesses vary in a broad range from only several nanometers to
several tens of nanometers, the friction force on the pyrophyllite is
associated with a single peak in the corresponding histogram given in
figure S1(c) (the observed dispersion (width of the histogram peak) is
very similar to the dispersion of the friction force measured on SiO2
substrate).

3.4. Wear

The next step was to analyze wear properties and behavior of
2D pyrophyllite for high normal load applied by the AFM tip during
scanning in contact mode. Fig. 6(a) displays the topography recorded
after the AFM scratching of the central square domain. From the
right, left, and top side, the scratched domain is surrounded by walls
(represented by a bright contrast) formed from the material deposited
by the AFM tip. Enlarged topographic image of the scratched area is
presented in Fig. 6(b) together with the characteristic height profile in
Fig. 6(c). At the bottom of the figure, the pyrophyllite surface is flat
and without visible wear scars due to low normal load. At the same

time, the lateral force recorded during the AFM scratching is low and
approximately constant as depicted in Fig. 6(d) and (e). Since there is
no wear, the lateral force corresponds to the friction between the AFM
tip and pyrophyllite.

In the experiment, the normal load was increasing as the AFM tip
was moving from the bottom to the top. For high enough normal load of
around 1.1 μN, the wear was initiated and afterwards, the normal load
was held constant. As a result of the wear, pyrophyllite surface became
crumpled with many local holes and bumps. The holes present local
depressions made by peeling pyrophyllite layers, while bumps are local
hills formed out of the material previously peeled off (Fig. 6(c)). The
height profile in Fig. 6(c) reveals several step heights of ∼1 nm. They
correspond to single layer of pyrophyllite which therefore indicates that
the AFM scratching leads to layer-by-layer peeling. The lateral force
during the scratching (Fig. 6(d) and (e)) is increased compared to the
bottom area without wear scars. Although this is expected due to higher
normal load applied by the AFM tip, the lateral force profile is not flat
anymore, but strongly oscillating. Obviously, bright puddles in the force
map (Fig. 6(d)) and peaks in the force profile (Fig. 6(e)) correspond
to strongly increased lateral force required for tearing and peeling of
pyrophyllite layers.

According to the presented results, during the AFM scratching,
pyrophyllite behaves in a different manner compared to well known 2D
materials such as graphene and transition metal dichalcogenides (MoS2,
and WS2) [52,53]. The scratching of these materials is associated
with wrinkling at the initial stage, while at higher normal loads, it
is followed by a sudden tearing along the direction of the AFM tip
movement, and finally by a peeling of large segments and their folding.
On the other hand, in the case of pyrophillite, exfoliated segments made
by the AFM scratching are small, not folded, and they form local bumps
of irregular shapes. Recently, similar results have been obtained for
muscovite (mica), another phyllosilicate van der Waals mineral, and
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Fig. 6. (a) Topographic image of a pyrophyllite flake after the AFM scratching. (b) The topographic image of the domain encircled by the dashed line in (a) focusing on the
scratched area only. (c) The height profile along the dashed line in (b) with indicated step heights of ∼1 nm and local hole/bump (encircled by dashed lines). (d) The lateral force
map recorded during the AFM scratching. (e) The lateral force profiles along two dashed lines in (d), standing for the area with and without wear.

the observed difference in wear properties were explained by different
mechanical properties [53]. Accordingly, significant thickness of single
layer of pyrophyllite (∼1 nm) and large bending rigidity of ∼70 eV [54]
limit its flexibility and folding. At the same time, Young’s modulus
(modulus of elasticity) of ∼100 GPa [55,56] and tensile strength less
than 10 GPa [56,57] are much lower than in the case of graphene and
transition metal dichalcogenides, which indicates much brittle structure
of pyrophyllite. This can be indirectly confirmed by comparing thresh-
old normal loads needed to initiate wear. In the case of graphene and
transition metal dichalcogenides, the threshold load is at least several
μN [52,53], while in the case of pyrophyllite, it is much lower, around
1 μN. As a result, pyrophillite layers are easily torn into small pieces
during AFM scratching.

Wear of 2D materials is always started from their edges (these are
weak points for wear), and not on homogeneous (flat) 2D flakes [58].
Since LPE 2D materials are associated with small flakes and huge
number of exposed edges, their wear resistance is determined by their
edges [59], and it is always lower that the wear resistivity of 2D
material itself. For this reason, wear of LPE pyrophyllite was not studied
here.

3.5. Nanoscale machining and nanolithography

As mentioned in the previous section, the AFM scratching of
graphene and transition metal dichalcogenides generally leads to their
peeling, but not to local cutting along directions defined by the move-
ment of the AFM tip. On the other hand, lower elasticity and tensile
strength of 2D pyrophyllite indicate that it could be suitable material
for AFM scratching based nanolithography. The results of the nano-
lithography of 2D pyrophyllite are presented in Fig. 7. Three basic
shapes and characteristic height profiles are presented for the following

cases: the hole made by nanoindentation (Fig. 7(a–b)), the trench
carved out by line scratching (Fig. 7(c–d)), and the square crater made
by raster scratching (Fig. 7(e–f)). As can be seen, the AFM tip induces
local carving of a pyrophyllite flake. This process is associated with the
tearing of the pyrophyllite into small pieces, which are then deposited
around the tip during its motion. The deposited material was then
removed by several additional scans in contact AFM mode (not shown
here). They were done at lower normal load, which was insufficient
to cause pyrophyllite cutting and wear, but high enough to provide
pushing of the deposited material by the AFM tip.

As can be seen, 2D pyrophyllite is efficiently carved by applying a
local pressure at single point (Fig. 7(a)) as well as during AFM tip mo-
tion (Fig. 7(c)). Making of holes on wider areas is successfully achieved
by AFM scratching along array of parallel lines (Fig. 7(e)). Depth of
created objects was controlled by applied normal load as illustrated
in Fig. 7(e–f) showing that a deeper crater was formed by a higher
normal force. The width of the line trench in Fig. 7(c) is 150−300 nm.
It is strongly influenced by the width of the diamond coated probes
employed here, and it is reasonable to expect that a better resolution
and more narrow features could be created with sharper AFM tips.

3.6. Electronic bandgap

Electronic bandgap was estimated from UV–VIS spectroscopic mea-
surements. For that purpose, a large-area pyrophyllite film was ob-
tained by LPE. The film thickness was around 20 nm as determined
by AFM measurement. Transmittance through the pyrophyllite film
for wavelengths in the range 200−900 nm is displayed in the inset of
Fig. 8. As can be seen, the film is transparent with the transmittance
in the visible region above 97%. The obtained transmittance spectrum
allows the calculation of an intrinsic optical absorption coefficient
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Fig. 7. The topographic images and the height profiles for three characteristic structures made by nanolithography of pyrophyllite: (a–b) single hole obtained by nanoindentation,
(c–d) trench made by the AFM scratching along single line, (e–f) four square domains made by raster scratching.

Fig. 8. The Tauc plot with estimated bandgap energy of ∼5.20 eV obtained from the transmittance (plot in the inset) through ∼20 nm thick pyrophyllite film obtained by LPE on
a quartz substrate.

𝛼(𝐸). Namely, the well known Bourguer–Lambert–Beer (BLB) law gives
the absorption coefficient as 𝛼BLB(𝐸) = (1∕𝑑)ln(1∕𝑇 ), where 𝑑 is the
film thickness and 𝑇 the measured transmittance [60]. This is the
simplest law representing the optical absorption in semiconductors, and
in practice the BLB law turned out to be more than a good enough
approximation.

For the estimation of a direct optical bandgap 𝐸𝑔 , we used the Tauc
method [61] and the standard fitting procedure of the linear part of
(𝛼(𝐸)𝐸)2 (Tauc plot), i.e. (𝛼(𝐸)𝐸)2 = const ⋅ (𝐸 − 𝐸𝑔). The Tauc plot
displaying (𝛼(𝐸)𝐸)2 as a function of the energy of incident light 𝐸 = ℎ𝜈
(ℎ is the Planck constant, 𝜈 is the frequency of incident photon) is given
in Fig. 8. The plot indicates that the pyrophyllite film has a direct band
gap of around 5.20 eV (the value obtained as the intersection point
of the linear fit of the Tauc plot and x-axis). The obtained value is
consistent with the theoretical value of 5.42 eV [55], whereas to best
of our knowledge, this is the first experimentally obtained value of the
pyrophyllite bandgap. The measured value is also close to the band
gap of 2D hexagonal boron nitride (∼6 eV) [62], which implies that
pyrophyllite can be considered as efficient 2D insulator as well.

3.7. Insulating properties and dielectric breakdown

Hexagonal boron nitride has been a standard choice as insulator
in 2D electronics [63–67]. Insulating properties and dielectric break-
down are usually explored by placing materials between two metallic
electrodes in order to form a capacitor. Furthermore, C-AFM [68,
69] provides characterization at the nanoscale [63–65,70–72]. Recent
studies have extended the family of 2D insulators to materials with
improved properties, such as high-𝑘 van der Waals dielectrics [70].

In order to study dielectric properties, 2D pyrophyllite flakes ob-
tained by LPE were deposited on a conductive substrate—thin gold
film, which acted as a bottom electrode, while the AFM tip had a role
of the top electrode. The topography image (Fig. 9(a)), corresponding
current map (Fig. 9(b)), and characteristic profiles (Fig. 9(c)) reveal
that pyrophyllite flakes with a thickness ranging from 3 nm to 22 nm
are associated with a dark (black) contrast in the current map and zero
current. The black color of pyrophyllite flakes in the current map in
Fig. 9(b) is spatially homogeneous and therefore it does not contain
current spikes which would indicate a possible dielectric breakdown.
As a result, at the applied bias voltage 𝑈 = 2 V, several nanometer
thick pyrophyllite behaves as 2D insulator.
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Fig. 9. (a) Topography and (b) the corresponding current maps of the pyrophillite flakes (obtained by LPE) deposited onto gold substrate. (c) The overlapped height and current
profiles along the dashed lines in (a) and (b).

Fig. 10. (a) and (b) Successive cycles of the I/V curves measured at single point (but two different points). (c) The I/V curves (the first cycle only) measured at three different
points of the same 10 nm thick pyrophyllite flake. The inset displays the I/V curves in semi-logarithmic scale.

In order to induce a dielectric breakdown, local I/V curves were
measured in a wider voltage range. Typical results are given in
Fig. 10(a) showing five successive cycles measured at the same point
in the voltage range ±10 V. In the first cycle, the current is zero for
voltages below ∼8 V. After reaching this threshold voltage, the current
rapidly grows indicating dielectric breakdown. In the next cycles (2–
5), for small voltages below ∼0.5 V, the current practically linearly
increases with the applied bias voltage without any threshold (small
nonlinearities around the zero voltage indicate possible Schottky barri-
ers at the tip-sample contact, whereas the decreased slope of I/V curves
for the voltages higher than ∼0.5 V is due to limitations of the current
amplifier). Therefore, pyrophyllite does not behave as an insulator
anymore and the metallic AFM tip is practically short circuited by the
bottom gold electrode. In another case presented in Fig. 10(b), after
the first cycle and dielectric breakdown, the region with zero (or near
to zero) current becomes narrower indicating gradually decreasing the
electronic bandgap of pyrophyllite.

Fig. 10(c) displays the I/V curves (only the first cycles shown)
measured at three different points on the same flake. Rapid increase
of the current is observed for threshold voltage in the range 5−7 V.
The semilogarithmic scale displayed in the inset reveals that below
the threshold voltage, the current is at almost constant level in the
order of 10−2 nA. Taking into account that the thickness of examined
pyrophyllite flake was ∼10 nm, the dielectric breakdown strength of 2D
pyrophyllite is around 6 MV∕cm. Although the obtained value is slightly
below the strength of 2D hexagonal boron-nitride (∼8 MV∕cm) [63],
the presented results indicate that 2D pyrophyllite has good insulating
properties and could be considered as an efficient 2D dielectric and
gate oxide. One of the main issue with applications of hexagonal
boron-nitride as 2D insulator is its low dielectric constant (∼3.9) re-
sponsible for high leakage currents. Although dielectric measurements
of pyrophyllite are very rare [36,37], it is reasonable to expect lower
leakage currents due to larger dielectric constant of pyrophyllite of
around 10, which is also similar to the permittivity of the second

member of 2:1 family of phyllosilicates—talc [73]. Still, this has to
be confirmed in future studies since leakage currents are influenced
by other factors, such as layers’ quality (absence of structural defects)
and the conduction/valence band discontinuity with respect to the
substrate.

Morphological changes after the dielectric breakdown of phyrophyl-
lite are illustrated in Fig. 11. Two- and three-dimensional images of
the pyrophyllite flake (Fig. 11(a) and (b), respectively) are recorded
in tapping mode after 30 I/V curves measured in the range ±10 V at
the point marked by the arrow. As can be seen, a small hole appeared
at the point where the I/V curves were measured, while protrusions
appeared around the hole. Height profile in Fig. 11(c) reveals that
the hole depth is around 1 nm which corresponds to the thickness of
single layer of pyrophyllite. The presented results demonstrate that
high local electric fields causing dielectric breakdown lead to local
fracture of 2D pyrophyllite. The hole depth equal to the thickness of
single layer of pyrophyllite indicates that in the considered case, only
the most top pyrophyllite layer was locally cut, while the pyrophyllite
thickness is reduced at this point. Although additional measurements
should be done in future studies, these results suggest layer-by-layer
breakdown of pyrophyllite which was previously confirmed in the case
of hexagonal boron nitride [65].

Friction measurements done after the induced dielectric breakdown
demonstrate that the point where I/V curves were previously measured
is associated with increased friction compared to the rest of pyro-
phyllite flake. The increased friction indicates some chemical and/or
structural changes on the pyrophyllite surface which should be further
explored in future studies.

4. Conclusions

In a summary, we have thoroughly characterized pyrophyllite crys-
tal and then successfully fabricated 2D flakes by using both mechanical
exfoliation and LPE. Pyrophyllite was exfoliated down to single layer.
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Fig. 11. (a) Two-dimensional topographic image of the pyrophyllite flake after 30 I/V curves measured in the range ±10 V at the point marked by the arrow. (b) Three-dimensional
topographic image of the area marked by dashed square in (a). (c) Height profile along the dashed line marked in (a).

The lateral size of typical few-layer flakes was in the order of 10 μm in
the case of the mechanical exfoliation, and 1 μm in the case of the LPE.
2D pyrophyllite has different wear properties compared to graphene
and transition metal dichalcogenides. The wear is initiated at much
lower normal loads while AFM based scratching leads to the tearing of
pyrophyllite into small pieces, contrary to nano-exfoliation and folding,
typically observed on graphene for example. Such wear properties
provide easy machining at the nanoscale by the AFM tip which can be
used as a tool for local carving and reshaping of pyrophyllite flakes. At
the same time, 2D pyrophyllite has a low friction coefficient of ∼0.1 and
therefore, it joins the family of other van der Waals layered materials as
a potential candidate for ultra-thin coatings aimed for solid lubrication
in micro- and nano-mechanical devices. The optical measurements on
thin (∼20 nm) 2D pyrophyllite film obtained by the LPE reveal that it
is transparent in the visible domain, with a large band gap of 5.2 eV.
The local studies by C-AFM demonstrated that several nanometer thick
pyrophyllite flakes behaves as 2D insulators with a high breakdown
voltage of around 6 MV∕cm, which is close to hexagonal boron-nitride.
In addition, the larger dielectric permittivity of pyrophyllite compared
to the boron nitride could provide lower leakage currents which needs
to be confirmed in future studies.
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Abstract Samples made from natural bismuth were exposed
in 60 MeV end-point bremsstrahlung beam. In this paper,
a simple model for determination the share of two ways
of 203Pb formation: by the decay of 203Bi, produced in
209Bi(γ,6n)203Bi reaction and by 209Bi(γ,p 5n)203Pb reac-
tion is described. The method employs the ratio of 203Pb and
203Bi nuclei numbers and activities at the end of the expo-
sure as the input value. This ratio was estimated from gamma
spectra measured after irradiation of natural Bi sample. It
was found that the rate of production of 203Pb by 209Bi(γ,p
5n)203Pb reaction is about 6% of the 203Bi production rate in
the 209Bi(γ,6n)203Bi reaction. Obtained result is compared
with TALYS based estimation.

1 Introduction

The simplest photonuclear reaction (γ,n) usually takes place
through the well-known mechanism of giant dipole reso-
nance. For a large number of stable nuclei, the energy dif-
ferential cross section of this reaction has been successfully
measured [1, 2]. Data on photonuclear reactions can be found
in available databases [3] also. The experimental evidence
for the (γ,2n) reaction is much poorer, while for reactions
when three or more neutrons are emitted (usually denoted
by (γ,xn)), the reaction cross sections can be obtained by
mainly by theoretical calculations [4]. For reactions in which
a charged particle, such as proton in the simplest case, is emit-
ted (single or in addition to one or more neutrons) there is
a much poorer experimental evidence. In the interactions of

a e-mail: krmar@df.uns.ac.rs(corresponding author)

high energy photons with nuclei, the probability of emission
of a charged particle is significantly lower than the emission
of neutrons due to the existence of the Coulomb barrier. It
is a reason why experimental data concerning (γ,p xn) are
insufficient in literature.

Cross sections for photonuclear reactions on natural bis-
muth (monoisotope 209Bi) with emission of one and two neu-
trons can be found in the reference [5]. In several recently
published papers [6–11], photonuclear reactions with Bi tar-
get exposed in bremsstrahlung photon beams having end-
point energies up to 70 MeV were studied. Irradiation of
such a heavy element by the high energy photons can give
several products of (γ,xn) reactions. In these publications,
the relative yield of photonucleated reactions on 209Bi was
analyzed, while in reference [12] the cross section results
for reactions (γ,n), (γ,2n), (γ,3n) and (γ,4n) were presented.
The authors of reference [12] used natural bismuth target and
quasimonochromatic laser Compton-scattering γ-ray beams
with energies up to 40 MeV. In reference [11], reaction chan-
nel (γ,pxn) with emission of one proton along with several
neutrons is accounted for.

In this paper, an attempt was made to establish experimen-
tal evidence for 209Bi(γ,p 5n)203Pb nuclear reaction by com-
parison of intensities of gamma lines following EC decay
of 203Bi and 203Pb. Lead-203 can be formed by (γ,p 5n)
nuclear reaction, but it is certainly created after decay of
203Bi, obtained in 209Bi(γ,6n)203Bi reaction. After activation
of the target made from natural bismuth by 60 MeV end-
point energy bremsstrahlung beam, several gamma spectra
were successively measured. Gamma lines from the mea-
sured spectra were selected in order to estimate the ratio of
created nuclei numbers of 203Bi and 203Pb in the moment
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when irradiation was stopped. Probability ratio for the occur-
rence of (γ,6n) and (γ,p 5n) nuclear reactions can be obtained
from these data.

For the purposes of this paper, the cross sections for the
observed nuclear reactions were extracted using the TALYS
code. These cross-sections were used to estimate the ratio
of probabilities of nuclear reactions of interest in order to
compare them with the values obtained by measurements.

2 Materials and methods

Considering that lead isotopes 206Pb, 207Pb and 208Pb are sta-
ble (Fig. 1), 209Bi(γ,p3n)205Pb is the very first photonuclear
reaction on 209Bi which can give active lead as a product.
However, half life of 205Pb is 1.57·107 y and small amount
of produced 205Pb, would be very difficult to detect. More-
over, this isotope does not emit gamma radiation.

The next candidate which can be used to verify if (γ,pxn)
on natural bismuth can yield measurable amounts of reaction
products is 204mPb. Half life of 204mPb is 67.2 min and de-
excitation of isomer state takes place through several gamma
transitions having high quantum yield. However, 204mPb can
be created by decay of 204Bi, produced in (γ,5n) photonuclear
reaction. This means that de-excitation of the isomeric state
of 204mPb created in (γ,p 4n) results in gamma transitions
that are almost the same as those occurred after the 204Bi
decay. It is very difficult to estimate how 204Bi decay and
204mPb de-excitation contribute to the total intensity of some
of measured gamma lines.

Another possibility to check if irradiation of 209Bi by
high-energy photons results in proton emission together with
several neutrons is lead isotope 203Pb. This isotope can be
created by (γ,p 5n) reaction. Half-life of 203Pb is 51.873 h
and after decay two intensive lines in gamma spectra can be
observed. A study of gamma photons originating from the
decay of 203Pb could be a good way to determine if (γ,p 5n)
reaction can give measurable amount of 203Pb during irradi-
ation of the natural bismuth target by high energy photons.
But in order to do that, it is necessary to estimate, in some
way, how much of the 203Pb activity comes from decay of
203Bi.

2.1 Irradiation

In interactions of 209Bi nuclei with high energy photons, sev-
eral bismuth isotopes can be created through (γ,xn) reactions.
Suppose that a bismuth isotope 203Bi, we have chosen to ana-
lyze, is formed at a constant rate q in a photon beam. The
change of the number of nuclei of observed bismuth isotope
can then be described by the following differential equation:

dN Bi

dt
� q − λBi NBi (1)

λBi is decay constant of 203Bi, created in (γ,6n) photonu-
clear reaction. The number of created 203Bi nuclides after
irradiation time tirr is:

NBi � q

λBi
(1 − exp(−λBi tirr )) (2)

The dynamics of the number of 203Pb nuclei created exclu-
sively by the decay of 203Bi can be expressed as:

dN Pb

dt
� λBi NBi − λPbNPb (3)

The very same 203Pb isotope can additionally be produced
through the (γ,p 5n) nuclear reaction. In the case when the
production of 203Pb occurs, process can be described by the
following equation:

dN Pb

dt
� λBi NBi + p − λPbNPb (4)

where p denotes a constant rate of 203Pb production through
the (γ,p 5n) nuclear reaction. It can be considered that at the
very beginning (t � 0), there were no 203Pb nuclei. The solu-
tions of differential Eqs. 3 and 4 describing time evolution
of the number of 203Pb isotopes are:

NPb � q

[
1

λPb
(1 − exp(−λPbtirr ))

+
1

λPb − λBi
(exp(−λPbtirr ) − exp(−λBi tirr ))

]
(5)

123



Eur. Phys. J. A (2023) 59 :170 Page 3 of 9 170

in the case when 203Pb originates from the decay of 203Bi,
and

NPb � q

[
1 + p

q

λPb
(1 − exp(−λPbtirr ))

+
1

λPb − λBi
(exp(−λPbtirr ) − exp(−λBi tirr ))

]
(6)

when production of 203Pb through (γ,p 5n) can not be
neglected.

Using Eqs. 2 and 5 ratio NPb(tirr )/NBi (tirr ) of produced
numbers of 203Pb and 203Bi nuclei, in the case when 203Pb
is produced only by the 203Bi decay, can be determined as:

NPb(tirr )

NBi (tirr )
�

λBi
λPb

(1 − exp(−λPbtirr )) + λBi
λPb−λBi

(exp(−λPbtirr ) − exp(−λBi tirr ))

1 − exp(−λBi tirr )
(7)

It can be seen from Eq. 7 that the ratio of 203Pb and 203Bi
nuclei numbers does not depend on the rate q at which Bi is
generated in photonuclear reaction.

In a similar way, using Eqs. 2 and 6, it can be determined
the 203Pb/203Bi nuclei number ratio for the case when the
203Pb isotope is formed by decay of 203Bi and the direct
209Bi(γ,p 5n) reaction as well.

NPb(tirr )

NBi (tirr )
� (1 + p

q ) λBi
λPb

(1 − exp(−λPbtirr )) + λBi
λPb−λBi

(exp(−λPbtirr ) − exp(−λBi tirr ))

1 − exp(−λBi tirr )
(8)

From the above Eq. 8, we can see that the ratio p/q, ie. the
production rate of 203Bi by the emission of six neutrons and
the rate of production of 203Pb by (γ,p 5n) nuclear reaction
affects ratio of these two isobars. It can be seen that, if there
is no proton emission, ie. if p � 0, Eq. 8 turns into Eq. 7.

All the above equations, as well as those that will follow
in which the ratios of the nuclei of the observed two isotopes
NPb/NBi can be written in the form where the ratios of their
activities APb/ABi appear.

2.2 Decay measurement

At the moment when the irradiation is completed, there will
be some number of both radionuclides in the bismuth sample:
NPb(tirr ) and NBi (tirr ). After the end of the irradiation, it
is possible to register gamma spectra of irradiated sample
and NPb(tirr ) and NBi (tirr ) can be considered as the initial
numbers of 203Bi and 203Pb. Let’s denote them as N 0

Bi and
N 0
Pb. Starting from the end of irradiation, activity of 203Bi

will decrease according to a well-known exponential law

NBi (t) � N 0
Biexp(−λBi t) (9)

while the dynamics of the time change of 203Pb activity will
be determined by the rate of its simultaneous decay and cre-
ation from 203Bi. It is well known that a number of daughter
nuclei in the case of simultaneous decay can be described as:

(10)

NPb(t) � λBi

λPb − λBi
N 0
Bi (exp (−λBi t)

− exp (−λPbt)) + N 0
Pbexp (−λPbt)

Let’s assume that the recording of the gamma spectrum
started at the moment t1 after the end of the irradiation, and
that the measurement was stopped at the moment t2. In that
time interval, the number of decayed 203Bi nuclei is:

ND
Bi � N 0

Bi (exp(−λBi t1) − exp(−λBi t2)) (11)

By integrating the function that describes the temporal
change of 203Pb activity within the same time limits, it is
obtained that the total number of 203Pb nuclei that decayed
is:

ND
Pb � λBi

λBi − λPb
N 0
Bi (exp(−λPbt1) − exp(−λPbt2))

− λPb

λBi − λPb
N 0
Bi (exp(−λBi t1) − exp(−λBi t2))

+ N 0
Pb(exp(−λPbt1) − exp(−λPbt2)) (12)

From Eqs. 11 and 12 the values of N 0
Bi and N 0

Pb can be
estimated, but in some cases it is more convenient to ana-
lyze the ratio of the number of decays of the observed two
nuclides:

123



170 Page 4 of 9 Eur. Phys. J. A (2023) 59 :170

ND
Pb

N D
Bi

� λBi

λBi − λPb

exp(−λPbt1) − exp(−λPbt2)

exp(−λBi t1) − exp(−λBi t2)

− λPb

λBi − λPb
+
N 0
Pb

N 0
Bi

exp(−λPbt1) − exp(−λPbt2)

exp(−λBi t1) − exp(−λBi t2)

(13)

As can be seen from Eq. 13, if the ratio of the decay num-
bers of 203Pb and 203Bi is known, it is possible to estimate the
ratio of the initial numbers of these two nuclides N 0

Pb/N
0
Bi .

In order to determine the ratio of the number of decays
ND
Pb/N

D
Bi in a selected time interval, two gamma lines, one

from 203Pb and another from 203Bi should be selected their
intensities should be determined. Let’s denote registered
intensities with N R

Bi and N R
Pb. Ratio ND

Pb/N
D
Bi can be deter-

mined as:

ND
Pb

N D
Bi

� N R
Pb

N R
Bi

εBi pBiγ

εPb pPbγ

(14)

The quantum yields of the observed gamma transitions
of 203Bi and 203Pb are denoted by pBiγ and pPbγ while εBi
and εPb are the absolute detection efficiency at the selected
energies. From Eq. 14 it can be seen that it is sufficient to
know the relative efficiency of the detector system for the
used geometry.

2.3 Procedure of the results extraction

And finally, let’s summarize the procedure that can be used to
prove whether a measurable contribution of (γ,p 5n) reaction
could be expected:

(a) the ratio of 203Pb and 203Bi nuclei numbers, expected at
the end of irradiation, without contribution of (γ,p 5n)
reaction, could be calculated using Eq. 7;

(b) intensities of selected gamma lines should be obtained.
The ND

Pb/N
D
Bi ratio can be calculated using Eq. 14;

(c) Equation 13 should be used to obtain the ratio of initial
nuclei numbers N 0

Pb/N
0
Bi , created during exposition in

the photon beam;
(d) obtained N 0

Pb/N
0
Bi ratio can be compared with the result

derived from Eq. 7. If the obtained values coincide
within the interval of experimental error, it can be con-
cluded that the reaction (γ,p 5n) does not give a mea-
surable contribution to the activity of 203Pb. However,
if the contribution of the reaction (γ,p 5n) to the total
number of 203Pb cannot be neglected, the N 0

Pb/N
0
Bi

ratio obtained by Eq. 13 should be greater than the ratio
acquired from Eq. 7

e) and finally, if the ratios N 0
Pb/N

0
Bi differ, it is possible

to find the value of the parameter p/q in Eq. 8 which
gives the N 0

Pb/N
0
Bi ratio experimentally established.
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Fig. 2 The shape of the photon spectrum �(E) obtained for 30 M inci-
dent electrons

The described procedure can give confirmation about con-
tribution of the (γ,p 5n) reaction to the total activity of 203Pb
and to estimate the value p/q.

2.4 Theoretical calculations

The rate of some nuclear reaction at the selected target is
directly proportional to the product of the cross section and
the number of incident particles. This means that the quanti-
ties p and q would be proportional to the saturation activities
of observed reactions:

q ∼
∫ Emax

Et

σ6n(E)�(E)dE (15)

p ∼
∫ Emax

Et

σp, 5n(E)�(E)dE (16)

where �(E) is photon fluency, Et is energy threshold for
observed nuclear reaction and Emax is end-point energy of
the photon spectra (in our case 60 MeV). By σ6n(E) and
σp, 5n(E) cross-sections for (γ,6n) and (γ,p 5n) nuclear reac-
tions are denoted respectively.

The simplest way to check the obtained result for the p/q
ratio would be to calculate the saturation activities for these
two reactions using Eqs. 15 and 16 and compare them with
the experimental result.

The shape of the photon spectrum �(E) is obtained by
using Geant4 software package [13], version v11.1.0, with
standard G4 electromagnetic physics option selected. The
simulation starts with creating 30 M of 60 MeV electrons
in the beam, with very small Gaussian spread in energy of
0.01 MeV. The photon spectrum, obtained at the place of
irradiated sample based on the geometry described in the
next section is presented in Fig. 2.
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There is no experimental evidence of the cross sections
of 209Bi (γ,6n) and 209Bi (γ,p 5n) nuclear reactions in lit-
erature. Related information can be obtained using some
numerical code for evaluation of the cross sections for
nuclear reactions. In this experiment, TALYS 1.9 code was
used to estimate cross sections for 209Bi(γ,p 5n)203Pb and
209Bi(γ,6n)203Bi reactions. It was decided to use SMLO
model for a strength function. It can be expected that the
choice of the strength function model has an impact on the
estimation of the cross section, but that analysis is beyond
the scope of this paper. Six different models of level density
were employed in calculations. Cross sections were calcu-
lated using phenomenological (1. The Fermi Gas Model +
Constant Temperature Model, 2. The Back-shifted Fermi gas
Model, 3. The Generalized Superfluid Model) and micro-
scopic (4. Skyrme-Hartree–Fock-Bogoluybov, 5. Gogny-
Hartree–Fock-Bogoluybov and temperature-dependent 6.
Gogny-Hartree–Fock-Bogoluybov models) of level density
[14].

3 Measurements

One coin-shaped sample of natural bismuth (high purity
99.999%), 1 cm diameter and mass of 1.1 g, was exposed
in bremsstrahlung photon beam having maximal energy of
60 MeV. The source of the photon beams was the linear elec-
tron accelerator LUE-75 located at A. Alikhanyan National
Science Laboratory in Yerevan, Armenia. Accelerated elec-
trons, after passing through a cylindrical collimator (length
of 20 mm and a diameter of 15 mm) strike a pure tungsten
converter. The thickness of the converter was 2 mm, and a
30 mm long aluminum cylinder was placed directly behind
it. The function of the aluminum was to stop the electrons
that passed through the tungsten. At a distance of 60 mm
from the tungsten plate, a Bi coin was placed. Duration of
exposition was 30 min.

After 22 min., exposed Bi coin was placed 86 mm from the
end cap of HPGe detector. Measurement setup is presented
in Fig. 3. Activity of measured samples was high enough
and no detector shielding was used. Sample was fixed by
tape to the holder ring above detector. First 5400 s spectrum
was measured and second one was collected during 79,463 s.
In the measured spectra, gamma lines from several Bi iso-
topes were identified. The lightest one was 202Bi. Gamma
line intensities were determined using the GENIE software
package.

The most intense 203Pb gamma transition of 279.2 keV
(quantum yield 81%) was selected for calculation proce-
dure. In both collected spectra, a prominent single 279.2 keV
gamma line appeared. For example, in the first spectrum,
intensity of this line was 5.87(28)·103 counts. In the sec-
ond spectrum, intensity of this line was 3.71(2)·105 detected

Fig. 3 Measurement setup

counts. Several strong gamma lines of 203Bi were identi-
fied in spectra, however almost all of them are parts of dou-
blets or even multiplets. In order to avoid errors caused
during the numerical procedure in separation of the inten-
sity of individual lines in doublets, several gamma transi-
tions of 203Bi were chosen for calculation. Ratio of decayed
nuclei ND

Pb/N
D
Bi was calculated using Eq. 14 and intensi-

ties of 264.2 keV, 816.2 keV and 1033.8 keV gamma lines
of 203Bi and mean average was calculated. For example,
in the first spectrum intensity of 264.2 keV gamma line
was 3.63(7)·104 detected counts. Considering that activity
of 203Bi decreased all the time, while the activity of 203Pb
increased, intensity 264.2 keV gamma line was smaller than
279.2 keV gamma line of 203Pb in second spectra. Inten-
sity of 264.2 keV gamma line was 1.015(15)·104 counts.
Two segments of measured gamma spectra are depicted in
Fig. 4.

It can be seen from the Eq. 14 that the ND
Pb/N

D
Bi ratio

can be obtained using the relative efficiency of the detec-
tion system. The best way to get relative efficiency is to use
gamma lines of 206Bi. Half-life of this isotope is 6.243 days
and there are many intensive gamma transitions from 183.98
to 2 MeV. The longer spectrum was used and 16 gamma
lines of 206Bi, starting from 183.98 keV to 1878.65 keV were
selected to get relative efficiency. Combination of an expo-
nential function and a second order polynomial was used in fit
procedure.

123



170 Page 6 of 9 Eur. Phys. J. A (2023) 59 :170

Fig. 4 Two parts of gamma
spectra: a) low energy part
containing 203Pb gamma line
(279.2 keV) and 203Bi/206Bi
doublet; b) multiplet containing
three 203Bi lines
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4 Results and discussion

4.1 Experiment

The estimation of the NPb(tirr )/NBi (tirr ) ratio at the moment
when irradiation was stopped can be obtained from the Eq. 7.

This equation describes output of the (γ,6n) reaction, with-
out proton emission. It was obtained that the ratio of created
203Pb and 203Bi nuclei is NPb(tirr )/NBi (tirr ) � 0.0148. If
no (γ,p 5n) reaction occurs, it could be expected that num-
ber of 203Pb created nuclei is 1.48% of the number of 203Bi
nuclei, after 30 min of irradiation. Ratio of activities of two
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Table 1 203Pb/203Bi activity ratio at the end of irradiation

NPb(tirr )/NBi(tirr ) APb(tirr )/ABi(tirr )

Without proton
emission ((γ,6n)
only), Eq. 7

0.0148 0.00335

Experimental based
values, Eq. 13

0.0758(8) 0.0172(2)

mentioned nuclei after irradiation is APb(tirr )/ABi (tirr ) �
0.00335.

The intensities of the selected gamma lines were deter-
mined in both measured spectra. Relative efficiency of detec-
tion was calculated using gamma lines of 206Bi. Ratio
of 203Pb and 203Bi nuclei that decayed in the observed
time interval was evaluated as shown in Eq. 14. Obtained
ND
Pb/N

D
Bi ratio was used to calculate value of N 0

Pb/N
0
Bi ratios

by Eq. 13. The ratio of activities at the moment when irra-
diation was stopped was calculated as well. Both registered
spectra gave ratio results that agreed within experimental
error. In the continuation of the paper, the results obtained
from gamma lines measured in a longer spectrum will be pre-
sented, due to better counting statistics. The calculated and
experimental values are presented in Table 1.

It can be seen from the data presented in Table 1 that the
ratio of the numbers of created 203Pb and 203Bi nuclei, as
well as their activity ratio, at the end of irradiation, extracted
from the measured spectra, differs significantly from the esti-
mation based on the assumption that no proton is emitted in
photonuclear reaction. This leads us to the conclusion that
the production of 203Pb by some other process, probably (γ,p
5n), in addition to the decay of 203Bi can have a significant
contribution.

After the experimental confirmation of the possibility that
(γ,p 5n) nuclear reaction can make a measurable contribution
to total 203Pb activity, the very next step is to estimate p/q
ratio. Equation 8 gives such a possibility. If the irradiation
time was 30 min and experimentally obtained ratio of 203Pb
and 203Bi nuclei is 0.0758(8), it was estimated using Eq. 8,
that p/q factor is 0.060(1). This means that the rate of pro-
duction of 203Pb by 209Bi(γ,p 5n) reaction is 6% of the rate
of 209Bi(γ,6n) 203Bi (Fig. 5).

Fig. 5 TALYS estimations for cross section of 209Bi(γ,6n)203Bi reac-
tion. The numbers indicate the level density model as numbered in
Sect. 2.4

Fig. 6 TALYS estimations for cross section of 209Bi(γ,p 5n)203Pb reac-
tion. The numbers indicate the level density model as numbered in
Sect. 2.4

4.2 Calculated ratio of 209Bi(γ,p 5n) and 209Bi(γ,6n)
reaction probabilities

And finally, in order to estimate ratio of probabilities of
209Bi(γ,p 5n) and 209Bi(γ,6n) reactions, denoted as p andq, it
is necessary to calculate the energy differential cross section
for both reactions using the TALYS code. The obtained
results, for all six models of level densities are shown in
Figs. 5 and 6. As might be expected, the cross section for a
reaction without emission of positive charged particle is sig-
nificantly larger than cross section for emission of one proton
in addition to five neutrons. It should also be noted that the
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Table 2 Ratio p/q obtained using measured activities and simulation
performed with six different models of level densities (in the same order
as stated in Sect. 2.4)

p/q ratio

Estimated using TALYS cross sections 0.00278

0.0472

0.000698

0.0329

0.5077

0.0295

Estimated from Eq. 8 0.060(1)

estimated cross sections for both observed reactions can be
very different from each other, depending on which density
of states model is chosen.

With the obtained values of cross section and chosen
bremsstrahlung function it is possible to calculate p/q ratio
using both Eqs. 15 and 16. The result of TALYS estimations
are depicted in Table 2, together with results of calculations
based on measured data.

It is referred that the results obtained in the photo-
activation experiments on 208Pb and 209Bi [7, 8] are in good
agreement with the calculations performed using the TALYS
code. Some examples can be found in the literature [15, 16]
that the results of TALYS calculations do not completely
match the results of measurements. For the purpose of ana-
lyzing the obtained results, it is particularly important to
emphasize that one of the conclusions presented in refer-
ence [11] is that the shares of 209Bi(γ,p 4n) and 209Bi(γ,p
5n) reaction are not negligible. The authors estimated that
the yield of the 209Bi(γ,p 4n) reaction obtained experimen-
tally at 55.6 MeV bremsstrahlung beam was almost 15 times
higher than the yield estimated using the TALYS code. In the
case of 209Bi(γ,p 5n) reaction, this difference is even greater.

Here, it is particularly important to point out that, based
on the results presented in reference [11], it can be concluded
that the yield of 209Bi(γ,p 5n)203Pb reaction is about 9.4 times
higher than the yield of reaction 209Bi(γ,6n)203Bi. As can be
seen from Table 2, in this paper it is estimated that the yield
of 209Bi(γ,6n)203Bi reaction is over 16 times higher than the
yield of 209Bi(γ,p 5n)203Pb reaction. It is most likely that
the Coulomb barrier significantly reduces the probability of
reactions in which a charged particle is emitted.

According to the data presented in Table 2, it is diffi-
cult to get general conclusion concerning agreement between
TALYS estimation and experimental results. As can be seen,
TALYS estimations can be almost two orders of magnitude
smaller than the experimentally obtained p/q value, as well
as one order of magnitude higher.

5 Conclusions

In this study, an attempt was made to check if 203Pb is formed
in photonuclear reactions on 209Bi exclusively from the decay
of 203Bi formed in (γ,6n) reaction or (γ,p 5n) reaction also
plays a part in it, as indicated in reference [11]. It has been
shown that this estimation can be made if the ratio of 203Pb
and 203Bi nuclei numbers, at the moment when the exposure
of the Bi target in the photon beam is completed, is known.

Irradiation of the target from natural bismuth was per-
formed at 60 MeV bremsstrahlung beam. Induced activity
was measured in standard off-beam experiment. Registered
spectra were used to extract numbers of created 203Bi and
203Pb nuclei. The obtained ratio of nuclei numbers indicates
that 203Pb is formed in some other way, other than from the
decay of 203Bi. The most likely mechanism is the (γ,p 5n)
reaction. Based on the experimentally estimated 203Pb/203Bi
nuclei number (or activity) ratio at the moment when the irra-
diation was stopped, it is possible to estimate how much of
the 203Pb activity originates from (γ,p 5n) reaction. It was
obtained that the number of produced 203Pb nuclei is about
7.6% of the number of 203Bi nuclei. Based on this value, it
was established that the rate of production of 203Pb through
(γ,p 5n) reactions is about 6% of the rate of production of
203Bi by (γ,6n) reaction. This is significantly less than pre-
sented in reference [11].

In order to verify the obtained results, a TALYS simula-
tion of cross-sections for (γ,p 5n) and (γ,6n) reaction was
performed. According to the obtained cross-sections, ratio
of reaction rates of both reactions was calculated using one
model of strength function and six models of level density
function. Due to large scatter of TALYS cross sections for
both reactions obtained results of ratios of reaction rates dif-
fer significantly.

This approach neither verified nor contradicted certain
indications [11] that TALYS code underestimates the proba-
bility of photonuclear events in which a proton is realized in
addition to neutrons. A new experiment that primarily makes
advantage of wider range of energies, preferably higher than
60 MeV and a more detailed analysis of theoretical results and
TALYS simulations may eliminate this doubt. The new mea-
surements will also help to resolve the dilemma of whether
the yield of 209Bi(γ,p 5n)203Pb reaction is significantly higher
than the yield of the 209Bi(γ,6n)203Bi reaction, as stated in
reference [11], or whether this ratio is significantly lower, as
obtained in the measurements described in this paper. The
method described in this study is not limited to the case of
209Bi, and can be applied to other targets and products of
photonuclear reactions.

Data Availability Statement This manuscript has no associated data
or the data will not be deposited. [Authors’ comment: This manuscript
has no associated data.]
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A B S T R A C T   

The industrial pure titanium (TA2) can be oxidized to produce the dense oxide film acted by the effect of thermal- 
mechanical coupling on the machined surface during the cutting process, which influences its mechanical 
properties. The characteristics of oxide film were investigated by a single factor cutting test. The phase analysis of 
the oxide film was carried out. The topography of the oxide film was observed. The formation mechanism of 
oxide film was studied by the first-principles. The oxide film is uneven, which its roughness increases with the 
increase of feed rate. The oxide film is mainly composed of TiO2, and the intensity of the TiO2 diffraction peak 
increases with the increase of feed rate, that is, the amount of TiO2 also increases gradually. When TA2 is 
oxidized at high temperature, O atoms are adsorbed by Ti atoms to the machined surface to form the corre
sponding O-Ti covalent bond. The bonding ability between O atoms and Ti atoms is gradually weakened from the 
machined surface to the inside of the matrix.   

1. Introduction 

The TA2 with a single α phase and its alloys have been widely used in 
aerospace, shipbuilding, biomedicine and other fields because of its 
advantages of low density, high melting point, strong corrosion resis
tance, good mechanical properties and biocompatibility [1–4]. 

Ti atoms are chemically active and can be oxidized at high temper
ature to produce the dense oxide film on the machined surface, which 
can prevent further oxidation to improve the corrosion resistance of TA2 
[5]. The density, phase composition and thickness of oxides can influ
ence the diffusivity of oxygen atoms[6]. Some oxide films are unstable 
and split with the matrix or even flake off [7]. Therefore, it is of great 
significance to study the characteristics and formation mechanism of 
oxide films in order to improve the physical properties of TA2 materials. 

At present, a lot of research has been done on the characteristics of 
oxide film. Bailey et al. [8] conducted thermal oxidation of TA2 at 
625/20 h ℃ and found that an oxide film with a thickness of about 0.98 
µm was formed on its surface, and the surface hardness increased from 
298HV0.05 to 766HV0.05. Kikuchi S et al. [9] found that with the in
crease of temperature, the wear resistance of TA2 was greatly improved 
and the friction coefficient was greatly reduced. Mohamed et al. [10] 

found that the oxide film generated at 750℃and 850 ℃ for Ti-6Al-4 V 
titanium alloy was mainly composed of TiO2 and Al2O3. Ferraris et al. 
[11] presented a chemical surface treatment designed for titanium and 
its alloys to produce an oxide layer with a peculiar sponge like nano
texture coupled with high density of hydroxyl group.The dip-coating 
sol–gel method was utilized to cap the grown silver nanostructures by 
a thin TiO2 layer. Thickness of the TiO2 films was measured about 30 nm 
by a profilometer [12]. 

Higher temperature produced during the dry cutting process meets 
the conditions for the generation of oxide film. The titanium alloy cut
ting generally involves a large amount of plastic deformation and is 
coupled thermomechanical process on the machined surface layer. It 
always comes with grain refinement and phase transformation on the 
machined surface [13,14]. Peng et al. [15] observed the cross section of 
titanium alloy at different cutting speeds by SEM to find shear slip and 
severe plastic deformation grains in the oxide film area. 

When cutting TA2, the uneven residual deformation occurs on the 
machined surface along the cutting direction to produce hardening 
layer, which has a great influence on fatigue strength and surface quality 
[16]. The surface topography fluctuation generally increases with the 
increase of the feed rate, but is less affected by the cutting speed [17]. 
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The cutting temperature can be controlled by selecting appropriate 
cutting parameters to form different bioactive oxide film on the surface 
of TA2 [18,19]. 

Wang et al. [20] conducted TEM, EBSD and XRD experiments on the 
machined surface of titanium alloy, which shown that nano-twins 
formed with the increase of cutting speed to enhance the hardness of 
machined surface, and the volume fraction of twins increased with the 
increase of cutting speed. The phase transition occurs from α phase to β 
phase during the cutting process, and β phase is decomposed into sec
ondary α phase during the cooling process. 

At present, the study of oxide film in the cutting process is generally 
focused on phase analysis, oxidation characteristics and physical prop
erties based on the experimental result. In this paper, the first principle 
is applied to investigate the action mechanism of O and Ti atoms at 
atomic scale based on the experimental analysis. 

2. Experimental 

The test material was TA2 treated by annealing. The length of the 
sample is 300 mm and the diameter is 90 mm. Its chemical composition 
is shown in Table 1. Dry cutting test with single factor (only feed rate 
was changed) was carried out on CA6140A lathe. The physical vapor 
deposition (PVD) coated blades made by Sandvik were used. The dia
gram of experimental setup is shown in Fig. 1. The type of blade is 
CCMT09T308-MF1105. The tool cutting edge angle is Kr = 95◦, tool 
cutting edge inclination angle is λs = 0◦, tool rake angle is λ0 = 0◦, tool 
rear angle is α0 = 7◦, corner radius is rε = 0.8 mm. The sample is 
segmented into several sections with the corresponding cutting param
eter along the length direction of the workpiece. The cutting parameter 
of each section is shown in Table 2. After cutting, the phase analysis of 
the sample surface was carried out by Shimadzu X-ray diffraction 
(XRD)− 7000S diffractometer in Bragg-Brentano geometry from 20◦ to 
75◦ with scanning rate of 5.0 deg/min at Copper K-α radiation 
(λ = 1.54 Å) [10.3390/met10040447]. Current - 30 mA, voltage - 
40 kV. Laser scanning confocal microscopy (LSM700) was used to 
measure a three-dimensional shape of the machined surface sample. The 
characteristic parameters of three-dimensional topography are shown in  
Table 3. 

3. Results and discussion 

3.1. The characteristic of morphology of oxide film on machined surface 

Fig. 2 shows the three-dimensional topography of the oxide film 
under different feed rates. The machined surface is rough and uneven. 
The distance between the peak and the trough increases with the in
crease of the feed rate. The depth of the furrows also gradually deepens. 
During the cutting process, the workpiece rotates and the tool feeds 
along the axial direction. The feed rate is the distance that the tool 
moves forward along the axis per rotation of the workpiece, which forms 
a spiral cutter mark. Therefore, the width between the two furrows 
approximates the value of the feed rate, which the larger the feed rate, 
the wider the furrow, as shown in Table 3. 

3.2. The phase analysis of oxide film 

Fig. 3 shows the XRD diffraction pattern of the machined surface of 
TA2 under different feed rates. The diffraction peak of TA2 is mainly 
composed of Ti6O and α-Ti before cutting. The stability of Ti6O oxide 
formed at low temperature is poor. After cutting, with the increase of 

feed rates, the cutting temperature gradually increases. Therefore, the 
oxide composition also changes due to the influence of the temperature 
that is achieved in a given cutting mode. TiO2 has relatively stable 
chemical properties at high temperature and its formation speed is faster 
than other low valence oxides. Therefore, Ti6O is further oxidized to 
high valence TiO2. The diffraction peak is mainly composed of TiO2 and 
α-Ti. With the increase of feed rate, the intensity of diffraction peak of 
TiO2 gradually increases, indicating that the content of TiO2 gradually 
increases. The apparent activation energy required for the oxidation is 
about 300 kJ/mol[21]. TiO2 surface has good hydrophilicity in lighting 
conditions. The hydrophilicity properties are mainly determined by the 
presence of titanium dioxide TiO2. 

3.3. The formation mechanism of oxide film 

3.3.1. The model construction 
The Cambridge Serial Total Energy Package program in Material 

Studio software was used to perform all the calculations according to the 
first-principles method based on the density functional theory (DFT). 
The three TA2 structure models were constructed as shown in Fig. 4. 
Fig. 4(a) shows the cell model of α-Ti, whose space group is P63/MMC 
and lattice parameters are a=b= 2.95 Å, c= 4.767 Å, α = β = 90◦, 
γ = 120◦. Due to the small number of atoms in the cell model of α-Ti, it 
was expanded to a 2 × 2 × 2 supercell to increase the accuracy of the 
calculation, as shown in Fig. 4(b). A 10 Å (1 nm = 10 Å) vacuum layer 
was added above the supercell to construct the TA2 surface model, as 
shown in Fig. 4(c). 

In the structural model of TA2 system, the energy band of the cell of 
Ti atom is shown in Fig. 5 and the energy band of the surface structure of 
Ti atom is shown in Fig. 6. Conduction and valence bands of the two 
energy bands across the Fermi level (Ef), namely 0 point, indicating that 
two structures have a quality of strong metal. The energy distribution of 
the energy band structure of Ti metal cell is mainly concentrated in − 5 
eV to 20 eV, and the energy distribution of the energy band structure of 
Ti metal surface is mainly concentrated in − 5 eV to 13 eV. The surface 
structure of Ti metal has more metal atoms, so the energy is stronger, the 
energy band distribution is denser, and the conduction band distribution 
is more concentrated. 

Table 1 
The chemical composition of TA2 (wt%).  

materials C Fe N O H V Al Ti 

TA2 0.10 0.3 0.05 0.20 0.015 \  blance  

Fig. 1. The diagram of experimental setup.  

Table 2 
The cutting parameter of different section.  

Numbered list Cutting speed (v) Feed rat (f) Cutting dept (ap) 

(m/min) (mm/r) (mm) 

1 111  0.10  0.20 
2 111  0.20  0.20 
3 111  0.30  0.20  
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3.3.2. The oxidizing process of TA2 system 
To ensure the occurrence of the oxidation reaction, the O atoms were 

placed 2.45 Å from the surface of TA2 to construct the surface structure 
of TA2. The distance between adjacent Ti atoms in the uppermost layer 
of TA2 surface structure is 1.75 Å. The Ti atoms in the two adjacent 
layers above and below are equally spaced, as shown in Fig. 7. 

The temperature was set to 1000 K to simulate high-temperature 
oxidation. After simulated oxidation, O atoms were adsorbed from 
2.45 Å away from the surface to 0.467 Å away from the surface (as 
shown in Fig. 8), indicating that Ti atoms have a strong adsorption effect 
on O atoms, and the O-Ti bond is easily formed at high temperature. 

After simulated oxidation, the distance between adjacent Ti atoms in 
the surface layer was expanded from 1.75 Å to 2.508 Å. The distance 
between Ti atoms in two adjacent layers gradually decreases from top to 
bottom, that is 2.604 Å, 2.578 Å and 2.455 Å, respectively, as shown in 
Fig. 8. It shows that the adsorption of Ti atoms on O atoms decreases 
gradually from the surface to the interior of matrix. 

3.3.3. Charge density difference（CDD） 
After simulated oxidation, O atoms were adsorbed to the surface of 

TA2 by Ti atoms. Due to the small radius of O atoms, they existed in the 
form of interstitial atoms to produce a new form of bonding with Ti 
atoms. 

Fig. 9 shows the CDD of TA2 oxide structure after simulated oxida
tion. Blue means losing electrons, red means gaining electrons. It can be 
seen from the Fig. 9 that the O atoms in the surface layer of TA2 gain 
more charge lost by Ti atoms in the uppermost layer, indicating that 
there exists charge transfer between Ti atoms and O atoms to form 
stronger O-Ti covalent bonds. The bonding characteristics of Ti-O bond 
formed by the combination of O atoms and Ti atoms gradually weaken 
from top to bottom. There is also some charge transfer between Ti atoms 
in different layers. The charge lost by Ti atoms decreases layer by layer 

from the surface to the inside. The uppermost Ti1 and Ti3 lose more 
charge. Ti8 and Ti6 gain some of the charge lost by Ti1 and Ti3, 
meanwhile, they also lose some of the charge. Ti2 and Ti4 also gain a 
small amount of charge from Ti8 and Ti6 while losing some of their 
charge. Ti7 and Ti5 at the lowest layer do not basically lose charge, on 
the contrary, they gain part of the charge from Ti2 and Ti4, indicating 
that Ti-Ti covalent bond can also be formed in the oxidation structure of 
TA2, but Ti-Ti covalent bond inside TA2 is more stable and not to be 
easily oxidized. Therefore, the bonding ability between O atoms and Ti 
atoms decreases gradually from top to bottom. It can be inferred that the 
O atoms are easier to react with Ti atoms in the surface layer to form the 
O-Ti covalent bond, but after entering the TA2, the bonding ability of the 
O atoms with the Ti atoms is gradually weakened. The above analysis 
results are consistent with the XRD results in this paper. 

The results of Mulliken population analysis for the Ti atom on the 
surface oxidation structure are shown in Table4, in which the distribu
tion of electrons in atomic orbitals is exhibited to study the bonds be
tween atoms. As can be seen from Table 4, among the s, p and d orbitals 
of Ti atom, 3p6 orbitals contribute the most charge, followed by 3d2, and 
3s2 and 4s2 contribute the least charge. In general, the amount of charge 
transfer in the system is relatively balanced. However, the O atoms gain 
0.69 charge, most of which is due to the charge lost by Ti1 and Ti3 on the 
upper surface (0.41). That is, O atoms are more likely to bond to Ti 
atoms in the upper layer. 

According to the above analysis, O atoms are easily adsorbed to the 
matrix surface and combine with Ti atoms on the surface to generate 
oxides. At the same time, O atoms continue to penetrate into the matrix, 
but the binding ability of the inner Ti atom and O atom is weaker than 
that of the surface Ti atom, that is, the Ti atom inside the matrix is more 
stable and not easy to be oxidized. Therefore, TA2 oxides are easier to 
form on the surface. 

Table 3 
The characteristic parameters of three-dimensional topography of TA2 surface profile.  

Feed 
rate 

Arithmetic mean 
deviation 

Mean height of profile 
elements 

Root mean square 
deviation 

Maximum profile peak 
height 

Maximum profile valley 
depth 

Total height of 
profile 

f (mm/ 
r) 

Pa (μm) Pc Pq(μm) Pp(μm) Pv(μm) Pt(μm) 

f = 0.1 1.126 2.656 1.300 2.412 3.065 5.477 
f = 0.2 2.540 6.573 3.100 6.971 5.807 12.778 
f = 0.3 5.523 11.585 6.517 10.848 12.457 23.305  

Fig. 2. The three-dimensional topography of the oxide film under different feed rate.  
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3.3.4. Density of states (DOS) 
Fig. 10 (a), (b) show the DOS of the surface structure and the crystal 

cell structure of TA2, respectively. 
At the Fermi level Ef= 0, the value of total density of state is still 

high, indicating that the system still has a strong metal property mainly 
resulting from the electrons contributed by the d and p orbital of Ti 
atoms. It can be seen that the s, p and d orbital are all hybridized for the 
two structures at the Fermi level. The s orbital of Ti metal surface 

structure (Fig. 10a) is involved in more hybridization than that of Ti 
metal cell structure (Fig. 10b) because the outer 4s2 orbital is more 
likely to lose electrons. 

The DOS of O atoms and Ti atoms on the surface structure is greater 
than that of the crystal cell structure, indicating that the electronic 
structure of O atoms and Ti atoms inside the crystal cell structure is more 
stable and the Ti atoms inside the crystal cell structure are difficult to be 
oxidized, that is, O atoms are easier to be oxidized on the surface. 

Fig. 3. XRD diffraction pattern of TA2 surface under different feed rates.  

Fig. 4. Three structure models of TA2.  
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4. Energy analysis of TA2 

The adsorption energy, surface energy and interface energy of O 
atoms in TA2 metal system are obtained by calculation. The oxidation 
mechanism of TA2 was analyzed from the perspective of interatomic 
energy. 

Fig. 5. Energy band of Ti metal unit cell.  

Fig. 6. Energy band of Ti metal surface structure.  

Fig. 7. TA2 surface model.  

Fig. 8. Surface oxidation structure of TA2 after simulating.  

Fig. 9. Differential charge density of oxidized structure on TA2 surface.  

Table 4 
Mulliken population analysis of the surface oxidation structure.  

Atom Orbital charge 

s p d Total Net (e) 

O  1.91  4.77 0  6.69 -0.69 
Ti1  2.47  6.34 2.78  11.59 0.41 
Ti2  2.48  6.57 2.90  11.95 0.05 
Ti3  2.47  6.34 2.78  11.59 0.41 
Ti4  2.48  6.57 2.90  11.95 0.05 
Ti5  2.73  6.43 2.89  12.05 -0.05 
Ti6  2.53  6.69 2.85  12.07 0.07 
Ti7  2.73  6.43 2.89  12.05 -0.05 
Ti8  2.53  6.69 2.85  12.07 0.07  
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σsurface(μi) =
1
2S

[
Esystem −

∑
Numi⋅μi(pi,T)

]
(1)  

Where σsurface is the surface energy of the atom, S is the atomic surface 
area, Esystem means system energy, Numi represents the number of atoms, 
μi is the energy of the atom. 

Wad =
Esur + Eele − Eint

S
(2)  

γint =
Esys − ETi − EO

2S
− σTi (3)  

Where Wad means adsorption energy, Esur, Eele and Eint are the energy 
of the surface system, the energy of adsorbed atoms and the energy of 
interface system, respectively, S represents the surface area of the sys
tem, γintis the system interface energy, σTi is the surface energy of TA2. 

The calculation results in Table 5 show that the adsorption energy of 
oxygen is greater than 0, indicating that the O atoms are adsorbed by the 
surface of Ti atom to undergo the oxidation reaction. 

The interfacial energy is less than 0.5, indicating that the oxidation 
reaction occurs on the surface and the O atoms will penetrate into the 
interior of matrix. 

5. Conclusions  

(1) The surface of the oxide film is uneven. The distance between 
peaks and valleys increases with the increase of feed rate.  

(2) The oxide film produced on the machined surface of TA2 is 
mainly composed of TiO2, the intensity of the TiO2 diffraction 
peak increases with the increase of feed rate, indicating that the 
content of TiO2 also increases gradually.  

(3) During the process of the formation of oxide film, the O atoms are 
adsorbed to the machined surface by Ti atoms. There exists 
charge transfer between the O atoms and Ti atoms to form the 
corresponding O-Ti covalent bonds. The O atoms gain more 
charges from Ti atoms on the uppermost layer and are more likely 
to react with them to form stronger covalent bonds, but after 
entering the TA2, the bonding ability of the O atoms with the Ti 
atoms is gradually weakened from the surface to the inside of the 
matrix. 
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Abstract The cross-section function for the 115In(γ ,γ ′)115m

In reaction was determined in the energy range up to Eγ

= 9.6 MeV using the bremsstrahlung facility at the MT25
Microtron, JINR, Dubna. Natural indium disks were irradi-
ated with bremsstrahlung, each disk with a beam of different
endpoint energy. To the measured saturation activity built up
in the wide-energy photon beam we applied the unfolding
technique, developed recently at the JRC-Geel with the pri-
mary purpose of being used in neutron activation. The results
were compared with TALYS 1.9 calculations and existing
experimental data. Our results suggest that the application
of existing unfolding technique allow determining unknown
excitation functions of photon-induced reactions.

1 Introduction

Experimental data obtained in nuclear reactions induced by
photons on various materials are important for a number of
different applications. High-energy photons are used to pro-
duce radionuclides for medicine and other applications. They
are used in radiotherapy, industry, activation analysis and
play significant roles in astrophysical processes and in the
dynamics of nuclear reactors [1]. Therefore, cross-sections
of photo-nuclear reactions are often studied in a wide energy
region. The rich amount of experimental results obtained,
can be found in several databases such as Refs. [2–8].

The aim of this paper is to apply the NAXSUN technique
(Neutron Activation X-Section determined using UNfolding)
to determine the differential cross section for the excitation
of the 336.2 keV isomer in 115In as a function of the photon

a e-mail: nikola.jovancevic@df.uns.ac.rs (corresponding author)

energy, using photons from bremsstrahlung beams of several
different endpoint energies. The NAXSUN technique was
developed at the JRC-GEEL and utilized to obtain neutron-
induced reaction cross sections as a function of incident neu-
tron energy [9–13]. For the photo-activation measurements
we adapted the NAXSUN technique and examined its appli-
cability in photon-induced reactions.

There are several reasons why the excitation of 115In iso-
mer state was chosen to test the possibility of extending the
NAXSUN technique to the field of photo-nuclear reactions.
Natural indium is a mixture of two isotopes 113In (4.3%) and
115In (95.7 %) [14]. It is a soft metal that is easy to shape in the
desired irradiation and detection geometry. It can be used in
several different ways as an activation detector for neutrons or
photons. The high thermal neutron cross section of 160 b [15]
has made 115In a frequently used nuclide for neutron mon-
itoring. The excitation of the 336.2 keV [14] isomeric state
by non-elastic neutron scattering, 115In(n,n′)115mIn, is recog-
nized as one of the most common reactions for detection and
monitoring of fast neutrons. Moreover, detection of photons
having energies higher than 9 MeV (produced by LINAC-
s used in radiotherapy, for example), which is the threshold
energy for the photo-nuclear reaction 115In(γ ,n)114In, is pos-
sible by using activation foils made of natural indium. And
finally, high-energy photons may excite the isomeric state via
the reaction 115In(γ ,γ ′)115mIn.

All these reactions make indium the material of choice in
experimental circumstances, when it is necessary to regis-
ter the presence of neutrons and photons at the same loca-
tion. For neutron reactions on 115In cross sections are well
known, and reliable data on the differential cross section for
the 115In(γ ,n)114In reaction are available, too. There are sev-
eral experimental data sets [16–20], included in database [8],
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for photo-excitation of the 115mIn isomeric state. The cross-
section values of the 115In(γ ,γ ′)115mIn reaction and the shape
of the cross-section function in those several sources differ
somewhat (datasets are shown in Fig. 12). Furthermore, data
available in literature [8], show discrepancy with TALYS 1.9
[21,22] calculations, as can be seen in Figs. 11 and 12, below
in this text. Additional objective of this paper is to report on
a new measurement of the 115In(γ ,γ ′)115mIn cross section.

Possible applicability of NAXSUN techniques in photnu-
clear reactions can open a broad research field. Differential
cross sections for (γ ,n) reactions are well documented with
reliable experimental material. However, at higher photon
energies, when two or more neutrons are emitted, the results
of measuring the flux-weighted averaged cross section and
measurements with quasi-monoenergetic photon beam can
be found in the literature [2,3,8]. For a specific channel of
(γ ,xn) nuclear reactions, energy differential cross-sections
can be obtained using theoretical calculations only. The intro-
duction of the NAXSUN techniques could make it possible to
measure energy differential cross-sections for these nuclear
reactions as well.

2 The method

The NAXSUN technique is based on irradiation of several
identical metal disks in different, but overlapping, neutron
fields. It is followed by gamma-spectrometric measurements
and unfolding procedures. This method has solely been used
for measuring cross section curves for neutron-induced reac-
tions [11–13].

The yield of activation products from some nuclear reac-
tions, here the photo-excitation of the first excited and meta-
stable state in 115In in a bremsstrahlung beam, can be quanti-
fied by its saturation activity (maximum equilibrium activity
when the rate of production of reaction product equals the
rate of decay) A:

A =
∫ Emax

Eth

σ (E) · �(E) · dE (1)

where σ (E) is the cross section for the studied nuclear reac-
tion, �(E) is the flux spectrum of incident photons and E
is the photon energy. Eth is the energy threshold for the
nuclear reaction and, Emax is the endpoint energy of the
bremsstrahlung beam. After exposure to the photon beam,
the induced activity of 115mIn is measured by a high energy
resolving γ -spectrometer.

One indium disk at the time was exposed in a bremsstrahlung
beam of particular endpoint energy. The endpoint energies
ranged from 5 to 10 MeV. In this way disks were exposed to
different but overlapping photon fields, similar to the mea-
surements performed in our previous work, where broad-
energy neutrons fields were applied [11–13]. After irradiation

the saturation activity of each of the six disks is determined
by γ -spectromety.

If the photon flux-spectrum, �(E) can be estimated, as
shown in Section III D. in this paper, the general task comes
down to the solution of six integral equations (Eq. 1) for
each irradiated sample, and the determination of the unknown
function σ (E), which describes the cross section of the photo-
nuclear reaction. Having six known values of saturation activ-
ity, A, the problem can be transformed into a system of dis-
cretized equations:

Ak =
c∑
i

�ik · σi · �Ei ; k = 1, 2, ...m (2)

where Ak is the measured saturation activity of each irradi-
ated disk, k, with m activated disks, k running from 1 to 6.
The photon flux for a certain energy bin, Ei and disk k is
described by �ik . �Ei is the width of energy bin i , and c
is the number of energy bins. σi represents the sought cross
section function. Since c is larger than m the system of equa-
tions is under-determined and an unfolding procedure needs
to be applied. In this work, we used three unfolding algo-
rithms, SANDII, GRAVEL and MAXED [23–27], to take
into account corresponding systematic uncertainties.

3 Measurements

3.1 Material

Six identical metal disks of indium with natural isotopic
abundances were used. The material has a high level of purity
with 99.9% of natural indium. Disks had an identical shape
with a diameter of 20.0(1) mm and and an average thick-
ness of 0.210(1) g cm−1. Two more indium discs were used
to check influence of neutrons on excitation of 115In isomer
state. Sources of neutrons are described in next section.

3.2 Irradiation

All experimental activities were performed at the Flerov Lab-
oratory of Nuclear Reactions of the JINR, Dubna. The MT25
Microtron [28] was used to produce the bremsstrahlung
beams for irradiation of the indium disks. A more detailed
description of the Microtron and the experimental setup
can be found in Ref. [29]. Indium disks were exposed to
bremsstrahlung with endpoint energies from 5 to 10 MeV in
steps of 1 MeV (Table 1). For the photon production we used
a 1 mm thick tungsten radiator. The distance between the the
radiator and an indium disk was 60 cm.

An 8 mm thick beryllium plate was placed in front of the
In sample, 52.5 cm far from the tungsten radiator, to serve in
another study [29]. The influence of the beryllium plate on
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Fig. 1 Part of the γ -ray spectrum collected after irradiation of indium
disk No. 6. The γ lines of interested are labelled. Energy width of one
channel is 0.2 keV

the photon flux was corrected by Monte Carlo simulation as
described below. The scheme of the experimental set up is
presented in the Fig. 2.

Energy thresholds for photo-disintegration of 9Be (fol-
lowed by emission of neutron) and 183W(γ ,n)182W are 1.7
MeV and 6.2 MeV respectively [30]. In order to minimize
the influence of inelastic neutron scattering, 115In(n,n′)115mIn
reaction, the indium disks were placed in the center of a water
container with a diameter of 15 cm. In this way, fast neutrons
created in photo-nuclear reactions in beryllium and tungsten
are thermalized. The need for such an action was confirmed
by a noticeable difference in 115mIn activity, after exposure
with and without water around the indium disk. At a max-
imum photon energy of 23 MeV the saturation activity of
115mIn in the disk exposed outside the water container was
15% higher than the saturation activity of 115mIn, when the
disk was located inside the water container. Furthermore, we
may expect significantly lower parasitic neutron production
at lower energies. We observed too that the saturation activ-
ity of 116In produced by neutron capture is about 130 times
lower at a photon-energy of 10 MeV than at endpoint energy
of 23 MeV. This means that there is an insignificant influ-
ence of non-elastic scattering of high-energy neutrons on the
excitation of the isomeric state in 115In with samples placed
in the water container.

The irradiation time was longer for lower photon-energies
and ranged from 14 min at 10 MeV to 98 min at 5 MeV.
The Microtron electron current varied from 2 to 7 µA. The
integral number of electrons striking the tungsten radiator
(Q) is summarized in the Table 1.

3.3 Gamma spectroscopy measurements

After exposure, the decay spectra of the indium disks were
measured using an HPGe detector. The relative efficiency of
the detector was 25% and, it was passively shielded by 5 cm
of lead. The irradiated indium disks were located directly on

the vertical end-cap of the detector. The elapsed time between
the end of the irradiation and the start of each measurement
was between 6 min and 2 h depending on detector availability.
Considering that the half life of 115mIn is T1/2 = 4.468 h [14],
in the worst case, more than 73% of initial activity remained.
The measurement time for each activated disk was 30 min that
was sufficient to obtain good counting statistics. For example,
in the spectrum of that indium disk exposed to the 7 MeV
bremsstrahlung beam the statistical uncertainty of the 115mIn
gamma line was about 3% at 1 σ .

The recorded spectra have very simple structure (part of
the γ -ray spectrum collected after irradiation of indium disk
No. 6. is presented in Fig. 1). In all of them the prominent
336.2 keV gamma line from the de-excitation of the isomeric
level in 115mIn is observed. The gamma line of the isomeric
state of 113mIn, Eγ = 391.7 keV [14], is noticeable in some of
measured spectra, especially in the spectrum from the indium
disk exposed at 10 MeV endpoint energy as depicted in Fig.
1. In the γ -ray spectrum of the disk exposed to the 5 MeV
bremsstrahlung, the 391.7 keV gamma line is not observed
at all. The reason is the low abundance of 113In in natural
indium, i.e. 4.3 % in combination with the small flux at 5
MeV. Several other gamma lines (416.9 keV, 1097.3 keV and
1293.5 keV [14]) emitted after the decay of 116mIn, produced
by neutron capture of 115In, appeared only in spectra of those
indium disks exposed at higher endpoint energies.

The saturation activity of 115mIn can be determined from
the peak area of the 336.2 keV gamma line according to:

Ak=
Nγ · Mλ

m · NA · ε · η · pγ · e−λ�t · (
1−e−λtirr

) · (
1−e−λtm

)
(3)

where Nγ is the number of detected γ rays with Eγ = 336.2
keV, λ is the decay constant, M and m are the mass number
and the mass of the In disk used, NA is Avogadro constant , ε
is the total efficiency of the detector at 336.2 keV, η is the nat-
ural abundance of 115In, pγ is a gamma emission probability,
�t , tirr and tm are cooling, irradiation and measurement time,
respectively. Total efficiency was determined using calibra-
tion sources and LabSOCS software. Since indium is a soft
metal, our samples were designed to match existing detector
calibrations.

We notice that the saturation activity for Emax = 5 MeV is
almost 150 times lower than the one at Emax = 10 MeV.
All saturation activities, Ak , are summarized in Table 3.
The statistical uncertainty at 5 MeV and at 6 MeV is about
10 % and, above 7 MeV the statistical uncertainty is up
to 4 %.
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Table 1 Irradiation characteristics for each indium disk: Emax bremsstrahlung endpoint energy, Q integral number of electrons striking tungsten
target, tirr time of irradiation

Disk no. Emax (MeV) Q (mAs) tirr (s)

1 5.00(5) 12 5880.0(5)

2 6.00(5) 10 1320.0(5)

3 7.00(5) 12 1740.0(5)

4 8.20(5) 3.5 1680.0(5)

5 9.00(5) 7 1020.0(5)

6 10.00(5) 6 840.0(5)

3.4 Determination of photon flux

3.4.1 Monte Carlo simulation

The application of unfolding procedures to our problem
requires information about the �ik from Eq. 1, i.e. shape
and intensity of the bremsstrahlung photon spectra. This was
obtained using Monte Carlo (MC) simulations and the mea-
sured values of the integral number of electrons striking the
tungsten radiator.

To estimate the flux of incident photons �(E) for the six
used energies we employed Geant4 (G4) version 10.05.p01
[31] with the experimental Physics list QBBC. QBBC uses
the standard G4 electromagnetic physics option without opti-
cal photon simulations and, the hadronic part of this physics
list consists of elastic, inelastic, and capture processes. Each
hadronic process is built from a set of cross sections and inter-
action models, which provide the detailed physics implemen-
tation.

Figure 2 depicts the setup geometry as entered to the
Geant4 simulations. Elements of simulations are starting
from the electron beam, shown to the left of the figure, going
to the indium disk placed in the water container on the right.
In the G4 simulations electron beam starting position is 10
cm before Cu foil.

The geometry of the Geant4 simulations consists of an
electron beam of six energies, assuming a ± 1% uncertainty
(k = 1) for all energies. Then, on the beam path comes first
a 70 µm thick copper foil followed by a copper cylindrical
collimator with a 12 mm-wide circular hole. Next comes a
1 mm thick tungsten radiator followed by a 2 cm thick alu-
minium block. The distance between the tungsten radiator
and the indium disk is 60 cm. In front of the indium disk we
placed an 8 mm thick beryllium sheet and the water shield-
ing. We simulated about 2 × 108 electrons for six different
electron beam energies. From the simulation we obtained the
integral number of photons, spectrum shape and the distri-
bution of photons on the surface of an indium disk for each
energy. To get approximation of integral number of gammas,
which hit the indium sample, the number of photons from
the simulation were scaled, having in mind that the number

Fig. 2 Geometry of experimental setup (not in scale)
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Fig. 3 Spectra of photon flux on the indium disks for all electrons ener-
gies incident on the tungsten radiator. The electron energy corresponds
to the end-point energy of the respective photon-flux spectrum (Emax
in the Table 1)

of electrons per mAs is 6.242 × 1015 and that each beam
energy had a different number of electrons per second. The
estimated integral number of photons hitting an indium disk
at the particular endpoint energy is shown in the last col-
umn of Table 2. The simulated photon spectra are depicted
in Fig. 3.
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Fig. 4 The photon distribution
on the surface of an indium disk,
simulated for the endpoint
energy 10 MeV
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Table 2 Irradiation characteristics of the indium disks: Emax endpoint energy, Ne,S simulated number of electrons, Nγ,S simulated number of
photons, S scaling factor, Nγ Scaled scaled number of photons

E (MeV) Ne,S (106) Nγ,S S (107) Nγ Scaled (1012)

5.00(5) 200 25312 3.12 9.48

6.00(5) 199 43163 3.14 13.54

7.00(5) 194 65120 3.22 25.14

8.20(5) 192 99595 3.25 11.33

9.00(5) 192 129258 3.25 29.42

10.00(5) 187 165313 3.34 33.11
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Fig. 5 Cross section for 113 I n(γ, γ ′)113m In reaction (points – mea-
sured data [32], line – spline interpolation)

In Fig. 4 the simulated areal distribution of the photon flux
on the indium disks is shown for the 10 MeV endpoint energy.
The distribution is flat across the entire disk. Corresponding
results were obtained for the other endpoint energies.

3.4.2 Normalization of photon flux

To obtain absolute cross section values, it is necessary to have
accurate values of the photon flux at the place of the exposed
indium disks. In our experimental setup, the total number of

electrons striking the tungsten radiator, expressed in mAs in
Table 1, could only serve as a relative measure. For the abso-
lute calibration of the Monte-Carlo simulated photon spec-
tra, it was necessary to use another nuclide with well-known
photo-activation cross section. In the absence of some well-
accepted standard, it was decided to use the photo-activation
of 113In for spectrum normalisation. As can be seen in Fig.
1, the characteristic gamma line of 113mIn is present in the
spectrum after irradiation of the indium samples at higher
energies. The cross section function for the reaction 113In(γ ,
γ ′)113mIn was taken from Ref. [32] as depicted in Fig. 5. In
this study, samples of natural indium were irradiated in the
range of 4–12 MeV with 0.5 MeV increments. The cross sec-
tion was calculated using Penfold-Leis method [33]. Photon
flux was determined using an absolutely calibrated ionization
chamber with a build-up cap of appropriate thickness.

Saturation activity for 113In(γ ,γ ′)113mIn reaction at some
chosen energy, Ac, can be calculated based on the Eq. 2. Pho-
ton flux spectra were calculated using Monte-Carlo simula-
tion with a number of incident electrons specified in Table
2. Simulated spectra were corrected by Microtron electron
current Q, as a relative measure, taken from Tab. 1. Interpo-
lated values of the cross-section from Fig. 5 were taken to
calculate the saturation activity Ac for the 10 MeV photon
beam. The measured values of the saturation activities for the
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Table 3 Saturation activity, Ak , for a given endpoint energy, Emax calculated according to Eq. 3

Disk No. Energy [MeV] Ak [10−18 Bq/atom]

1 5.00(5) 0.0090(9)

2 6.00(5) 0.044(5)

3 7.00(5) 0.161(7)

4 8.20(5) 0.191(5)

5 9.00(5) 0.87(3)

6 10.00(5) 1.33(3)

Am obtained using the intensity of the 391.7 keV gamma line
detected for 10 MeV was 1.10(18) × 10−18 Bq/atom. Based
on that, a normalization factor of r = Am/Ac = 6.2(11) was
obtained and used to normalise photon spectra, which were
used in unfolding procedures.

4 Experimental results

4.1 Default functions for unfolding procedures

Cross-section unfolding procedures require an initial guess
of the sought function, the so-called default function, to pro-
ceed further with the unfolding calculation. This function
should be a reasonably good guess of the real cross-section
function. In this work we used the TALYS 1.9 code [22] for
determining this default functions.

TALYS 1.9 is a computer code for the simulation of
nuclear reactions. A detailed description of TALYS 1.9 can
be found in Ref. [22]. By this code it is possible to cal-
culate various physical quantities for all possible outgoing
reaction channels using different physical models in the cal-
culations. In this work we calculated the cross section for
the 115In(γ, γ ′)115mIn reaction, for incident photon energies
ranging from 0 to 10 MeV. All parameters of calculations
were code-default values except level density parameters.
Available level density models in the TALYS 1.9 are [34–
42]:

• LD model 1. – the constant temperature Fermi-Gas
model;

• LD model 2. – the back-shifted Fermi gas model;
• LD model 3. – the generalised super-fluid model;
• LD model 4. – the microscopic level densities based on

the Goriely’s tables;
• LD model 5. – Hilaire’s combinatorial tables;
• LD model 6. – the temperature dependent Hartree-Fock-

Bogoliubov model, Gogny force.
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Fig. 6 Default functions for the 115In(γ , γ ′)115m In cross-section
obtained by TALYS 1.9 for six different level density models (for details
see text)
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Fig. 7 Unfolded 115In(γ , γ ′)115m In cross-section for each default
function, produced using the SANDII unfolding algorithm

Six different excitation functions for the 115In(γ, γ ’)115mIn
reaction were obtained (see Fig. 6) and used as default func-
tions for the unfolding procedures.

Other parameters such as photon strength functions (PSF)
can also have a significant impact on cross-section values.
However, detailed theoretical analysis was not part of this
study and those parameters are not change from the default
values given by the TALYS 1.9., which are for example the
standard Lorentzian (Brink-Axel model) for PSF.
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Fig. 8 Unfolded 115In(γ , γ ′)115m In cross-section for each default
function, produced using the GRAVEL unfolding algorithm
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Fig. 9 Unfolded 115In(γ , γ ′)115m In cross-section for each default
function, produced using the MAXED unfolding algorithm

4.2 Unfolding results

Three unfolding algorithms were used in this work and their
results were compared. The first one was the SANDII iter-
ative algorithm [27], the second was the GRAVEL algo-
rithm, which is an improved version of SANDII [26] and,
the third one was the MAXED algorithm that uses the max-
imum entropy principle to calculate the unfolded function
[23].

The SANDII and GRAVEL algorithm give the solution:

σ J+1
i = σ J

i f (Akεk�kiσ
J
i )

f = exp

⎛
⎜⎜⎝

∑m
k=1 W

J
ik ln

(
Ak∑n

i=1 W
J
ikσ

J
i

)

∑m
k=1 W

J
ik

⎞
⎟⎟⎠ , i = 1, 2...n

(4)

where in the case of the SANDII W J
ik is:

W J
ik = �kiσ

J
i∑n

i=1 �J
ki

. (5)

and in the case of the GRAVEL W J
ik is:

W J
ik = �kiσ

J
i∑n

i=1 �J
ki

A2
k

ε2
k

. (6)

Ak is measured saturated activity, εk is measured uncertainty,
cross-section for energy bin Ei is σi and photon flux is �ki

when irradiating k disk at energy bin Ei , J is number of the
iteration step, m is number of activated discs and n is number
of energy bins.

The MAXED algorithm provides by the fitting input data
(measured induced specific saturated activity Ak), a function
σ(E) that maximizes the relative entropy:

S = −
∫ (

σ(E) ln

(
σ(E)

σde f (E)

)
+ σde f (E) − σ(E)

)
dE

(7)

where σde f (E) is the default cross section function.
Unfolding procedures were performed in the energy range

between 0 and 9.6 MeV grouped into 48 bins. The results
obtained by the SANDII, GRAVEL and MAXED algorithms
for all used default functions are presented in Figs. 7, 8 and
9.

4.3 Analysis of uncertainties

We will analyse here following sources of uncertainties
that could have affect the final results: the measurement
of saturated gamma activity, determination of normalisation
factor, Monte Carlo calculation of photon spectra and unfold-
ing procedures.

4.3.1 Gamma activation measurement

The uncertainty values of saturated gamma activity were
determinated by taking into account contribution of uncer-
tainties of all parameters from Eq. 3, and obtained values
are presented in Table 3. Those uncertainties are dominated
by statistical error of measurement of gamma peak intensity.
Uncertainties of gamma activation measurement are affected
the final results. However, only the MAXED algorithm gives
the possibility to estimate the error of the cross section val-
ues depending on the error of the measured activity, while for
the other two algorithms such an error analysis is not pos-
sible [43]. Cross section uncertainty of the MAXED code
due to saturated gamma activity measurement uncertainty is
presented in the first column of Table 5 in the case of the
LD model 6 used as default function. Similar results were
obtained for other 5 default functions. The influence of the
measured gamma activity uncertainty on the error of the final
results using other algorithms requires additional analyses
that are not part of this study.
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Fig. 10 Spectra of photon flux
on the indium disks for 10 MeV
endpoint energy obtained by
different models: EMstandard,
EM standard_opt3,
EMLivermore and EMPenelope
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Fig. 11 Unfolded results for
the 115In(γ , γ ′)115m In
cross-section (line with a
corridor of uncertainty) in
comparison with default TALYS
1.9 functions (Fig. 6)
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4.3.2 Normalisation factor

The cross section values for the 113 I n(γ, γ ′)113m In reaction
taken from Ref. [32] were determined with uncertainty that
varied form 50 % at low energy to 10% at higher energy. That
lead to uncertainty of 17% for normalisation factor which
introduced additional uncertainty of the final results obtained
in this study. This problem can be solved by introducing
precise measurement of photon flux as a part of this technique
or by selecting another reaction (with well-known efficient
cross-sections) as the standard for normalization.

4.3.3 Monte Carlo calculation of photon spectra

In this study, the QBBC model which is recommended for
medical and space physics simulations was used [44,45].
Analysis of possible systematic uncertainty introduced by

the choice of the model in the Geant4 simulation was done
by comparing results from other available models.

EM standard option model used in the QBBC physics
list, as well as previously studied models [46], EM standard
option3, Livermore and Penelope, predict the correct abso-
lute scale and are able to reproduce the shape of the energy
spectra at forward emission angles, which make the lead-
ing contribution to the total radiated energy. Nevertheless,
all models over-estimate the bremsstrahlung emission in the
backward hemisphere and predict a harder energy distribu-
tion than measured [46], which is not the case here, where all
bremsstrahlung emission are in the narrow forward region.
Obtained results by comparing different models are presented
in the Fig 10. Based on those results we consider that the
uncertainty introduced by the choice of the model in the
Geant4 simulation is negligible.
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Fig. 12 Comparison of the
115In(γ , γ ′)115m In cross-section
obtained in this work (line with
uncertainty bars) with existing
experimental data (white circle
– [16], black filled square – [17],
black filled circle – [18], black
filled triangle [19], white square
– [20])
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Table 4 The χ2 values 8 for: 1. Default functions before unfolding procedures, 2. SANDII results, 3. GRAVEL results and 4. MAXED results

χ2

Energy (MeV) Ld model 1 Ld model 2 Ld model 3 Ld model 4 Ld model 5 Ld model 6

1. Default functions

5.00(5) 253.03 280.01 252.84 272.95 282.51 297.59

6.00(5) 33.40 39.41 32.73 34.67 34.81 30.09

7.00(5) 107.44 116.33 105.32 107.33 106.26 87.90

8.20(5) 0.03 0.31 0.02 0.14 0.21 0.38

9.00(5) 112.89 132.55 110.05 120.70 123.58 112.17

10.00(5) 120.07 144.36 119.75 130.04 133.45 117.23

2. SANDII results

5.00(5) 0.16 0.14 0.28 0.30 0.32 0.54

6.00(5) 0.58 0.51 0.62 0.64 0.66 0.90

7.00(5) 2.56 2.53 2.69 2.75 2.72 1.90

8.20(5) 0.08 0.04 0.06 0.06 0.07 0.11

9.00(5) 6.55 6.72 7.27 7.77 7.62 5.62

10.00(5) 0.76 0.79 0.34 0.39 0.38 0.50

3. GRAVEL results

5.00(5) 0.77 0.52 0.80 0.93 1.00 2.57

6.00(5) 0.24 0.21 0.27 0.25 0.26 0.32

7.00(5) 4.80 4.46 4.45 4.70 4.61 3.59

8.20(5) 0.31 0.21 0.30 0.31 0.31 0.26

9.00(5) 4.47 4.25 4.14 4.44 4.40 3.95

10.00(5) 1.01 1.15 0.91 0.97 0.96 0.79

4. MAXED results

5.00(5) 0.06 0.05 0.06 0.07 0.07 0.10

6.00(5) 0.35 0.28 0.35 0.34 0.35 0.41

7.00(5) 2.73 2.62 2.72 2.64 2.60 2.76

8.20(5) 3.64 3.72 3.64 3.76 3.76 3.56

9.00(5) 3.06 2.85 2.88 2.87 2.84 2.85

10.00(5) 2.16 2.50 2.33 2.32 2.40 2.33
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Table 5 Analysis of uncertainties

Energy (MeV) σMAXEDAc (%) σSANDI I (%) σGRAV EL (%) σMAXED (%) σU (%) σD (%)

0.2 8568.00 10.94 14.21 25.59 100.49 99.99

0.4 3561.00 10.79 14.45 45.28 105.83 100.00

0.6 341.20 10.98 14.17 35.66 105.17 100.00

0.8 227.50 11.11 14.32 25.27 101.48 99.99

1 171.70 11.03 14.04 19.87 98.56 99.78

1.2 149.10 10.96 14.32 16.56 96.92 99.56

1.4 123.20 11.13 14.16 13.57 95.09 98.14

1.6 85.50 11.12 14.00 12.44 86.72 94.71

1.8 81.27 10.98 14.15 10.82 85.21 90.20

2 52.99 11.10 13.98 12.17 74.33 83.02

2.2 55.47 10.89 13.68 8.35 56.57 58.67

2.4 47.59 10.92 13.71 10.13 61.19 66.70

2.6 44.83 10.51 12.97 10.26 56.38 63.56

2.8 31.66 9.47 12.17 10.88 48.19 57.08

3 36.10 7.68 10.34 8.25 40.95 49.71

3.2 20.04 5.59 7.92 4.86 14.57 11.22

3.4 17.51 3.23 5.60 3.03 11.16 6.88

3.6 13.32 1.44 3.54 1.58 8.85 5.50

3.8 10.30 1.42 1.72 1.07 20.42 13.81

4 7.42 2.59 1.54 1.30 12.16 12.01

4.2 7.73 3.68 2.26 1.60 10.48 13.41

4.4 8.01 4.36 2.67 2.28 8.58 13.76

4.6 15.53 4.03 3.26 2.58 29.84 24.26

4.8 13.53 3.86 3.20 2.08 21.77 20.88

5 16.38 2.84 2.88 0.85 6.23 8.65

5.2 12.87 2.17 2.73 0.89 4.87 8.13

5.4 9.82 1.57 2.03 0.47 4.20 4.11

5.6 7.14 0.89 1.47 0.38 1.26 4.09

5.8 9.05 0.75 0.94 0.64 1.74 2.63

6 11.47 1.07 0.61 1.26 7.86 12.82

6.2 11.67 1.72 1.09 1.32 4.67 8.03

6.4 8.48 1.61 1.03 1.38 2.64 4.03

6.6 6.55 1.53 0.86 0.14 11.59 9.67

6.8 4.47 1.35 1.03 0.33 12.83 8.67

4.3.4 Unfolding procedures

The validation of the unfolding results was done by calculat-
ing an induced activity (Ac = ∑

σ(Ei ) · �(Ei ) · �E) and
subsequent comparison with the measured data (Ak , Table
3). This was done for all default cross-section functions and
for all three algorithms, SANDII, GRAVEL and MAXED.
In Table 4, the χ2 values are presented:

χ2 = (Ac − Ak)
2

σ 2
Ak

(8)

These results suggested that unfolding results can repro-
duce the measured values of Ak much more accurately than
the default functions.

For all three unfolding algorithms averaged cross sections
for all variants of default function were calculated. The stan-
dard deviations from average values for algorithms are pre-
sented in Table 5. The objective of this study was not to judge
which of the three unfolding algorithms would give most real-
istic results. Therefore, we treated all obtained cross sections
with equal weights in the following. The final result, depicted
in Fig. 11, represents the cross section averaged over all 18
variants, i.e. three unfolding codes and six default functions.
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Table 5 continued

Energy (MeV) σMAXEDAc (%) σSANDI I (%) σGRAV EL (%) σMAXED (%) σU (%) σD (%)

7 7.04 0.21 0.21 0.81 14.30 8.32

7.2 6.02 0.46 0.53 0.63 13.90 8.67

7.4 4.55 0.64 0.62 0.34 11.14 6.61

7.6 3.69 0.78 0.74 0.19 8.43 5.87

7.8 5.62 0.81 0.62 0.23 5.81 4.21

8 3.46 0.77 0.66 0.34 1.45 0.81

8.2 7.03 0.67 0.53 0.61 3.01 2.64

8.4 5.60 0.67 0.43 0.58 9.07 12.84

8.6 5.19 0.70 0.60 1.06 9.94 16.22

8.8 5.06 0.62 0.59 1.48 11.44 20.89

9 6.35 1.05 1.51 2.39 16.41 25.35

9.2 5.12 1.18 1.65 2.65 18.73 28.26

9.4 3.83 14.44 13.97 13.30 31.07 46.82

9.6 3.79 17.09 16.59 16.29 36.01 50.74

σMAXEDAc cross section uncertainty of MAXED code due to measurement uncertainty, σSANDI I standard deviation of average SANDII results,
σGRAV EL standard deviation of average GRAVEL results, σMAXED standard deviation of average MAXED results, σU upper limit of final results,
σD down limit of final results

The solid line represents the averaged cross section.
Dashed lines depict the maximum and minimum values of
the cross sections representing uncertainty corridor obtained
directly from the spectrum unfolding which is also presented
in Table 5 (σU and σD).

It turns out that the LD model 2 of the MAXED code
gives the lowest estimation of the cross section. The max-
imum amplitude of the unfolded cross section is obtained
with SANDII code using the LD model 4. In this way the
region of the most probable values for the 115In(γ , γ ′)115mIn
reaction cross section, i.e. the uncertainty, was estimated.

In this way, the direct contributions to the uncertainty of
the final result from the the measured gamma activity and
the normalization factor were not taken into account and that
will be part of a future study during the development of this
technique.

5 Discussion

According to the TALYS 1.9 calculations, the cross sec-
tion for a selected nuclear reaction channel can be calcu-
lated using different nuclear level density models. In Fig.
6 all TALYS 1.9 calculations of the 115In(γ, γ ’)115mIn dif-
ferential cross-section have a very similar shape. The only
difference may be observed in the amplitude of the func-
tions. It is evident, all TALYS 1.9 calculated cross sections
show an exponential growth with increasing energy. When
the process of neutron emission starts to compete with the
process of de-excitation through electromagnetic transition,
the cross section for the 115In(γ, γ ’)115mIn reaction drops

sharply. According to TALYS 1.9, this happens at around 9
MeV.

Results obtained with three different unfolding algorithms
are depicted individually in Figs. 7, 8 and 9. One can see a
very interesting trend on them. Differences in the calculated
cross sections, presented in Fig. 6, which are not large but still
visible, do not produce a significant scatter in the values of
the cross section obtained by one single code. For example,
different default functions, when used as an input for the
SANDII unfolding procedure, give very similar functions
describing the cross section (Fig. 7). The same can be seen
with the other two codes (Figs. 8, 9). Comparison of the
results of three different algorithms, shows that SANDII and
GRAVEL give functions of a very similar shape, with a small
difference just at maximum energy. Results obtained by the
MAXED code predicts slightly different form of the energy
differential cross section for the 115In(γ, γ ’)115mIn reaction.
The maximum of the MAXED function is shifted towards
8 MeV, while SANDII predicts that the maximum cross-
section value could be at 9 MeV, very similar to the TALYS
1.9 calculations.

Sharp peaks and small discontinuities can be noticed in the
results obtained by applying the GRAVEL and the MAXED
codes in high energy region above 6 MeV. With a reasonable
assumption that the cross section of the 115In(γ, γ ’)115mIn
reaction should be smooth in the region where a giant dipole
resonance is dominant mechanism of excitation of nuclei,
it may be concluded that these peaks originate from some
numerical phenomena related to the algorithm itself. The
number and amplitude of these peaks increase in cases, where
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the reconstruction of the cross section is performed with a
larger number of bins.

It can be seen in Fig. 11 that in the energy interval up
to 8 MeV there is a very nice agreement between average,
smallest and largest estimation of the cross section, leaving
us with a very small systematic uncertainty introduced by
the different unfolding algorithms. The differences appear in
the region between 8 and 10 MeV. The same figure shows all
six results from TALYS 1.9 calculations used as default func-
tions. It can be seen that, without special adjustments, TALYS
1.9 gives significantly higher predictions for the cross-section
than that obtained from the unfolding of our data. For this rea-
son, there is a large difference between the saturation activ-
ities measured and calculated using the cross section esti-
mated on the basis of the TALYS 1.9 calculations, as shown
by χ2 in Table 4.

The obtained average function was compared with exist-
ing experimental data from literature, which are unfortu-
nately not very abundant. Figure 12 depicts the comparison
of our results (full line) with data from different authors [16–
20], presented by symbols. Most of the data generally shows
the same trend, i.e. a growth up to 9 MeV, after which the
cross section sharply decrease. In the low-energy region, up
to about 4 MeV, our results show the same trend as the data
from Ref. [20]. This data is scattered around the line repre-
senting our data, obtained by the unfolding technique. The
biggest difference between our data and the one from Ref.
[20] is around 3 MeV, where our estimation is five times
smaller. There is still some room for improvements by using
for irradiation photon spectra with endpoint energy less then
5 MeV. It should be noted here that in low-energy region,
up to 3 MeV where the excitation of individual levels is
possible, some structural effects in the cross section curve
should be expected. It is probably a reason of the scatter of
the measurements published in reference [20]. Initial TALYS
1.9 function did not take into account the structural effects at
low energies.

In the energy region between 5 MeV and 10 MeV the
agreement between unfolding results and previous measure-
ments is much better. For example, cross-sections obtained
in this project and values published in Ref. [18], presented by
closed circles on Fig. 12, are consistent within experimental
uncertainties declared by the authors in Ref. [18] and our cor-
ridor defined by highest and lowest estimation as presented
in Fig. 11. A distinct difference appears at 9 MeV only, where
our estimation of the cross-section is 30 % lower. The point
at 5 MeV in reference [18] was determined with very large
uncertainty. Cross-section values published in reference [17],
presented by black squares at Fig. 12 differ from our results
up to 35 %. In energy region above 6.5 MeV our values are
systematically lower, however, it is interesting to note that
in measurements referred in this reference, there is no sharp
drop of the cross-section after neutron emission threshold

energy at all.The maximum of cross section function pre-
sented in this publication is at 10 MeV and minimum of the
cross section peak is in energy region between 15 MeV and 18
MeV. Authors used 63Cu(γ ,n)62Cu and absolute ionisation
chamber gor calibration and control of bremsstrahlung beam.
Authors used [33] algorithm for calculation. The results pub-
lished in the reference [16] show maximum of cross section
peak at 9 MeV, with the drop at energies higher than the
binding energy of neutrons, although not so sharp as pre-
sented in reference [18]. Values presented in this reference
(◦—in Fig. 12) are scattered around our results with a max-
imum deviation of 50 %. Authors of publication [16] used
NaI detectors for gamma spectra measurements and ionisa-
tion chamber with 7.5 cm thick aluminium walls for recon-
struction of photon flux spectra. No information related to
calculation cross section function were not presented.

To reveal possible factors, which could affect the cross-
section values obtained in this study, we can start from the
function describing the flux of the bremsstrahlung photons in
Eqs. 1 and 2. This function was obtained by simulation with
a reasonable number of incident electrons, from the point of
view of the duration of a typical GEANT4 simulation. The
amplitude of this function was calculated by normalization
based on the measured intensity of 113mIn gamma line of Eγ

= 391.7 keV in obtained spectra. This was the only way to
determine the flux of photons striking the target and, proba-
bly, some new method should be developed in a subsequent
measurement campaign. Best candidates for new normalisa-
tion procedure could be the (γ, γ ′) reaction on 11B or the
115In(γ, n)114mIn reaction.

6 Conclusions

The results presented in this work demonstrates the suc-
cessful application of the NAXSUN technique also in the
field of photonuclear reactions. We suggest that this method
has potential in reconstructing energy differential cross sec-
tions using activation data from photonuclear reactions. The
method was tested in the low-energy region, up to an end-
point energy of 10 MeV, on the example of photoactivation
of the 115In isomeric state, where it was sufficient to monitor
the intensity of only one nicely isolated gamma line in the
spectrum. If additional checks confirm the potential of this
method, one of the possible applications could be in deter-
mining the cross section functions of (γ ,xn) photonuclear
reactions with the emission of more than one neutron, for
a number of irradiated nuclei and reaction products (hav-
ing sufficiently long half-life). For now, only average cross-
sections can be found in literature for these nuclear reactions
[2,3,47,48], and there are no experimentally established
energy differential cross-sections for photonuclear reactions
with multiple neutron emission at all.
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In this paper, TALYS 1.9 calculations are used to construct
the default functions, and the question remains for future
work, whether it is possible to expand the method of deter-
mining the default function using mean values of efficient
cross section as in the case of neutron induced nuclear reac-
tions presented in our previous work [11]. This might be an
interesting attempt, although the results of this work shows
that the impact of a different choice of a default function
obtained by only one selected code on the final result is not
crucial.

In our analysis, different results were observed by three
different algorithms. Differences are the most significant
between the MAXED and the other two of the algorithms
(Figs. 7, 8, 9). The obtained results are encouraging enough,
but they also open the necessity of subsequent experimental
activities in which it will be possible to check, which of the
used unfolding codes gives the most reliable approximation
to the real cross-section value.

Although the differential cross-section of 115In(γ ,γ ′)115mIn
was not of primary interest in this project, it is worth to notice
that good agreement with previously published results was
obtained. Some of the existing measurement results are quite
different, especially at energies higher than 10 MeV [16–18],
but it has been observed that they show quite good agreement
in the energy range from 5 to 10 MeV. In the same area, our
results are fully consistent with literature data.

Data Availability Statement This manuscript has no associated data
or the data will not be deposited. [Authors’ comment: The data can be
available on request sent to the corresponding author.]
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A B S T R A C T

In order to explore possible improvements of the existing techniques developed to estimate the neutron fluence
in low-background Ge-spectroscopy systems, gamma spectra were collected by a HPGe detector in the presence
of the 252Cf spontaneous fission neutron source. The spectra were taken with and without a Cd envelope on the
detector dipstick, with different thicknesses of plastic used to slow down neutrons. We have analyzed the
complex 595.8 keV gamma peak, as well as several more gamma peaks following the neutron interactions in the
detector itself and surroundings materials. The investigation shows that some changes of the initial neutron
spectra can be monitored by the analysis of the 595.8 keV gamma peak. We have found good agreement in the
intensity changes between the long-tail component of the 595.8 keV and the 691 keV gamma peak
(72Ge(n,n′)72Ge reaction), usually used for the estimation of the fast neutron fluence. Results also suggest
that the thermal neutrons can have a stronger influence on creation of the Gaussian-like part of 595.8 keV peak,
than on the 139 keV one following 74Ge(n,γ)75mGe reaction and used in the standard methods (Škoro et al.,
1992) [8] for determination of the thermal neutron flux.

1. Introduction

Reduction of different background effects induced by neutrons is
very important in different types of low background gamma measure-
ments, such as dark mater search experiments, rare nuclear events
research or measurements of the low level environmental activity [1–
7]. Consequently, efforts are made in order to improve methods that
are used for estimation of the level of neutron presence in the Ge-
spectroscopy systems during low-level background gamma measure-
ments. [8–10]. Except for the low-background measurements, it is also
important to know the background neutron contribution in different
types of prompt neutron activation experiments [11].

Neutrons in the low-background gamma spectroscopy systems
usually come from muon interactions, spontaneous fission of heavy
elements and (α,n) reactions of α-emitters of the U- and Th-series with
light elements in the surrounding rocks [12]. In the ground level
laboratory, neutrons are mainly produced by muon capture in a lead
shield of the gamma-ray spectroscopy systems [13]. There are a
number of studies about the neutron induced activity during gamma
spectroscopy measurements [8,13–17]. All of those analyses show that
gamma peaks following neutron capture and scattering reactions with
the detector itself (and surrounding materials) can give measurable
contribution to the background spectra.

Peaks created in the neutron interactions with the detector and
surroundings materials can be used for the determination of the

neutron presence during gamma spectroscopy measurements.
Methods for determination of the slow neutron flux, using intensity
of the 139.9 keV gamma peak (following the 74Ge(n,γ)75mGe reaction)
and the intensity of the 691.0 keV gamma peak for fast neutrons (the
72Ge(n,n′)72Ge reaction), were proposed in Ref. [8]. However, results
of the study [10] suggested that, alongside thermal neutron capture,
excitation of the 139.9 keV level in 75mGe can also take place via some
other mechanisms (for example, fast neutron interactions).

To investigate the possibility of using certain gamma peaks to
estimate the presence of the neutrons, we performed measurements
with the 252Cf neutron source placed near the HPGe detector. The 252Cf
neutron energy spectrum is a standard evaporation spectrum. Its shape
is very similar to the energy spectrum of background neutrons in deep
underground laboratories, although in a sea level laboratory fast
component of background neutron spectrum is not negligible [18–
20]. In this work, investigation of the neutron induced gamma peaks in
different neutron fluence was done by moderation of the original 252Cf
spontaneous fission neutron spectra with PVC plastic sheets. It was the
easiest way to obtain different measurement conditions concerning the
number of neutrons reaching the active volume of the HPGe detector.
Different intensities of the neutron induced gamma peaks obtained in
different measurements geometries (thickness of plastic sheets) were
thereby analyzed.

Here, we have studied the possibility of using the 595.8 keV gamma
peak for estimation of the neutron presence in the HPGe detector
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system. The gamma quanta, having the above-mentioned energy, can
be emitted through the prompt de-excitation of the 74Ge nuclei
following two different processes: the neutron captures on the 73Ge
and the inelastic neutron scattering on the 74Ge. The study [10]
suggests that in the detected spectra a standard narrow Gaussian
shape 595.8 keV gamma peak appears only when there is significant
presence of the thermal neutrons. Fast neutrons will interact through
inelastic scattering, producing a broad, long tail peak. The presence of
this long tail peak is the underlying reason why the 595.8 keV gamma
peak in collected gamma spectra has a characteristic structure, being a
result of overlapping of a standard Gaussian shape peak, from the
capture reaction, and a long tail peak following the neutron inelastic
scattering on the Ge nuclei inside the detector. Therefore, in one
relatively complex peak one can find the integral contribution of the
thermal and also fast neutrons. For the analysis of the complex 595.8
keV gamma peak, the fitting procedure [3,21,22] was employed to
differentiate between the contributions of the capture, on one hand,
and the inelastic scattering on the other hand, to the overall peak
intensity. A number of different gamma peaks were created in the
interactions of Ge and surrounding materials with thermal neutrons, as
well as in the interactions with fast neutrons. The intensities of those
peaks depend on the measurement geometry (i.e. thickness of the
plastic covering the neutron source). Obtained intensities of resolved
components of the 595.8 keV gamma peak were compared with
intensities of other gamma peaks to check whether they follow the
same trends.

2. Experimental setup

The experimental setup was located in the low-background labora-
tory of the Department of Physics in Novi Sad (80 m amsl). The coaxial
closed end HPGe detector with horizontal dipstick and a relative
efficiency of 22.3 %, was used in the measurements. The HPGe is
placed inside a cube chamber made of pre-World War II iron with a
useful cube-shaped inner volume of 1 m3. Iron walls are 25 cm thick
and the total mass of the shield is approximately 20 tons [10,17].

Detector was exposed to the 252Cf spontaneous fission neutrons.
The source strength was 4.5×103 neutrons per second into 4π sr. The
252Cf source was located in simple paraffin collimator. This was done to
prevent some neutrons, which are not initially emitted in the direction
of the detector, to reach active volume of the detector after scattering
inside low-background iron chamber. The 252Cf source was placed in a
Marinelli container (inner diameter 10.6 cm, outer diameter 16.0 cm,
height 20.5 cm, bottom thickness 3.0 cm) with wall thickness of 2 mm.
The Marinelli container was filled with melted paraffin and located
below the HPGe detector (Fig. 1). Some degree of neutron collimation
was obtained in this geometry by 17.5 cm long paraffin tube in very

narrow space of the low-background iron chamber. According to very
simplified calculation based on measured values of the TVL for
different light materials as paraffin or polyethylene [23], it was
estimated that in the 3 cm thick walls of the Marinelli container about
50% of neutrons will be absorbed. To attenuate the gamma radiation of
the accumulated fission products, the neutron source was placed in a
2 cm thick iron box. The measurements were carried out with different
thicknesses of the PVC plates placed between the detector and the
neutron source. The purpose of the PVC plates was to absorb and slow
down neutrons. Thus, we obtained the simplest setup in which the
detector was exposed to different neutron fluences. Six different
thicknesses of the PVC plates (7 mm, 14 mm, 26 mm, 45 mm,
68 mm and 93 mm) were used. The measurements were performed
for every thickness of the PVC plastic with and without the Cd envelope
over the detector dipstick. Cadmium envelope served as an efficient
absorber of the thermal neutrons. In this experimental configuration
influence of the thermal neutrons was detected. The collection time for
all spectra was approximately the same ~150,000 s.

3. Measurements and results

3.1. Rough insight in neutron fluence

Experimental setup presented in Fig. 1 was the simplest one which
exposes the HPGe detector to different numbers of neutrons. It can be
expected that the number (and energy spectra) of neutrons reaching
detector is a result of a trade-off between thermalization and attenua-
tion of neutrons. Intensities of several gamma lines emitted after
neutron interactions in the surrounding materials can be used as a kind
of an index showing how adding PVC attenuators can affect the number
of neutrons striking active volume of the detector.

In the spectra recorded with the cadmium cap located around the
detector dipstick, 651.1 keV and 558.4 keV peaks, following neutron
capture on 113Cd are detected. Detected intensity of both gamma lines
following 113Cd(n,γ)114Cd reaction can be useful for a rough estimation
of the slow neutron number at the very place of the active volume of the
detector. Obtained values of the 558 keV and 651.3 keV gamma peaks
intensities are presented in Fig. 2.

It can be seen that the count rates of the cadmium peaks do not
change significantly with the thicknesses of the PVC plates. Measured
intensities vary just up to 20% in the full range of the plastic
thicknesses. The cross section for 113Cd(n,γ)114Cd reaction in the
thermal region is a couple order of magnitude higher than the cross
section in the resonant region. Thus, it can be expected that the results
presented in Fig. 2 indicate, that the number of thermal neutrons does
not changes significantly and the Ge crystal in the detector dipstick is
exposed to thermal neutron fluence which is not dependent on
thickness of the plastic attenuators. One possible explanation for a
nearly constant number of thermal neutrons striking the detector,
which should be verified, is that they result from a trade-off between
two effects: the thermalization of fast neutrons and the neutron
absorption. This can be found in detail for different moderator
materials in the study Ref. [24].

In all recorded spectra, prominent 846.8 keV gamma peak was
observed. The origin of this peak is the 56Fe(n,n′) gamma reaction. This
reaction took place in the walls of the iron shield. Considering that for
an inelastic neutron scattering neutron energy should be higher than
some threshold energy, the intensity of this peak could be a good
indicator for monitoring the presence of fast neutrons. The detected
intensity of the 846.8 keV 56Fe(n,n′) peak measured for different
thicknesses of the plastic plates is presented in Fig. 3. Count rates of
this gamma peak decrease with the increase of the thickness of the PVC
because of the slowing down of the neutrons in the PVC. It is evident
that plastic PVC attenuators can reduce the number of fast neutrons.
The change in the intensity of the 846.8 keV 56Fe(n,n′) peak has the
same trend in presence of the Cd layer since the interactions of slowFig. 1. Scheme of the experimental setup (not in scale).

B. Anđelić et al. Nuclear Instruments and Methods in Physics Research A 852 (2017) 80–84

81



neutrons do not have an influence on the detection of this gamma peak.
We have to mention here that in our analysis we considered just the

statistical uncertainty of detected gamma peaks. However, the jump in
the count rate at 45 mm of PVC Fig. 6 can come from some systematic
error. We do not have the possibility to repeat those measurements at
the current time, but these results can be basis for future investigation.

3.2. Analysis of 595.8 keV gamma peak

The analysis of the 595.8 keV gamma peak was of particular interest
in this work. As already noted, gamma quanta having this energy can
be emitted thought a prompt de-excitation of the 74Ge nuclei following
two different processes: a) the slow neutron captures on the 73Ge, b)

the inelastic neutron scattering on the 74Ge. Thus, this gamma peak, in
collected gamma spectra, has a characteristic structure; due to the
summation of a standard Gaussian shape peak from the capture
reaction and a long tail peak following the neutron inelastic scattering
on the Ge nuclei inside the detector. It is necessary to deconvolute this
structure by a fitting procedure and to separate the contribution to the
overall counts detected in interactions of slow and fast neutrons.
Resolved intensities of the narrow Gaussian-shape and the long tail
peaks obtained by the deconvolution of the 595.8 keV gamma peak can
provide an insight into the presence of fast and slow neutrons in the
area of the active volume of the Ge detector.

The most important problem which should be addressed in the
deconvolution procedure is the overlapping of the Ge(n,γ) and Ge(n,n′)
and interference of the background peaks. This particular issue arises
from choosing the function for fitting the asymmetric peaks induced by
fast neutrons. This problem was already discussed by other authors
[3,22] and in our analysis the neutron induced peaks were fitted by the
following function:
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where the first term corresponds to the Ge(n,n′) peak; in the second
term, the expression inside the summation is a Gaussian function
which corresponds to any symmetric gamma peak in the fitting region;
the parameter F refers to the background (here to be a linear function).
The Gaussian symmetric gamma peaks can be the Ge(n,γ) gamma
peaks or any other gamma peak corresponding to the detection of some
background gamma line. The parameters of the fit are: a0, ai, E0, Ei,
σ0, σi and Δ. E0 and Ei and they correspond to the energy of the
detected gamma peaks; a0 and ai are the maximum amplitudes of
those peaks. Parameters σ0 and σi should correspond to the energy
resolution of the detector and they were determined by the peak full-
width at half-maximum (FWHM). The characteristic of the exponential
tail of Ge(n,n’) peaks is determined by the Δ parameter.

First step in the fitting procedure is to fix the level of the
background continuum. It was shown in Ref. [3] that the quality of
the results obtained by the fit of the Ge(n,n′) peaks depends on the
energy region chosen for the fit. The next step was the variation of the
fitting region for certain energy of the asymmetric peak. The energy
region was varied between 30 keV and 40 keV. Different values of the
level of the background continuum and energy region were used to get
the fit which give the value of χ2/NDF as close to 1 as possible.
Furthermore, the uncertainties of fitting parameters were analyzed to
get the optimal set of values. The gamma peaks were fitted by ROOT
data analysis toolkit [25]. Fitting procedure was applied on the 691 keV
72Ge(n,n′) gamma peak, which has the simplest structure, with one
well developed peak (723.3 keV 154Eu, product of 252Cf fission, con-
tained in sealed source). The result of the fit is depicted on Fig. 4.

The same technique was used for deconvolution of the 595.8 keV
gamma peak. It can be seen in Fig. 5 that, in the observed energy
region, except for the standard narrow 73Ge(n,γ) and broad 74Ge(n,n′)
gamma lines, three additional background gamma peaks appeared
(609.3 keV 214Bi(U), 603 keV from fission product 154Eu and 641 keV
from fission product 145Ba). The contribution of the background
continuum, as well as the background gamma peaks, were subtracted
and the intensities of 73Ge(n,γ) and 74Ge(n,n′) gamma peaks were
obtained.

3.3. Ge(n,n′) component of the 595.8 keV gamma peak

The intensities of the 74Ge(n,n′) component of the 595.8 keV
gamma peaks, obtained after deconvolution are presented in Fig. 6.
It can be seen that the intensity of the long tail 595.8 keV gamma peak,

Fig. 2. Detected intensity of a) 558 keV and b) 651.3 keV for the 113Cd(n.γ)114Cd
reaction.
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measured for different thicknesses of the plastic plates located between
the neutron source and the HPGe detector, has an apparent decreasing
trend. As mentioned above, the same trend was observed in analysis of
846.8 keV 56Fe(n,n′) gamma peak (Fig. 3). Considering that only fast
neutrons can initiate the (n,n’) reaction, presence of the Cd envelope
has no influence on the obtained intensities of the separated long tail
peak.

To check the obtained results, comparison with the detected
intensity of the 691 keV 72Ge(n,n′) gamma peaks was performed. The
intensity of the 691 keV gamma peak decreases with the increase of
plastic thickness, as expected. There are no significant differences

between the measurements done with and without the Cd envelope.
Considering that the 691 keV gamma line was frequently used in
estimation of the fast neutron fluence [8], let us consider whether it is
possible to do the same using the long-tail component of the 595.8 keV
gamma peak. Fig. 7 presents a scatter graph showing correlation
between the intensities of the two mentioned peaks recorded in this
experiment.

The results in Fig. 7 shows strong linear correlation between the
595.8 keV 73Ge(n,γ) and 691 keV 72Ge(n,n′) gamma peaks with linear
slope coefficient 1.24(4). This means that the 595.8 keV can be also
used as a standard for the determination of the fast neutron fluence.

3.3.1. Ge(n,γ) component of 595.8 keV gamma peak
The intensity of the 595.8 keV 73Ge(n,γ) gamma peak, obtained by

deconvolution, has an almost constant value, not dependent on the
plastic thickness (Fig. 8). The constant trend of the measured inten-
sities, depicted in Fig. 8 can be expected considering the results
obtained by the measurements of the cadmium gamma peaks
(Fig. 2). It is evident that the simple experimental setup used in this
experiment can provide different values of thermal neutron fluence at
the very place of the detector dipstick.

Very similar results were obtained when the 139.9 keV line was
used to estimate the thermal neutron fluence. Results are presented on
Fig. 9.

Although experimental setup in this experiment did not allow us to
provide different values of thermal neutron fluence at the place of the
active volume of the HPGe detector to be able to compare neutron

Fig. 4. The part of gamma spectrum in region around the 691 keV Ge(n,n′) gamma peak
with the 7 mm of PVC between the Ge-detector and the 252Cf source and the Cd envelope
around detector. The lines show the fitting results for the 72Ge(n,n′) and background
peak (upper graph). Down graph – ratio of experimental spectra to fitting function.

Fig. 5. The part of gamma spectrum in region around the 595.8 keV Ge(n,n′) gamma
peak with 7 mm of PVC between the Ge-detector and the 252Cf source. The lines show the
fitting results for the 74Ge(n,n′), 73Ge(n,γ) and background peaks (upper graph). Down
graph – ratio of experimental spectra to the fitting function.
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fluence estimation by the 139.9 keV and the (n,γ) component of the
595.8 keV gamma peak, there is still one possible indicator. We have
also calculated the ratio of contribution of thermal neutrons to detected
intensity of Ge(n,γ) peaks using the following equation:

⎛
⎝⎜

⎞
⎠⎟R N

N
(%) = 100%⋅ 1 − withCd

withoutCd (2)

where NwithCd and NwithoutCd are the intensities of gamma peaks
measured with and without Cd envelope respectively. The obtained
mean radio R (for different thicknesses of PVC) for the 139.9 keV and
595.8 keV peak were 33(16)% and 57(12)%, respectively. This result
can be a kind of an indication that the thermal neutrons have a stronger
influence on creation of the 595.8 keV peak, than on the 139 keV one.
Unfortunately, uncertainties are relatively large and for more exact
confirmation that the 595.8 keV gamma line has some advantage over
the 139.9 keV one, more investigations should be done.

4. Conclusions

In this work we have measured the gamma spectra using the low-
background Ge-spectroscopy system in an iron shield, in the presence
of the 252Cf neutron source. A spontaneous fission neutron spectrum
was moderated by PVC plastic plates placed between the HPGe
detector and the neutron source. In our experimental setup it was
possible to analyze several characteristic gamma peaks originating
from the interactions of the neutrons with the isotopes of Ge and
couple more surrounding materials. Special care was paid to the
595.8 keV peak because it contains records of simultaneous interaction
of the thermal and fast neutrons with the Ge detector.

Preliminary results presented in this paper are quite encouraging:
the 595.8 keV peak can be used in the estimation of the neutron fluence
at the place of the active volume of the Ge detector. In the high energy
region, above the threshold of the Ge(n,n′) nuclear reactions, very good
coincidence between the long-tail component of the 595.8 keV and the
691 keV gamma peaks, usually used for the estimation of fast neutron
fluence, was observed. Simple experimental setup unfortunately could
not provide us with the variety of thermal neutron fluencies at the place
of detector, however it was observed that even in these circumstances

intensity of the sharp gamma peak at the beginning of the long-tail
595.8 keV peak, obtained in neutron capture process, shows a similar
trend to the intensity of the 139.9 keV peak. Measured intensities of
both mentioned peaks follow the same trends as the gamma peaks
obtained in the 113Cd(n,γ)114Cd reaction. It can be expected that the
(n,γ) part of the 595.8 keV peak has a potential to be used for
estimation of the thermal neutron fluence.

Let us review some noticeable disadvantages and advantages of the
method for estimation of neutron fluence based on the measurement of
the 595.8 keV peak in gamma spectra. The structure of the 595.8 keV
gamma peak is not simple and a sophisticated fit procedure has to be
employed. However, the shapes of the sharp Gauss-like gamma lines
and the long-tail peak are well known. Moreover, it was noticed that the
intensity of the (n,γ) part of the 595.8 keV peak is about two times
lower that intensity of the 139.9 keV gamma line, which could
introduce some uncertainty, especially if the cases of low thermal
neutron fluencies. Significant advantage of the suggested method based
on the 595.8 keV gamma peak is the fact that both fast and slow
neutron fluence can be determined using just one energy peak. For
some rough estimation of thermal to fast neutron fluence ratio, not
even the relative energy efficiency of detector needs to be calculated.

Considering that in our experiment no measurements in different
fields of thermal neutrons were possible, it is valuable to repeat similar
measurements in some other experimental setups. This is especially
important in order to confirm the assumption that the intensity of the
Gauss-like part of 595.8 keV gamma peak is less dependent on fast
neutrons than the usually used 139.9 keV one.
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Abstract.  

An instrument concept of a reflectometer with a vertical sample geometry fitted to the long 
pulse structure of a spallation source, called “VERITAS” at the ESS, is presented. It focuses on 
designing a reflectometer with high intensity at the lowest possible background following the 
users´ demand to investigate thin layers or interfacial areas in the sub-nanometer length scale. 
The high intensity approach of the vertical reflectometer fits very well to the long pulse 
structure of the ESS. Its main goal is to deliver as much usable intensity as possible at the 
sample position and be able to access a reflectivity range of 8 orders of magnitude and more. 
The concept assures that the reflectivity measurements can be performed in its best way to 
maximize the flux delivered to the sample.  The reflectometer is optimized for studies of 
(magnetic) layers having thicknesses down to 5Å and a surface area of 1x1cm2. With 
reflectivity measurements the depth-resolved, laterally averaged chemical and magnetic profile 
can be investigated. By using polarised neutrons, additional vector information on the in-plane 
magnetic correlations (off-specular scattering at the μm length scale, GISANS at the nm length 
scale) can be studied. The full polarisation analysis could be used for soft matter samples to 
correct for incoherent scattering which is presently limiting neutron reflectivity studies to a 
reflectivity range on the order of 10-6.  

1. Introduction
The European Spallation Source (ESS) will provide neutron pulses with a width of τ=2.84ms and a 
repetition rate of 14Hz. Though the average flux at the ESS (with its TDR moderator) will be 
practically equal to the one at the ILL, the time structure of the neutron beam allows for a drastic gain 
in intensity for time-of-flight instruments due to the 25 times higher peak intensity of the ESS [1]. The 
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natural resolution of the instrument using the full pulse width is τ/L and defined by the choice of the 
instrument length L. On the other hand, the artificial narrowing of the pulse width by pulse shaping 
choppers allows to increase the resolution at the cost of intensity. This opens an exciting opportunity 
to design a next-generation reflectometer to meet the increasing demand and anticipated scientific 
challenges. The research topics that will benefit from this reflectometer comprises a wide range of 
scientific disciplines, ranging from thin film magnetism and novel topological phases in confined 
geometries, the functionality and properties of hybrid materials in the field of soft and hard matter to 
the structural biology of membrane proteins. Though the proposed vertical sample geometry excludes 
the examination of liquid-liquid or liquid-gas interfaces, it nevertheless provides sufficient advantages 
for soft matter samples that do not require such interfaces and can be measured on the vertical 
reflectometer with the appropriate sample environment without compromises. Full polarisation 
analysis will allow measurements of those sample types that were not possible before by making it 
possible to correct for incoherent background.  

The instrument concept presented here, called “VERITAS” the ESS, focuses on designing a 
reflectometer with high intensity and low background following the high demand of the users to 
investigate thin layers or interfaces in the sub-nanometer length scale. The high intensity approach of 
the vertical reflectometer fits very well to the long pulse structure of the ESS. Its main goal is to 
deliver as much usable intensity as possible to the sample position and be able to access a reflectivity 
range of 8 orders of magnitude and more.  

The concept assures that the reflectivity measurements can be performed in its best way to 
maximize the flux delivered to the sample.  The reflectometer is optimized for studies of (magnetic) 
layers having thicknesses down to 5Å and a surface area of 1x1cm2. With reflectivity measurements 
the depth-resolved, laterally averaged chemical and magnetic profile can be investigated. By using 
polarised neutrons, additional vector information on the in-plane magnetic correlations (off-specular 
scattering at the μm length scale, GISANS at the nm length scale) can be studied.  

The instrument will furthermore be capable to work with a higher wavelength resolution down to 
1%. Depending on the operational mode of the instrument, different detector configurations will be 
used. The detector area will be highly configurable and optimised for the different needs of the 
specular, off-specular and GISANS-modes.  

The design of the vertical reflectometer is based on well-tested components that will be very robust 
and bear no unpredictable risks for a reliable operation. 

1. General philosophy: relaxed Q-resolution machine
The proposed instrument is primarily designed for the investigations of thin interfaces from several nm 
down to the sub nm range. The main goal is therefore to deliver as much usable intensity as possible at 
the sample position to be able to access a reflectivity range of 8 orders of magnitude and more. Fig. 1 
shows the specular reflectivity curves simulated for a thin Fe-layer for a perfect and relaxed Q-
resolutions, respectively. Comparing the two cases it can be noticed that only the minima of the 
interference pattern are slightly smeared out in the latter case, thus the resolution for the measurement 
can be drastically relaxed for thin interfacial structures without any loss of information. With a relaxed 
resolution the neutron intensity on the sample is increased to obtain a detectable signal from an 
extremely small amount of the scattering material of a thin layer, particularly if it is required to 
measure the reflectivity up to high Q values.  
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2.1. Neutron guide design:  
The instrument guide is S-shaped and made of two curved neutron guides (R=400m) with a 7m long 
straight neutron guide at the inflection point (see Fig. 2). The use of the S-shaped neutron guide 
prevents the direct line-of-sight of the primary and secondary radiation sources. The movable parts 
(choppers, polariser changer, etc.) are positioned downstream of the neutron beam beyond the 
biological shielding and thus can be freely accessed during the operation of the ESS. The basic guide 
parameters are listed in Table 1. The neutron guide width of 30mm is chosen to allow the complete 
filling of the phase space of the guide for a moderator width of 10cm. To increase the incident neutron 
intensity for reflectivity measurements on small samples, the incident neutron beam is focused along 
the vertical direction onto the sample using a focusing elliptical neutron guide. A comparison of the 
intensities at the sample position (for a sample size of 1x1 cm2) of such a setup to a straight guide with 
a cross section of 3 x 12 cm2 and mirrors with  m=2 coating shows a clear increase in the beam 
intensity by at least a factor of 4 for the elliptical focusing option (see Fig. 3).  

An elliptical guide (see Table 1 for the shape) with the same length and m=3 coating for the last 4m 
will be used. 

Fig. 3: Comparison of the intensity at the sample position with a sample size of 1x1cm² for elliptical 
and constant cross section neutron guides.  

2.2. Chopper design:  
The time-distance diagram for the low resolution mode is shown in Fig. 4a. The first chopper at 13m is 
the band selection chopper selecting an 8Å broad wavelength band. The band from 2 to 10Å will 
provide the highest intensity. The wavelength band can be selected arbitrarily in a range between 2 
and 32Å. This is important in the case one wants to adjust the reciprocal space to a specific scientific 
question, e.g. separating the off-specular scattering signal from the direct beam or in the GISANS 
mode for separating reflections from each other. The additional choppers ((2) at 15m, (3) at 19m and 

PNCMI 2014 IOP Publishing
Journal of Physics: Conference Series 711 (2016) 012009 doi:10.1088/1742-6596/711/1/012009

4



(4) at 2
neutrons

In or
has to be
shaping 
detector 
(wavelen
sequence
overlap. 
gaps in Q
avoid am
installed

Table
guide
Geom
while 

5m) serve a
s of more tha

der to achiev
e reduced ac
chopper inst
during a ce

ngth sub-fram
e of sub-pu
Then the av

Q. It is neces
mbiguity in 
d just behind 

e 1: Basic gu
s after the p

metric param
keeping the 

Fig. 4

as frame ove
an 50Å.  

ve a high wa
ccording to E
talled at 13m
ertain time 
me), see Fig
lses will be

vailable wave
ssary, howev
the wavelen
Ch.1 and Ch

uide design 
polarizing ca

meters of the 
guide’s cros

: Time-distan

erlap choppe

avelength re
Eq. (1). Tech
m from the so

interval (tim
g. 4b. For the
 selected th
elength band
ver, that the 

ngth (i.e. in Q
h.3 (see Fig. 

parameters. 
avity (from s

elliptic gui
ss-section rea

nce diagrams

ers to preve

esolution for 
hnically the s
ource. Each s
me sub-fram
e optimal us

hat the wave
d from 2 to 1
time sub-fra
Q) determin
4b).  

To avoid th
section 4) ar
ide were sel
asonably sm

s of the (a) lo

Det:

Ch. 2:
Ch. 3:

Ch. 4:

Ch. 1:

ent contamin

the propose
sub-pulse du
sub-pulse wi

me) and cove
se of all neut
elength band
10Å will be c
ames of these
nation.  The 

he depolariza
re coated wi
lected to ma
all for a prac

ow and (b) h

FocuL 

2Å 

18.2 m
 36m 

 15m 
 19m 

 25m 

 13m 

Tail of the

nations of ve

d design, the
ration will b
ll provide ne
ering a certa
trons from th
d of subsequ
completely c
e sub-pulses 
high-resolut

ation of the 
ith non-magn
aximize the 
ctical choppe

high resolutio

using GIms 

e pulse 

Neutrons coming 
from  the tail of the 
pulse are stopped 

SF 4 SF 3 

very high wa

e natural pu
be defined by
eutrons arriv
ain wavelen
the long ESS
uent sub-fra
covered thus 

are well sep
tion chopper

neutron bea
netic superm
brilliance tr

er design. 

on mode 

SANS 
10Å 

H

avelength 

lse width 
y a pulse-
ing at the 
gth band 

S pulse, a 
ames will 

avoiding 
parated to 
rs will be 

am, all 
mirrors.  
ransfer, 

91 ms 

t 

HR: 13.2m  

HRO: 19.8m

PNCMI 2014 IOP Publishing
Journal of Physics: Conference Series 711 (2016) 012009 doi:10.1088/1742-6596/711/1/012009

5



Diffe
Therefor
offset an
in two o
+12.5°, l
to be an
will con
distribut
an overla
Δλ/λ val
chopper,

Fig. 6:

Fig. 5

erent resolut
re we use a 
ngle between
openings of 
leading to 4 

n integer mul
ntinuously sh
tions for the 
ap of the wav
lue is not co
, is always co

: The simulat
modes. Th

5:  A double d
discs.  

ions require
double disc 

n the discs. F
10°. In the 3
windows an
ltiple of the 
hift relative 
1, 3 and 5%
velength sub

onstant becau
onstant, whil

ted time and
he low wavel

disc chopper

30

e a variable 
chopper (se
or a 1% wav
3% and 5% 

nd a variable 
frequency o
to the ESS

 resolution m
b-frames (see
use the pulse
le the λ value

d wavelength 
length resolu

r allowing di

30

30

22

Disc 2

High

opening of
ee Fig. 5) tha
velength reso

modes, the 
opening from

of the ESS so
S pulses. Th
modes show 
e Fig. 6). It is
e length, whe
es change. 

h intensity dis
ution curves (

ifferent open

30

22
120

2 

h resolu

f the pulse-s
at will allow
olution mode

offset angle
m 0-25°. Th
ource, otherw
he simulated
a clear separ
s important t
ether directly

stributions fo
(Δλ/λ=10%)

ings by settin

30

3

10

Dis

ution dis

shaping high
w different op

, an offset an
s will be set
e frequency 
wise the timi
d time and w
ration of the
to note that in
y from the E

or the 1% wa
are shown a

ng an offset 

30

30

120

10

22

sc 1 

cs 

h-resolution 
penings by s
ngle of 45° w
t between -1
of the sub-p

ming of the su
wavelength 

e time sub-fra
n all three m

ESS or from 

avelength res
as envelops.  

angle betwee

30
45

chopper. 
setting an 
will result 
12.5° and 
pulses has 
ub-pulses 
intensity 

ames and 
modes, the 

the HM-

solution 

en the 

PNCMI 2014 IOP Publishing
Journal of Physics: Conference Series 711 (2016) 012009 doi:10.1088/1742-6596/711/1/012009

6



2.3. Polarization option: 
In the polarized mode, the central 2m long piece of the guide (see Fig.2) will be replaced by another 
one equipped with a polarizing cavity which is built upon thin, 0.3mm thick, Si wafers coated with 
m=5 Fe/Si supermirrors working in transmission [2]. This solution leads to high values of neutron 
beam polarization (see Fig. 7) with small intensity losses over the whole wavelength band and allows 
practically for instant-switch between polarizing and non-polarizing operation modes without affecting 
the overall beam propagation. Even higher polarization of the neutron beam of more than 99% can be 
achieved using an optional 3He neutron spin filter with a wide band neutron adiabatic RF-flipper, 
resulting in a drop of the beam intensity of about 25%. It should be noted that all sections after the 
polarizer will be coated by non-magnetic supermirrors. 

  
Fig. 8:  Time-distance diagram for the kinetic mode of the 1 pulse skipping mode (7Hz), i.e. skipping 

every second pulse of the ESS source. 

2.4. Kinetic mode: 

For kinetic measurements it is desirable to cover a large Q-range for a single angular setting to allow 
measuring of the kinetic processes on time scales of one second and less. The design of VERITAS 
enables one to extend the Q range beyond the ratio of Qmax/Qmin≈5 in the basic chopper mode by 
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assembled in thin films), magnetism, ferroelectricity and superconductivity at interfaces or novel 
topologically protected magnetic states (e.g. skyrmions) besides many other topics. In addition the 
polarizer/analyzer system can be used to measure precisely the incoherent background of soft matter 
samples, increasing the dynamic range of reflectivity and GISANS studies in this science area. 

The VERITAS concept at the ESS (or adapted to any other long pulse source with similar strength 
or even steady reactors like PIK at the PNPI, Russia) allows one to push the limits in thin film science 
in all directions, making a huge step forward in the instrumentation, particularly for exploiting the full 
potential of the new spallation sources supporting the users in performing cutting edge science. 
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Abstract 

A simple experimental setup was used to measure gamma lines appearing in spectra after interactions of neutrons with Ge 
in the active volume of a high-purity germanium detector placed in a low-background shield. As source of neutrons a 
252Cf spontaneous fission source and different thicknesses of PVC plates were used to slow down neutrons. A cadmium 
envelope was placed over the detector dipstick to identify the effect from slow and fast neutrons. Intensities of several 
characteristic γ-lines were measured, including intensity of the 139.9 keV γ-line from the reaction 74Ge(n,γ)75mGe, usually 
used for estimation of thermal neutron flux. Obtained results signify that only a part of the detected 139.9 keV γ-rays 
originate from thermal neutron capture. Some preliminary results indicate that in our detection setup thermal neutron 
capture contributes with 30% to 50% to the total intensity of the 139.9 keV γ-line, depending on the thickness of the PVC 
plates. 
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1. Introduction 

Reduction of gamma-background has been always a crucial matter of concern in all low-background 
measurements using gamma spectroscopy. Sometimes the only practical method for improving detection 
limits of rare processes is reducing the number of background events. Neutrons are an unavoidable source of 
background events, even in well-shielded detectors. Detailed understanding of the various aspects of neutron 
production and interactions with detection systems is one of the most important requirements of contemporary 
low-background experiments. 

In experiments, where a high-purity germanium (HPGe) detector is exposed to neutrons, five natural 
isotopes of germanium interact with it producing gamma radiation. The most probable interactions are 
inelastic scattering with fast neutrons and thermal neutron capture. When inelastic scattering and capture 
reactions take place in the active volume of an HPGe detector characteristic γ-lines arise in the spectrum. After 
inelastic scattering typical broad and asymmetric gamma peaks showing a high-energy tail appear; 596.4 keV 
(74Ge(n,n’)74Ge) and 691.4 keV (72Ge(n,n’)72Ge) are the most prominent ones. The most intensive γ-lines 
following neutron capture are at 139.9 keV (74Ge(n,γ)75mGe) and 198.4 keV (70Ge(n,γ)71mGe) having standard 
Gaussian shapes. Both types of γ-peaks can be used in order to characterize the neutron field, especially in 
low-background detection systems. A reduction of background events detected is sometimes the only method 
for improving detection limits in experiments following effects of rare decay processes (Heusser, 1994; 
Heusser, 1995; Guiseppe et al., 2009; Haines et al., 2011). Neutrons are an almost unavoidable source of non-
desired background even in very sophisticated data acquisition systems used in gamma spectroscopy. There 
are several sources of neutrons: spontaneous fission of U or Th, (α,n) reactions (Feige et al., 1968), neutrons 
created through cosmic muon capture, muon-induced spallation reactions, photo-nuclear reactions etc. 
(Gaisser, 1990; Da Silva et al., 1995; Kudryavtsev et al., 2003; Croft et al., 2003). In order to improve the 
performance of low-background detection systems, the flux of neutrons and all effects associated with neutron 
interactions should be well known.  

 
The intensity of the 139.9 keV γ-line was usually used for estimating the thermal neutron flux at the 

position of an HPGe-detector (Škoro et al., 1992; Niese 2008). There are several ways to classify neutrons 
according to their energy, from cold to relativistic. Theory says that neutrons in thermal equilibrium with the 
surroundings are thermal neutrons. Per definition the energy of thermal neutrons is 0.025 eV, and at 20°C the 
Maxwell distribution of thermal neutrons extends to about 0.2 eV. In practice, the simplest way to distinct 
neutrons in energy groups can be carried out by the use of a cadmium filter. Neutrons below cadmium cut-off 
(about 0.4 eV) are called slow neutrons. The cadmium isotope 113Cd can separate neutrons in two groups 
because the neutron capture cross section has a prominent peak at energies below 0.4 eV. However, for most 
other nuclides, including several natural germanium isotopes, the neutron capture cross section in in the eV-
region is uniformly decreasing with increasing energy without steep changes as it is in the case of 113Cd. It 
means that some sharp changes in the neutron capture of natGe between thermal (slow) and other neutrons 
having higher energies (epithermal) cannot be expected. Final consequence is that the 139.9 keV radiation, 
usually used for estimating the thermal neutron flux, can be emitted after capture of thermal as well as 
epithermal neutrons. 

This paper presents an attempt in estimating to what extent epithermal neutrons contribute to the total 
intensity of the 139.9 keV γ-line detected after the exposure of a HPGe detector to fission neutrons emitted by 
252Cf following spontaneous fission. 
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2. Experimental setup 

A simple experimental setup was designed for the measurements shown in Fig. 1. An n-type, coaxial 
closed end HPGe detector with horizontal dipstick and relative efficiency of 22.3 %, was used in the 
experiment. The detector is located in a 1 m3 wide iron chamber having 25 cm thick walls. The chamber was 
made of 20 tons of pre-World War II iron. 

The HPGe detector was exposed to neutrons from the reaction 252Cf(sf). A large Marinelli container (inner 
diameter 10.6 cm, outer diameter 16.0 cm, height 20.5 cm, top thickness 3.0 cm) made of 2 mm thick PVC 
was filled with melted paraffin and located (top down) below the HPGe crystal as shown in Fig. 1. The 252Cf 
source was placed in the Marinelli container. The distance between the 252Cf source and the detector was 
about 25 cm. The neutron source emitted 4.5 × 103 neutrons per second into 4π sr. When the measurements 
were carried out the 252Cf source was very old and a 2 cm thick iron disc was placed on top to attenuate 
gamma radiation of accumulated fission products. At the open end of the Marinelli container, between 252Cf 
source and HPGe crystal, PVC plates were laid down up to a maximal thickness of 9.3 cm. The purpose of 
PVC plates was to slow down neutrons arriving from the 252Cf source to the detector. Six different thicknesses 
of PVC were chosen. For any thickness two spectra were recorded: one with the naked detector and one with 
the detector crystal canned in a 1 mm thick natCd tin. The Cd-cap prevented thermal neutrons to reach the 
active volume of the HPGe detector.  

 
Characteristic measurement times for one spectra reached up to 160 × 103 s (two days), because the used 

252Cf source was weak at the time of measurements. The GENIE program package was used to calculate 
intensities of gamma lines appearing in measured spectra. 
 

 

Fig. 1. Scheme of the experimental setup 

3. Results and Discussion 

A number of γ-lines were detected and identified in the collected spectra. Besides characteristic γ-radiation 
emitted after neutron capture or inelastic scattering on germanium nuclei, prominent gamma lines at 2223 keV 
(1H(n,γ)2H), 846.8 keV (56Fe(n,n’)56Fe), 517 keV (35Cl(n,γ)36Cl) appeared in all spectra. It is interesting to 
note that intensities of γ-lines originating from neutron capture in PVC showed an increasing trend with 
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increasing PVC thickness. In spectra measured with Cd-cap covering the detector, the 558.5 keV and 651.3 
keV γ-lines following 113Cd(n,γ)114Cd reaction are found. The γ-line at 558.5 keV is even the most prominent. 

 
The primary task of PVC plates inserted was to slow-down neutrons and to reduce their energy through 

elastic scattering. Figure 2 shows dependence of 691.3 keV γ-peak on PVC thickness (black squares show 
measured intensity without Cd envelope and red circles are intensities of 691.3 keV γ-peak measured with Cd 
cap). Fast neutrons non-elastically scattered at 72Ge nuclei produce this line. It can be seen that the intensity of 
the asymmetric γ-line at 691.3 keV measured with maximum thickness of PVC is about 2.5 times lower than 
without PVC. A similar trend is observed for the intensities of other asymmetric peaks originating from (n,n’) 
reactions. It means that PVC reduced the number of fast neutrons able to excite germanium nuclei through 
inelastic scattering by about 2.5 times. Most probable mechanisms can be slowing-down of energetic neutrons 
and removal from the beam by off scattering. The intensity of (n,n’) peaks shows that the Cd can has no 
significant influence on the general trend.   

 
 

 

Fig. 2. Intensity of the 691.3 keV gamma peak as a function of the PVC thickness 

A similar analysis was performed for the 558.5 keV and the 651.3 keV γ-lines from neutron capture in 
113Cd. The obtained results are presented in Fig. 3.  

 
Having in mind a large difference between the thermal neutron capture cross-section and the resonance 

integral for 113Cd (Gryntakis, Kim, 1974) it can be supposed that the 558.5 keV and 651.3 keV γ-lines are 
produced by thermal neutron capture mostly. From results presented in Fig. 3 it can be concluded that the 
intensities of of both γ-lines did not depend on PVC thickness at all. It means that the number of thermal 
neutrons at the detector (with Cd tin) was constant. The number of thermal neutrons is a result of some 
dynamic balance: thermal neutrons are produced by slowing-down and thermalizing in the PVC plates and 
other low Z materials, and at the same time, thermal neutrons were captured by all surrounding materials. 
Results presented in Fig. 3 show that adding PVC plates in our experimental setup can reduce the number of 
fast neutrons at the place of the detector by a factor 2.5. However, it leaves the number of thermal neutrons 
constant, i.e. the number of thermalized neutrons compensates the number of thermal neutrons captured.   
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(a) (b)  

Fig. 3. Dependence of line (a) 558.5 keV and (b) 651.3 keV on PVC thickness 

It should be interesting to analyze intensity of 139.9 keV γ-line in the light of the fact that the number of 
thermal neutrons at the detector is constant and not dependent on the thickness of the PVC layer. 139.9 keV 
photons are emitted after transition from the exited isomer state (T1/2 = 47.7 s) to the ground state of 75Ge 
produced by neutron capture. Obtained values of 139.9 keV γ-intensities are shown in Fig. 4. Evidently, in 
both measurement geometries, with and without Cd shield, the intensity of the 139.9 keV line shows a mildly 
decreasing trend. 

 

 

Fig. 4. Intensity of the 139.9 keV gamma line as a function of PVC thickness 

In the simplified model where the Cd shield stops all thermal neutrons, the 139.9 keV γ-line measured with 
Cd cap was supposed to originate from capture of fast neutrons by 74Ge. In spectra recorded without Cd cap, 
capture of both slow and fast neutrons produce the 139.9 keV radiation. Contribution of thermal neutron 
capture to the total intensity of the 139.9 keV gamma line, for some chosen thickness of the PVC, can be 
obtained by simple subtraction of the measured 139.9 keV γ-yield measured with Cd cap from that measured 
without Cd envelope. The result of this subtraction is shown at Fig. 5. 

 
It can be seen that part of the intensity of the 139.9 keV γ-line originating from capture of thermal neutrons 

is not dependent on the thickness of the PVC layer. It is in very good agreement with results presented in Fig. 



76   J. Nikolov et al.  /  Physics Procedia   59  ( 2014 )  71 – 77 

3. If thermal neutron flux at the detector is not dependent on plastic thickness, as it illustrates the γ-lines of 
114Cd, it can be expected that the contribution of thermal neutron capture to total intensity of the 139.9 keV γ-
line should be constant (cf. Fig. 5).  

 

 

Fig. 5. Calculated intensity of the 139.9 keV gamma line originating from capture of thermal neutrons only as a function of PVC 
thickness. 

Data presented in Fig. 5 shows the count rate into the 139.9 keV γ-line from thermal neutron capture on 
74Ge to be about 0.005 s-1. In the measurement without PVC plates the total intensity into that γ-line measured 
without Cd envelope is about 0.015 s-1. We conclude that thermal neutron capture contributes to about 30% to 
the total intensity of the 139.9 keV γ-line. However, additional plastic plates reduced number of fast neutrons 
(cf. Fig. 2). In the case of maximum thickness of the PVC layer the contribution of thermal neutrons to the 
total intensity at Eγ = 139.9 keV is about 50%. 

4. Conclusion 

We measured γ-lines appearing in spectra after interactions of neutrons with germanium and other 
materials surrounding the HPGe detector. Source of neutrons was 252Cf(sf), and PVC plates were used to 
slow-down neutrons before interacting with the detector. Intensities of γ-lines appearing in spectra after 
inelastic scattering of fast neutrons on natural isotopes of germanium showed that in this simple setup the 
number of fast neutrons can be reduced more than 2.5 times. A Cd cap placed over the detector was used to 
eliminate thermal neutrons before reaching the active volume of the HPGe detector. By standard technique 
used in neutron activation analysis, where detectors are exposed to neutrons with and without Cd envelope, 
influence of fast neutrons is subtracted and contribution of slow neutrons on the total intensity of 139.9 keV γ-
line was estimated. In the case when fission neutrons from 252Cf reach detector without slowing-down in PVC 
plates, slow neutrons contribute to just about 30 % to the intensity of the 139.9 keV γ-line. For a maximal 
thickness of the PVC used in this experiment (9.3 cm) thermal neutrons contribute to about 50% to the total 
intensity of  the 139.9 keV γ-line.  
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