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Abstract
The pulsed-Townsend (PT) experiment is a well known swarm technique used to measure
transport properties from a current in an external circuit, the analysis of which is based on the
governing equation of continuity. In this paper, the Brambring representation (1964 Z. Phys.
179 532) of the equation of continuity often used to analyse the PT experiment, is shown to be
fundamentally flawed when non-conservative processes are operative. The Brambring
representation of the continuity equation is not derivable from Boltzmann’s equation and
consequently transport properties defined within the framework are not clearly representable
in terms of the phase-space distribution function. We present a re-analysis of the PT
experiment in terms of the standard diffusion equation which has firm kinetic theory
foundations, furnishing an expression for the current measured by the PT experiment in terms
of the universal bulk transport coefficients (net ionisation rate, bulk drift velocity and bulk
longitudinal diffusion coefficient). Furthermore, a relationship between the transport
properties previously extracted from the PT experiment using the Brambring representation,
and the universal bulk transport coefficients is presented. The validity of the relationship is
tested for two gases Ar and SF6, highlighting also estimates of the differences.

Keywords: pulsed townsend experiment, transport coefficient definition, pulsed townsend
governing equation, kinetic theory, Brambring’s equation

(Some figures may appear in colour only in the online journal)

1. Introduction

The use of accurate electron swarm transport coefficients
in simulations has wide ranging implications for modelling

∗ Author to whom any correspondence should be addressed.
Original content from this work may be used under the terms
of the Creative Commons Attribution 4.0 licence. Any further

distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.

physics, from atmospheric processes through to medical imag-
ing and therapies [2–21]. For the well established swarm
experimental techniques, the various experimental parame-
ters (such as temperature, sample purity, uniformity of the
applied field, . . . ) are assumed to be highly accurate (within
the reported error bars), and the techniques for extracting the
measured quantities are generally considered to be well under-
stood. Within the swarm community itself, consensus on the
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extraction of transport parameters/coefficients is essential as
this explicitly impacts upon the accuracy of swarm-derived
cross-sections [22–43] that may be subsequently used directly
for modelling of gas and liquid-phase transport [12, 13], or
the direct application of electron swarm transport coefficients
in fluid modelling of plasmas [3, 44]. As such, high accu-
racy is required in both the measurement and definition of the
transport coefficients to ensure applications in technology and
medicine can be made with confidence.

Transport coefficient definition/measurement was an active
area of debate in the 1960–1990s [45–54], and misunderstand-
ings still exist [30]. For example, it is important to under-
stand that different swarm experiments operate in different
regimes—time of flight (TOF) and pulsed-Townsend (PT) for
example in the hydrodynamic regime, where the space-time
dependence of all quantities can be projected onto the number
density, n (r, t) [55], while the steady state Townsend (SST)
approach operates in the non-hydrodynamic regime, where
one has to treat the space (r) and time (t) dependence more
generally [47, 56].

In the hydrodynamic regime, there are two fundamental
types of transport coefficients, which we call flux and bulk10.
The flux coefficients are defined through well-known flux-
gradient relationships, such as Fick’s law. The bulk coeffi-
cients, however, are defined through the diffusion equation,
which applies, for example, to the analysis of the various mea-
sured currents in both the TOF and PT experiments. Thus we
can say quite generally, without reference to the specific form
of the solution of the diffusion equation, for any experiment
amenable to a hydrodynamic description, that it is the bulk
quantities which are extracted and therefore it is these which
are tabulated in the literature. On the other hand, the SST
experiment is inherently non-hydrodynamic, and measures the
microscopic Townsend ionisation coefficient, α, through the
particle density relation n ∼ exp(αz). The SST experiment
cannot be analysed through the diffusion equation [57], and
therefore does not measure any of the hydrodynamic transport
coefficients.

In spite of much discussion over the past 30–60 years
[45–54], there does, however, remain some residual confusion
about what transport coefficients/properties are extracted from
the PT experiment, and how they relate to the standard flux
and bulk transport coefficients11. Currently, the PT experiment
is one of the swarm methods in active use, with key groups in
Switzerland [58, 63] and México [32, 68], as well as the scan-
ning drift tube experiment in Hungary [69–71] and the double-
shutter drift tube experiment in Japan [72], which provide
much of the present-day electron swarm data. Consequently, it
is essential that the transport properties extracted from the PT

10 While some associate them with particular experiments, such nomenclature
hides their fundamental nature [50].
11 With regard to the extracted coefficients, we note that while some PT analy-
ses report αT/n0 (the macroscopic form of Townsend’s first ionisation coeffi-
cient), the quantity Rnet has been extracted directly by Franck and co-workers
[58–64] and Ridenti et al [65], reported for the PT measurements of Aschwan-
den [66] (along with αT/n0) when analysis of the current transients was hin-
dered by the strong electron attachment, and in Phelps and Pitchford [67]
measurements were transformed to Rnet, to illustrate a few examples.

experiments are identified correctly. This represents the focus
of the current study.

We begin this paper with a brief review of fundamental
swarm transport theory and definitions in section 2, in order
to revisit the vexed issue of transport coefficient definition in
relation to the PT experiment and their relation to transport
coefficients which are derivable from the Boltzmann equation.
We demonstrate that the Brambring form of the continu-
ity/diffusion equation [1] generally used to analyse the PT
experiment is fundamentally flawed when non-conservative
processes are operative. A general solution of the full diffu-
sion equation has long been available in the literature [73, 74],
and in section 3 we specifically show how it can be adapted
to the PT experiment to extract the standard definitions of
the transport coefficients with firm foundations in kinetic the-
ory. With our focus on the PT experiment, in section 3 we
demonstrate that the existing transport property measurements
extracted from PT experiments using the fundamentally flawed
Brambring equation for the current in the external circuit [1],
can be transformed to the standard bulk transport coefficient
definitions. Transformation of existing measured PT transport
properties, for the particular examples of Ar and SF6, are pre-
sented in section 4 and compared with the bulk transport coeffi-
cients extracted from TOF experiments and calculated using a
multi-term solution of Boltzmann’s equation. Thereafter, some
concluding remarks are drawn in section 5.

2. Theory

2.1. The exact continuity equation, the hydrodynamic regime
and the diffusion equation

The exact continuity equation can be derived either from first
principles, or from Boltzmann’s equation:

∂f
∂t

+ v · ∇ f + a · ∂f
∂v

= −J( f ), (1)

for the phase-space distribution function, f(z, v, t), a function
of velocity v and time t, with spatial gradients taken along
the z axis, and acceleration a due to external forces, with col-
lisional processes represented by Boltzmann’s collision inte-
gral J. Integrating equation (1) over velocity space yields the
continuity equation (here, in one dimension):

∂n
∂t

+
∂Γ

∂z
= S(z, t), (2)

where n(z, t) is the charged-particle density, Γ(z, t) =
∫
vz f(z,

v, t)dv is the charged-particle flux in the external field direc-
tion and the right-hand side is the rate of production of
particles, given by S(z, t) =

∫
JNC( f)dv, the integral of the

non-conservative collision operator, JNC, for processes such as
attachment and ionisation.

Swarm experiments are traditionally designed to operate
in the hydrodynamic regime [2, 44, 75]. In this regime, the
space-time dependence of f(z, v, t) is a function of the number
density (n), and can be expressed in terms of a density gradient
expansion:

2
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f (z, v, t) = n(z, t) f (0)(v) − f (1)(v)
∂n(z, t)
∂z

+ f (2)(v)
∂2n(z, t)
∂z2

+ · · · , (3)

while normalisation requires
∫

f ( j)(v)dv = δ j0. Hence, the
flux and source terms in the continuity equation (2) can be
identified with:

Γ(z, t) = nW − DL
∂n
∂z

+ ζL
∂2n
∂z2

−+ · · · , (4)

S(z, t) = nRnet − S(1)∂n
∂z

+ S(2)∂
2n

∂z2
+ · · · , (5)

where ζL is the longitudinal component of the third-order
transport coefficient tensor (the skewness tensor) [76].
Equation (4) is familiar as a generalisation of Fick’s law. The
flux drift velocity and the flux longitudinal diffusion coef-
ficient are designated W and DL respectively, with the net
(or effective) production rate given by Rnet = Rionis − Ratt. The
flux transport properties in (4) and non-conservative source
terms in (5) can be written in terms of the appropriate inte-
grals of the f ( j) appearing in equation (3), or otherwise [51,
56, 77, 78].

Substitution of equations (4) and (5) into equation (2), and
grouping coefficients of gradients in the number density, yields
the standard diffusion equation, when higher order terms in the
hydrodynamic expansion are neglected:

∂n
∂t

+ WB
∂n
∂z

− DB,L
∂2n
∂z2

= nRnet, (6)

where we define the bulk (B) transport coefficients in terms
of the flux coefficients and the corrections due to the non-
conservative source terms:

WB = W + S(1), (7)

DB,L = DL + S(2). (8)

In a drift tube experiment, S(1) and S(2) can be interpreted as
modifications to the position of the centre of mass and spread
about the centre of mass, respectively, arising from non-
conservative processes. In general,

S(1) =

∫
JNC( f (1))dv, (9)

S(2) =

∫
JNC( f (2))dv. (10)

Swarm experiments operating in the hydrodynamic regime
may be analysed on the basis of the diffusion equation and
hence generally sample the bulk transport coefficients. The
solution of the diffusion equation for various experimental
arrangements, e.g., for sources distributed in space and/or
emitting for finite times, can be found by appropriate inte-
gration of this fundamental solution over space and/or time
respectively, as we highlight below.

2.2. Townsend’s first ionisation coefficient(s) and the
fundamentally flawed Brambring equation of continuity

The Townsend ionisation coefficient is generally defined under
steady state conditions. Confusion over the definition of the
Townsend coefficient has however existed for an extended
period, with the article by Crompton [45] representing a great
overview and attempt to address this issue. In short, there are
two definitions of the Townsend ionisation coefficient. The
macroscopic version of Townsend’s first (net) ionisation coef-
ficient,αT, (which is the difference of the ionisation and attach-
ment (often referred to as η) coefficients), is defined by the
relation to the particle flux (or current):

Γ ∼ exp (αTz) . (11)

The microscopic version of the Townsend (net) ionisation
coefficient, α, is defined by the relation to the density:

n(z) ∼ exp(αz). (12)

The two definitions are quite different, as are their relation-
ships to the other transport coefficients and to each other, as
we explore below.

The PT experiment [58, 79–82] may be analysed using
the diffusion equation (6). On the other hand, the continuity
equation proposed by Brambring [1] is:

∂n
∂t

+
∂Γ

∂z
= αTΓ, (13)

that is equation (2) with a source term:

S = αTΓ. (14)

It is unclear from the Brambring paper [1] which form of the
Townsend ionisation coefficient was proposed in their con-
tinuity equation, and perhaps their equation defines its own
form of the Townsend ionisation coefficient. We do highlight,
however, that the steady-state solution of equation (13) for the
flux is consistent with the macroscopic form of the Townsend
coefficient (11) and hence we use that form in the Brambring
representation of the equation of continuity. This is a nota-
tional issue, however, which does not impact the following
arguments.

Most importantly, the Brambring form of the continuity
equation (13) is not derivable from the Boltzmann equation (1),
except in the trivial case of no ionisation or attachment, where
S = 0. To illustrate issues associated with the Brambring rep-
resentation of the equation of continuity (13), let us con-
sider a very simple benchmark system: elastic scattering with
an attachment process with a collision frequency, νatt, that
is independent of energy. From the Boltzmann equation, the
attachment collision operator has the form: Jatt( f) = νatt f.
The source term in the exact continuity equation (2) in the
hydrodynamic regime takes the form:

S(z, t) ≡
∫

[Jelast( f ) + Jatt( f )] dv

= 0 + νatt

∫ [
n f (0)(v) − f (1)(v)

∂n
∂z

3
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+ f (2)(v)
∂2n
∂z2

+ · · ·
]

dv

= nνatt

∫
f (0)(v)dv − νatt

∫
f (1)(v)dv

∂n
∂z

+ νatt

∫
f (2)(v)dv

∂2n
∂z2

+ · · ·

= nνatt + 0 + 0 + · · · , (15)

where the last line follows by virtue of the normalisation condi-
tion on the f ( j), and Jelast denotes the elastic collision operator.
In this case, S(z, t) is proportional to the density with no con-
tributions arising from the derivatives of the density. This is
inconsistent with the Brambring form for the source term (14),
which would have additional first and second order density
spatial derivative contributions which are independent of the
energy dependence of the non-conservative processes, viz sub-
stituting the expression for the flux Γ into equation (14). Phys-
ically, if the attachment collision frequency is independent of
energy then it cannot modify the position of the centre of mass
(first moment of the density) nor the rate of spread/diffusion
(second moment of the density) of the pulse. In contrast, the
Brambring equation has explicit modifications to both of these
moments of the pulse, whenever there are non-conservative
processes operative, irrespective of the energy dependence of
the non-conservative collision frequency.

While the Brambring representation of the equation of con-
tinuity is thus fundamentally flawed from a physical view-
point, in the following sections, we highlight how to relate
the transport properties extracted from the PT experiment via
an analysis using the Brambring representation of the conti-
nuity equation (and related equation for the measurable cur-
rent in the external circuit), with the standard definition of the
transport coefficients from a Boltzmann equation/kinetic the-
ory perspective. This will have importance for the application
of PT transport properties in fluid/moment models of plasmas
for example, as well as for the extraction of cross-sections
through the swarm inversion process.

3. Interpreting transport coefficients from the
measured current in the pulsed-Townsend
experiment

3.1. Solution of the standard diffusion equation

Firstly, consider an idealised TOF experiment in a finite geom-
etry 0 � z � L, in which a sharp pulse of n0 charge carriers is
released from a source plane z = z0 at time t = t0, i.e.,

n(z, t0) = n0δ(z − z0). (16)

The solution of the diffusion equation (6) for z0 = 0, t0 = 0
and infinite geometry (L →∞) is the well known travelling
pulse [2, 53]:

n(z, t) =
n0 exp (Rnett)√

4πDB,Lt
exp

[
− (z − WBt)2

4DB,Lt

]
. (17)

In finite geometry, assuming perfectly absorbing boundaries,
and

n(0, t) = 0 = n(L, t), (18)

the solution of the diffusion equation may be obtained using
the Poisson summation theorem [73, 74] as,

n(z, t; z0, t0) =
n0√

4πDB,L (t − t0)
exp

×
{

Rnett +
WB

2DB,L

[
z − z0 −

1
2

WB (t − t0)

]}

×
∞∑

j=−∞

{
exp

[
− (z − z0 − 2 jL)2

4DB,L (t − t0)

]

− exp

[
− (z + z0 − 2 jL)2

4DB,L (t − t0)

]}
. (19)

One can consider more elaborate boundary conditions, how-
ever for the current study the simplified boundary conditions
(18) are sufficient.

It is convenient for the purposes of the following discussion
to consider the situation where the left hand boundary recedes
to −∞. This may be achieved mathematically by an appropri-
ate transformation of coordinates, in which L now denotes the
distance of the right hand boundary from the source, which is
now located at the origin of coordinates. Equation (19) then
becomes, with t0 = 0,

n(z, t; L) =
n0 exp

(
Rnett +

WB
2DB,L

(
z − 1

2 WBt
))

√
4πDB,Lt

×
{

exp

[
− z2

4DB,Lt

]
− exp

[
− (z − 2L)2

4DB,Lt

]}
,

(20)

describing the spatio-temporal variation of n(z, t) in a TOF drift
tube.

3.2. Extracting bulk transport coefficients from the
pulsed-Townsend experiment

Consider now the PT experiment—a plane parallel swarm sys-
tem where all spatial variation is confined to the z direction,
normal to the electrodes. Under typical measurement condi-
tions, the transit time of the electrons is much less than the RC
time constant of the circuit [2] and the current in the external
circuit is given by:

I =
q
L

∫ L

0
Γ(z′, t)dz′. (21)

Using Fick’s law (4), this can be written in terms of the
transport coefficients and is given by:

I(t) =
qW
L

∫ L

0
n(z, t)dz, (22)

where the diffusive contribution has been eliminated due to the
relation:

4
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0
DL

∂n
∂z

dz = DLn(L) − DLn(0) = 0, (23)

for perfectly absorbing boundary conditions. It follows from
(22) that the measurable current in the external circuit is
given by:

I(t) =
n0qW

2L
exp (Rnett)

{[
1 − φ

(
WBt − L√

4DB,Lt

)]

+ exp

([
WB

DB,L

]
L

) [
φ

(
WBt + L√

4DB,Lt

)
− 1

]}
,

(24)

where φ represents the error function. Hence, full current tran-
sients for the current in the external circuit of the PT experi-
ment fitted to equation (24) can yield the bulk transport coef-
ficients: the net ionisation rate coefficient Rnet = Rionis − Ratt,
the bulk drift velocity WB, and the bulk diffusion coefficient
DB,L. Even though the current scales with the flux drift veloc-
ity, W, the time-dependence of the measured current is deter-
mined by the bulk transport coefficients—Rnet, WB and DB,L

via (24). This is consistent with the conclusions of Blevin and
Fletcher [50] and Robson [53]. If the initial number of elec-
trons is known, then we can also simultaneously extract the
flux drift velocity from an analysis of the current in the exter-
nal circuit. This provides an additional transport coefficient
that can be used for cross-section fitting/extraction from swarm
experiments.

4. Relating existing PT transport properties to the
standard transport coefficient definitions

Given the wealth of experimental work and associated extrac-
tion of transport properties and fitting of cross-sections to the
PT data, the obvious question remaining is how do we relate
the PT experimental transport properties to the transport coef-
ficients which are grounded in the Boltzmann equation/kinetic
theory.

Here, we return to the Brambring representation of the
equation of continuity (13) and find the equivalent expression
for the current in an external circuit12. If we substitute Fick’s
law expression (4) into the Brambring equation (13) (retaining

12 While the functional form of the current in the external circuit and its rela-
tion to the transport coefficients can be a source of uncertainty, these are dis-
tinct from the uncertainties that can typically be obtained from approximate
analysis of the current in the external circuit. Indeed, some analyses have used
quite simplified approaches to extract the various transport properties from the
current in the external circuit [58, 65, 79, 83–85], which may lead to further
issues.
For example, extracting W̃, through dividing L by the measured electron transit
time, Te, where the transit time is defined as the difference in times between the
measured current’s rise and fall to the respective half values. This is a measure
of a drift velocity, but not one that is consistent with the flux or bulk drift veloc-
ities, or equation (24). Using that W̃ to then determine any further parameters
(e.g. α̃T or D̃L) will further propagate uncertainties in the other derived coeffi-
cients/parameters. Non-linear curve fitting to the full equation (24) should in
fact be performed (as in, for example, reference [81]) in all cases.

only first order terms in the density gradient expansion13), on
re-arranging we obtain the diffusion-type equation:

∂n
∂t

+
[
W̃ + α̃TD̃L

] ∂n
∂z

− D̃L
∂2n
∂z2

= nα̃TW̃. (25)

The tildes here denote transport properties arising from the
Brambring representation of the diffusion equation. Since the
Brambring representation of the equation of continuity (13)
is not derivable from Boltzmann’s equation/kinetic theory, the
terms drift velocity, diffusion coefficient and alpha as defined
by the Brambring representation do not have a standard kinetic
theory definition (i.e. are not representable in terms of an inte-
gral of the phase-space distribution function and hence can-
not be found directly in terms of a solution of Boltzmann’s
equation or Monte Carlo simulation) when non-conservative
processes are operative and hence may not have the standard
meaning of drift velocity, diffusion, etc, under such conditions.

Following the same procedure as above, but using the
Brambring representation of the diffusion equation (25)
instead of the conventional diffusion equation (6), it follows
that the functional form of the current in the external circuit is
given by:

I(t) =
n0qW

2L
exp

(
α̃TW̃t

)

×
{[

1 − φ

(
(W̃ + α̃TD̃L)t − L√

4D̃Lt

)]

+ exp

([
W̃ + α̃TD̃L

D̃L

]
L

)

×
[
φ

(
(W̃ + α̃TD̃L)t + L√

4D̃Lt

)
− 1

]}
. (26)

This is the same expression as that from the original Bram-
bring paper (see equation (12) of reference [1]) and used by the
experimental groups [58, 79, 83, 84], expressed using the PT
transport properties. It is important to note that the W appear-
ing in the first factor on the rhs of equation (26) is the flux drift
velocity W, not the bulk drift velocity WB or the PT transport
property W̃.

The key to relating the PT transport properties to the
standard transport coefficients is to understand how they are
extracted from the fitting of the current in the external circuit
in a typical analysis of the PT experiment. The expression for
the current in the external circuit, whether it be the expression

In addition, extracting α̃T from the rising component of the measured current
[58] (and W̃ from the earlier step) fails to capture the diffusion contributions
to the current in the external circuit.
Using these simplified processes to establish initial estimates of the parame-

ters, to start the non-linear curve fitting of the measured current (as in reference
[81], for example) is, however, good practice.
13 This representation of the current in the external circuit fails to capture the
second order contributions to the source term and hence the equation cannot be
an accurate representation of the experimentally measured current in the exter-
nal circuit when the product αTζL becomes appreciable relative to DL. While
measurement of the skewness term has not been performed to date, many tran-
sient and stationary effects may skew the profile and require consideration [76,
86, 87].
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arising from the diffusion equation (24) or the expression aris-
ing from the unphysical Brambring equation (26), takes the
same general form, i.e. is mathematically equivalent:

I(t) = a exp (bt)

{[
1 − φ

(
ct − L√

4 dt

)]

+ exp
([ c

d

]
L
) [

φ

(
ct + L√

4 dt

)
− 1

]}
, (27)

where a, b, c and d can be found from the non-linear curve
fitting procedure and are related to the standard bulk trans-
port coefficients/PT transport properties through comparisons
with equations (24)/(26), or equivalently through comparison
of equations (6)/(25). If in the previous analyses of PT exper-
iments expression (26) has been fitted to the current in the
external circuit, it then follows that the PT transport properties
(α̃T, W̃, D̃L) can be related to the bulk transport coefficients
(Rnet, WB, DB,L) via14:

Rnet = α̃TW̃ = b, (30)

WB = W̃ + α̃TD̃L = c, (31)

DB,L = D̃L = d. (32)

If the initial number of electrons n0 is measured accurately,
the fitting parameter a can provide a technique to measure the
flux drift velocity, W —the first experiment able to do so!

We now consider some examples, transforming the
PT transport properties extracted from existing PT mea-
surements, through implementation of the theoretical
relationships (30)–(32), in order to compare with the
bulk transport coefficients which have firm foundations in
kinetic theory/Boltzmann’s equation. TOF measurements are
included as measurements of bulk coefficients since they are
analysed according the diffusion equation (6). It is important
to note:

• The relationships (e.g. WB = W̃ + α̃TD̃L) are presented
only when all transport properties from the PT experiment
(W̃, α̃T, D̃L) are available from a single study to do the
transformation.

• The intent of this section is purely to highlight the validity
of the relationship between the PT transport properties and
the bulk transport coefficients. Hence,

– We do not preference any particular measurement
technique over the other, but rather focus on the pre-
sentation of coefficients with firm theoretical founda-
tions. Assessment of the quality of any experimental
measurements is beyond the scope of the present
work.

14 It is important to make the distinction that the relationship (30),
Rnet = α̃TW̃, is valid for the PT transport properties α̃T and W̃. The relation-
ship between Rnet, the SST αT and the bulk transport coefficients, however, is
given by [53, 56].

Rnet = αTWB − α2
TDB,L + · · · (28)

which, in the limit of small diffusion, may be approximated by

Rnet ≈ αTWB. (29)

– Transport coefficient calculations are obviously
dependent on the cross-section set used. The calcu-
lations presented here are for comparison with the
transformed PT results and should not be interpreted
as the reference for quality of the experimental results
or analysis.

– The error propagation associated with the application
of the theoretical relationships (30)–(32) on exist-
ing PT transport properties results in large error bars.
Ideally, reanalysis of the PT experiment current tran-
sients according to equation (24) would be preferred,
if available, for appropriate determination of experi-
mental error.

In the following subsections we present the results for Ar
and SF6. Ar is considered somewhat of a benchmark gas
known for high accuracy measurements and well known cross-
sections [33], while SF6 provides a good example of when
the differences are quite important due to its strong electron
attachment and ionisation.

The numerical methods employed in the solution of
Boltzmann’s equation (1) for the calculated coefficients have
been described in detail previously, and the reader is referred
to references [88, 89].

4.1. Argon

Figures 1 and 2 present some of the available experimen-
tally measured bulk drift velocities, WB, and ionisation rate
coefficients, Rionis, for electron swarms in Ar. In the upper
panel of figure 1, the WB transformed via the theoretical rela-
tionship (31) from the W̃ extracted from the PT experiment
of de Urquijo et al [90] and Hernández-Ávila et al [91, 92]
are shown with the WB measured from the TOF apparatus of
Kücükarpaci and Lucas [93, 94] and Nakamura and Kurachi
[37], and the WB from the scanning drift tube measurements of
Korolov et al [69]. Measurements of WB are sparse in the E/n0

region where the transformation is most pronounced, although
the trend of the de Urquijo et al WB lies somewhat above the
highest WB datum of Nakamura and Kurachi [37] at 50 Td,
the Kücükarpaci and Lucas [93, 94] WB at around 150 Td, and
the measurements of Korolov et al [69]. In contrast, both the
W̃ and WB measurements of Hernández-Ávila et al [91, 92]
tend to lie below the 50 Td Nakamura and Kurachi [37] value
and the measurements of Korolov et al [69], with the highest
E/n0 measurement of Kücükarpaci and Lucas [93, 94] in good
agreement with the transformed WB. For Ar, the W̃ and WB dif-
fer by up to 4.2% for the de Urquijo et al [90] measurements
and up to 8.2% for the Hernández-Ávila et al [91, 92] mea-
surements, due to the relative magnitudes of the DB,L and α̃
(as shown in figure 11 of de Urquijo et al [90]), the difference
increasing with E/n0. These results highlight the accuracy of
the PT measurements and associated analysis in reference [90].

The bulk and flux drift velocity calculated using the cross-
section set extracted from Magboltz [95] are also displayed in
figure 1 for comparison. While these calculations are depen-
dent on the cross-section set utilised, good agreement is
observed between the calculated WB and the WB transformed
from the PT measurements of de Urquijo et al [90].
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Figure 1. The drift velocity for electron swarms in gaseous argon.
For the PT measurements, the bulk drift velocity WB has been
transformed from the PT measurements of W̃ through the theoretical
relationship (31), and is denoted by the asterisk (∗). (Upper) The
WB transformed from the PT measurements of de Urquijo et al [90]
(transformed using the DB,L first reported in reference [97] although
recorded with the W̃ and α̃T reported in reference [90]) and
Hernández-Ávila et al [91, 92] are compared with the WB TOF
measurements of Kücükarpaci and Lucas [93, 94] and Nakamura
and Kurachi [37], and the WB from the scanning drift tube (SDT)
apparatus of Korolov et al [69]. (Lower) The ratio of the
PT-measured to bulk drift velocities, W̃/WB, for the measurements
of de Urquijo et al [90] and Hernández-Ávila et al [91, 92].
‘Calculated’ represents the flux and bulk drift velocities calculated
from a solution of the Boltzmann equation using the cross-sections
extracted from Magboltz [95].

The lower panel of figure 1 displays the ratio of the PT
drift measurement to the bulk drift velocity, W̃/WB. The ratio
illustrates the difference between the drift velocities, which
increases with increasing E/n0, as expected from the increas-
ing magnitude of the α̃TD̃L term.

Figure 2 shows a comparison of Rionis in Ar which is, to
our knowledge, limited to the transformed PT measurements
of de Urquijo et al [90] and Hernández-Ávila et al [91, 92],
through the theoretical relationship (30), and the Rionis

extracted directly from the PT measurements of Dahl et al [58]
and Haefliger and Franck [63, 96]. At the lower E/n0 of the

Figure 2. The ionisation rate coefficient for electron swarms in
gaseous argon. The Rionis transformed from the PT measurements of
de Urquijo et al [90] and Hernández-Ávila et al [91, 92], through the
theoretical relationship (30) and denoted by the asterisk (∗), are
compared with the (positive) Rionis values reported in Dahl et al [58]
and Haefliger and Franck [63, 96] (the representative measurement
at 10 kPa has been used). ‘Calculated’ represents the Rionis
calculated from a solution of the Boltzmann equation using the
cross-sections extracted from Magboltz [95].

de Urquijo et al measurements, good agreement is observed
with the majority of the Haefliger and Franck coefficients
(measured over a range of pressures, although only the 10 kPa
measurement is displayed in figure 2), and over interme-
diate E/n0 with the Dahl et al measurements. Over the
full E/n0 range of the (positive) Dahl et al measurements,
very good consistency with the transformed Hernández-Ávila
et al [91, 92] Rnet is observed.

4.2. SF6

Figures 3 and 4 present the bulk drift velocity, WB, and net
rate coefficient, Rnet, from some of the available PT and TOF
measurements for electron swarms in SF6. The upper panel of
figure 3 includes WB transformed from the W̃ measurements
of Aschwanden [66] and Xiao et al [98], via the theoretical
relationship (31), and the WB TOF measurements of Naka-
mura [99] and Naidu and Prasad [100]. The transformation
to WB from the measured W̃ of both Aschwanden and Xiao
et al results in a decrease in magnitude below 361 Td, a conse-
quence of the attachment-dominated α̃, and increase in magni-
tude above this E/n0 as ionising collisions dominate the α̃ (and
similarly, Rnet in the lower panel of figure 3). The transforma-
tion of the Aschwanden [66] drift velocity results in a decrease
of up to 4.7% in the attachment-dominated region, and an
increase of up to 9.2% in the ionisation-dominated region, at
the highest E/n0, while the transformation of the Xiao et al
[98] measurements results in a decrease of up to 5.2% in the
attachment-dominated region, and an increase of up to 2.3%
in the ionisation-dominated region. The results shown in the
upper panel of figure 3 highlight, in particular, the accuracy of
the PT measurements and associated analysis in the work of
Aschwanden [66].
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Figure 3. The drift velocity for electron swarms in gaseous SF6. For
the PT measurements, the bulk drift velocity WB has been
transformed from the PT measurements of W̃ through the theoretical
relationship (31), and is denoted by the asterisk (∗). (Upper) The WB

transformed from the PT measurements of Aschwanden [66] (with
the necessary PT transport properties available for E/n0 � 273 Td)
and Xiao et al [98] (with the necessary properties available for
E/n0 = 279–401 Td), are shown alongside the W̃ measured by the
PT apparatus of de Urquijo et al [103] (where, in the absence of
DB,L, WB could not be determined). Also displayed are the WB TOF
measurements of Nakamura [99] and Naidu and Prasad [100]
(digitised from Christophorou and Olthoff [102]). (Lower) The ratio
of the PT-measured to bulk drift velocities, W̃/WB, for the PT
measurements of de Urquijo et al [103], Xiao et al [98] and Xiao
et al [104]. ‘Calculated’ represents the flux and bulk drift velocities
calculated from a solution of the Boltzmann equation using the
cross-section data of Biagi [101] from the LXCat database.

Compared to the other WB measurements (from the
TOF apparatus), the transformation of the Aschwanden data
increases the differences when compared to the measurements
of Nakamura over all E/n0, but decreases the differences
from the Naidu and Prasad WB. Similarly, for the four data
points of the Xiao et al measurements, where all PT transport
properties were reported (279–401 Td), the transformation
to WB increases the differences from the other experimental
measurements.

Figure 4. The ionisation coefficient for electron swarms in gaseous
SF6. The absolute value of the Rnet reported from the PT
measurements of Aschwanden [66] are compared with the Rnet
transformed through the theoretical relationship (30) and denoted by
the asterisk (∗), from the PT measurements of de Urquijo et al [103],
Xiao et al [98] and Xiao et al [104]. ‘Calculated’ represents the Rnet
calculated from a solution of the Boltzmann equation using the
cross-section data of Biagi [101] from the LXCat database.

We are thus unable to reconcile the PT measurements of W̃
from Xiao et al.

The flux and bulk drift velocity and Rnet values calculated
using the cross-section data of Biagi [101] from the LXCat
database, are also shown in figures 3 and 4. These repre-
sentative calculations are dependent on the cross-section set
used, and are included only to indicate the magnitudes of the
transport coefficients, in particular highlighting the effect of
the non-conservative processes on the calculated WB com-
pared to the flux drift velocity, W 15. In both the attachment
and ionisation-dominated regions, the transformation of the
Aschwanden W̃ changes in the direction consistent with the
representative calculations. As a result, the transformed exper-
imental results of Aschwanden are in good agreement with our
representative calculations.

The lower panel of figure 3 displays the ratio of the PT drift
measurement to the bulk drift velocity, W̃/WB. The ratio illus-
trates the contribution of the α̃TD̃L term in relationship (30),
to the transformation to WB. The change in sign of Rnet results
in a decrease to WB relative to the measured W̃ for the lower
E/n0, followed by an increase of WB relative to W̃ . The mag-
nitude of the difference increases further from the breakdown
E/n0 value, consistent with the magnitude of Rnet.

In the absence of any other Rnet measurements in SF6,
to our knowledge16, figure 4 only displays the rate coeffi-
cient of Aschwanden [66], reported directly in that thesis,

15 We make no comment on the validity of that cross-section set here, only to
highlight that we are unable to predict accurately the breakdown reduced field
as shown in figure 4.
16 We note that many values of the attachment rate coefficient have been
reported for SF6 in various buffer gases (see the review of Christophorou
and Olthoff [102]), but in the absence of any mean energy values for the PT
measurements, the comparison of Ratt at a common mean energy cannot be
made.
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and the rate coefficients of de Urquijo et al [103] and Xiao
et al [98, 104], transformed through the relationship (30), with
good agreement observed between all.

5. Concluding remarks

In this study we have addressed, from a fundamental view-
point, the issue of the analysis and interpretation of the PT
experiment. We have shown that the governing equation tra-
ditionally used to analyse the PT experiment—the Brambring
representation of the equation of continuity—is fundamentally
flawed, and transport properties subsequently defined through
that equation do not have a clear representation in terms of
the distribution function. We have presented an expression
for the current in the external circuit of the PT experiment
in terms of the standard diffusion equation and the univer-
sal transport coefficients defined through it—the bulk trans-
port coefficients. In addition, we have developed a relationship
between the transport properties extracted from the PT exper-
iment using the Brambring representation of the equation of
continuity and the bulk transport coefficients, and highlighted
the validity of the relationship for various gases. Given the
errors that are necessarily propagated through this process, we
suggest that all previous transport properties extracted from
PT experimental data where non-conservative processes are
operative be re-analysed according to the diffusion equation
based current expression to enable measurement of standard
bulk transport coefficients prior to any subsequent application
(e.g. evaluating complete and accurate sets of scattering cross-
sections, and further utilisation in modelling of plasmas and
ionised gases [3, 12, 13, 44, 105]).

A consequence of the present analysis is the necessary
reconciliation between experimental and theoretical studies
involving PT measurements.

As a minimum for any swarm study, the exact definition
of any transport property/coefficient measured or used for fur-
ther analyses must be identified. Further, the definition of any
transport property/coefficient must be consistent with those
defined through kinetic theory and representable in terms of
the phase-space distribution function.

In addition, the following are recommended for clear iden-
tification in experimental studies:

• Primary reference to the exact source equation used for
analysis, and any assumptions entailed.

• A description of the method of the analysis of all
measurements.

• A detailed estimate of the error associated with the statisti-
cal analysis (including systematic errors, reproducibility,
etc), alongside the reported experimental uncertainty.

• The applicability of the hydrodynamic or non-
hydrodynamic regime, and the methods used to ensure
sampling under appropriate conditions. This point is
generally well accomplished in the literature.

• Clear uncertainty estimates of all elements (e.g. pressure,
mixture ratio, etc) and how they propagate through to the
final result [106–109].

Prior to the use of any swarm transport measurements in
theoretical models (low temperature plasma models), the effect
of non-conservative collisions must be identified, since it is
when flux and bulk values start to differ significantly that
one needs to pay attention to the nature of the transport data
required in their models. A detailed prescription has been
presented previously [110].

Using ‘wrong’ theory yields results that may be up to a
factor of 10 different under some circumstances, though often
effects are of the order of 10%–30%. However, if one uses a
similar theory to implement the cross-sections obtained from
incorrectly interpreted data one returns to the original experi-
mental data. Plasma modelling is sufficiently robust that small
changes in the transport data are easily compensated by small
self consistent adjustments of the local field. Problems occur
when one uses more exact models to describe plasmas. PIC
codes with a properly implemented and tested Monte Carlo
simulation will provide correct calculation of fluxes and thus
the effect of the cross-sections obtained from the incorrectly
interpreted data may become large, as stated above. Even
more so, as the plasma field is calculated self consistently
small changes in the local E/n0 as compared to the properly
determined values would originate. Some processes with a
high threshold, such as dissociation and ionization, are very
strongly affected by the local normalised electric field, even
by orders of magnitude (see reference [111], for example).

In this vein, it is recommended that theoretical studies
clearly identify the definition of any utilised experimental
measurements and any further analysis of those measurements
(e.g. transformation from one transport coefficient to
another via approximate relationships with associated errors
propagated).

In addition to these recommendations to aid reconciliation
within the literature, the present work also seeds further inves-
tigation, specifically into the analysis and interpretation of the
PT experiment. For example, the impact of the boundary con-
ditions, on the electron density at the electrodes, on the expres-
sion for the current in the external circuit, and the ability to
extract higher order transport coefficients (e.g. skewness) from
the current measured from the PT experiment should also be
studied.
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SASA F155 project and Ulster University for support.

Data availability statement

The data that support the findings of this study are available
upon reasonable request from the authors.

9



Plasma Sources Sci. Technol. 30 (2021) 035017 M J E Casey et al

ORCID iDs

M J E Casey https://orcid.org/0000-0003-0193-211X
P W Stokes https://orcid.org/0000-0002-0956-5927
D G Cocks https://orcid.org/0000-0002-9943-7100
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I Simonović https://orcid.org/0000-0001-6704-9042
M J Brunger https://orcid.org/0000-0002-7743-2990
S Dujko https://orcid.org/0000-0002-4544-9106
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2017 Eur. Phys. J. D 71 289
[43] Zawadzki M, Chachereau A, Kočišek J, Franck C M and Fedor
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Abstract
Using a multi-term solution of the Boltzmann equation and Monte Carlo simulation technique
we study behaviour of the third-order transport coefficients for electrons in model gases,
including the ionisation model of Lucas and Saelee and modified Ness–Robson model of
electron attachment, and in real gases, including N2 and CF4. We observe negative values in
the E/n0-profiles of the longitudinal and transverse third-order transport coefficients for
electrons in CF4 (where E is the electric field and n0 is the gas number density). While
negative values of the longitudinal third-order transport coefficients are caused by the presence
of rapidly increasing cross sections for vibrational excitations of CF4, the transverse
third-order transport coefficient becomes negative over the E/n0-values after the occurrence of
negative differential conductivity. The discrepancy between the two-term approximation and
the full multi-term solution of the Boltzmann equation is investigated for electrons in N2 and
CF4. While the accuracy of the two-term approximation is sufficient to investigate the
behaviour of the third-order transport coefficients in N2, it produces large errors and is not
even qualitatively correct for electrons in CF4. The influence of implicit and explicit effects of
electron attachment and ionisation on the third-order transport tensor is investigated. In
particular, we discuss the effects of attachment heating and attachment cooling on the
third-order transport coefficients for electrons in the modified Ness–Robson model, while the
effects of ionisation are studied for electrons in the ionisation model of Lucas and Saelee, N2

and CF4. The concurrence between the third-order transport coefficients and the components
of the diffusion tensor, and the contribution of the longitudinal component of the third-order
transport tensor to the spatial profile of the swarm are also investigated. For electrons in CF4

and CH4, we found that the contribution of the component of the third-order transport tensor to
the spatial profile of the swarm between approximately 50 Td and 700 Td, is almost identical
to the corresponding contribution for electrons in N2. This suggests that the recent
measurements of third-order transport coefficients for electrons in N2 may be extended and
generalized to other gases, such as CF4 and CH4.
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1. Introduction

Non-equilibrium plasmas have a wide range of important
applications including micro and nano-electronic device fab-
rication [1–4], surface etching [5, 6], sputtering [7, 8], chem-
ical processing [9, 10], and plasma medicine [11–13]. The
modelling of non-equilibrium plasma is important for further
development and optimization of these applications [14–17].
However, this can be quite challenging due to a wide vari-
ety of effects that determine the nature of non-equilibrium
plasma. These effects include collisions of electrons and ions
with neutral particles of the background fluid [18–20], kinet-
ics of excited species [21–23], generation of fast neutrals [24],
space charge effects [25, 26], and plasma-surface interaction
[27, 28]. Despite their simplicity, charged-particle swarms
are at the heart of non-equilibrium plasma modelling [2, 18,
29, 30]. Specifically, transport coefficients that describe the
dynamics of a swarm of charged particles are used as input
data into the fluid models of non-equilibrium plasma [31–38].
In addition, transport coefficients are required in the swarm
procedure for determining the complete and consistent sets of
cross-sections for collisions of charged particles with atoms
and molecules of the background fluid [39–42]. These sets
of cross-sections are employed as input data into the parti-
cle models of non-equilibrium plasma [43–49]. Due to the
sensitivity of plasma models to transport coefficients and
cross-section sets in the case of fluid and particle models,
respectively, a great amount of attention has been dedicated
to the calculation and measurement of transport coefficients
of electrons and ions in numerous atomic and molecular
gases. However, this attention has been limited to the lower-
order transport coefficients such as rate coefficients for non-
conservative processes, drift velocity, and diffusion tensor
components [18, 19, 50].

Transport coefficients of third and higher order have been
implemented to analyse ion swarm experiments [51–55].
However, they have been almost systematically ignored in the
traditional analysis of electron swarm experiments, as they
are difficult to measure and difficult to study by employing
theoretical methods [56–58]. However, Kawaguchi and co-
workers have recently measured third-order transport coeffi-
cients for electrons in molecular nitrogen by employing the
arrival time spectra experiment [59]. In addition, they have
shown that it is necessary to consider the longitudinal com-
ponent of the third-order transport tensor QL in order to cor-
rectly determine the longitudinal component of the diffusion
tensor DL from the arrival time spectra data. The difference
between the values of DL, which are estimated after neglect-
ing QL, and the corresponding values, which are determined
from the expression that includes QL, is greater than the sum

of their experimental errors at high electric fields. Moreover, it
is known that the third-order transport coefficients are required
for the conversion of hydrodynamic flux transport coefficients
into transport parameters that are determined from the steady
state Townsend experiment [60]. Third-order transport coeffi-
cients are more sensitive to energy dependence of the cross
sections for the scattering of charged particles on the con-
stituents of the background medium than drift velocity and
diffusion tensor [56, 61, 62]. For this reason, third-order trans-
port coefficients would be very useful in the swarm procedure
for determining the complete sets of cross sections, if these
transport coefficients were calculated and measured with a suf-
ficient precision. Kawaguchi et al [59] have shown that the
third-order transport coefficients are sensitive to the anisotropy
of electron scattering. Thus, inclusion of the third-order trans-
port coefficients would help in testing the implementation
of anisotropic scattering in transport calculations, if the val-
ues of these transport coefficients were known from experi-
ments [63]. This is important as the correct implementation
of anisotropic scattering is required for determining the values
of the rate coefficient for electron impact ionisation at high
electric fields, with high precision [63, 64].

The structure of the third-order transport tensor in the
electric field only configuration was determined by Wheal-
ton and Mason [65], Vrhovac et al [56] and Koutselos [52].
Simonović and co-workers have determined the structure of
this tensor in all configurations of electric and magnetic field,
and they have investigated the physical interpretation of the
individual components of this tensor [58]. Koutselos stud-
ied the third-order transport coefficients for ions in atomic
gases, by employing molecular dynamics simulations and a
three-temperature method for solving the Boltzmann equation
[52, 66–68]. Third-order transport coefficients for electrons
in noble gases were investigated by Penetrante and Bard-
sley [61], Vrhovac et al [56] and Simonović et al [69].
Penetrante and Bardsley used the two-term approximation for
solving the Boltzmann equation and Monte Carlo (MC) sim-
ulations, Vrhovac et al employed the momentum transfer the-
ory and generalized Einstein relations, while Simonović et al
used a multi-term theory for solving the Boltzmann equation.
Stokes and co-workers investigated the effects of localized and
delocalized electron states on the third-order transport coeffi-
cients [70]. Recently, Kawaguchi et al [71] have shown that
the third-order transport coefficients can be measured in the
arrival time spectra experiment by employing MC simulations,
and they have determined the values of these transport coeffi-
cients for electrons in CH4 and SF6 by using the same method.
They have subsequently measured the longitudinal compo-
nent of the third-order transport tensor for electrons in N2 by
employing the arrival time spectra experiment. Kawaguchi
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et al have further verified these results by using MC simula-
tions [59, 63].

Although the lower-order transport coefficients have been
carefully investigated in the literature, the third-order transport
coefficients are still largely unexplored. For this reason, a num-
ber of questions concerning the properties of these transport
coefficients and their dependence on elementary scattering
processes are still open. How sensitive are these transport coef-
ficients to effects of non-conservative collisions such as ioni-
sation and electron attachment? Are the differences between
the flux and bulk values of the third order transport coeffi-
cients higher or lower than the corresponding differences in
the lower order transport coefficients? Is there any concur-
rence between these transport coefficients and those of lower-
order? If such concurrence exists, how can it be accounted
for? Can third-order transport coefficients be negative, and
what would the negative values of these transport coefficients
mean physically? Some of these issues will be addressed in
this work. Implicit and explicit effects of electron attachment
and ionisation on the third-order transport tensor are investi-
gated, for electrons in Ness–Robson model and Lucas–Saelee
model, respectively, by employing MC simulations and a
multi-term method for solving the Boltzmann equation. In
addition, explicit effects of ionisation on this transport tensor
for electrons in N2 and CF4 are studied. Negative values of the
third-order transport coefficients for electrons in CF4 are also
investigated. The concurrence between these transport coeffi-
cients and diffusion is analysed for electrons in N2 and CF4.
The values of the longitudinal component of the third-order
transport tensor for electrons in N2, that are determined in this
work, are compared with results of Kawaguchi et al. The con-
tribution of the third-order transport coefficients to the spatial
profile of the swarm is determined for electrons in N2, CF4 and
CH4 over a wide range of the reduced electric field. The third-
order transport coefficients are defined in section 2. The meth-
ods for calculating these transport coefficients by employing a
multi-term solution of the Boltzmann equation and MC simu-
lations are discussed in sections 3.1 and 3.2, respectively. The
cross sections for model and real gases, that are used as input
data in this work, are discussed in section 4.1. The variation of
the flux third-order transport tensor with the reduced electric
field for electrons in N2 and CF4 is analysed in section 4.2.
The impact of electron attachment on the third-order trans-
port coefficients for electrons in the modified Ness–Robson
model is studied in section 4.3.1, while the influence of elec-
tron impact ionisation on these transport coefficients for elec-
trons in Lucas–Saelee model, N2 and CF4 is investigated in
section 4.3.2. The longitudinal component of the third-order
transport tensor, that is determined in this study, is compared
with the measurements and calculations of Kawaguchi and co-
workers in section 4.4. Concurrence between the third-order
transport coefficients and individual components of the dif-
fusion tensor for electrons in N2 and CF4 is analysed in this
section as well. In the same section the contribution of the
third-order transport coefficients to the spatial profile of the
swarm is determined for electrons in N2, CF4 and CH4. The
concluding remarks are given in section 5.

2. Theory

Transport coefficients are defined for a swarm of charged par-
ticles in hydrodynamic conditions. A swarm is an ensemble
of charged particles that moves in a neutral background fluid
under the influence of an external electric and/or magnetic
field. The density of charged particles is considered to be small,
so that their mutual interactions, as well as the effects induced
by the space-charge, are neglected. The swarm gains energy
from the external electric field and it dissipates this energy
input into collisions with the particles of the background fluid.
However, the probability of having collisions with molecules
perturbed/excited by the swarm itself is negligible due to a low
swarm particle density.

If the external fields are uniform in space, the swarm relaxes
to a stationary state in which the amount of energy that is
gained per unit time, is equal to the amount of energy that is
dissipated in collisions during this time. The influence of the
swarm on the background fluid and fields is neglected, due to
the low density of charged particles, and it is considered that
this fluid is in a state of thermodynamic equilibrium. Hydrody-
namic conditions are fulfiled for a swarm of charged particles
if the background fluid and the electric/magnetic fields are spa-
tially homogeneous, and if the swarm is far from the bound-
aries of the system and far from sources and sinks of charged
particles. Under these conditions the phase space distribution
function can be expanded into a density gradient series as [72]:

f (r, c, t) =
∞∑

k=0

f (k)(c) � (−∇)kn(r, t), (1)

where r, c and t are radius vector, velocity vector and time,
respectively, f(k)(c) are tensors of rank k, � is tensor contrac-
tion of order k, while n(r, t) is number density of charged par-
ticles. Under hydrodynamic conditions the flux of velocity of
charged particles can be written as [56]:

Γ(r, t) = W(f )n(r, t) − D̂(f) · ∇n(r, t)

+ Q̂(f) � (∇⊗∇)n(r, t) + · · · , (2)

where W(f ), D̂(f) and Q̂(f) are flux drift velocity, flux diffusion
tensor and flux third-order transport tensor, respectively, and⊗
is the tensor product. The equation (2) is truncated at the third
term, as this is sufficient for defining the flux third-order trans-
port tensor. Explicit expressions for the flux transport coef-
ficients in terms of the phase space distribution function are
given in reference [58].

Bulk transport coefficients appear in the generalized diffu-
sion equation [56], which has been truncated at the third-order
gradients for our needs:

∂n(r, t)
∂t

+ W(b) · ∇n(r, t) − D̂(b) : (∇⊗∇)n(r, t)

+ Q̂(b) ... (∇⊗∇⊗∇)n(r, t) = Rin(r, t), (3)

where W(b), D̂(b), Q̂(b) and Ri are bulk drift velocity, bulk dif-
fusion tensor, bulk third-order transport tensor and effective
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rate coefficient for non-conservative processes, respectively,
while : and

... represent tensor contractions of second and
third-order, respectively. Bulk transport coefficients can be
expressed in terms of flux transport coefficients as [58]:

W(b) = W(f) + S(1), D̂(b) = D̂(f) + S(2), Q̂(b) = Q̂(f) + S(3),
(4)

where S(k) is the coefficient in the hydrodynamic expansion
of the source term, that is contracted with kth derivative of
the density gradient. For a swarm of electrons in the presence
of electron impact ionisation and/or electron attachment, the
source term is defined as:

S(r, t) =
∫

n0c (σi(ε) − σa(ε)) f (r, c, t)dc, (5)

where n0, ε, σi(ε) and σa(ε) are number density of the back-
ground molecules, electron energy, and cross sections for
ionisation and electron attachment, respectively.

Implicit effects of non-conservative collisions arise due to
population and depopulation of different parts of the distribu-
tion function in velocity space, that are caused by the energy
dependence of collision frequencies of non-conservative pro-
cesses. These effects refer to the influence of non-conservative
collisions on tensors f(k)(c) in equation (1). Explicit effects of
non-conservative processes arise due to the spatial dependence
of collision frequencies for these processes. This spatial depen-
dence is caused by the energy dependence of the collision
frequencies for non-conservative collisions and spatial vari-
ation of energy of charged particles. Explicit effects of non-
conservative collisions are represented by tensors S(k) from the
equation (4) and they determine the difference between flux
and bulk transport coefficients.

The influence of implicit and explicit effects of non-
conservative collisions on low order transport coefficients has
been thoroughly studied in previous publications [73, 75].
Implicit effects of ionisation on the third-order transport coef-
ficients refer to the influence of ionisation cooling on the asym-
metric component of the diffusive flux, which is represented by
the flux third-order transport tensor. Due to explicit effects of
ionisation more electrons are created at the front of the swarm
than at the back of the swarm, which in turn elongate the spa-
tial distribution of electrons along both longitudinal and trans-
verse directions at the leading edge of the swarm. Similarly,
the implicit effects of electron attachment relate to the influ-
ence of depopulation of low-energy part of the distribution
function, in case of attachment heating, and depopulation of
high-energy part of the distribution function, in case of attach-
ment cooling, on the asymmetric component of the diffusive
flux. Explicit effects of electron attachment on the third-order
transport coefficients refer to the influence of the spatial varia-
tion of electron losses to the compression of the spatial distri-
bution of the swarm in those regions of space where electron
attachment is more frequent.

The studied system is a swarm of electrons which move in a
homogeneous background gas under the influence of a homo-
geneous and constant electric field that is oriented along the
z axis. In this field configuration the flux third-order trans-
port tensor has three independent components Qzzz, Qxxz and
Qzxx . In this field configuration, the following relations are

imposed on the off-diagonal components of the flux third-order
transport tensor: Qxxz = Qxzx = Qyyz = Qyzy and Qzxx = Qzyy

[52, 56, 58, 65]. The structure of the third-order transport ten-
sor and physical interpretation of its individual components
are extensively discussed in our recent work [58]. In particu-
lar, contribution of the third-order transport coefficients to the
spatial profile of the swarm is represented by the following
approximate expression [58]:

n(1) (r, t) = n(0) (r, t)

[
1 +

tQ(b)
L

σ3
z
χz

(
χ2

z − 3
)

+
3tQ(b)

T

σ2
xσz

χz

(
χ2

x + χ2
y − 2

)]
, (6)

where n(0)(r, t) is the solution of the diffusion equation
in which third and higher order transport coefficients
are neglected, QL = Qzzz, QT = 1

3 (Qxxz + Qxzx + Qzxx), σz =√
2D(b)

L t and σx = σy =
√

2D(b)
T t, while χz, χx , χy are defined

as:

χz =
z − W (b)t

σz
, χx =

x
σx

, χy =
y
σy

. (7)

The equation (6) can be derived from the Fourier transform
of the generalized diffusion equation in which third-order
transport coefficients are included [58]. It can be seen from
equation (6) that contribution of the longitudinal component
of the third-order transport tensor to the spatial profile of the
swarm is proportional to Q(b)

L /(D(b)
L )3/2. In statistics the asym-

metry of the probability distribution of a random variable about
its expected value is represented by skewness [74]. There are
several ways to express skewness in statistics including the
third central moment and the third standardized moment of a
random variable [74]. It can be shown that the bulk third-order
transport tensor is proportional to the third central moment of
the position vector, while Q(b)

L /(D(b)
L )3/2 is proportional to the

longitudinal component of the third standardized moment of
the position vector. Likewise, the Q(b)

T /(D(b)
T (D(b)

L )1/2) term is
proportional to the off-diagonal component of the same stan-
dardized moment with the combination of indices πxxz, where
πabc represents any permutation of a, b and c.

The flux third-order transport tensor is defined by the flux
gradient relation. The last two indices of this tensor are con-
tracted with partial derivatives of the charged-particle num-
ber density with respect to spatial coordinates. The third-order
bulk transport tensor is however defined by the generalised dif-
fusion equation, in which the three indices of this tensor are
contracted with partial derivatives. For this reason, all three
indices of the bulk third-order transport tensor commute, as
this transport property is symmetrized in the equation in which
it is defined. The same reasoning applies to the bulk diffu-
sion tensor and higher order bulk transport tensors. Using these
arguments, in the case of bulk third-order transport coefficients
and when the swarm of charged-particles is acted on solely by
an electric field, we can identify only two independent bulk
components Q(b)

L and Q(b)
T . In a more general configuration of

electric and magnetic fields, we can identify those components
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of the bulk third-order transport tensor that are symmetrized
along all three indices. These are third-order transport coeffi-
cients that can be distinguished in our MC simulations, as we
calculate transport coefficients using expressions derived from
the generalized diffusion equation [58].

3. Methodology

3.1. Multi-term solution of the Boltzmann equation

The Boltzmann equation describes the evolution of the phase
space distribution function f (r, c, t). For a swarm of electrons
the Boltzmann equation can be written as:

∂ f (r, c, t)
∂t

+ c · ∂ f (r, c, t)
∂r

+
q
m

E · ∂ f (r, c, t)
∂c

= −J( f , f0),

(8)
where q and m are electron charge and electron mass respec-
tively, E is electric field and J is collision operator. This oper-
ator represents change of the electron distribution function per
unit time, due to collisions with particles of the background
medium. These particles are described by the distribution
function f0.

In the multi-term method for solving Boltzmann’s equation
the phase space distribution function is expanded in terms of
spherical harmonics and Sonine polynomials in angular and
radial parts of the velocity space, respectively. Thus, under
hydrodynamic conditions f (r, c, t) is expanded as follows
[75–79]:

f (r, c, t) = ω(α, c)
∞∑

s=0

s∑
λ=0

λ∑
μ=−λ

∞∑
ν,l=0

l∑
m=−l

F(νlm|sλμ;α)

× Rνl(α, c)Y [l]
m (ĉ)G(sλ)

μ n(r, t), (9)

where F(νlm|sλμ;α) are moments of the distribution function,
ĉ is unit vector in velocity space, Y [l]

m (ĉ) are spherical harmon-
ics, G(sλ)

μ is the spherical form of the gradient tensor operator,
while α, ω(α, c) and Rνl(α, c) are given by:

α2 =
m

kTb
, (10)

ω(α, c) =

(
α2

2π

)3/2

e−α2c2/2, (11)

Rνl(αc) = Nνl

(
αc√

2

)2

S(ν)
l+1/2(α2c2/2), (12)

where k is the Boltzmann constant, Tb is the basis tempera-
ture, which is a parameter for optimizing convergence, S(ν)

l+1/2
is Sonine polynomial, while Nνl is given by:

N2
νl =

2π3/2ν!

Γ(ν + l + 3/2)
, (13)

where Γ(ν + l + 3/2) is gamma function.
The Boltzmann equation is decomposed into a hierarchy

of kinetic equations by applying the relations of orthogonal-
ity for spherical harmonics and Sonnine polynomials [76].
The moments of the distribution function F(νlm|sλμ;α) can

be obtained by solving this system of kinetic equations [75,
80]. The resulting hierarchy of kinetic equations is truncated
at finite values of l = lmax and ν = νmax. Unlike the two-term
approximation, in which small anisotropy in velocity space
is assumed and lmax is set to 1, in the multi-term method
lmax is increased until full convergence of transport coeffi-
cients is obtained, after which the obtained hierarchy is solved
numerically.

Spherical form of the velocity vector is defined as [76]:

c[1]
m =

√
4π
3

cY [1]
m (ĉ). (14)

Cartesian components of a vector can be expressed via spher-
ical form as:

cx =
i√
2

(
c[1]

1 − c[1]
−1

)
, (15)

cy =
1√
2

(
c[1]

1 + c[1]
−1

)
, (16)

cz = −ic[1]
0 . (17)

Spherical form of the flux of velocity of electrons can be
written as [80]:

Γ(1)
m (r, t) =

1
α

∞∑
s=0

s∑
λ=0

λ∑
μ=−λ

F
(
01m|sλμ

)
G(sλ)

μ n (r, t) . (18)

Explicit expressions for the individual components of the flux
third-order transport tensor can be determined from the Carte-
sian components of the flux of velocity from equation (18) after
identifying terms that are contracted with the corresponding
partial derivatives [58].

Expressions for three independent components of the flux
third-order transport tensor in the electric field only configura-
tion defined to be in the z direction, are given by:

Q(f)
xxz =

1√
2α

[
Im(F(011|221;α)) − Im(F(01 − 1|221;α))

]
,

(19)

Q(f)
zxx =− 1

α

[
1√
3

Im(F(010|200;α))

+
1√
6

Im(F(010|220;α))

]

+
1
α

Im
[
F(010|222;α)

]
, (20)

Q(f)
zzz =

1
α

[√
2
3

Im(F(010|220;α))

− 1√
3

Im(F(010|200;α))

]
, (21)

where Im denotes imaginary parts of the moments of the phase
space distribution function.
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3.2. Monte Carlo simulations

In MC simulations, we track the space and time evolution of
a swarm of electrons. The extensive use of random numbers
is required in order to determine the exact moment and the
type of the individual collisions of electrons with the back-
ground molecules, as well as the direction of the post colli-
sional electron velocity. The transport coefficients are com-
puted from the corresponding polynomials of the electron
coordinates and velocity components, which are averaged over
the entire swarm. The details of our MC code are discussed
in our previous publications [75, 81–83]. Bulk third-order
transport coefficients are calculated as:

Q(b) =
1
3!

d
dt
〈r�r�r�〉, (22)

while the flux third-order transport coefficients are determined
from:

Q(f) =
1
3!

〈
d
dt

(
r�r�r�

)〉
, (23)

where r� = r − 〈r〉, and the brackets 〈〉 represent ensemble
averages. Expressions for transport coefficients, that are used
in our MC method, are derived from the generalized diffu-
sion equation, in which all tensor indices are contracted with
partial derivatives. Thus, in the generalized diffusion equation
symmetrization of the third-order transport tensor with respect
to all indices is performed. For this reason, we cannot deter-
mine individual off-diagonal components of the third-order
transport tensor or individual off-diagonal components of
the diffusion tensor in our MC simulations [75]. Instead,
we can determine individual diagonal components such as
QL = Qzzz and averages of those off-diagonal components
that have the same combination of indices like QT = (Qxxz +
Qxzx + Qzxx)/3. It should be noted that Qxxz and Qxzx are equal
due to the commutativity of the last two indices of the third-
order transport tensor [52, 56, 58, 65]. Explicit expressions for
Q(b)

L and Q(b)
T in the electric field only configuration are given

by:

Q(b)
L =

1
6

d
dt

(
〈z3〉 − 3〈z〉〈z2〉+ 2〈z〉3

)
, (24)

Q(b)
T =

1
6

d
dt

(
〈zx2〉 − 〈z〉〈x2〉

)
, (25)

while the corresponding flux components Q(f)
L and Q(f)

T are
given in [58].

It is important to note that numerical differentiation in time
is not used for the calculation of Q(b)

L and Q(b)
T , because of

the statistical fluctuations of the corresponding expressions in
brackets. Direct numerical differentiation of these expressions
would create fluctuations that are much more intense than the
fluctuations of the initial expressions. Instead, the expression
in brackets is fitted to a linear function. The corresponding
time derivative is determined as the slope of this linear func-
tion. This is justified because Q(b)

L and Q(b)
T are independent

of time after relaxation of the swarm, and the corresponding
expressions in brackets in equation (24) and (25) are linear
functions in time. This method for calculating Q(b)

L and Q(b)
T

has been further verified by comparing values of the bulk third-
order transport coefficients, that are obtained by this method,
with the corresponding values that are determined by employ-
ing numerical differentiation in time. An additional check was
obtained by comparing Q(b)

L and Q(b)
T with Q(f)

L and Q(f)
T , respec-

tively, under conditions where non-conservative processes are
absent.

4. Results and discussion

4.1. Preliminaries

In this paper, we consider the transport of electrons in the
Lucas–Saelee model, modified Ness–Robson model, N2 and
CF4. The Ness–Robson model was developed for testing the
multi-term method for solving the Boltzmann equation in the
presence of electron attachment [80]. Nolan and co-workers
presented a new gas model that is based on the Ness–Robson
model and the Lucas–Saelee model [73]. In this model the col-
lision frequency of elastic collisions is independent of energy
while the cross section for inelastic collisions is the same as
in the Lucas–Saeele model. In modifying the Ness–Robson
model, which is introduced by Nolan et al [73], both inelas-
tic collisions and ionisation are present. The ratio of the cross
section for inelastic collisions to the cross section for ionisa-
tion is determined by the F parameter, as in the Lucas–Saelee
model. Two different versions of the modified Ness–Robson
model [73] with different functional dependences of the cross
section for electron attachment are considered in this work. In
both considered versions of the modified Ness–Robson model
the parameter F is set to zero, implying the absence of ionisa-
tion. The details of the modified Ness–Robson model, in the
absence of ionisation, are given by the following equations:

σel(ε) = 4ε−1/2 Å2 (elastic collision )

σex(ε) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0.1(ε− 15.6) Å2, ε � 15.6 eV

(inelastic collision)

0, ε < 15.6 eV

σa(ε) = aεp (electron attachment )

m/m0 = 10−3,

T0 = 0 K, (26)

where σel(ε), σex(ε), σa(ε) are cross sections for elastic col-
lisions, inelastic collisions and electron attachment, respec-
tively, given as functions of electron energy ε, T0 is the tem-
perature of the background gas, while m and m0 are masses of
electrons and of the molecules of the background gas, respec-
tively. In the above equations, the values of the electron energy
are given in eV. Parameters a and p determine the magnitude
and the functional dependence of the cross section for electron
attachment, respectively. The values of p that are considered
in this work include −1.0 and 0.5. These values correspond
to attachment heating and attachment cooling, respectively.
The percentage differences between the third-order transport
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coefficients determined for each of these two models and the
corresponding values in the model where p = −0.5 are con-
sidered in this work. In the third model the collision frequency
for electron attachment is independent of energy. The values of
parameter a, that are used in this work, include 8 × 10−3 Å2

and 5 × 10−4 Å2. The first value is used for the attachment
heating model, while the second value is used for the attach-
ment cooling model. In the model with constant collision fre-
quency for electron attachment, this non-conservative process
is equally frequent at all values of the electron energy, and it
does not affect transport coefficients of any order (excluding
the rate coefficient for electron attachment). In this model the
values of the third-order transport tensor are the same as in the
conservative Lucas–Saelee model, where F = 0.

The Lucas–Saelee ionisation model was introduced in
order to investigate the influence of electron-impact ionisa-
tion on the electron transport by using MC simulations [84].
Ness and Robson investigated the electron transport in this
model, in order to test the validity of the theory and associ-
ated computer code for solving the Boltzmann equation, in the
presence of non-conservative processes [80]. The details of the
Lucas–Saelee model are given by the following equations:

σel(ε) = 4ε−1/2 Å2 (elastic collision)

σex(ε) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0.1(1 − F)(ε− 15.6) Å2, ε � 15.6 eV

(inelastic collision)

0, ε < 15.6 eV

σI(ε) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0.1F(ε− 15.6) Å2, ε � 15.6 eV

(ionisation)

0, ε < 15.6 eV

P(q, ε′) = 1, m/m0 = 10−3,

T0 = 0 K, (27)

where σI(ε) is the cross section for ionisation, P(q, ε) is the
ionisation partition function, and F is the parameter that deter-
mines the magnitudes of cross sections for inelastic collisions
and ionisation. As the scattering is isotropic in this model
σel(ε), σex(ε), and σI(ε) represent total cross sections. Argu-
ments of the ionisation partition function P(q, ε′), q and ε′,
are the ratio of total postcollisional energy, that is given to
the ejected electron, and the energy of the initial electron
before ionisation, respectively. In this model, ionisation parti-
tion function is set to unity, indicating that all values 0 � q � 1
are equally probable.

The set of cross sections for electron scattering in N2,
which is used in this work, is detailed in [64]. It includes
elastic momentum transfer cross section, as well as the total
cross section for rotational excitations, and cross sections
for vibrational excitations, electronic excitations and electron-
impact ionisation. The set of cross sections for electron scat-
tering in CF4, which is employed in this work, was developed

and discussed by Kurihara and co-workers [85]. It includes
elastic momentum transfer cross section, cross sections for
vibrational excitations, electronic excitations, electron attach-
ment, and ionisation. For some aspects of this work, it was nec-
essary to consider the electron transport in CH4. These results
are obtained by using the cross sections developed by Šašić
et al [86].

The results for the model and the real gases were obtained
from the MC simulations and numerical multi-term solution
of the Boltzmann equation. In particular, it was necessary to
follow a large number of electrons (at least 107) in our MC
simulations in order to calculate third-order transport coeffi-
cients accurately, due to high statistical fluctuations of indi-
vidual terms appearing in expressions (24) and (25). It was
also necessary to determine the phase space distribution func-
tion with a high degree of precision in order to calculate the
third-order transport coefficients from the multi-term method.
While the number of spherical harmonics indicates the degree
of anisotropy of the phase space distribution function in veloc-
ity space, the number of Sonine polynomials is indicative of
the deviation of the energy dependence of the distribution
function from a Maxwellian at a particular temperature Tb not
necessarily equal to the gas temperature T0. Third-order trans-
port coefficients are more sensitive to the shape of the phase
space distribution function than transport coefficients of lower
order. For this reason it was necessary to include a large num-
ber of spherical harmonics and Sonine polynomials to achieve
the convergence of the third-order transport coefficients, in the
presence of strong inelastic and/or non-conservativecollisions.
For example, the required numbers of lmax and νmax were 8
and 90, respectively, for electrons in CF4. This was especially
pronounced in the energy region where the cross sections for
vibrational excitations are rapidly rising functions of electron
energy, while the cross section for elastic collisions is being
reduced with increasing electron energy. The solutions of the
Boltzmann equation are not determined for E/n0 > 300 Td, as
the convergence of the transport coefficients was poor in this
field region. For this reason, we have only displayed the MC
results in the field range above 300 Td.

4.2. Variation of the flux third-order transport coefficients
with E/n0 for electrons in N2 and CF4

In figures 1(a) and (b) we show the mean energy for an elec-
tron swarm in N2, and CF4, respectively, as a function of the
reduced electric field, E/n0. At the lowest fields the mean
energy is thermal in both gases, while it is rising with increas-
ing E/n0 at higher fields. The slope of the mean energy is
determined by collisions of electrons with atoms/molecules
of the background gas [85]. The profiles of the mean energy
are useful for analysing the field dependence of the third-order
transport coefficients. From these profiles one can determine
which collisional processes dominate electron transport in a
given field range.

In this section, we study the behaviour of the components
of the flux third-order transport tensor for electrons in N2 and
CF4 in the presence of an electric field. It has been previously
shown that the rise of E/n0 under constant collision frequency
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Figure 1. Mean energy of electron swarm in (a) N2 and (b) CF4, as a function of the reduced electric field. These results are obtained by
using multi term theory for solving the Boltzmann equation up to about 300 Td and by employing MC simulations at higher fields.

Figure 2. Independent components of the flux third-order transport
tensor and n2

0Q(f)
T as functions of E/n0 for electrons in N2. The

results are obtained from numerical multi-term solutions of the
Boltzmann equation.

conditions leads to an increase of the components of the third-
order transport coefficient tensor [58]. It has also been shown
that the increase of the collision frequency with increasing
energy may lead to a decrease of the components of this tensor,
as well as to negative values of these components, if the rise of
the collision frequency is steep enough [58, 69]. For this rea-
son, the E/n0-profile of the third-order transport coefficients
is determined by the complex interplay between the electric
field, which accelerates electrons and acts to direct their move-
ment along the field lines, and collisions between electrons
and atoms/molecules of the background gas, which dissipate
electron energy and momentum. Although it is possible to
analyse E/n0 profiles of the third-order transport coefficients
directly from the mean energy of electrons and collision fre-
quencies for individual collisional processes, such analysis is
often quite complicated and tedious. Therefore, in this section
we briefly discuss the general E/n0-profiles of the third-order
transport coefficients for electrons in N2 and CF4, while a more
detailed analysis is reserved only for the unusual and unex-
pected aspects of the behaviour of these transport properties.

Figure 3. Independent components of the third-order transport
tensor and n2

0Q(f)
T as functions of E/n0 for electrons in CF4. The

results are obtained from numerical multi-term solutions of the
Boltzmann equation.

A more detailed study of the behaviour of Q(f)
zzz and Q(f)

T for
electrons in N2 and CF4 is presented in section 4.4.

In figure 2 we show the independent components of the
third-orderflux transport tensor for electrons in N2 as functions
of E/n0. In addition, we also show the variation of n2

0Q(f)
T with

E/n0. The Q(f)
zxx component is negative, while the remaining

quantities are positive over the entire E/n0 range considered.
Negative values of Q(f)

zxx can be attributed to the rise of the colli-
sion frequency for elastic and inelastic collisions with increas-
ing electron energy. This phenomenon has been observed for
electrons in both model and real gases [58, 62, 69]. It can be
seen from figure 2 that the absolute values of quantities have a
similar qualitative dependence on E/n0. Specifically, the abso-
lute values of these transport coefficients have two local max-
imums at about 1.3 Td and 150 Td, and a local minimum
at around 46 Td.

In figure 3 we show the three independent components of
the flux third-order transport tensor for electrons in CF4 as
functions of E/n0. In the same figure we show the variation
of n2

0Q(f)
T with E/n0. At the lowest fields, all quantities are
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Figure 4. Transverse flux third-order transport coefficients n2
0Q(f)

T and the flux drift velocity W(f) as functions of E/n0 for electrons in (a)
CF4 and (b) CH4. The results are obtained by employing the multi-term theory for solving the Boltzmann equation up to about 300 Td for
electrons in CF4, and up to 600 Td for electrons in CH4, and by using MC simulations at higher fields.

positive, and increasing functions E/n0 up to about 0.14 Td
in the case of Q(f)

zzz, and up to about 0.18 Td in the case of
the remaining quantities. At higher fields these quantities are
being reduced and they become negative. The Q(f)

zxx compo-
nent becomes negative at about 2 Td. The remaining transport
coefficients become negative at about 0.9 Td, and they reach
a local minimum at around 1.6 Td. These quantities become
positive again at about 7.5 Td. The Q(f)

xxz and Q(f)
zzz components

remain positive until the end of the considered range of E/n0,
while the Q(f)

zxx component remains negative. The Q(f)
zzz compo-

nent has two local maximums at about 20 Td and 170 Td and
a local minimum at around 27 Td. The Q(f)

xxz component and
Q(f)

T have a local maximum at about 31 Td and 25 Td, and a
local minimum at around 120 Td and 100 Td, respectively. The
Q(f)

zxx component has a local minimum at about 33 Td. At the
lowest E/n0, all quantities that are displayed in figure 3 are
rising functions of E/n0. This can be attributed to a negligi-
ble rise of the mean energy with increasing field in this E/n0

region, which leads to a small change of the mean collision
frequency for elastic and inelastic collisions. At higher fields,
the rise of the mean energy and mean collision frequency for
vibrational excitations with increasing E/n0, become more sig-
nificant, which in turn induces a decrease of the third-order
transport coefficients.

We now focus on the negative values of the third-order
transport coefficients for electrons in CF4. As discussed else-
where [58, 70], the bulk third-order transport tensor represents
asymmetric deviation of the spatial distribution of the swarm
from an ideal Gaussian. This deviation is caused by different
rates of spread of electrons at the swarm front and at the back
of the swarm. Due to this difference, different parts of the nor-
malized spatial distribution of electrons may seem elongated or
compressed when compared to an ideal Gaussian. Specifically,
Q(b)

zzz component describes elongation/contraction of the spa-
tial distribution of electrons at the leading edge of the swarm,
and the opposite deformation at its trailing edge. A negative
value of the Q(b)

zzz component implies that the normalized spatial
distribution of electrons is compressed (when compared to an
ideal Gaussian) along the longitudinal direction at the front of
the swarm and expanded along the same direction at the back
of the swarm. Similarly, a negative value of Q(b)

T implies that
the normalized spatial distribution of electrons is compressed
(relative to an ideal Gaussian) along the transverse direction at

the swarm front and expanded along the same direction at the
back of the swarm. It is important to emphasize that the spa-
tial distribution of electrons is not being actually compressed
in time. Instead, in some regions of space the effective rate
of spread of electrons, that is represented by both third-order
transport coefficients and diffusion, is smaller than the corre-
sponding rate of spread that would be represented by diffusion
alone. In these regions of space, the normalized spatial distri-
bution of electrons seems compressed when compared to an
ideal Gaussian. For E/n0 less than approximately 10 Td, the
impact of non-conservative collisions is minimal, and thereby
the bulk values of the third-order transport coefficients are
equal to the corresponding flux values (see figure 13). In the
field region around 0.9 Td, where Q(f)

zzz, Q(f)
xxz and Q(f)

T become
negative, electrons with energies that are 3 times higher than
the mean energy are in the energy region around 0.2 eV,
where the cross sections for two vibrational excitations of
the CF4 molecule reach their global maximums [85]. These
cross sections are denoted as Qv1 and Qv3 in table 1 or ref-
erence [85] and their thresholds are 0.108 eV and 0.168 eV,
respectively. Moreover, Qv1 becomes greater than the elastic
momentum transfer cross section in the energy range between
approximately 0.12 eV and 0.58 eV. The same holds for Qv3 in
the energy range between approximately 0.17 eV and 2.6 eV.
Thus, in the field region around 0.9 Td where Q(f)

xxz, Q(f)
zzz and

Q(f)
T become negative, the high energy tail of the distribution

function is in the energy range where the electron transport
is dominated by vibrational excitations. As the mean energy
of electrons is increasing in the positive direction (direction
of the force acting upon electrons), the intense energy losses
due to the vibration excitations create a strong resistance to
the spreading of the swarm at its front in the longitudinal and
transverse directions. This resistance leads to the compression
of the spatial distribution of electrons at the front of the swarm
along both longitudinal and transverse directions, while this
spatial distribution is more expanded along both these direc-
tions at the back of the swarm. Such deviation of the spa-
tial profile of electrons from an ideal Gaussian is manifested
through negative values of Qzzz and QT (in both flux and bulk
case).

In figures 4(a) and (b), we show the variation of n2
0Q(f)

T and
W (f ) with E/n0 for electrons in CF4 and CH4, respectively. It
should be noted that some general aspects of the behaviour of
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third-order transport coefficients for electrons in CH4 were dis-
cussed in our previous publication [62]. CH4 was introduced
here in order to observe relationship of negative values of the
higher order transport coefficients with the negative differen-
tial conductivity (NDC) for drift velocity. We observe from
figures 4(a) and (b) that the drift velocity of electrons in both
CF4 and CH4 exhibits NDC. NDC refers to the decrease in drift
velocity with an increase in the reduced electric field E/n0.
To understand NDC, it is necessary to consider the rates of
momentum and energy transfer in elastic and inelastic col-
lisions [87]. Interestingly, QT has negative values between
approximately 70 Td and 140 Td in CF4. This approximately
corresponds to the field region beyond the end of the NDC
where drift velocity begins to rise rapidly (almost reaching
its maximum value before the NDC). A similar relationship
exists in the E/n0-profile of the electron drift velocity in CH4.
However, in CH4, QT becomes negative at the beginning of the
NDC much earlier than in CF4.

The qualitative behaviour of the individual off-diagonal
components of the third-order transport tensor over the range
of E/n0, where NDC occurs, is different for electrons in CF4

and CH4. For electrons in CF4 the Q(f)
xxz component is pos-

itive, while the Q(f)
zxx component is negative, over the entire

range of E/n0, corresponding to the NDC. For the electrons in
CH4, however, the Q(f)

xxz component becomes negative shortly
after the start of the NDC, while Q(f)

zxx becomes positive at a
slightly larger field. The Q(f)

xxz component becomes positive
again for electrons in CH4, for the value of E/n0 where Q(f)

T
becomes positive. Thus, it is difficult to find out more about
the behaviour of individual off-diagonal components of the
third-order transport tensor, from the presence of NDC in the
E/n0-profile of drift velocity in a given field region, due to
the complexity of various factors that determine the behaviour
of the third-order transport coefficients. However, it is evident
that negative values of Q(f)

T can arise in the vicinity of the field
region where NDC occurs. Negative values of Q(f)

T imply the
compression of the spatial profile of the swarm along the trans-
verse direction at the front of the swarm, and the expansion of
this profile along the same direction at the back of the swarm
[58]. This implies that the rapid increase of collision frequency
for elastic collisions, which leads to a greater randomization of
velocity vectors of the individual electrons and the occurrence
of NDC, can also hinder transverse spreading of electrons at
the swarm front, where the mean energy of electrons is higher
than that at the back of the swarm. This is manifested through
negative values of Q(f)

T . However, this does not lead to negative
values of Q(f)

L , as they occur only when the spatial profile of
the swarm is skewed in the direction opposite to the direction
of drift velocity. This kind of deformation requires a strong
resistance to the motion of electrons in the direction of drift
velocity, which is more easily achieved with inelastic and non-
conservative collisions, when the corresponding cross sections
are large enough. It can be seen that Q(f)

T is negative in the
majority of region where Q(f)

L is negative for electrons in CF4,
as it is easier to achieve negative values of Q(f)

T than negative
values of Q(f)

L . Thus, one may conclude that the concurrence

between drift velocity and Q(f)
T can be attributed to the cor-

responding collisions which lead to the occurrence of NDC
and to the compression of the spatial distribution of the swarm
along the transverse direction at the front of the swarm. How-
ever, we observe that for the electrons in CF4 negative values of
Q(f)

T occur only in a small field range after the NDC. Therefore,
the presence of NDC at a certain value of E/n0 does not neces-
sarily result in a negative value of Q(f)

T for these electric fields,
but again the conditions in the momentum and energy balances
that lead to NDC also favour negative values of QT depending
on the balance of different competing processes. The concur-
rence between the transport coefficients of the third-order and
the drift velocity is therefore much less pronounced than the
concurrence between the transport coefficients of the third-
order and diffusion. It would be interesting to investigate the
behaviour of Q(f)

T and Q(b)
T in strongly attaching gases under

conditions in which NDC occurs only for bulk drift velocity,
due to electron attachment [88, 89]. This will be considered in
the near future.

It is striking that although similar in the shape of the cross
sections the two gases exhibit very different dependences of
the NDC. For CF4 the NDC minimum is much shallower and
occurs at higher E/n0. The depth of the NDC is normally pro-
moted by the separate control of the mean energy and momen-
tum transfer by cross sections that control the energy exchange
and momentum transfer. Positioning of vibrational excitation
cross sections and overlap of their influences will at the same
time affect the magnitude of the peak in drift velocity induced
by the inelastic processes and also the onset and overall effect
of the NDC.

In figures 5 and 6, we show comparison between the two-
term and converged multi-term solutions of the Boltzmann
equation for electrons in N2 and CF4, respectively. The E/n0

profiles of the independent components of the flux third-
order transport tensor, including n2

0Q(f)
xxz, n2

0Q(f)
zxx and n2

0Q(f)
zzz are

shown. In addition, the variation of n2
0Q(f)

T with E/n0 is also
shown. Comparing two-term and multi-term results for elec-
trons in N2, it is evident that for the low values of E/n0 the
agreement is good while the maximum error in the two-term
approximation occurs at the highest fields. For electrons in
CF4, however, there is a significant difference between the two-
term and multi-term solutions of the Boltzmann equation over
the entire range of E/n0 considered in this work, except in the
limit of the lowest E/n0. In contrast to N2, the two-term and
multi-term results are qualitatively different in CF4, indicating
that sometimes the two-term theory predicts physics that is not
entirely correct. The maximum errors of the two-term approx-
imation occur over the range of E/n0 values where n2

0Q(f)
zzz

is negative. This happens at electron energies where elas-
tic momentum transfer is approximately at a minimum while
inelastic collisions which lead to the vibrational excitations
of CF4 molecule became significant and are approximately at
their maximum. This induces a large asymmetry of the distri-
bution function in velocity space which makes the two-term
approximation inadequate for studying the third-order trans-
port coefficients. Thus, it is important to note that neglecting
higher terms in the spherical harmonic expansion of the phase
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Figure 5. Comparison between the flux third-order transport coefficients obtained by the two-term approximation and multi-term theory for
solving the Boltzmann equation. Calculations are performed for electrons in N2.

space distribution function has a much more pronounced effect
for third order transport coefficients than for lower order trans-
port coefficients. For electrons in CF4 the third-order transport
coefficients determined by using the two-term approximation
are not even qualitatively correct.

4.3. The influence of non-conservative processes on the
third-order transport coefficients

4.3.1. The influence of electron attachment on the third-
order transport coefficients for electrons in the modified
Ness–Robson model. The bulk and flux values of the longi-
tudinal and transverse components of the third-order transport
tensor for electrons in the Ness–Robson attachment heating
model, are shown in figures 7(a) and (b), respectively. In this
model the slower electrons at the back of the swarm are pref-
erentially attached. As a consequence, the bulk values of QL

and QT exceed the corresponding flux values for lower values
of E/n0, e.g. up to about 3.8 Td for QL and 5 Td for QT.

For higher values of E/n0, up to about 8 Td for QL and 17 Td
for QT, the flux values are greater than the corresponding bulk
values, although this effect is in the limit of statistical error of
MC simulations in the case of QT. This can be attributed to
a combination of two factors. The first factor is the decreased
number of low-energy electrons at the back of the swarm, due
to the rise of the mean energy with increasing field. The second
factor is the increased number of low-energy electrons at the
front of the swarm, due to the influence of inelastic collisions,
which are more frequent at the front of the swarm. In the limit
of the highest fields, higher than 8 Td for QL and 17 Td for QT,
the difference between flux and bulk values of the third-order
transport coefficients is negligible for electrons in this model
gas.

The bulk and flux values of the longitudinal and transverse
components of the third-order transport tensor for electrons
in the Ness–Robson attachment cooling model, are shown
in figures 8(a) and (b), respectively. In this model the faster
electrons at the front of the swarm, where the mean energy
is higher, are preferentially attached. As a consequence, for
lower values of E/n0 bulk values are lower than the corre-
sponding flux values. We observe that this effect is within the
statistical uncertainty of MC simulations for QT. However, for
higher values of E/n0 (from approximately 5 Td) bulk values
are larger than the corresponding flux values in case of QL,
although this difference is lower than the statistical error of
MC simulations. For E/n0 � 10 Td Q(f)

L and Q(b)
L are practi-

cally equal. Similar behaviour is observed for QT, because for
E/n0 � 7 Td Q(f)

T and Q(b)
T coincide. Between 5 Td and 10 Td,

Q(b)
L exceeds Q(f)

L due to the interplay of inelastic collisions and
the increase of the mean electron energy with increasing E/n0,
as in the case of the attachment heating model.

In figure 9 the percentage difference in the longitudinal
component of the third-order transport tensor calculated using
the modified Ness–Robson models with the attachment heat-
ing and with a constant collision frequency for electron attach-
ment, are shown. Panel (a) shows the difference between
the flux values, while the panel (b) displays the difference
between the bulk values. The percentage differences are cal-
culated using the expression: Qheating

L /Qconstant
L − 1. The differ-

ence between flux values of QL in these two models is caused
by the implicit effects of electron attachment, while the dif-
ference between the corresponding bulk values is induced by
a combined effect of implicit and explicit effects of electron
attachment. Comparing panels (a) and (b) in the limit of the
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Figure 6. Comparison between the flux third-order transport coefficients obtained by the two-term approximation and multi-term theory for
solving the Boltzmann equation. Calculations are performed for electrons in CF4.

Figure 7. Comparison of the bulk and flux values of (a) n2
0QL and (b) n2

0QT for electrons in the modified Ness–Robson attachment heating
model. The results are obtained from numerical multi-term solutions of the Boltzmann equation (MT) and MC simulations.

lowest E/n0, we observe that QL is much higher in the attach-
ment heating model than in the model with a constant collision
frequency for electron attachment, for both bulk and flux val-
ues. It is also evident that these differences are much more pro-
nounced in the case of bulk third-order transport coefficients.
These differences decrease with increasing E/n0 and become
even negative over a limited range of E/n0. As E/n0 further
increases, the differences tend to zero. It should be noted that
negative values of these quantities can be attributed to the influ-
ence of inelastic collisions, although these values are within
the statistical uncertainty of MC simulations.

Similarly, figure 10 shows the difference in QL calculated
using the modified Ness–Robson models with the attach-
ment cooling and with a constant collision frequency for
electron attachment. Results for Q(f)

L and Q(b)
L are shown in

panels (a) and (b), respectively. In this case, the following

expression is used for calculating the percentage difference:
Qcooling

L /Qconstant
L − 1. The values of this expression for the lon-

gitudinal components of both flux and bulk third-order trans-
port tensor are decreasing functions of E/n0 up to about 4 Td
where they reach a local minimum, which is equal to around
−20% and about −50% for Q(f)

L and Q(b)
L , respectively. For

higher values of E/n0 these differences are being increased
and they reach a local maximum at around 10 Td in the case of
Q(f)

L and at about 8 Td in the case of Q(b)
L . This local maximum

has a positive value, although this value is within the statisti-
cal uncertainty of MC simulations. As E/n0 further increases,
these differences converge to zero.

4.3.2. The influence of ionisation on the third-order transport
coefficients for electrons in Lucas–Saelee model,N2 and CF4.
The variation of the flux and bulk QL with E/n0 of electrons
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Figure 8. Comparison of the bulk and flux values of (a) n2
0QL and (b) n2

0QT for electrons in the modified Ness–Robson attachment cooling
model. The results are obtained from numerical multi-term solutions of the Boltzmann equation (MT) and MC simulations.

Figure 9. Percentage differences between the values of (a) Q(f)
L and (b) Q(b)

L for electrons in two different versions of the modified
Ness–Robson model. Calculations are performed by the MC method in the modified Ness–Robson attachment heating model and in the
modified Ness–Robson model with a constant collision frequency for electron attachment.

Figure 10. Percentage differences between the values of (a) Q(f)
L and (b) Q(b)

L for electrons in two different versions of the modified
Ness–Robson model. Calculations are performed by the MC method in the modified Ness–Robson attachment cooling model and in the
modified Ness–Robson model with a constant collision frequency for electron attachment.

in the Lucas–Saelee model for three values of the parameter
F is displayed in figure 11(a). Likewise, figure 11(b) shows
the flux and bulk QT as a function of E/n0. We observe that
bulk values are larger than the corresponding flux values for
F = 0.5 and F = 1, due to explicit effects of ionisation on the
third-order transport coefficients. Comparing QL and QT, we
see that the difference between bulk and flux values in this
model is much higher for QT. This can be attributed to strong

inelastic and non-conservative collisions that provide strong
resistance to the spread of the swarm in the direction of the
drift velocity. This significantly inhibits the elongation of the
spatial distribution of the swarm in the longitudinal direction
under the influence of ionisation.

We observe from figure 11 that the flux values of QL and
QT are reduced with increasing parameter F due to ionisation
cooling of the swarm. This illustrates the implicit effects
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Figure 11. Comparison of the bulk and flux values of (a) n2
0Qzzz and (b) n2

0QT for electrons in the ionisation model of Lucas and Saelee. The
results are obtained from numerical multi-term solutions of the Boltzmann equation (MT) and MC simulations.

Figure 12. Comparison of the bulk and flux values of (a) n2
0QL and (b) n2

0QT for electrons in N2. The results are obtained from numerical
multi-term solutions of the Boltzmann equation (MT) and MC simulations.

of ionisation on the third-order transport coefficients. We
also note that bulk values of QL and QT are being reduced
with increasing F. This indicates that the influence of the
implicit effects of ionisation on the third-order transport ten-
sor is stronger than the corresponding influence of the explicit
effects.

Figures 12(a) and (b) display the differences between flux
and bulk values of QL and QT respectively, for electrons in N2.
The differences between the flux and bulk values of QL and QT

for electrons in CF4 are shown in figures 13(a) and (b), respec-
tively. We observe that bulk values of QL and QT are larger
than the corresponding flux values in both gasses at high elec-
tric fields, where electrons undergo many ionisation collisions.
Comparing N2 and CF4 on one side, and the Lucas–Saelee ion-
isation model on the other side, we observe that the impact of
the explicit effects on the longitudinal component of the third-
order transport tensor is much stronger for real gases. This
follows from the fact that the minimal impact of the explicit
effects of ionisation on QL for electrons in the ionisation model
of Lucas and Saelee can be attributed to the specific energy
dependence of cross sections for inelastic collisions and ion-
isation. Generally speaking, the qualitative behaviour of the
third-order transport coefficients with increasing E/n0 is the
same in the case of flux and bulk values. However, for elec-
trons in N2, we observe that the bulk values of QL and QT

reach their last local minimum at the lower E/n0 than the cor-
responding flux values. Specifically, Q(b)

L and Q(b)
T reach their

last local minimum at about 220 Td, while Q(f)
L and Q(f)

T reach
their last local minimum at around 370 Td. We also observe
from figures 12 and 13 that the results evaluated by multi term
solution to the Boltzmann equation and those obtained in MC
simulations agree very well.

4.4. Concurrence of the third-order transport coefficients
and diffusion, the contribution of Q(b)

L to the spatial profile of
the swarm and the comparison of Q(b)

L values obtained in
this work with results of previous authors

The concurrence between third-order transport coefficients
and diffusion coefficients for electrons in N2 and CF4 is illus-
trated by figures 14(a) and (b). Preliminary results in the study
of this concurrence for electrons in CH4 and noble gases have
already been discussed [62, 69].

Specifically, for higher values of E/n0 we observe that Q(f)
L

is a rising function of E/n0 when D(f)
L increases as a con-

vex (or linear) function of E/n0 in the log–log scale. One
may also observe that Q(f)

L is reduced when D(f)
L decreases,

or when D(f)
L rises as a concave function of the field in the

log–log scale. This concurrence is absent in the limit of
the lowest E/n0 because the third-order transport coefficients
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Figure 13. Comparison of the bulk and flux values of (a) n2
0QL and (b) n2

0QT for electrons in CF4. The results are obtained from numerical
multi-term solutions of the Boltzmann equation (MT) and MC simulations.

Figure 14. Concurrence of the third-order transport coefficients and
diffusion coefficients for electrons in (a) N2 and (b) CF4. For
E/n0 � 300 Td, the results are calculated from numerical
multi-term solutions of the Boltzmann equation, while for
E/n0 > 300 Td the results are obtained from MC simulations.

vanish in this range of fields unlike diffusion coefficients which
have non-zero thermal values.

As can be seen in figure 14(a) the concurrence between
Q(f)

L and D(f)
L for electrons in N2 is present in the entire field

region above 0.21 Td. For electrons in CF4, we observe that
the concurrence between Q(f)

L and D(f)
L is present in the subset

of the field range above 0.02 Td, where Q(f)
L is positive (see

figure 14(b)). However, this concurrence is absent in the field
range between 1.6 Td and 8.5 Td, as Q(f)

L rises with increasing

E/n0 although D(f)
L is being reduced in this field range. It is

important to note that Q(f)
L has negative values over the range

of E/n0 in this field region. Further increase of the absolute
value of Q(f)

L , while this component is negative, would imply
a further skewing of the spatial profile of the swarm in the
negative direction (opposite to the drift velocity) along the lon-
gitudinal axis. Although the rise of the collision frequency for
vibrational excitations with increasing E/n0 is strong enough
to cause a decrease of D(f)

L , it is not strong enough to induce fur-
ther skewing of the spatial profile of the swarm in the negative
direction. It is interesting to note that the concurrence between
Q(f)

L and D(f)
L is again present at about 8.5 Td, which is slightly

above the field where Q(f)
L becomes positive again (at around

7 Td).
For electrons in N2, the qualitative trends of D(f)

L and D(f)
T

are the same in the field range above 0.21 Td, where the con-
currence between Q(f)

L and D(f)
L is clearly evident. Thus, it is

difficult to determine if the E/n0 profile of Q(f)
T is more related

to the corresponding profile of D(f)
L or D(f)

T in the case of N2.
For electrons in CF4, E/n0 profile of Q(f)

T is related to the cor-
responding profile of D(f)

T in most of the field range where Q(f)
T

is positive. The concurrence between these two transport coef-
ficients in CF4 is equivalent to the concurrence between Q(f)

L

and D(f)
L , which is already discussed in this paper. This con-

currence is absent in the field region between approximately
100 Td and 170 Td. However, Q(f)

T is negative up to around
140 Td. Thus, the field dependence of Q(f)

T is not related to the
field dependence of diffusion in the field range where it is neg-
ative, and in the vicinity of the field where it becomes positive,
similarly to Q(f)

L .
The physical reasons for the observed concurrence between

the third-order transport coefficients and diffusion coeffi-
cients have been discussed in our previous paper [69] for the
example of atomic gases with considerably simpler sets of
cross sections. The third-order transport coefficients represent
a small asymmetric correction to diffusive motion, that is rep-
resented by the components of the diffusion tensor. As dis-
cussed previously [58], the rise of the reduced electric field
leads to an increase of the directional component of elec-
tron velocity (in the absence of NDC) and to an increase of
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Figure 15. The values of the ratio |Q(b)
L |/(D(b)

L )3/2 for electrons in
N2, CF4 and CH4 as functions of E/n0. For E/n0 � 100 Td, where
the differences between the bulk and flux values are negligible, the
results are obtained from numerical multi-term solutions of the
Boltzmann equation, while for higher values of E/n0 the results are
obtained in MC simulations.

Figure 16. Comparison of the values of n2
0Q(b)

L , that are determined
in this work, with the results of Kawaguchi et al [59]. In this figure
n2

0D3L represents simulation results from the reference [59] that are
determined from equation (24) by employing MC simulations, while
n2

0Dα3
3L represents n2

0Q(b)
L that are determined in reference [59] form

alpha parameters, after neglecting alpha parameters of fourth and
higher order. Experimental results of Kawaguchi et al are
represented by black circles, while results that are obtained from
MC simulations are represented by a combination of symbols and
continuous lines.

the electron energy. These two effects favour the increase of
the third-order transport coefficients if the frequency of elec-
tron collisions with atoms/molecules of the background gas
is not rising with increasing energy. However, if the collision
frequency is rising steeply enough with increasing electron
energy, this leads to a reduction of the third-order transport
coefficients. The same holds for the components of the diffu-
sion tensor, which are also quenched by elastic and inelastic
collisions. Comparing these two sets of transport coefficients,
third-order transport coefficients represent a form of motion

that ‘carries’ a smaller amount of energy and momentum, and
as such they are much more sensitive to collisions with the
background gas, than the components of the diffusion tensor.
This suggests that for a sufficiently high E/n0, the third-order
transport coefficients are reduced with increasing E/n0, if the
diffusion is being reduced, and even if the slope of diffusion
in the log–log scale decreases with increasing E/n0. However,
this concurrence is absent at the lowest fields and under con-
ditions in which third-order transport coefficients are negative,
due to reasons that are already discussed in this manuscript.

In figure 15 we show the values of the ratio |Q(b)
L |/(D(b)

L )3/2

for electrons in N2, CF4 and CH4, as functions of E/n0. Cal-
culations are performed assuming the concentration of back-
ground molecules n0 = 3.54 × 1022 m−3. This ratio deter-
mines the contribution of the longitudinal component of the
third-order transport tensor to the spatial profile of the swarm,
as can be seen from equation (6). From this figure, we observe
that the contribution of Q(b)

L to the spatial profile of the swarm
is larger in CH4 than in the remaining two gases for E/n0

lower than 0.1 Td and for E/n0 between 21 Td and 46 Td. For
E/n0 between 0.13 Td and 17 Td the quantity |Q(b)

L |/(D(b)
L )3/2 is

larger in N2 than in CH4 and CF4. For E/n0 between 70 Td and
300 Td this ratio is slightly lower in CH4 than in the remaining
two gases. For E/n0 between 400 Td and 1000 Td this ratio is
lower in CF4 than in N2 and CH4. It is interesting to note that
differences between the values of |Q(b)

L |/(D(b)
L )3/2 in N2, CH4

and CF4 do not exceed the factor of three in the field range
between 50 Td and 700 Td. In most of this region, these dif-
ferences do not exceed the factor of two. Moreover, the values
of this ratio are very close to each other for electrons in these
three gases in the field range between 200 Td and 450 Td. This
indicates that n2

0Q(b)
L can be measured in CH4 and CF4, in the

field range between 50 Td and 700 Td, under similar experi-
mental conditions that were applied for measurements in N2.
Recently Kawaguchi and co-workers using a MC simulation
technique have shown that n2

0Q(b)
L can be measured in CH4 and

SF6 in the arrival time spectra experiment [71].
In figure 16 we show the comparison of the longitudinal

component of the third-order transport tensor n2
0Q(b)

L for elec-
trons in N2 with the corresponding values that are determined
by Kawaguchi et al [59]. In this figure, n2

0D3L is determined
from MC simulations by using equation (24), while n2

0Dα3
3L is

evaluated from the alpha parameters based on equation (25)
from reference [59] by neglecting the alpha parameters of
fourth and higher order. Kawaguchi and co-workers deter-
mined alpha parameters from the arrival time spectra exper-
iment and the MC simulations. All results are in an excellent
agreement up to about 130 Td, while differences between these
sets of results become noticeable at higher values of E/n0. Our
calculated values of n2

0Q(b)
L are somewhat lower than the theo-

retical results of Kawaguchi et al for E/n0 between 130 Td
and 460 Td. For higher values of E/n0 our results are sig-
nificantly lower than n2

0D3L and somewhat below n2
0Dα3

3L until
approximately 770 Td. At around 1000 Td the value of
n2

0Q(b)
L in the present calculations, is somewhat above the the-

oretical values of n2
0Dα3

3L that are determined by Kawaguchi
et al. The difference between our calculations of n2

0Q(b)
L and

those of Kawaguchi and co-workers for n2
0D3L is a clear
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indication of different sets of cross sections used as input data
in MC simulations. The sensitivity of the third-order trans-
port coefficients to the cross sections used in the transport
calculations was demonstrated by Kawaguchi and co-workers
[63]. The deviation of n2

0Dα3
3L from n2

0D3L for higher values
of E/n0 can be attributed to neglecting alpha parameters of
fourth and higher order in equation from which the values
of n2

0Dα3
3L are determined, as discussed by Kawaguchi et al

[59]. Our calculations of n2
0Q(b)

L and experimental values of
n2

0Dα3
3L agree very well up to about 600 Td. If we take a care-

ful look, we observe that our calculations are somewhat below
experimental values up to about 100 Td and somewhat above
experimental results until approximately 500 Td. For higher
values of E/n0, however, our results are significantly below
experimental points. For E/n0 = 600 Td our calculations of
n2

0Q(b)
L are within the experimental error, while at 700 Td they

are significantly below the lower boundary of experimental
results at 700 Td. Strictly speaking, n2

0Q(b)
L and n2

0Dα3
3L cannot

be directly equated, because n2
0Dα3

3L represents an approxima-
tion of n2

0Q(b)
L when the fourth and higher order alpha parame-

ters are negligible. Strict comparison with experimental results
obtained by Kawaguchi and co-workers [59] would be possible
if n2

0Dα3
3L was determined using measured or calculated alpha

parameters.

5. Conclusion

In this paper, we have investigated the behaviour of the third-
order transport coefficients for electrons in N2 and CF4. Cal-
culations have been performed using a multi-term theory for
solving the Boltzmann equation and MC simulation technique.
The initial MC code has been extended to allow the calcu-
lations of third-order transport coefficients in the presence
of non-conservative collisions. We found that the moment
method for solving the Boltzmann equation works very well
for the third-order transport coefficients, and is particularly fast
and accurate for model gases.

One of the most striking phenomena observed in the present
work is the occurrence of negative values in the E/n0-profiles
of n2

0Q(f)
xxz and n2

0Q(f)
zzz for electrons in CF4. After the relax-

ation of the swarm to the steady-state, transport coefficients
of the third-order attain negative values over the range of elec-
tron energies where the most energetic electrons may undergo
many collisions leading to the vibrational excitation of CF4

molecule. We have also noticed that the occurrence of nega-
tive values in the E/n0-profiles of n2

0Q(f)
xxz and n2

0Q(f)
zzz in CF4

takes place in the energy region where the cross sections for
vibrational excitations exceed the cross section for momentum
transfer in elastic collisions. Likewise, we have also observed
that n2

0Q(f)
T has negative values in the field region between the

end of the occurrence of NDC and the field where the drift
velocity reaches 90% of its initial value before the onset of
NDC. Based on the results presented in this work, it may be
assumed that there is a slight concurrence between n2

0Q(f)
T and

drift velocity. This concurrence refers to the occurrence of
negative values of n2

0Q(f)
T that are essentially controlled by the

collision processes, which promote the development of NDC.

As the two-term approximation has become a common-
place in the calculation of electron transport properties in
gases and as it forms the foundations of many publicly avail-
able codes for solving the Boltzmann equations, we have
been motivated to investigate its limitations in the context of
the present research. Comparisons between the two-term and
multi-term calculations were performed for E/n0 less than
300 Td. For electrons in N2, the accuracy of the two-term
approximation is sufficient to investigate the behaviour of the
third-order transport coefficients in the presence of the electric
field. In contrast, for electrons in CF4 the two-term approxi-
mation produces large errors and it is not even qualitatively
correct, particularly over the range of electron energies where
the cross section for transfer of momentum in elastic collisions
is at minimum, while the cross sections of vibrational excita-
tions become significant. This favours a large asymmetry in
the distribution function in the velocity space which in turn
renders the two-term approximation quite inappropriate for the
analysis of third-order transport coefficients.

In the present work, we have studied the implicit and
explicit effects of non-conservative collisions on the third-
order transport coefficients. While implicit effects of non-
conservative collisions are induced by direct population and
depopulation of the distribution function in velocity space,
the explicit effects are caused by the combined effects of the
energy dependence of non-conservative collisions and spatial
variation of the average energy along the swarm. Using the
modified Ness–Robson model with the attachment heating, we
have observed that the bulk values of n2

0QL and n2
0QT are larger

than the corresponding flux values at low electric fields. At
intermediate fields the opposite situation holds: the flux values
are larger than the corresponding bulk values. This behaviour
and relationship between the bulk and flux values of both n2

0QL

and n2
0QT, are inverted for the attachment cooling model.

The effects of electron-impact ionisation on the third-order
transport coefficients are analysed for electrons in the ionisa-
tion model of Lucas and Saelee, N2 and CF4. For all gases we
considered, bulk values of n2

0QL and n2
0QT are larger than the

corresponding flux values for the higher electric fields. In par-
ticular, comparing the explicit influence of ionisation on n2

0Q(b)
L

and n2
0Q(b)

T in the ionisation model of Lucas and Saelee, effects
are more pronounced for n2

0Q(b)
T .

In this work the concurrence between n2
0Q(f)

L and n0D(f)
L is

analysed. For electrons in N2 the concurrence is effective over
the entire range of the considered E/n0. This concurrence is
also present for electrons in CF4 over the range of E/n0 where
n2

0Q(f)
L is positive. However, in the field region where n2

0Q(f)
L is

negative, there is a range of E/n0 values, where n2
0Q(f)

L is rising
although n0D(f)

L is being reduced. This effect is analysed using
the physical interpretation of the negative values of n2

0Q(f)
L . The

concurrence between n2
0Q(f)

T and the components of the diffu-
sion tensor is also investigated. In particular, for electrons in
CF4 we found that the E/n0 profile of n2

0Q(f)
T is more related to

the corresponding profile of n0D(f)
T than to the corresponding

profile of n0D(f)
L .

Contribution of the longitudinal component of the third-
order transport tensor to the spatial profile of the swarm was
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studied for electrons in N2, CF4 and CH4. This contribution
is proportional to the ratio |Q(b)

L |/(D(b)
L )3/2. Between 50 Td to

700 Td differences between the values of this ratio for elec-
trons in N2, CF4 and CH4 do not exceed the factor of 3. More
precisely, we have observed that these differences do not dif-
fer from each other by a factor of 2 over the majority of E/n0

values in the above-mentioned field region. Even though this
result of the study seems modest, it is very important because
it shows that the existing experimental infrastructure used to
measure third-order transport coefficients in N2 can be used
equally successfully for measurements of these quantities in
other gases.

The present calculations of n2
0Q(b)

L for electrons in N2 are
compared with the arrival time spectra measurements and MC
simulations of Kawaguchi and co-workers [59]. The present
calculations and results of Kawaguchi and co-workers agree
very well up to approximately 500 Td. For higher values
of E/n0, the discrepancy between our calculations and those
obtained by Kawaguchi and co-workers in MC simulations,
may be directly attributed to the details of the cross sections
for electron scattering in N2 used as input data in numerical
codes.

It is hoped that the present study will provide an incen-
tive for further theoretical and experimental studies of the
third-order transport coefficients for electrons in gases. Par-
ticular attention has recently been focussed on extracting
cross-sections from swarm data [90, 91]. The inclusion of
these sensitive higher order transport coefficients, may result
in improved cross-section sets, particularly given the new
machine learning algorithms implemented [92–94]. Our plans
for future research include the study of third-order trans-
port coefficients in the presence of pressure dependent effects
and third-order transport coefficients for positrons in gases of
interest for further development and optimization of positron
traps.
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D Bošnjaković https://orcid.org/0000-0002-2725-5287
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[21] Silva T, Grofulović M, Klarenaar B L M, Morillo-Candas A S,

Guaitella O, Engeln R, Pintassilgo C D and Guerra V 2018
Plasma Sources Sci. Technol. 27 015019

[22] Minesi N, Mariotto P, Pannier E, Stancu G D and Laux C O
2021 Plasma Sources Sci. Technol. 30 035008

[23] Ribire M, Eichwald O and Yousfi M 2020 J. Appl. Phys. 128
093304

[24] Upadhyay R R, Suzuki K, Raja L L, Ventzek P L G and Ranjan
A 2020 J. Phys. D: Appl. Phys. 53 435209

[25] Nijdam S, Teunissen J and Ebert U 2020 Plasma Sources Sci.
Technol. 29 103001

[26] Arslanbekov R R and Kolobov V I 2021 Plasma Sources Sci.
Technol. 30 045013

[27] Marinov D, Teixeira C and Guerra V 2017 Plasma Process.
Polym. 14 1600175

[28] Derzsi A, Horváth B, Donkó Z and Schulze J 2020 Plasma
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D and Dujko S 2020 Phys. Rev. E 101 023203
[59] Kawaguchi S, Nakata N, Satoh K, Takahashi K and Satoh K

2021 Plasma Sources Sci. Technol. 30 035006
[60] Dujko S, White R D and Petrović Z Lj 2008 J. Phys. D: Appl.
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Abstract
We have implemented an axisymmetric fluid model of streamers in the AMReX open-source
library. Our implementation is based on the first-order fluid model with a local field
approximation. Photoionization is implemented by employing the Zhelenznyak’s model using
the Helmholtz approach. We have verified our code in standard conditions by comparing our
results for positive streamers in air with the existing benchmarks from the literature. To verify
the performance of our code in strongly attaching gases, we compare the properties of negative
streamers with those obtained from the Afivo-streamer open-source code. Calculations have
been performed in mixtures of carbon dioxide and perfluoro-nitrile with a background number
density of electrons and positive ions of 1013 m−3. We found an excellent agreement between
the two sets of results, which indicates the numerical integrity of our code.

Keywords: streamer discharge, axisymmetric fluid model, AMReX library, air,
CO2-C4F7N mixtures

1. Introduction

1.1. Streamers in nature and technology

Streamers are thin channels of weakly-ionized nonstationary
plasma produced by an ionization front that moves through
non-ionized matter [1–7]. They appear in nature as sprite dis-
charges in the upper planetary atmospheres [8–10], and as pre-
cursors of lightning [11–14]. Streamers have numerous applic-
ations in technology. They are the ignition mechanism in high-
intensity discharge lamps [15]. Streamers are used for purific-
ation of water from harmful organic pollutants [16]. In plasma
medicine, streamers are used for sterilization [17] and wound
healing [18]. Streamers are the main mechanism of break-
down in circuit breakers [19] and gas-insulated switchgear
[20]. They occur in parallel plate and spark chambers, as well
as in resistive plate chambers that are commonly used in high-
energy physics [21, 22]. Further development and optimiza-
tion of these applications requires a thorough understanding
of streamer physics. Such understanding is best developed by

∗
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joint efforts of experimental investigation of streamers and
their modeling in computer simulations.

1.2. Modeling of streamers in computer simulations

Simulating streamers is a challenging numerical task, due to
the steep gradients of the number densities of charged particles
at the streamer front, and the coupling of the dynamics of
these particles to the electric field that they generate, as well
as the non-local nature of photoionization [23]. Most com-
puter codes, that are designed for studying streamers, imple-
ment fluid models of plasma [23]. In these models, the number
densities of charged particles are represented by continuous
functions [24, 25]. These functions are determined by solv-
ing a set of differential balance equations, that are coupled to
the Poisson equation for the electrostatic potential [24, 25].
These balance equations require transport and reaction coef-
ficients as input data, and these coefficients can be obtained
either by solving the Boltzmann equation or through a Monte
Carlo simulation [24, 25].

In the computer codes that implement the fluid mod-
els of streamers, numerical solutions of fluid equations are

1
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often determined on rectangular grids by employing the
finite volume method [26], although finite difference method
has also been used [27, 28]. The finite volume method is
advantageous for simulating streamers because it is inherently
conservative [26]. However, in this method additional care
must be taken to ensure that the numerical solution is stable
[26]. The numerical stability of the solution is often ensured
by using the flux/slope limiters including the total variation
diminishing scheme with the Koren flux limiter [29–31] and
the monotonic upwind-centered scheme for conservation-law
(MUSCL scheme) [26, 32, 33]. Weighted essentially non-
oscillatory methods (WENO scheme) have also been used for
streamer simulations [27].

Models that utilize the finite element method have been
developed due to the simpler implementation of complex
geometries [28, 34–36]. The comparison of a code which uses
the finite-element method with flux-corrected transport tech-
nique and a code that employs the finite-volume method with
MUSCL scheme has been performed by Ducasse et al in case
of a positive streamer in point-to-plane geometry [37]. It has
been observed that both codes accurately describe the streamer
dynamics and morphology, although the computational cost is
higher for the finite element code [37].

Besides the fluid models, particle-in-cell Monte Carlo
(PIC-MCC) simulations of streamers have also been carried
out [38–40]. In these simulations, the dynamics of individual
particles are followed, which makes these simulations very
computationally intensive. Hybrid models, which are more
computationally efficient than PIC-MCCmodels, alleviate this
problem, but they are more challenging to implement [41–43].

1.3. Open source libraries for scientific computing

The development of computer codes for scientific computing
is greatly simplified by open-source libraries. Much of the
functionality that is needed by scientific computing applic-
ation codes has already been implemented in these open-
source computing platforms. This functionality includes data
structures for storing grid and particle data, algorithms for
processing this data, and the existing infrastructure for sav-
ing data to output files. These libraries can also include the
implementation of parallelization, multigrid method for effi-
ciently solving the elliptic differential equations and adaptive
mesh refinement. Some open-source libraries have been used
for simulating streamers and non-equilibrium plasma, and the
open-source codes that were derived from these libraries are
outlined below.

Afivo is an open-source library which implements a tree-
based adaptive mesh refinement (AMR) [44]. This library
uses OpenMP parallelization and has an inbuilt implementa-
tion of the geometric multigrid method. The Afivo library has
been the basis for the development of two open-source codes
for simulating streamer discharges: Afivo-streamer, which
employs the first-order fluid model [30], and Afivo-pic, which
employs a PIC-MCC simulation [45].

Chombo is an open-source library that uses finite difference
and finite volume methods to solve partial differential
equations [46, 47]. This library implements block-structured
adaptive mesh refinement. The Chombo library has been

used to simulate streamers in point-to-plane geometry by
employing a 3D fluid model [48, 49]. It has also been util-
ized to develop a new open-source code with paralleliza-
tion and block-structured adaptive mesh refinement, known
as Chombo-discharge [50]. Chombo-discharge is developed
to investigate non-equilibrium gas discharges in complex
geometries.

FEniCS is an open-source computing platform for solving
partial differential equations by employing the finite element
method [51, 52]. The FEniCS library has been the basis for
the development of the open-source code for simulating elec-
trical discharges FEDM [53]. FEDM extends the FEniCS lib-
rary with features that enable the implementation and solution
of an arbitrary number of particle balance equations that are
coupled to the Poisson equation in an automated manner [53].

Finally, a three-dimensional fluid model of streamers has
been implemented by Niknezhad et al in Ansys Fluent soft-
ware platform in order to study the influence of unsteady air-
flow on electric discharges [54].

1.4. Benefi ts of using the AMReX library

AMReX is an open-source C++ library for massively parallel
block-structured adaptive mesh refinement applications [55,
56]. Despite being implemented in C++, AMReX has Fortran
and Python interfaces. The inbuilt implementation for adaptive
mesh refinement in the AMReX library is very user friendly
and it includes automatic refining and coarsening different
parts of the grid, according to user defined refinement cri-
teria, initialization of data on newly created fine regions from
the interpolated data from the next coarser level, and updat-
ing coarse grid values by averaging over the next finer grid.
AMReX also automatically handles generation and filling of
ghost cells at the domain boundary, at the coarse/fine interface,
and at the boundary between parts of the domain which belong
to different parallel processes. The AMReX library has an
built-in implementation for parallelization. This includes MPI
and OpenMP for parallelization on central processing units
(CPUs), as well as parallelization on graphic processing units
(GPUs). AMReX uses the native programming languages for
GPUs: CUDA, HIP, and SYCL for NVIDIA, AMD, and Intel
GPUs, respectively. The AMReX library has built-in multi-
grid solvers for both the Poisson equation and the Helmholtz
equation. These solvers can be easily applied across a hier-
archy of adaptive mesh refinement levels. AMReX has inbuilt
data structures for implementing both grid and particle data
and algorithms for processing this data. This includes inbuilt
procedures for mapping of particle data to grid data, which can
be quite useful for particle-in-cell codes, and hybrid plasma
models. AMReX has an inbuilt implementation of embedded
boundaries, which enables modelling of complex geometries
[57–59]. It also includes inbuilt functions for writing data
to output files for plotting and for generation checkpoint
files, from which simulations can be easily resumed. Finally,
AMReX has the possibility to use machine learning models,
which are trained in the PyTorch library, directly in AMReX
codes. This feature is useful for the data-driven developments
in plasma processing [60]. Most of the functionality outlined
in this subsection is handled by the AMReX built-in functions
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automatically, and it is largely hidden from the application
codes.

AMReX has been employed for developing an exascale
computing platform for beam-plasma simulations, Warp-X
[61–63], and a compressible astrophysics simulation code,
CASTRO [64], an adaptive mesh refinement solver for com-
pressible reacting flows PeleC [65], and a fluid dynamic code
HyBurn [66]. Among its many applications, AMReX has been
employed for plasma-assisted oxidation of hydrocarbon fuels
using nanosecond pulsed discharges [67, 68]. AMReX has
also been used for studying the relationship between volcanic
eruption parameters and radio-frequency emission [69].

1.5. The present work

In this work we implement an axisymmetric fluid streamer
model in the AMReX library. We have decided to develop
our own code in which we could straightforwardly include
curvilinear electrodes, various models for the implementation
of chemical reactions and treatment of nonconservative col-
lisions, as well as machine learning methods for determining
the electrical potential and photoionization terms. This code
needs to be flexible enough to simulate a wide range of sys-
tems. These systems include streamers in strongly attaching
gases, that are relevant for gaseous insulation in high voltage
technology, electrical discharges and the formation of transi-
ent plasma in the planetary atmospheres, electrical discharges
in liquids, and gaseous detectors in high-energy physics.

Our model is based on the first-order fluid model with
local field approximation.We give a detailed description of the
implementation of our code in this paper, so that it can be eas-
ily replicated by other researchers. In order to demonstrate the
validity of our code under standard conditions we compare its
results with the existing benchmarks from the literature for the
case of a positive streamer in air [23]. The preliminary results
of the testing were shown elsewhere [70, 71]. To test the valid-
ity of our code in case of strongly attaching gases, we perform
simulations of negative streamers in the mixtures of carbon
dioxide (CO2) and perfluoronitrile (C4F7N) and we compare
our results to those of the Afivo-streamer code. The mixtures
of CO2 and C4F7N are chosen as the background gas for two
reasons. The first reason is the importance of thesemixtures for
insulation in high-voltage technology as a potential replace-
ment of sulfur hexafluoride (SF6). Due to its excellent physical
and chemical properties, high dielectric strength, and arc per-
formance, SF6 is themost important gaseous dielectric in high-
voltage technology [72–74] For this reason, SF6 is widely used
in gas circuit breakers, transformers, high voltage transmission
lines and gas-insulated switchgear [72–74]. However, SF6 is
one of the most potent industrial greenhouse gases [72, 73].
As anthropogenic global warming is one of the most pressing
concerns [75, 76], there is an urgent need to replace SF6 with
more sustainable alternatives [72, 73]. C4F7N is one of the
most promising candidates because it has a low global warm-
ing potential and a shorter atmospheric lifetime compared to
SF6 and at least twice the dielectric strength of SF6 [73, 77,
78]. C4F7N is oftenmixedwith CO2 or N2 due to its high lique-
faction temperature [73, 77, 78]. As streamers present one of

the main breakdown mechanisms in electric insulation tech-
nology, the study of streamer propagation in the mixtures of
CO2 and C4F7N is important for investigating the applicability
of these mixtures as a replacement for SF6 in circuit breakers
and gas-insulated switchgear.

The second reason for choosing the mixtures of CO2 and
C4F7N is the desire to make a qualitative comparison of our
results with those of Guo and co-workers who have invest-
igated the propagation of positive and negative streamers in
these mixtures by employing 3D PIC-MCC simulations [73].
This is done to investigate if the axisymmetric fluid model of
streamer discharges, that is implemented in this code and the
Afivo-streamer code, produces a similar qualitative behavior
as fully 3D PIC-MCC simulations in strongly attaching gases
that are of interest for electric insulation technology.

1.6. Structure of the paper

In section 2 we outlay the first-order fluid model, that is being
employed in our code. In section 3 we describe the implement-
ation of our code. In section 3.1, we describe spatial discret-
ization. In section 3.2, we cover temporal discretization and
time step restrictions. The procedure for adaptive mesh refine-
ment is described in section 3.3. The AMReX inbuilt geo-
metric multigrid solvers we have employed are discussed in
section 3.4. In section 4 we present our results. section 4.1
details the test cases we utilized. In section 4.2, we show the
electron swarm transport coefficients that are being used as
input in our model. In sections 4.3–4.5 we consider the fol-
lowing three test cases: (i) propagation of a positive streamer
in air with a high background ionization, (ii) propagation of a
positive streamer in air with photoionization, and (iii) propaga-
tion of negative streamers in the mixtures of CO2 and C4F7N.
The concluding remarks are given in section 5.

2. Theory

In this work we implement the first-order fluid model [24, 79–
82]. In this model, the time evolution of the number dens-
ity of electrons is represented by the drift-diffusion-reaction
equation:

∂ne (r, t)
∂t

=∇· (ne (r, t)µe (r, t)E(r, t)+De (r, t)∇ne (r, t))

+ (α(r, t)− η (r, t))µe (r, t) |E(r, t) |ne (r, t)+ Sph (r, t) ,
(1)

where ne(r, t) is the number density of electrons, E(r, t),
µe(r, t), De(r, t), α(r, t), η(r, t), and Sph(r, t) are the resulting
electric field, electron mobility, electron diffusion coefficient,
ionization coefficient, attachment coefficient and non-local
photoionization source term, respectively, while r and t are the
coordinate vector and time, respectively. In our model, the dif-
fusion coefficient is approximated by the transverse compon-
ent of the diffusion tensor. The influence of anisotropic diffu-
sion on streamer simulations has been previously investigated
[33]. As ion motion is neglected in our model, the time evol-
ution of the number densities of positive and negative ions is
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given by the reaction equations:

∂np (r, t)
∂t

= α(r, t)µe (r, t) |E(r, t) |ne (r, t)+ Sph (r, t) , (2)

∂nn (r, t)
∂t

= η (r, t)µe (r, t) |E(r, t) |ne (r, t) , (3)

where np(r, t) and nn(r, t) are the number densities of posit-
ive and negative ions, respectively. In our model, the spatial
dependence of µe(r, t),De(r, t), α(r, t), and η(r, t) is represen-
ted by the local field approximation [24]. Thus, it is assumed
that at every point in time the value of these quantities is
determined solely by the local intensity of the resulting electric
at that point in time. The resulting electric field is the vector
sum of the applied electric fieldEappl, and the electric field due
to space charges Espch. The electric field that is generated by
the space charges is determined from the electrostatic potential
of space charges ϕspch as

Espch =−∇ϕspch. (4)

The electrostatic potential of space charges is determined by
solving the Poisson equation:

∆ϕspch =−
qe (np (r, t)− ne (r, t)− nn (r, t))

ε0
, (5)

where qe is the elementary charge, while ε0 is the vacuum
permittivity.

The photoionization source term Sph(r, t) is inherently non-
local, as it describes the production of free electrons and pos-
itive ions at the given point in the domain by the absorption of
photons which are emitted in another part of the domain [23,
83, 84]. In air, excited nitrogen molecules emit photons which
have a sufficient energy to ionize oxygenmolecules. This is the
main source of free electrons in air. As free electrons ahead of
the streamer front are necessary for the propagation of positive
streamers, photoionization is of a crucial importance for the
dynamics of positive streamers in air. In our work we use the
Zhelenznyak’s model of photoionization [85]. In this model,
the photoionization source term is represented by the follow-
ing integral:

Sph (r) =
ˆ
d3r

′ I
(
r
′
)
f
(
|r− r

′ |
)

4π|r− r
′ |2

, (6)

where I(r) is the photon production term and f(|r− r
′ |) is the

absorption function, and time dependence is suppressed for
simplicity. We use the Bourdon three term parametrization in
this work [84]. In this parametrization the photon production
term is given by:

I(r) =
pq

p+ pq
ξB
νu
νi
Si (r) , (7)

where p is the pressure of the background gas, pq is the
quenching pressure, νu and νi are the electron impact excit-
ation frequency for level u and the impact ionization rate,

Table 1. The parameters of three-term exponential fitting by
Bourdon et al [84].

j Aj(cm−2Torr−2) λj(cm−1Torr−1)

1 1.986 ×10−4 0.0553
2 0.0051 0.1460
3 0.4886 0.8900

respectively, ξB is the photoionization efficiency, while Si(r)
is the ionization production rate. This rate is given by Si(r) =
α(r)µe(r)|E(r)|ne(r), where we have suppressed the temporal
dependence for the sake of clarity. We use the quenching pres-
sure of pq = 40 mbar in this work. In this parametrization, the
absorption function is approximated as:

f
(
|r− r

′
|
)
= p2O2

|r− r
′
|

3∑
j=1

Aje
−λjpO2 |r−r

′
|, (8)

where pO2 is the partial pressure of oxygen molecules, and Aj
and λj are Bourdon’s coefficients that are given in table 1. By
inserting equations (7) and (8) into equation (6), the photoion-
ization source term has the form:

Sph (r) =
pq

pq + p
ξB
νu
νi

3∑
j=1

p2O2
Aj

ˆ
d3r

′ Si
(
r
′
)
e−λjpO2 |r−r

′
|

4π |r− r
′ |

.

(9)

Thus, the photoionization source term has a form of a linear
combination of solutions of the Helmholtz equation [83, 84].
For this reason, Sph(r) can be determined by solving the cor-
responding set of Helmholtz differential equations [83, 84]:

(
∇2 − (pO2λj)

2
)
Sph,j (r) =−

(
Ajp

2
O2

pq
p+ pq

ξB
νu
νi

)
Si (r) ,

(10)

Sph (r) =
3∑
j=1

Sph,j (r) . (11)

In this work, we have used ξB νu
νi
= 0.075, pO2 = 150 Torr, and

p= 750 Torr= 1 bar. The same values are used in the Bagheri
et al paper [23]. The coefficients Aj and λj for the three term
Bourdon parametrization are given in table 1.

3. Model implementation

3.1. Spatial discretization

3.1.1. Brief mention of AMReX data structures. In AMReX,
grid data is defined on rectangular boxes. Boxes are repres-
ented by a range of indices, where different index values
correspond to different cells of the individual box. The data
can be defined at cell centers (cell-centered), cell faces (face-
centered) or cell nodes (corner/nodal). This is determined by
the index type of a given box. Boxes can be broken into
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smaller boxes, that are owned by different parallel processes.
BoxArray represents an array of such boxes.

The data that is defined on a BoxArray is stored in data
structures defined in the MultiFab class and IMultifAB class
in the case of double and integer values, respectively. The
instances of these two classes store data on a single level of
mesh refinement, while vectors of these class instances are
used to store data across a hierarchy of adaptive mesh refine-
ment levels. The instances of these classes are constructed on a
BoxArray with a given DistributionMapping, number of com-
ponents and number of ghost cells. DistributionMapping is a
class that maps different boxes in the BoxArray to the indi-
vidual parallel processes. EachMultiFab has a valid region and
ghost cells. Valid region represents the part of the domain that
is covered by this MultiFab. Ghost cells are used to represent
the data that is stored at the boundaries of the valid region.

There are three basic types of boundaries in AMReX.
The physical boundary corresponds to the boundaries of the
computation domain. The coarse/fine boundary is the bor-
der between two levels of adaptive mesh refinement. The
internal boundary is the boundary between different boxes
in the same BoxArray. Ghost cells are required even for the
internal boundaries as different boxes can belong to different
parallel processes.

The filling of ghost cells in the case of internal and
coarse/fine boundaries, as well as in the case of external
boundaries for the homogeneous Neumann boundary condi-
tions, are handled by the inbuilt AMReX functions automatic-
ally. In the case of external boundaries for the Dirichlet bound-
ary conditions, the filling of ghost cells can be done by user
defined functions.

3.1.2. Finite volume discretization and the Koren flux limiter.
For the spatial discretization of all quantities in our code, we
employ the finite volume method. In this method, scalar vari-
ables are defined at cell centers, while vector variables are
defined at cell faces. Thus, the number densities of electrons
and ions, the electrostatic potential of space charges and the
resulting electric field intensity, as well as the photoionization
source terms, are defined at cell centers, while the electric field
components and the electron fluxes are defined at cell faces.

The components of the electric field, that is generated by
space charges, are calculated from the electrostatic potential
of space charges by using the getGradSolution method of the
AMReX’s multilevel multigrid (MLMG) class. The resulting
electric field is calculated as the vector sum of this electric field
and the applied electric field. The components of the resulting
electric field are interpolated from cell faces to cell centers to
calculate the electric field intensity. This is done by employing
linear interpolation:

Er,cc;i,j =
(
Er;i+1/2,j+Er;i−1/2,j

)
/2, (12)

Ez,cc;i,j =
(
Ez;i,j+1/2 +Ez;i,j−1/2

)
/2. (13)

It should be noted that indexing is integer and zero based in
AMReX in the case of all index types. Thus, in the valid region
of the domain, both cell centered and face centered arrays

start with index zero. For this reason, the ith value of the face
centered array is between (i− 1)th and ith cell centered value.
However, in the equations in this paper this face centered value
is indexed as i− 1/2 for the sake of clarity. The electric field
intensity is then calculated as

Ei,j =
√
E2
r,cc;i,j+E2

z,cc;i,j. (14)

The interpolation of the number density of electrons from cell
centers to cell faces to calculate the advective part of the elec-
tron flux is nontrivial. Linear interpolation (center differen-
cing) leads to strong numeric oscillations [31], while the first-
order upwind scheme creates toomuch numeric diffusion [31].
For this reason, flux limiters are used. In our code, we use the
Koren flux limiter for the advective part of the electron flux.
This limiter has been introduced in [29] and it is defined by
the expression:

ψ (x) =max(0,min(1,(2+ x)/6,x)) . (15)

The advective part of the electron flux along the radial dir-
ection is then discretized as [86]

f (a)r;i+1/2,j = vr;i+1/2,j

(
ne;i+1,j−ψ

(
ne;i+2,j− ne;i+1,j

ne;i+1,j− ne;i,j

)
× (ne;i+1,j− ne;i,j)

)
, (16)

if vr;i+1/2,j < 0 and as:

f (a)r;i+1/2,j = vr,i+1/2,j

(
ne;i,j+ψ

(
ne;i,j− ne;i−1,j

ne;i+1,j− ne;i,j

)
× (ne;i+1,j− ne;i,j)

)
, (17)

if vr;i+1/2,j ⩾ 0. The velocity at call faces vr;i+1/2,j is calcu-
lated as [30, 86]

vr;i+1/2,j =−Er;i+1/2,jµ(E
⋆) , (18)

where E⋆ = (Ei,j+Ei+1,j)/2, and similarly for the flux along
other direction. The discretization in equations (16) and (17)
is third-order accurate in most of the domain, while the accur-
acy drops to first order near local extrema and in the pres-
ence of strong density gradients. It should be noted that in the
equations (16) and (17) division by zero can occur. However,
in our code we use the implementation of the Koren flux lim-
iter from the Afivo-streamer code [30, 86] in which no explicit
division is performed.

The diffusive part of the electron flux is calculated with the
standard second-order central differences. The diffusive flux
along the radial direction is given by [30, 31]:

f (d)r;i+1/2,j =
De (E⋆)

∆r
(ne;i,j− ne;i+1,j) , (19)

where ∆r is the cell size along the radial direction, while the
diffusive flux along the axial direction is calculated in the equi-
valent way. The resulting flux is determined as the sum of the
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advective and diffusive contributions f= f (a) + f(d). The dis-
cretized form of the update equations for the number density
of electrons, positive ions and negative ions are given by

dne;i,j
dt

=
1

ri∆r

(
ri−1/2fr;i−1/2,j− ri+1/2 fr;i+1/2,j

)
+

1
∆z

(
fz;i,j−1/2 − fz;i,j+1/2

)
+(Sion;i,j− Satt;i,j)ne;i,j+ Sph;i,j, (20)

dnp;i,j
dt

= Sion;i,jne;i,j+ Sph;i,j, (21)

dnn;i,j
dt

= Satt;i,jne;i,j, (22)

where Sion;i,j and Satt;i,j are rates for electron impact ionization
and electron attachment, respectively, while Sph;i,j is the pho-
toionization term. The first two rates are calculated as Sion;i,j =
α(Ei,j)µ(Ei,j)Ei,j and Satt;i,j = η(Ei,j)µ(Ei,j)Ei,j. The photoion-
ization source term is determined by solving a set of Helmholtz
equations as discussed in the section 2.

3.2. Temporal discretization

The time stepping in our code is performed by employing the
Heun’s method (a variant of the second order Runge–Kutta
method) [87]. For each of the charged particle species num-
ber densities, we define four vectors of MultiFabs which cor-
respond to old values, new values, temporary values, and the
change in a single Runge–Kutta substep. At the start of the
time step, old values and temporary values are updated to new
values from the previous time step. Then at each Runge–Kutta
substep, the electrostatic potential of space charges, the res-
ulting electric field, and its intensity, the electron fluxes, and
the rates for nonconservative processes are calculated from
the temporary values. For the first Runge–Kutta substep, the
temporary values are equal to the old values. In the second
Runge–Kutta substep, the temporary values are equal to the
estimate of the new values that is obtained by using the expli-
cit Euler method. Then the change in each Runge–Kutta sub-
step is determined by using the equations (20–22) with fluxes
and non-conservative source terms that are calculated from the
temporary values for the current substep. The changes in these
two substeps are used to calculate the new values of the num-
ber densities of charged particles:

new_values= old_values+
1
2
(change1 + change2) . (23)

While calculating photoionization source terms at each
Runge–Kutta substep is the ‘proper’ way of doing time integ-
ration, it is quite computationally expensive and it is not
necessary. It is sufficient to calculate photoionization source
terms once per several time steps. In this work, we calculate

photoionization at every fourth step when photoionization is
included.

We use three time step restriction criteria: the CFL condi-
tion, the dielectric relaxation time and the time step restriction
due to rates of nonconservative processes. The CFL condition
for the advection diffusion equation is given by

∆t

(
dim∑
i=1

|vi|
∆xi

+ 2
dim∑
i=1

De

∆x2i

)
< CFL, (24)

where dim is the problem dimension, which is set to 2 in the
axisymmetric model, vi are velocity components, ∆xi is the
grid spacing along the direction i, De is the diffusion coeffi-
cient, while CFL is the number chosen to ensure the stability
of the time integration. In all simulations shown in this paper
we have used the value of CFL= 0.4.

The dielectric relaxation time restriction is given by:

∆t<
ε0

qeµene
. (25)

The time step restriction due to rates of nonconservative
processes, for a given charged particle species, is given by:

∆tnc =
ϵnd + nsp
ϵnd + |Rsp|

, (26)

where nsp is the number density of a given species, Rsp is the
change rate of the species due to nonconservative processes
per unit time, from equations (20)–(22), while ϵnd is a small
number used to avoid both division by zero, and values of
∆tnc that are unnecessarily small. In our code, the value of this
number is determined as ϵnd = 10−4nbg, where nbg is the ini-
tial background number density of electrons and positive ions.
The time step restriction due to nonconservative processes can
restrict the time step size to very low values at the beginning of
the simulation, especially if the number density of a charged
particle species (for instance negative ions) is initialized to
zero. For this reason, one can use a higher value of ϵnd at the
beginning of the simulation, or one can restrict the time step
size to always be higher than a predefinedminimum. However,
none of these extra measures are currently used in our code,
and the time step size rises to reasonable values after several
time steps. The∆tnc is determined for electrons, positive ions
and negative ions, and the smallest of these three values is used
as the third time step restriction criterion. It should be noted
that the time step restriction in the equation (26) is quite strin-
gent, as it controls both the relative increase and the relative
decrease of the number densities of charged particles. For this
reason, a more relaxed criterion is currently used in the Afivo-
streamer code [30, 44]. However, we currently use the time
step restriction from the equation (26), as it is conceptually
the most straightforward.

3.3. Adaptive mesh refinement

AMReX employs block-structured adaptive mesh refinement.
Coarser levels of mesh refinement are covered by finer levels,
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where necessary. At the beginning of the simulation, the initial
distribution of electrons and ions, at each level of refinement,
is determined from the initial conditions, while the number
of refinement levels is determined by the refinement criteria
that are used. In accordance with the refinement criteria, a new
refinement level can be generated during the regrid procedure
at later stages of the simulation. The values of all quantities at
the new level of refinement are determined by interpolating the
corresponding values from the next coarser level. Every exist-
ing level of mesh refinement is recreated during the regrid pro-
cedure, as different parts of the domain need to be refined at
different times during the simulation. If the refinement criteria
no longer require it, an existing level of mesh refinement can
be removed during the regrid procedure. The entire regrid pro-
cedure including the creation of new levels, the initialization
of data on these levels, the remaking of the existing levels, as
well as the removal of old levels, that are no longer necessary,
is handled by the AMReX infrastructure automatically, and
it is largely hidden from the application codes. The user can
define an arbitrary set of conditions for refining and derefin-
ing the existing grid using user-defined functions. In our code,
we use the same three refinement criteria as the Afivo-streamer
code.

The first criterion is the ionization rate criterion, which is
defined as:

∆xᾱ(c1E)< c0, (27)

where ᾱ= α− η, while c0 and c1 are constants. This criterion
creates a fine mesh in front of the streamer, where the electric
field enhancement occurs.

The second criterion is the potential curvature criterion,
which is given by:

∆x2|ρspch|
ε0

< c2, (28)

where ρspch = np − ne − nn is the number density of space
charges, ε0 is the vacuum permittivity, while c2 is a constant.
This criterion creates a fine mesh at the streamer front where
the charge separation occurs. It should be noted that the cri-
terion from the equation (28) is not used in the Afivo-streamer
code by default, although it can optionally be used [30, 44].
However, we have observed that the use of this criterion pre-
vents numerical instabilities from occurring in the early stages
of the simulation. These instabilities can occur if the mesh
around the initial condition is not sufficiently refined.

The third criterion is the initial condition criterion, which
is given by

∆x< Ωξ, (29)

where ξ is the width of the initial seed, while Ω is a constant.
This condition is used only in the subset of the domain where
the following condition is satisfied

(ω− ξ)< 2∆x, (30)

where ω is the distance of the grid location from the initial
seed. In all simulations shown in this paper we have used the

value Ω= 0.25, and this condition is used only during the
first nanosecond. This criterion creates a fine mesh around
the initial condition, to capture the initial stages of the sim-
ulation with sufficient accuracy. The fourth refinement cri-
terion, which can optionally be used, creates a constant refine-
ment in a predefined subset of the domain. This is computa-
tionally expensive but can be desirable in case of very strong
gradients. The same refinement criterion can be used in the
Afivo-streamer code. In the refinement procedure, AMReX
also allows the use of buffer cells, which are automatically
refined around every cell that is refined due to the employed
refinement criteria. The buffer cells are needed as the accur-
acy of numerical schemes drops near the coarse/fine boundary.
The number of the buffer cells that are used is determined by
the amr.n_error_buf parameter, which can be set in the input
file. In calculations presented here we have set this parameter
to 16. If the value of this parameter is too small, the numeric
diffusion at the streamer front is too high, which can lead to
a reduction of the number density of electrons at the streamer
front, and the reduction of the enhancement of the longitudinal
electric field, which ultimately leads to an unphysical branch-
ing of the streamer in the transverse direction.

In our code we also use a derefinement criterion, which
reduces mesh refinement in the streamer channel, where high
precision is no longer needed. The derefinement criterion, that
is used in our code, is given by

∆x<∆xderef, ᾱ(c1E)∆x< c0;deref,
∆x2|ρspch|

ε0
< c2;deref,

(31)

where∆xderef, c0;deref and c2;deref are constants that are set in the
input file at the start of the simulation. The derefinement of the
grid is performed only if all three conditions from the expres-
sion above are satisfied. To avoid any confusion regarding the
‘<’ sign in the refinement and the derefinement critaria, the
following should be noted: In the refinement criteria the grid
is further refined until all refinement criteria are satisfied for
the finest grid at the given point in the domain. However, in the
derefinement criterion the grid is derefined when the derefine-
ment criterion is satisfied. During the time integration of the
simulation, at each Runge–Kutta substep, first coarser levels
are updated in time. Then finer levels are updated, and the
coarser levels provide boundary values for the finer levels. At
the end of each Runge–Kutta substep the values of the coarser
levels are recalculated by using the values from the next finer
level.

3.4. Multigrid solvers for elliptic equations

In streamer simulations, the Poisson equation for the elec-
tric potential of space charges needs to be solved at each
Runge–Kutta substep. When photoionization is included, the
Helmholtz equation for the photoionization terms also needs
to be solved. Both of these equations are elliptic equations.
The solution of elliptic equations is very computationally
expensive, as the solution in each part of the domain depends
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on the right-hand side in the entire domain. The geomet-
ric multigrid method is a very efficient method for solving
elliptic equations. It consists of applying a simple iterative
procedure (like Jacobi or Gauss Seidel) across a hierarchy
of grids with reducing resolution [88]. In this method, short
wavelength errors are efficiently resolved at fine grids, while
long wavelength errors are efficiently resolved at coarse grids
[88]. In AMReX, the geometric multigrid solver is already
implemented in the Multi-Level Multi-Grid (MLMG) class.
The constructor of this class takes the reference to an instance
of the MLLinOp class, which is an abstract base class of
various linear operator classes. These linear operator classes
determine the type of equation that is to be solved. The
MLPoisson class is used for solving the Poisson equation,
while the MLABecLaplacian class can be used for solving
the Helmholtz equation. The parameters, which determine the
solution procedure, including targeted relative and absolute
error tolerances, and the number of V cycles can then be
set. The boundary conditions for the solution of the elliptic
equation have to be set before the solution procedure can
be initiated. In our code, the electrostatic potential of space
charges is determined by solving the Poisson equation, as the
boundary conditions for ϕspch are simpler than the bound-
ary conditions for the resulting ϕ, for which inhomogeneous
Dirichlet boundary conditions have to be used. We use the
zero Dirichlet boundary conditions for the ϕspch at bound-
aries which are perpendicular to the applied field, and zero
Neumann boundary conditions at the other boundaries.We use
the same boundary conditions for the photoionization terms.
These boundary conditions for photoionization terms are also
used in the Afivo-streamer code, and they are a good approx-
imation when the streamer head is not too close to the domain
boundaries [23]. The correct implementation of the boundary
conditions for photoionization terms is shown in [84].

The solution procedure in themultigrid method requires the
initial guess of the solution. In our code, as the initial guess of
the solution for the multigrid method we choose the current
value of the corresponding vector of MultiFabs. Specifically,
we choose the current value of the electric potential of space
charges as the initial guess for solving the Poisson equation,
and the current values of the photoionization source terms as
the initial guess for the set of Helmholtz equations. All of these
values are initialized to zero at the start of the simulation.

4. Results

4.1. Test cases

In this work we employ three test cases. The first two test
cases consider the propagation of a positive streamer in dry
air at 1 bar and 300 K. In these test cases, we use the same
simulation conditions including the domain size, boundary
conditions, background electric field, the initial conditions,
and transport data as those used in cases 1 and 3 from the
Bagheri et al [23]. We have chosen these simulation condi-
tions to compare our results to those in the supplementary
data that is provided for that paper. In the Bagheri et al paper,
six groups compare the results of their simulation codes in

order to verify the numerical integrity of these codes [23].
These groups include the CWI group from The Netherlands
which uses the Afivo-streamer open-source code [30], the ES
group from Spain which uses the ARCoS code [89], the FR
group from France which uses the code that is implemented in
[33], the CN group from China which uses a streamer model
that is implemented in COMSOL Multiphysics 5.3 with the
plasma module [90], the TUE group from The Netherlands
which uses the drift-diffusion module of the plasma simula-
tion software PLASIMO [91], the DE group from Germany
which uses INP, a MATLAB-COMSOL toolbox [92, 93]. The
first two test cases in the present work are employed to test
the validity of our code under conditions that are usually
encountered in streamer simulations. The third test case con-
siders the propagation of negative streamers in three mixtures
of CO2 and C4F7N. For this test case, the results of our code
are compared to the results of the Afivo-streamer code. This
test case is included to test the validity of our code in strongly
attaching gases.

4.2. Transport data

In the first two test cases we consider streamer discharges in
dry air consisting of 80% nitrogen (N2) and 20% oxygen (O2),
at the pressure of 1 bar and the absolute temperature of 300 K.
We use the same analytical approximations for the transport
coefficients that are used in Bagheri et al [23]. For the tem-
perature and pressure used in this study, the electron swarm
transport properties are given by the following expressions

µe = 2.3987E−0.26,

De = 4.3628× 10−3E0.22,

α=
(
1.1944× 106 + 4.3666× 1026/E3

)
e−2.73×107/E,

η = 340.75,

ᾱ= α− η,

where all quantities are given in SI units. For example, E is the
electric field strength in Vm−1, µe is the electron mobility in
m2V−1s−1, etc. It should be noted that for these transport coef-
ficients the critical field is about 24 kVcm−1, while the typical
value for air is about 30 kVcm−1 [23]. For a more detailed
presentation of these transport coefficients, the user is referred
to Bagheri et al [23].

We have studied the propagation of negative streamers in
90% CO2 − 10% C4F7N, 85% CO2 − 15% C4F7N, and 80%
CO2 − 20%C4F7Nmixtures. In figure 1we show the bulk drift
velocityW(b), bulk transverse diffusion multiplied by the neut-
ral gas density n0D

(b)
T , attachment rate coefficient katt/n0, and

ionization rate coefficient kion/n0 as functions of the reduced
electric field E/n0, for electrons in the studied mixtures. From
these transport coefficients we have calculated electron mobil-
ity µe =W(b)/E, electron diffusion coefficientDe = D(b)

T , ion-
ization coefficient α= kion/W(b) and attachment coefficient
η = katt/W(b), which are used as input data in our code and the
Afivo-streamer code. The transport coefficients from figure 1
have been determined by employing the multi termmethod for
solving the Boltzmann equation and Monte Carlo simulations

8



Plasma Sources Sci. Technol. 33 (2024) 085012 I Simonovíc et al

Figure 1. Transport data of an electron swarm in the mixtures of CO2 and C4F7N as functions of the reduced electric field E/n0: (a) bulk
drift velocity, (b) bulk transverse diffusion, (c) attachment rate coefficient and (d) ionization rate coefficient. The reduced electric field is
given in the units of Td, where 1Td= 10−21Vm2.

[94, 95].We have used electron-neutral collision cross sections
for C4F7N and CO2 from the XJTUAETLab database [96, 97]
and the Biagi database [98], respectively.

4.3. Test case 1: positive streamer in air with high
background electron density and no photoionization

The domain size is 1.25 cm along both radial and axial
coordinate in this test case. In the entire domain, the homo-
geneous background electric field of −15 kVcm−1 is applied
along the axial coordinate. A Gaussian of positive ions is
chosen for the initial seed to create the local field enhance-
ment that enables the formation of a positive streamer. The
initial condition is given by the following equations

ne (r,z) = nbg,

np (r,z) = nbg +N0 exp

(
− r2 +(z− z0)

2

σ2

)
,

nn (r,z) = 0,

where nbg = 1013 m−3, σ = 0.4 mm, z0 = 1 cm, N0 = 5×
1018 m−3. In this test case, photoionization is not included.
Instead, a high value of the homogeneous background elec-
tron density nbg is used.

For the grid refinement procedure, we have used the follow-
ing parameter values: c0 = 0.8, c1 = 1.2, c2 = 1.0 V, c0deref =

0.1, c2deref = 1.0 V,∆xderef = 10−4 m. The simulation was per-
formed on 4 cores and 8 virtual threads of Intel i9-10900KF
processor running at 3.70GHz. The simulation took 12 h.
However, the part of the simulation until the positive streamer
comes very close to the lower boundary took only 6 h.

In figure 2(a) we show the comparison of the streamer
length as a function of time L(t) for our results and the res-
ults of the six groups which are presented in the Bagheri et al
paper [23]. In cases 1 and 2 the streamer length is defined as
L(t) = 1.25 cm− zmax, where zmax is the position of the max-
imum of the electric field intensity along z axis. The agree-
ment between all groups is very good in the first half of the
time range, while small differences are apparent in the second
half of this range. To observe these differences more clearly,
we show L(t)− vt in figure 2(b), where v= 0.05 cmns−1. For
CWI, FR and DE groups we show the results with the smal-
lest grid spacing. It can be seen in figure 2(b) that our values
of L(t)− vt are in the best agreement with the CWI and FR
groups.

In figure 3(a) we show the maximum of the electric field
intensity as a function of the streamer length. For CWI, FR and
DE groups we show the results with the smallest grid spacing.
The agreement between all groups is generally good. Again,
our results are in very good agreement with CWI and FR
groups over the entire range. However, in the range between
0.85 cm and 1.1 cm our results are in the best agreement with
those of ES group.
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Figure 2. Test case 1: (a) the streamer length L(t) versus time. (b) L(t)− vt, where v= 0.05 cmns−1.

Figure 3. Test case 1: (a) maximal electric field intensity, (b) streamer radius.

Figure 4. Test case 1: (a) total charge in the system, (b) total number of electrons.

In figure 3(b) we show the streamer radius as a function
of the streamer length. It should be noted that for case 1 the
streamer radius was not shown in Bagheri et al paper [23].
However, the corresponding values are present in the supple-
mentary data for this paper. Our results for the streamer radius

are in very good agreement with the results of CWI, FR and
ES groups.

In figure 4(a) we show the total electric charge as a function
of the streamer length. In principle, charge is conserved, and
its value should remain constant throughout the duration of
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Figure 5. Test case 2: (a) the streamer length L(t) versus time, (b) L(t)− vt, where v= 0.06 cmns−1.

the simulation. However, the charge conservation is violated
in simulations to some degree due to various reasons. Some
of these reasons are the nonconservative interpolation proced-
ure in the adaptivemesh refinement technique, roundoff errors,
and possible systematic errors in different simulation codes.
We observe that the violation of the charge conservation is very
low in our code.

In figure 4(b) we show the total number of electrons as the
function of the streamer length. Our values are in very good
agreement with the corresponding values of most other simu-
lation groups.

4.4. Test case 2: positive streamer in air with photoionization

For this test case, the domain size and the applied electric field
are the same as in test case 1. Again, a Gaussian of positive ions
is chosen as the initial seed to create the local field enhance-
ment that enables the formation of a positive streamer. The ini-
tial condition in this test case differs from the initial condition
in the previous test case only in the value of the background
electron density, nbg. For this test case nbg is set to 109 m−3.
The main difference between these two test cases is the inclu-
sion of photoionization in this test case. This provides a more
accurate representation of the streamer dynamics in air, where
photoionization plays a very significant role in the propagation
of positive streamers [84].

For the grid refinement procedure, we have used the follow-
ing parameter values: c0 = 1.0, c1 = 1.0, c2 = 5.0 V. Thus, we
have used less strict refinement criteria in this case than in the
previous case, due to photoionization which greatly reduces
electron density gradients in streamer simulations. We have
not used the explicit derefinement procedure in this case, as
the simulation time is low enough without using this proced-
ure. The exclusion of explicit derefinement is easily achieved
in our code by setting the∆xderef to a negative value. The sim-
ulation was performed on 4 cores and 8 virtual threads of Intel
i9-10900KF processor running at 3.70 GHz, and it took 3 h.
However, the part of the simulation until the streamer comes

close enough to the lower domain boundary, that additional
field enhancement due to image charges occurs, took only 1.5
h.

In figure 5(a) we show the comparison of the streamer
length as a function of time L(t) for our results and the res-
ults of the five groups which are presented in the Bagheri et al
[23]. Again, the differences between the results of different
groups are small and they become more clearly visible near
the end of the time range. For this reason, we show L(t)− vt
in figure 5(b). It can be seen from figure 5(b) that our values
of L(t)− vt are somewhat below the corresponding values of
the DE group, and somewhat above the corresponding values
of the CWI group.

In figure 6(a) we show the maximum of the electric field
intensity as a function of the streamer length. Our values of
the electric field intensity maximum are very close to those
of CWI and DE groups in most of the domain. However, our
results are somewhat below those of the CWI group near the
end of the domain, while our results are in excellent agreement
with those of DE group for the highest values of the streamer
length.

In figure 6(b) we show the streamer radius as a function
of the streamer length. The results of all groups are in good
agreement in most of the streamer length range. Our results
are in the best agreement with those of the ES group.

In figure 7(a) we show the total electric charge as a function
of the streamer length. In this test case the violation of charge
conservation in our simulation is more pronounced than in the
first test case. We have observed that the use of refinement
criteria that are less strict, as in this case, leads to a more pro-
nounced violation of charge conservation. This implies that
this violation can be attributed to the nonconservative inter-
polation procedure in the adaptive mesh refinement technique.
However, the violation of charge conservation in our simula-
tion for this test case is still less than 0.2% of the initial total
charge in the system.

In figure 7(b) we show the total number of electrons as the
function of the streamer length. The differences between the
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Figure 6. Test case 2: (a) maximal electric field intensity, (b) streamer radius.

Figure 7. Test case 2: (a) total charge in the system, (b) total number of electrons.

results of different groups become apparent in the second half
of the streamer length range. Our results are in the best agree-
ment with those of CWI, FR and DE groups.

In figures 8 and 9 we show the time evolution of the res-
ulting electric field intensity and the number density of elec-
trons, respectively, up to 14 ns. This upper limit is chosen as
the streamer is fully formed, while the streamer tip is still far
from the domain boundaries. For this reason, the boundary
conditions that are used for the photoionization terms are still
a good approximation at 14 ns.

4.5. Test case 3: negative streamers in CO2-C4F7N mixtures

This test case is not intended to analyze realistic experi-
mental conditions. It is only intended to analyze the applic-
ability of our code to simulate the inception and propagation
of streamers in strongly attaching gases. Performing simula-
tions in realistic experimental conditions is intended for future
publications.

In this test case, the domain size is 16 mm along both axes.
The initial condition is a line segment of electrons extending
from 48% to 52% of the domain along z axis, with a smooth-
step falloff and a width of 0.2 mm between the center and the
lateral edges. We have chosen a line segment of electrons for

the initial condition as it allows a quick formation of a negat-
ive streamer, while it can be easily replicated in other simu-
lation codes. The initial condition is shown in figure 10. The
initial background density of electrons and positive ions is set
to 1013 m−3. The minimum number density of electrons is set
to 107 m−3 to prevent number densities of electrons, which are
too low to be physically realistic, from occurring in the sim-
ulation. If the number density of electrons in any part of the
domain becomes lower than this value, the number densities of
electrons and positive ions are increased by the same amount
to restore the number density of electrons to values above the
allowed minimum. This artificial process of charge generation
is included for purely conceptual reasons, as there are addi-
tional sources of free electrons that are not included expli-
citly in our model, although they generate free electrons even
in parts of the domain in which electron impact ionization is
not significant. The possible sources of free electrons in these
mixtures, that are not explicitly included in our model, are
photoionization, electron detachment from negative ions, cos-
mic radiation, and the background radioactivity. Due to large
uncertainties regarding these processes, the value of the min-
imum number density of electrons is chosen somewhat arbit-
rarily in this work, and it is 100 times lower than the number
density of charged particles in air at the atmospheric pressure.
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Figure 8. Test case 2: The time evolution of the electric field intensity. The electric field intensity is given in Vm−1.

Figure 9. Test case 2: The time evolution of the number density of electrons. The number density of electrons is given in m−3.

Figure 10. Test case 3, the initial condition: (a) the initial intensity of the resulting electric field in Vm−1, (b) the initial number density of
electrons in m−3.
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Figure 11. Test case 3, the 80% CO2 − 20% C4F7N mixture: (a) the electric field intensity in Vm−1, (b) the number density of electrons in
m−3, (c) the number density of positive ions in m−3, (d) the number density of negative ions in m−3, at 0.5 ns.

However, we have verified that this value produces simulation
results that are practically the same as those obtained when
using zero for this value. Specifically, when running our simu-
lations without this artificial process of charge generation, we
obtain exactly the same dynamic of the streamer front includ-
ing the electric field enhancement, the number density of elec-
trons and ions, as well as the streamer velocity. The only dif-
ference, when this additional process is not included, is that
the number density of electrons in the streamer channel falls
to values that are very close to zero, which we consider to be
unrealistic. Photoionization is not explicitly included in this
test case, due to the absence of data regarding photoionization
in these mixtures in the literature. Moreover, it is expected that
photoionization will be significantly weaker in these mixtures
than in the N2-O2 mixtures [73]. We show only the upper half
of the domain in the remaining figures with 2D profiles for this
test case, to make the relevant part of the domain more clearly
visible.

In this test case, we have chosen the applied electric field
that is about 90% of the critical field for the given mixture.
The same choice of the applied electric field is employed
by Guo and co-workers in their recent paper [73], as the
field enhancement of negative streamers in these mixtures
is not too high. The applied electric field is about −7.57×
106 Vm−1, −8.32× 106 Vm−1 and −1.10× 107 Vm−1 for
the 90% CO2 − 10% C4F7N, 85% CO2 − 15% C4F7N, and
80% CO2 − 20% C4F7N mixtures, respectively.

For the grid refinement procedure, we have used the follow-
ing parameter values: c0 = 0.8, c1 = 1.2, c2 = 1.0 V. We have
not used the explicit derefinement procedure in this case, as
we wanted to obtain ion distributions with a higher resolution.

These simulations took around 6 h on 2 cores and 4 virtual
threads of Intel i9-10900KF processor running at 3.70 GHz.

In figures 11(a)–(d) we show the number densities of elec-
trons, positive ions, and negative ions, and the resulting elec-
tric field, respectively, for a negative streamer in the mixture
with 80% CO2 and 20 % C4F7N at 0.5 ns. The correspond-
ing profiles at 2.0 ns are shown in figures 12(a)–(d), respect-
ively, while the corresponding profiles at 3.0 ns are shown
in figures 13(a)–(d), respectively. The qualitative behavior of
negative streamers in the remaining two mixtures is the same
as the one observed in the 80% CO2 − 20% C4F7N mixture.
This qualitative behavior is very similar to the one that is
observed by Guo et al in their 3D PIC simulations in the point
to plane geometry [73].

In both cases, negative streamers quickly form. Due to
strong electron attachment, electron number density in the
streamer channel falls to very low values, and the resulting
electric field in the channel is restored to values that are very
close to the applied electric field. The streamer head becomes
practically isolated as it propagates. During this propagation,
the maximum electric field at the streamer front and the max-
imum electron density are being reduced in time. Streamer
velocity and streamer radius are also being reduced. The
propagation of an isolated streamer head has been observed
by Guo et al, and Francisco et al [73, 99]. The reduction of
streamer velocity and radius in strongly attaching gases has
been observed by Francisco et al [99]. In our simulations, the
streamer disappears before crossing the gap between the ini-
tial condition and the domain boundary. For instance, at about
3.5 ns the electric field enhancement at the streamer front
becomes lower than the electric field enhancement near the
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Figure 12. Test case 3, the 80% CO2 − 20% C4F7N mixture: (a) the electric field intensity in Vm−1, (b) the number density of electrons in
m−3, (c) the number density of positive ions in m−3, (d) the number density of negative ions in m−3, at 2.0 ns.

Figure 13. Test case 3, the 80% CO2 − 20% C4F7N mixture: (a) the electric field intensity in Vm−1, (b) the number density of electrons in
m−3, (c) the number density of positive ions in m−3, (d) the number density of negative ions in m−3, at 3.0 ns.

ion distribution around the initial condition. Then the max-
imum electric field remains constant at about 170 kV cm−1

throughout the rest of the simulation. At 3.5 ns the maximum
of the number density of electrons at the streamer front is about
4.36× 1019 m−3. At 11 ns, the maximum of the number dens-
ity of electrons in the entire domain is about 2.45× 1011 m−3,
which is much lower than the background density of electrons

and positive ions at the start of the simulation. It should be
noted that the local maximum of the number density of elec-
trons, which is a remanent of the streamer front, has not yet
reached the upper domain boundary at this time. Interestingly,
the value of this maximum is about 1020m−3 during the first
two nanoseconds of the simulation, which corresponds to the
maximal electron density in the simulations performed by Guo
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et al [73]. The same phenomenon of a reduction of the elec-
tric field enhancement at the streamer front with time and the
reduction of the corresponding electron number density has
been observed by Guo et al [73]. In their study as well, this
reduction leads to disappearing of a negative streamer before
it crosses the gap at the applied electric field that is about 90%
of the critical field for the given mixture. Thus, the qualitat-
ive behavior of negative streamers in our axisymmetric fluid
model is the same as the one in the 3D PIC simulations of Guo
et al [73]. It should be noted, however, that streamer branching
that was observed by Guo et al [73], cannot be replicated in an
axisymmetric streamer model.

In figure 14 we show L(t)− vt for all three mixtures on the
left y axis. The relative difference between the sets of results
that are obtained by using the Afivo-streamer code and our
code is shown on the right y axis of the same figure. The relat-
ive difference is denoted as rel diff. It is calculated as the dif-
ference between the results of our AMReX based code and the
results of the Afivo-streamer code, that is divided by the res-
ults of the Afivo-streamer code. In the test case 3, the streamer
length is defined as L(t) = zmax − 0.8 cm, where zmax is the
position of the maximum of the resulting electric field along
the z axis. It can be seen from figure 14 that the agreement
between the results of our code and the Afivo-streamer code is
good. These results are shown only up to about 4.5 ns for the
90% CO2 − 10% C4F7Nmixture and only up to around 3.5 ns
for the remaining two mixtures. This is done for the following
reason. The streamer length in both codes is determined from
the position of the electric field maximum. However, in these
gases the number density of electrons at the streamer front and
the corresponding electric field enhancement are quickly being
reduced due to a very high rate for the electron attachment.
The electric field enhancement at the streamer front becomes
lower than the corresponding field enhancement near the ion
distribution around the position of the initial condition at about
4.5 ns for the 90% CO2 − 10% C4F7N mixture and at around
3.5 ns for the remaining two mixtures. Thus, at later times the
streamer length cannot be determined in the standard way in
any of the two codes.

In figure 15 we show the maximum electric field as a func-
tion of the streamer length for all three mixtures on the left
y axis. The relative difference between the sets of results that
are obtained by using the Afivo-streamer code and our code is
shown on the right y axis of the same figure. The relative dif-
ference is denoted as rel diff, and it is calculated in the equi-
valent way as in the previous figure. The agreement between
these two sets of values, that are obtained by the two simu-
lation codes, is very good. In all three mixtures, the electric
field quickly rises to the maximal value, and then it rapidly
decreases as the streamer propagates.

In figure 16 we show the streamer velocity as a function of
the streamer length in all three mixtures. The streamer velo-
city is calculated at every 0.025 ns by dividing the change
of position of the electric field maximum along the z-axis by
this time interval. The agreement between the values of the
streamer velocity that are obtained by employing these two

Figure 14. Test case 3: Left y axis: L(t)− vt as a function of time
for a negative streamer in (a) 90% CO2 − 10% C4F7N, (b) 85%
CO2 − 15% C4F7N and (c) 80% CO2 − 20% C4F7N. Where
v= 106ms−1. Right y axis: the relative difference between the
results that are obtained by employing the two compared simulation
codes.

simulation codes is good. In all three mixtures the streamer
velocity quickly reaches a global maximum, and then rapidly
decreases reaching a local minimum. After reaching a local
minimum, it quickly rises again, reaching a local maximum.
For higher values of the streamer length, the streamer velocity
gradually decreases as the streamer propagates.
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Figure 15. Test case 3: Left y axis: electric field maximum as a
function of L(t) for a negative streamer in (a) 90% CO2 − 10%
C4F7N, (b) 85% CO2 − 15% C4F7N and (c) 80% CO2 − 20%
C4F7N. Right y axis: the relative difference between the results that
are obtained by employing the two compared simulation codes.

5. Conclusion

We have implemented an axisymmetric streamer model in
the AMReX open-source library. Our model is based on the
first-order fluid model. The spatial dependence of the trans-
port coefficients is represented by the local field approx-
imation. Photoionization is implemented by employing the
Zhelenznyak’s model. The Zhelenznyak’s photoionization
integral is approximated by using the Helmholtz approach.
We have used the three term Bourdon parametrization of the

Figure 16. Test case 3: streamer velocity as a function of L(t) for a
negative streamer in (a) 90% CO2 − 10% C4F7N, (b) 85%
CO2 − 15% C4F7N and (c) 80% CO2 − 20% C4F7N.

absorption function in the photoionization integral. In this
paper, we give a detailed description of the implementation of
our code which can be easily replicated by other researchers.
We have verified our code in the standard simulation condi-
tions by comparing our results for positive streamers in air to
those from the Bagheri et al benchmarks [23]. Our results are
in a very good agreement with those of other groups. In the
test case 1, our results for all the calculated quantities are in
the best agreement with those from the CWI and FR groups.
In the test case 2, our results for L(t)− vt are between those of
the DE group and those of the CWI group. Our values of the
streamer radius in this test case are in the best agreement with
the ES group. For all the other quantities in this test case, our
results are in the best agreement with those from CWI and DE
groups.
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The performance of our code in strongly attaching gases
is verified by comparing our results for negative streamers
in the mixtures of CO2 and C4F7N with those simulated by
the Afivo-streamer code. Our results for negative streamers
in these mixtures are in an excellent agreement with those of
the Afivo streamer code for L(t)− vt, maximal electric field
and the streamer velocity. The qualitative behavior of neg-
ative streamers, that is observed in our simulations, is very
similar to the one previously observed in these mixtures by
employing fully 3D particle-in-cell simulations. In both cases,
the number density of electrons in the streamer channel falls
to very low values, leaving an isolated streamer head which
propagates forward, while the resulting electric field intensity
behind the streamer head returns to values that are very close
to the applied electric field. The streamer head becomes nar-
rower as it propagates and the number density of electrons in
the streamer head is being reduced. This ultimately leads to
the streamer disappearing before it crosses the gap between
the two domain boundaries.
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Abstract. The formation and propagation of streamers in CF3I-SF6 mixtures are studied by 
the classical fluid model in 1D and 1.5D configurations. We calculate the electron density, 
electric field, and velocity of streamers as a function of the applied reduced electric fields 
for various CF3I-SF6 mixtures. We found that the transition of an electron avalanche into a 
negative streamer occurs more slowly with an increasing fraction of CF3I in the mixture. 

 
1. INTRODUCTION 

In high voltage technology, strong electronegative gases are used to prevent the 
electrical breakdown in power transmission and distribution systems. SF6 is widely 
used in these applications because of its extraordinary dielectric characteristics 
(primarily, high critical electric field and low boiling point). However, SF6 is a 
very powerful greenhouse gas with an extremely high global warming potential 
(22800 on a 100-year horizon) and a very long atmospheric lifetime (3200 years). 
Research on alternative gases is therefore one of the main activities of researchers 
worldwide.  

The first step in this effort involves reducing the SF6 concentration using gas 
mixtures. CF3I, one of the most promising candidates for replacement of SF6, is 
also a strong electronegative gas. Its critical electric field is higher than that of SF6 
and it has a very short atmospheric lifetime (shorter than 2 days), as well as 
negligible global warming potential (lower than the referent gas CO2). However, in 
comparison with SF6, its boiling point is not sufficiently low. Using these CF3I 
characteristics as motivation factors, we investigated the formation and propagation 
of negative streamers in CF3I-SF6 mixtures.  
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2. METHODS OF CALCULATIONS 
 
    The transition from an avalanche to a streamer, and the propagation of streamers 
were considered by a numerical model based on fluid equations. We use the 
classical fluid model where the equation of continuity is combined with the drift-
diffusion approximation. The resulting equation is coupled to the Poisson equation 
for space charge electric field calculations. The corresponding system of partial 
differential equations is solved numerically assuming the local field approximation 
(Bošnjaković et al. 2016). The calculations are carried out in the 1D and 1.5D 
configurations where the fixed value of the streamer radius is incorporated into the 
axial symmetrical model. The streamer velocities are calculated from the modeling 
performed in 1D and by using the analytical expression (Li et al. 2007) which 
requires knowledge of electron mobility, longitudinal diffusion coefficient and 
ionization coefficient as a function of the reduced electric field. The cross-section 
sets for electron scattering in CF3I and SF6 were developed in our laboratory (Mirić 
et al. 2016), and by Itoh and co-workers (Itoh et al. 1993) respectively. 

3. RESULTS AND DISCUSSION 
    

 

Figure 1: Electron density during streamer formation and propagation in CF3I-SF6 
mixtures for E0/n0 = 480 Td. 

Figure 1 shows the electron density during streamer formation and propagation 
in CF3I-SF6 mixtures. The results are obtained from the classical 1D and 1.5D fluid 
models in which the input data are electron bulk transport coefficients calculated 
by Monte Carlo simulations. The external electric field is 480 Td, which is larger 
than the critical electrical fields of the two gases. This requirement permits the 
development of streamers. Comparing the results in two different configurations 
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for the fixed mixture shows that the electron density is higher in the 1.5D model. 
The results in the same configuration show that the development of streamers is 
slower with the decrease of SF6 in mixture. This behavior is expected based on a 
greater critical electric field of CF3I (437 Td) than SF6 (361 Td). This is one of the 
indicators that CF3I is better dielectric than SF6 because of its capacity to prevent 
the development of streamers at higher electric fields. 

 

Figure 2: Electric field during streamer formation and propagation in CF3I-SF6 
mixtures for E0/n0 = 480 Td. The calculation is performed using the 1.5D and 1D 
setups and balk transport coefficients as input to the classical fluid model.    

Figure 2 shows the temporal development of the electrical field of the streamers 
in the CF3I-SF6 mixtures according to the same conditions as in Figure 1. The 
results of the 1.5D configuration show that the electric field in the streamer channel 
is equal to the critical electric field of the studied gas mixture. Field amplification 
in the region ahead of the streamer front starts from 40 % (pure CF3I) up to 200 % 
(pure SF6). By comparing the 1D and 1.5D configurations, we observe that the 
electrical field in the streamer channel descends to the lower level in the 1.5D 
configuration. In the 1D configuration, the electrical field in the region ahead of the 
streamer front is equal to the external field, independently of the gas mixture.  

Figure 3 shows the streamer velocity and drift velocity of the electrons for 
various CF3I-SF6 mixtures. As the development of streamers is possible in 
electrical fields above the critical electrical field, the streamer velocity of gas 
mixtures can be calculated by the fluid model (left panel) starting from different 
electrical fields. The increase in streamer velocity with increasing concentration of 
SF6 is a consequence of the evolution of streamers (Figures 1 and 2). Although it 
seems unexpected, the streamer velocity in the pure SF6 is lower than that in the 
mixture 20% CF3I - 80% SF6 because of the behavior of the drift velocity of 
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electrons (right panel). The comparison of these two sets of results shows that the 
streamer velocity is higher than the drift velocity of electrons regardless of the gas 
mixture and the electric field. This follows from the fact that the streamer velocity 
is a combination of the electron drift velocity, the velocity induced by the strong 
diffusive flux at the streamer front and the creation of the electrons by electron-
impact ionization. A comparison of the streamer velocities computed from the fluid 
model (left panel) and the analytical expression (middle panel) shows that these 
two sets of results differ from each other. This figure clearly illustrates the limits of 
the analytical formula that is often used for calculating streamer velocity.  
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Figure 3: Streamer velocity calculated by the fluid model (left panel) and analytical 
expression (middle panel) and the drift velocity of electrons (right panel). Results 
in the CF3I-SF6 mixtures are given as a function of the reduced electric field.    
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Abstract. Monte Carlo simulations and multi term method for solving the Boltzmann
equation are used to calculate the third-order transport coefficients for electrons in C3F8.
The influence of elastic, inelastic and non-conservative collisions of electrons with molecules
of the background gas on the individual components of the third-order transport tensor
is investigated. The differences between flux and bulk values of the third-order transport
coefficients are analyzed. The concurrence of the third-order transport tensor with diffusion
is observed and studied.

1. INTRODUCTION

The investigation of electron transport in gases under the influence of an electric field
is important for many technological applications. These applications are often mod-
elled assuming hydrodynamic conditions in which the flux of electrons is represented
in terms of drift velocity and the diffusion tensor, as higher-order transport coef-
ficients have been systematically ignored in the traditional interpretation of swarm
experiments. However, the longitudinal third-order transport coefficient has been re-
cently measured from the arrival-time spectra of an electron swarm by Kawaguchi et
al. (see Kawaguchi et al. 2021). It has been shown by Kawaguchi and coworkers that
third-order and higher-order transport coefficients should be considered to obtain the
longitudinal diffusion coefficient properly in the arrival-time spectra experiment at
moderate and high reduced electric fields. Third-order transport coefficients are also
necessary for the conversion of the hydrodynamic transport coefficients into trans-
port data that is measured in the steady-state Townsend experiment (see Dujko et al.
2008.). If third-order transport coefficients were both calculated and measured with a
sufficient precision, they would be very useful in the swarm procedure for determining
the complete sets of cross sections, due to the high sensitivity of these transport coef-
ficients to the energy dependence of cross sections for individual scattering processes
(Vrhovac et al. 1999). In this work we investigate the third-order transport coeffi-
cients for electrons in C3F8 by employing Monte Carlo simulations and the multi term
method for solving the Boltzmann equation. In section 2 we give a brief description
of the methodology that is used in this work. Results and discussion are presented in
section 3.
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2. THEORETICAL METHODS

In our Monte Carlo simulations, we follow a swarm of electrons moving in a homo-
geneous background gas. The interactions between electrons are neglected due to
their small number density, and the dynamics of an individual electron is determined
by the electric field and by collisions with the molecules of the background gas. In
these simulations random numbers are extensively employed in order to determine
the time and the type of the next collision as well as postcollisional velocity of an
electron. Transport coefficients are calculated from polynomials of the components
of the position and velocity vectors of individual electrons, which are averaged over
the entire swarm. The details of our Monte Carlo code are given in previous papers
(see Dujko et al. 2010.). The bulk values of the third-order transport coefficients are
determined from

Q(b) =
1

3!

d

dt
〈r⋆r⋆r⋆〉, (1)

while the flux third-order transport coefficients are calculated as:

Q(f) =
1

3!

〈

d

dt

(

r⋆r⋆r⋆
)

〉

, (2)

where r⋆ = r−〈r〉, and the brackets 〈〉 represent ensamble averages. As these expres-
sions have pronounced statistical fluctuations, a large number of electrons (at least
107) are followed in our Monte Carlo simulations in order to determine the third-order
transport coefficients.

In the second method that is used in this work we employ numerical solutions of the
Boltzmann equation. The Boltzmann equation represents the equation of continuity
in the phase space, and it can be written as:

∂f(r, c, t)

∂t
+ c · ∂f(r, c, t)

∂r
+

q

m
E · ∂f(r, c, t)

∂c
= −J(f, f0), (3)

where q and m are electron charge and electron mass respectively, E is electric field
and J is collision operator. In the multi term method the phase space distribution
function is expanded in terms of the spherical harmonics and Sonine polynomials in
angular and radial parts of the velocity space, respectively. Under hydrodynamic con-
ditions, the dependence of the phase space distribution function on the coordinates
from the configuration space is expressed in terms of the density gradient series ex-
pansion. Then the Boltzmann equation is decomposed into a hierarchy of equations
in terms of the coefficients in this expansion (the moments of the distribution func-
tion). Transport coefficients are then expressed in terms of these moments and this
hierarchy of equations is truncated when the convergence of the transport coefficients
is reached. The details of the multi term method, which is employed in this work, are
given in previous papers (see Dujko et al. 2010.). Expressions for those components
of the flux third-order transport tensor, which are independent in the electric field
only configuration, are given by the following equations:

Q(f)
xxz =

1√
2α

[Im(F (011|221;α))− Im(F (01− 1|221;α))] , (4)
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Q(f)
zxx = − 1

α

[

1
√

3
Im(F (010|200;α)) + 1

√

6
Im(F (010|220;α))

]

+ 1
α
Im [F (010|222;α)] , (5)

Q(f)
zzz =

1

α

[

√

2

3
Im(F (010|220;α))− 1√

3
Im(F (010|200;α))

]

, (6)

where Im denotes imaginary parts of the moments of the phase space distribution
function, and the z-axis is directed along the electric field.

3. RESULTS AND DISCUSSIONS

In this section we show the calculated values of the third-order transport coefficients,
which are obtained by employing the methods described in the previous section. The
calculation of the third-order transport coefficients by employing these two methods
is described more thoroughly in our previous paper (see Simonović et al. 2022.).
The cross section set for electron scattering on C3F8 molecules, that is used in these
calculations, has been developed by Biagi (see Biagi).

In figure 1.a we show all three components of the skewness tensor for electrons
in C3F8 that are independent in the electric field only configuration. These results
are obtained by using the multi term method for solving the Boltzmann equation.
The n2

0Qzzz component has two local maximums and one local minimum, n2
0Qxxz

component has three local maximums and two local minimums, while the n2
0Qzxx

component has two local maximums and two local minimums.
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Figure 1: Independent components of the third-order transport tensor (a) and com-
parison of bulk and flux values of n2

0QL and n2
0QT (b) for electrons in C3F8.

In figure 1.b we show the comparison between bulk and flux values of n2
0QL and

n2
0QT . Bulk values are obtained by using Monte Carlo simulations, while flux values

are determined by employing Monte Carlo simulations and the multi term method
for solving the Boltzmann equation. Flux values that are obtained by using these
two independent methods are generally in a good agreement, which verifies the va-
lidity of these two methods. At high electric fields bulk values are higher than the
corresponding flux values, due to explicit effects of electron impact ionization.
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L for electrons in C3F8.

In figure 2 we show the concurrence between n2
0Q

(f)
L and n0D

(f)
L . This concurrence

implies that n2
0Q

(f)
L is being reduced with increasing E/n0 when n0D

(f)
L is being

reduced, or when it increases as a concave function of E/n0 (see Simonović et al.
2022.). The observed concurrence can be attributed to the high sensitivity of the
third-order transport coefficients to the elementary scattering processes, which quench

diffusive motion. It can be seen in figure 2 that n2
0Q

(f)
L has a local maximum and

it starts to decrease at about 0.59 Td where n0D
(f)
L becomes a concave function of

E/n0. It can also be seen that n2
0Q

(f)
L has a local minimum at about 8 Td, and it

starts increasing at higher fields, although n0D
(f)
L continues to decrease up to about

27 Td. However, n2
0Q

(f)
L has negative values between approximately 5 Td, and 11

Td, and the concurrence with diffusion is violated in the vicinity of the field region

where n2
0Q

(f)
L is negative, as in the case of CF4 (see Simonović et al. 2022.). Between

approximately 70 Td and 170 Td, the rise of both functions slows down, while this
rise becomes rapid again at higher fields. In the field region between approximately

400 Td and 1000 Td n0D
(f)
L becomes a concave function of E/n0, while n2

0Q
(f)
L is

being reduced with increasing field.
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Axisymmetric streamer model in the AMReX environment

I. Simonović1, D. Bošnjaković1 and S. Dujko1

1Institute of Physics Belgrade, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia

In this work, we have developed an axisymmetric streamer code in the AMReX software
framework. The model employed in this code is based on the first-order fluid model with
bulk transport coefficients and local field approximation. This code is tested by comparison
of its results with the results of the Afivo-streamer code.

Streamers are precursors of arcs and lightning
leaders in nature and in plasma technologies [1].
Streamers are used for surface processing, and
in plasma medicine for disinfection, and wound
healing [1]. Further development of these appli-
cations would benefit from a better understanding
of streamers through both experiment and mod-
elling.

We have developed an axisymmetric streamer
code that is based on the first-order fluid model
with bulk transport coefficients. The code is im-
plemented in the AMReX software framework [2].
AMReX is an open source library for numeri-
cal calculations with massively parallel, block-
structured adaptive mesh refinement. AMReX
enables both MPI and OpenMP parallelization,
as well as parallelization on graphics processing
units. In addition, AMReX comes with inbuilt
multigrid solvers and functionality for saving both
grid and particle data to checkpoints and to out-
put files for plotting. Although AMReX is im-
plemented in C++, it also has a Fortran interface
and Python interface which is under development.

In our model, the time evolution of the num-
ber density of electrons is determined by em-
ploying the advection-diffusion-reaction equation,
while the time evolution of the number densities
of positive and negative ions is determined by
the reaction equations. Ions are assumed to be
stationary for the timescales of our simulations.
The spatial dependence of transport coefficients
(mobility, diffusion, and rate coefficients for elec-
tron impact ionization and attachment) is deter-
mined by employing the local field approximation.
The total electric field is expressed as the sum of
constant and homogeneous applied electric field
and the electric field which is generated by space
charge. The electric potential of space charge is
determined by employing the AMReX inbuilt ge-

ometric multigrid solver for solving the Poisson
equation. We employ zero Neumann boundary
conditions for the number density of electrons at
all boundaries. For the electric potential of space
charge, we employ zero Neumann boundary con-
ditions at boundaries that are perpendicular to
the radial coordinate and zero Dirichlet boundary
conditions at boundaries which are perpendicular
to the axial coordinate.

We employ the finite volume method for the
spatial discretization of the advection-diffusion-
reaction equation. Electric field components and
electron flux components are defined at cell faces,
while the number densities of electrons and ions,
the intensity of the total electric field, as well
as transport coefficients, are defined at cell cen-
ters. We use the Runge-Kutta method for the
time integration of this equation. In our code,
both 2nd and 4th-order Runge-Kutta methods are
supported. The validity of this code is tested by
comparing its results to the results of the Afivo-
streamer code [1] in a wide range of gases.
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It is our pleasure to welcome you at POSMOL 2023. 

The POSMOL will continue this year as a joint meeting of the International Workshop on Low-Energy 

Positron and Positronium Physics and the International Symposium on Electron-Molecule Collisions 

and Swarms, and as previously it is a satellite meeting of the International Conference on Photonic, 

Electronic, and Atomic Collisions (ICPEAC). 

The POSMOL conference covers a wide range of research topics related to positron, electron, 

positronium, and antimatter interactions with particles, atoms, molecules, and complex systems, and 

related subjects. The meeting will continue the tradition of a scientific forum at which a diverse group of 

scholars from around the world will have an opportunity to share their theoretical and experimental 

findings, ideas, innovations, and methodologies through formal and informal discussions to advance 

scientific knowledge and understanding of the fundamental, collisional interactions. 
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We have developed an axisymmetric fluid model in the AMReX open source C++ library. 
In our model, the time evolution of the number density of electrons and ions is represented 
by the advection-diffusion-reaction equation and reaction equations, respectively. The 
time integration of these equations is performed by employing the 2nd order Runge-Kutta 
method. Our code is based on the local field approximation. Thus, transport properties of 
electrons are assumed to be functions of the local resulting electric field. The electric 
potential of space charges is determined by solving the Poisson equation. This equation 
is solved numerically by implementing the AMReX inbuilt geometric multigrid solver. 
Spatial discretization is performed by employing the finite volume method. As an 
illustrative example, in Fig. 1 we show the number density electrons of the positive 
streamer in the mixture with 20% N2 and 80% of CH4 (left), and 80% N2 and 20% of CH4 
(right) at 7 ns. The applied electric field is set to 2∙106 V/m in the entire domain. 

 
Fig. 1. The number density of electrons of the positive streamer in the mixture with 20% 
N2 and 80% of CH4 (left), and 80% N2 and 20% of CH4 (right) at 7 ns. 
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Using the classical fluid model, we study the inception and propagation of streamers in 
perfluoropropane (C3F8) and its mixtures with N2, CO2 and SF6. The model is 
implemented within the AMReX, a C++ software framework that supports the 
development of block-structured adaptive mesh refinement algorithms for solving 
systems of partial differential equations with complex boundary conditions [1]. We 
simulate cylindrically symmetric positive (and negative) streamers in a volume spanned 
by radius r and axis z, with a certain level of background ionization. Electron swarm 
transport coefficients required as input to solve the system of fluid equations are 
calculated using a Monte Carlo simulation technique.  

As an illustrative example, in Fig. 1 we show the resulting electric field of the positive 
streamer in the mixture with 95% N2 and 5% of C3F8 (left), and 75% N2 and 25% of C3F8 
(right) at 2.25 ns. The applied electric field is set to 5∙106 V/m in the entire domain. 

 
Fig. 1. The resulting electric field intensity of the positive streamer in the mixture with 95% 
N2 and 5% of C3F8 (left), and 75% N2 and 25% of C3F8 (right) at 2.25 ns. 
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Streamers are thin channels of weakly-ionized nonstationary plasma produced 
by an ionization front that moves through non-ionized matter (Teunissen and Ebert 
2017). They have applications in diverse areas of science and technology ranging 
from their role in creating lighting and sprite discharges in the upper planetary 
atmospheres to industrial applications such as the ignition of high-intensity 
discharge lamps and treatment of polluted gases and water. Further optimization 
and understanding of such applications are dependent on an accurate knowledge of 
streamer properties, electron transport and physical processes involved. 

We have developed a computer code that implements an axisymmetric first 
order fluid model in the AMReX environment. AMReX is an open-source C++ 
library for numerical calculations with block structured adaptive mesh refinement 
(Zhang et al. 2019). It has inbuild geometric multigrid solvers and it allows both 
MPI and OpenMP parallelization, as well as parallelization on graphic processing 
units. AMReX also has many inbuilt classes which enable a convenient 
implementation of both grid and particle data.  

In our code the time evolution of the number density of electrons is represented 
by the drift-diffusion-reaction equation. The time evolution of the number densities 
of positive and negative ions are represented by the rate equations, as ions are 
assumed to be stationary for the timescales of our simulations. The time integration 
of these equations is performed by employing the second order Runge-Kutta 
method. The spatial dependence of transport coefficients in these equations is 
represented by the local field approximation. The electric potential due to space 
charges is determined by solving the Poisson equation, while photoionization is 
represented by solving a set of Helmholtz equations. These equations are solved by 
employing the AMReX inbuilt geometric multigrid solver. Bourdon three term 
parametrization (Bourdon et al. 2007) is employed for representing photoionization 
in the mixtures of nitrogen and oxygen. 

Spatial discretization is implemented by using the finite volume method. Thus, 
scalar variables are defined at the cell centers, while vector variables are defined at 
the cell faces. For this reason, the number density of electrons needs to be 
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interpolated from cell centers to cell faces to calculate the electron flux. For this 
purpose, both TVD scheme with the Koren flux limiter (Koren 1993) and Munz 
implementation (Munz 1988) of the MUSCL scheme (Van Leer 1979) can be used. 
The validity of the code is tested by comparing its results to the results of the 
Afivo-streamer open-source fluid code (Teunissen 2017). 
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STUDIES ON STREAMER DISCHARGES IN ULTRA-LOW GWP GASES 

DANKO BOŠNJAKOVIĆ , ILIJA SIMONOVIĆ  and SAŠA DUJKO

Institute of Physics Belgrade, Pregrevica 118, 11080 Belgrade, Serbia 

Abstract. In this work, we use a Particle-in-cell/Monte Carlo collision (PIC/MCC) model 
to investigate the inception and propagation of both positive and negative streamers in 
ultra-low GWP gases, including C3H2F4 and C3HF5. The modelling results can be used as a 
basis for assessing the performance of these gases in high-voltage insulation as eco-friendly 
alternatives to SF6.  

The PIC/MCC model uses Velocity Verlet scheme to track individual electrons in 3D and a 
Monte Carlo null-collision technique to sample the electron-neutral collision parameters. 
The electric field is assumed to be axially symmetric and is computed on a 2D numerical 
grid coupled with a Poisson equation solver. The electric field solver is implemented using 
the iterative multigrid method provided by the AMReX software framework. AMReX is an 
open-source C++ library for massively parallel block structured adaptive mesh refinement 
applications. In addition to its in-built geometric multigrid solver, we use the programming 
abstractions that it provides to implement adaptive mesh refinement and to support MPI and 
OpenMP parallelization on multicore CPUs. We also employ a particle management 
technique in order to optimize the number of particles in a simulation and shorten the 
computation time. To study the propagation of positive streamers, we include a 
photoionization model and a stochastic background ionization as sources of free electrons. 

Results of PIC/MCC simulations are presented as an evolution of electron and ion densities, 
electric field distribution, streamer radius and velocity, and are obtained as a function of the 
applied electric field strength. In addition to ultra-low GWP gases, calculations are also 
performed for artificial dry air so as to validate and compare our results with those from 
open source Afivo-pic code.    
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ELECTRON TRANSPORT IN RADIO-FREQUENCY ELECTRIC AND 
MAGNETIC FIELDS IN ULTRA-LOW GWP GASES 

SAŠA DUJKO1 , ILIJA SIMONOVIĆ1 , DANKO BOŠNJAKOVIĆ1 ,  
JASMINA ATIĆ1  and ZORAN LJ. PETROVIĆ2

1Institute of Physics Belgrade, Pregrevica 118, 11080 Belgrade, Serbia 
2Serbian Academy of Sciences and Arts, Knez Mihailova 35, 11001 Belgrade, 

Serbia 

Abstract. In this work, we study the transport of electrons in radio-frequency (RF) electric 
and magnetic fields in ultra-low global warming potential (GWP) gases. Calculations have 
been performed for electron swarms in C3H2F4 and C3HF5 using a time-dependent multi-
term technique to solve the Boltzmann equation and Monte Carlo simulation. 

The progress and further improvements of plasma science require the most accurate 
modeling of charged particle transport under the influence of electric and magnetic fields in 
neutral gases. In this work, we study the transport of electrons in RF electric and magnetic 
fields in ultra-low GWP gases, including C3H2F4 and C3HF5. Electron swarm transport 
properties and distribution functions have been calculated using a unified time-dependent 
multi term theory to solve the Boltzmann equation and Monte Carlo simulation. The 
motivational factors for this study include the following: (1) understanding electron kinetics 
and electron heating mechanisms in inductively coupled plasmas, (2) understanding of the 
interaction between electromagnetic waves and ambient electrons inside gas-insulated 
switchgears used in electrical power transmission systems. We systematically investigate 
the explicit effects associated with the electric and magnetic fields including fields to 
density ratios, field frequency, field phases and field orientations. We also highlight the 
explicit modification of electron swarm transport coefficients by non-conservative 
collisions, including the electron attachment and ionization. We have observed a multitude 
of kinetic phenomena that are generally inexplicable with the conventional transport theory 
of electron swarms in direct-current (DC) fields. Phenomena of significant note include the 
increase of mean energy with increasing magnetic field, time-resolved negative differential 
conductivity, anomalous anisotropic diffusion, and transient negative diffusivity.     

Acknowledgments: This work is supported by the Science Fund of the Republic of Serbia, 
Grant No. 7749560, Exploring ultra-low global warming potential gases for insulation in 
high-voltage technology: Experiments and modelling EGWIn.  

39

https://orcid.org/0000-0002-4544-9106
https://orcid.org/0000-0001-6704-9042
https://orcid.org/0000-0002-2725-5287
https://orcid.org/0000-0003-1800-8628
https://orcid.org/0000-0001-6569-9447
https://doi.org/10.69646/aob103p039


      Poster Publ. Astron. Obs. Belgrade No. 103 (2024), 40   
https://doi.org/10.69646/aob103p040 

STUDIES ON ELECTRON SWARMS AND STREAMER DISCHARGES IN 
ECO-FRIENDLY RPC GASES 
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Abstract. In this work, we study the transport of electrons and the propagation of streamers 
in resistive plate chambers (RPC). We are considering the performance of new eco-friendly 
gas mixtures instead of the currently used C2H2F4 and SF6.  

Resistive plate chambers are gaseous particle detectors often used for timing and triggering 
purposes in high-energy physics experiments. At the Large Hadron Collider (LHC) at 
CERN, all key experiments, including ALICE, ATLAS, CMS and LHCb employ RPC 
detectors. RPCs in these experiments are operated with gas mixtures in which the main 
component is C2H2F4. C2H2F4 is mixed with i-C4H10 and SF6 in various percentages, to 
control the amount of liberated charge and the occurrence of violent discharges. However, 
C2H2F4 and SF6 are characterized by high global warming potentials. In this work, we study 
the performance of new eco-friendly RPC gas mixtures. The C2H2F4 is replaced with a 
proper mixture of C3H2F4 and CO2, while CF3I, C4F7N and C5F10O were considered as 
alternatives to SF6. We approach the problem at three stages: (1) First, we propose 
complete and consistent sets of cross sections for C3H2F4 and strongly attaching gases, 
including CF3I, C4F7N and C5F10O, (2) Second, we investigate the transport of electrons in 
various eco-friendly gas mixtures, and (3) Third, we simulate the inception and propagation 
of streamers in LHC-like conditions. Swarm analysis was performed using pulsed-
Townsend measurements of swarm data, numerical solutions of Boltzmann's equation, and 
Monte Carlo simulations. The inception and propagation of streamers were simulated using 
the classical fluid model, which involves the drift-diffusion approximation and local field 
approximation. The model is implemented in 3D setup within the AMReX environment. 

Acknowledgments: This work is supported by the Science Fund of the Republic of Serbia, 
Grant No. 7749560, Exploring ultra-low global warming potential gases for insulation in 
high-voltage technology: Experiments and modelling EGWIn.  

40

https://orcid.org/0000-0001-6704-9042
https://orcid.org/0000-0002-2725-5287
https://orcid.org/0000-0001-6569-9447
https://orcid.org/0000-0002-4544-9106
https://doi.org/10.69646/aob103p040


      Poster Publ. Astron. Obs. Belgrade No. 103 (2024), 62   
https://doi.org/10.69646/aob103p062 

THREE-DIMENSIONAL STREAMER MODEL IN THE AMREX 
ENVIRONMENT 

ILIJA SIMONOVIĆ , DANKO BOŠNJAKOVIĆ  and SAŠA DUJKO

Institute of Physics Belgrade, Pregrevica 118, 11080 Belgrade, Serbia 

Abstract. Streamers appear in nature as sprite discharges in the upper-planetary 
atmospheres, and as precursors of lightning, see Teunissen and Ebert 2017. They have a 
wide variety of applications in technology including the ignition of high-intensity discharge 
lamps and the purification of gases and liquids from harmful organic pollutants. The further 
development of these applications requires a joint effort of experimental investigations and 
computer modelling of streamer discharges. 

We have developed a 3D streamer model in the AMReX environment. AMReX is an open-
source C++ library for massively parallel block structured adaptive mesh refinement 
applications, see Zhang et al. 2019. AMReX has inbuilt geometric multigrid solvers for 
solving elliptic differential equations, and it allows both MPI and OpenMP parallelization 
on CPUs as well as parallelization on GPUs. AMReX also has many inbuilt classes which 
enable a convenient implementation of both grid and particle data. 

Our model is based on the first-order fluid model with local field approximation. The time 
integration in our code is performed by employing the second order Runge-Kutta method. 
The spatial discretization is performed by using the finite volume method. In our model, the 
non-local source term due to photoionization is represented by solving a set of Helmholtz 
equations, and we apply the Bourdon three term parametrization for representing the photon 
absorption function, see Bourdon et al. 2007. The verification of our code is performed by 
comparing its results to the results of the Afivo-streamer open-source code, see Teunissen 
and Ebert 2017.  
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FLUID MODEL OF STREAMERS IN THE AMREX ENVIRONMENT 
 

ILIJA SIMONOVIĆ , DANKO BOŠNJAKOVIĆ  and SAŠA DUJKO  

Institute of Physics Belgrade, Pregrevica 118, 11080 Belgrade, Serbia 

Abstract. Streamers are thin filaments of weakly ionized non-stationary plasma, which 
appear in nature as precursors of lightning and as sprite discharges in the upper-planetary 
atmospheres, see Teunissen and Ebert 2017. Streamers are used for the ignition of high-
intensity discharge lamps and for the purification of gases and liquids from harmful organic 
pollutants, and they are the main mechanism of breakdown in the high-voltage insulation 
technology.  

We have developed a fluid model of streamer discharges in the AMReX library. Our model 
is implemented in both axisymmetric and 3D cases. AMReX is an open-source C++ library 
that is designed for massively parallel block structured adaptive mesh refinement 
applications, see Zhang et al. 2019. AMReX allows a straightforward use of both MPI and 
OpenMP parallelization on CPUs as well as parallelization on GPUs. This library also has 
inbuilt geometric multigrid solvers for solving elliptic differential equations, such as the 
Poisson equation and the Helmholtz equation.  

Our code is based on the first-order fluid model with local field approximation. The time 
integration in our code is performed explicitly by employing the Heun’s method. We 
employ the finite volume method for spatial discretization. The non-local source term due 
to photoionization is represented by employing the Zhelenznyak’s model using the 
Helmholtz approximation, and the photon absorption function is represented by applying 
the Bourdon three term parametrization, see Bourdon et al. 2007. We have verified our 
code by comparing its results to the results of the Afivo-streamer open-source code, see 
Teunissen and Ebert 2017.  
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The Pulsed Townsend experiment is used for determining the transport 

coefficients for a swarm of electrons in gases (see e.g., Casey 2021, De Urquijo 

2007, Haefliger 2018). These transport coefficients include drift velocity, 
longitudinal diffusion and the effective ionization coefficient. In general, these 

transport coefficients are determined by fitting an analytical expression, in which 

the current signal is expressed in terms of these transport coefficients, to the actual 
current signal that is measured in the experiment by a nonlinear curve fitting 

procedure. In the literature, different analytical expressions for the current signal 

are used by different authors, and the employed nonlinear curve fitting procedures 

are not always publicly available. For this reason, a systematic study of the fitting 
of the current signal of the Pulsed Towsend experiment is long overdue, and this 

work makes first steps in that direction. 

In this contribution, we investigate the applicability of the gradient descent 
algorithm for the fitting of the current signal of the Pulsed Towsend experiment. 

The gradient descent algorithm is a method for unconstrained mathematical 

optimization, that is commonly used to train machine learning models including 
linear regression, logistic regression, neural networks, and support vector machines 

(see e.g. Bishop 2006). This algorithm minimizes the desired differentiable 

multivariate function by making repeated steps in the direction opposite to the 

gradient.  
In this contribution, we investigate two different analytical expressions for the 

current signal from the Pulsed Towsend experiment. We have defined two machine 

learning models that implement these expressions in the torch.nn.Module class 
from the PyTorch library.  PyTorch is an open-source library for machine learning, 

data science, and artificial intelligence, that has been originally developed by Meta 

AI (see e.g. Ketkar 2021). The transport coefficients, that are determined from the 
current signal of the Pulsed Towsend experiment, are included in these models as 

trainable parameters. The models are trained by employing the torch.optim.Adam 

class, which implements the Adam variant of the gradient descent algorithm (see 

e.g. Barakat 2021), and by using the data that is generated from the corresponding 
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analytical expressions, by employing NumPy and SciPy open-source libraries (see 

e.g. Bressert 2013). Three different learning rates are used for drift velocity, 

diffusion coefficient, and the effective ionization coefficient, to optimize the 
convergence of the training algorithm, as these three coefficients have different 

orders of magnitude. We have observed that excellent convergence is obtained for 

all four combinations of the two PyTorch models and the two current signals. 
However, it is important to first estimate the initial guess for the drift velocity from 

the time at which the current signal is being rapidly reduced, due to the absorption 

of the electron swarm at the anode. 
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Axisymmetric fluid streamer model with curvilinear electrodes in
the AMReX environment

I. Simonović1, D. Bošnjaković1 and S. Dujko1

1 Institute of Physics Belgrade, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia

We have extended our axisymmetric fluid streamer model, thatis implemented in the AMReX
library, to include curvilinear electrodes by employing the AMReX inbuilt embedded boundary func-
tionality. We have investigated the dynamics of both positive and negative streamers in the pin-to-
plane electrode configuration. The verification of our code is performed by comparing its results to
those of the Afivo-streamer open-source code.

Streamers are precursors of lightning leaders and
arcs in nature and technology [1]. Streamers are used
for purification of polluted gases and liquids, surface
processing, and plasma medicine. Further optimiza-
tion of these applications requires both experimental
investigation and theoretical modelling of streamer dy-
namics.

We have developed an axisymmetric streamer
model in the AMReX library [2]. AMReX is an
open-source library for massively parallel scientific
computing applications with block-structured adaptive
mesh refinement [3]. AMReX supports both MPI and
OpenMP parallelization on central processing units as
well as parallelization on graphic processing units. Al-
though AMReX is implemented in C++ it has both
Fortran and Python interfaces.

Our model is based on the first-order fluid model
with local field approximation. The time evolution
of the number density of electrons is described by
the advection-diffusion-reaction equation, while the
time evolution of the number densities of positive
and negative ions is described by the reaction equa-
tions. We employ the finite volume method for the
spatial discretization of our model. Time integration
is performed by using the second-order Runge-Kutta
method.

In this work, we have extended our code to enable
for the inclusion of curvilinear electrodes by using the
AMReX inbuilt embedded boundary functionality. In
this approach, the electrode is included as a curvilinear
embedded boundary that conceptually cuts through a
rectangular mesh. Thus, various electrode shapes can
be generated by combining the basic shapes that are
implemented in the classes which already exist in AM-
ReX. For instance, a rod electrode can be generated as
a union of a semisphere and a cylinder.

The resulting electric field is determined from the
gradient of the resulting electrostatic potential, which

is obtained by solving the Poisson equation. This
equation is solved by employing the geometric multi-
grid method. We use Dirichlet boundary condition for
the electrostatic potential at boundaries that are per-
pendicular to the applied electric field, and zero Neu-
mann boundary condition at other boundaries.

It is important to note that the AMReX inbuilt linear
operator, that is used for solving the Poisson equation
and the Helmholtz equation when embedded bound-
aries are present, is defined only for Cartesian coor-
dinates. For this reason, the coefficients of this linear
operator must be explicitly set by the user to be equal
to the metric terms for cylindrical coordinates in order
to obtain the correct solution of these equations for the
axisymmetric model.

Verification of our model is performed by com-
paring its results with the results of the open-source
Afivo-streamer code [1] for both positive and negative
streamers in the pin-to-plane electrode configuration.
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