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Abstract Restriction-modification (R-M) and CRISPR-Cas are bacterial immune
systems which defend their prokaryotic hosts from invasive DNA. Understanding
how these systems are regulated is necessary for both biotechnology applications,
and for understanding how they modulate horizontal gene transfer (including
acquisition of virulence factors). We here review results on modeling these sys-
tems which point to common general principles underlying their architecture and
dynamical response, with particular emphasis on modeling methods. We show that
the modeling predictions are in a good agreement with both in vitro measurements
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of promoter transcription activity and the first in vivo measurements of gene
expression dynamics in R-M systems. Modeling induction of CRISPR-Cas systems
is challenging, as signaling which leads to their activation is currently unknown.
However, based on similarities between transcription regulation in CRISPR-Cas and
some R-M systems, we argue that transcription regulation of much simpler (and
better studied) R-M systems can be used as a proxy for CRISPR-Cas transcription
regulation, allowing to in silico assess CRISPR-Cas dynamical properties. Based on
the obtained results, we propose that mechanistically otherwise different bacterial
immune systems, presumably due to a common function, share the same unifying
principles governing their expression dynamics.

Keywords Thermodynamic modeling · Restriction-modification systems ·
CRISPR-Cas · Gene expression regulation · Regulatory dynamics

1 Introduction

Two types of prokaryotic “immune systems,” known as restriction-modification (R-
M) and CRISPR-Cas (Clustered, regularly interspaced short palindromic repeats-
CRISPR-associated proteins) systems, resemble the mammalian immune system in
their ability to actively and with high selectivity combat infectious elements (foreign
DNA) (Goldberg and Marraffini 2015). Apart from their immune function, these
systems significantly influence evolution and ecology of prokaryotes in a number of
ways and have a range of applications in biotechnology (Ershova et al. 2015; Hille
and Charpentier 2016).

In type II R-M systems, which are often found on plasmids, separate genes
code for two main system components: a restriction enzyme, which cuts specific
DNA sequences, and a methyltransferase, which methylates the same sequences
and thereby protects them from cutting (Nagornykh et al. 2008). It is widely
considered that the main condition for safely and efficiently establishing an R-
M system in a naïve host cell, is a delayed beginning of expression of restriction
enzyme with respect to methyltransferase. This delay provides enough time for a
methyltransferase to protect a host genome, so that restriction enzyme later targets
only invasive DNA. Apart from this constraint on their dynamics imposed by their
function, we propose other potentially common R-M system dynamical properties,
and ask if these can be achieved by a wide variety of R-M systems architectures and
regulatory features (Rodic et al. 2017b). These hypotheses are tested by analyzing
dynamical properties of different R-M systems, predicted by biophysical models
including thermodynamically modeled transcription regulation and dynamically
modeled transcript and protein expression.

Unlike R-M systems, which are considered rudimentary for their lack of ability to
memorize past infections, CRISPR-Cas are advanced, adaptive prokaryotic immune
systems, which store partial DNA sequences of former infectors as spacers flanked
by direct repeats in a so-called CRISPR array (Hille and Charpentier 2016). Another
constitutive part of a CRISPR-Cas system are genes coding for Cas proteins. In Type
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I-E CRISPR-Cas system in E. coli, which is a model system for studying CRISPR-
Cas regulation, CRISPR array is transcribed as a long pre-crRNAmolecule which is
further cut by Cas6e protein into small crRNAs, containing separate spacers. These
crRNAs guide Cascade complexes constituted of Cas proteins to complementary
foreign DNA, which is consequently destroyed. Somewhat surprisingly, while
CRISPR-Cas is extensively used for designing various biotechnological tools,
its native function and regulation in bacterial cells are not well understood. In
particular, CRISPR-Cas is silenced in E. coli cells under standard conditions, which
hinders observing its expression dynamics (Pul et al. 2010). However, transcription
regulation of this system involves general features similar to those found in certain
R-M systems, which can be used to predict the main features of CRISPR-Cas
expression dynamics (Rodic et al. 2017a).

In this chapter, we aim to explain how a thermodynamic model of a given
promoter regulation is formulated, by briefly describing a theoretical basis of
thermodynamicmodeling and showing how this approach is applied on examples of
R-M systems, AhdI and EcoRV. Further, thermodynamic modeling of transcription
is used as an input for dynamic modeling, predicting appropriate protein expression
in a cell in time, which is discussed on the example of Esp1396I R-M system,
for which protein expression dynamics were experimentally measured. We also
show how measures for dynamical properties of interest were defined to compare
expression dynamics of different R-M systems and to propose unifying principles
that characterize their regulatory dynamics. To in silico predict the main qualitative
properties of CRISPR-Cas dynamics, and to understand the significance of few
characteristic regulatory features found in CRISPR-Cas, we introduce the idea of
using a synthetic setup where R-M system transcription regulation with similar
features is used as a proxy for not–well understood CRISPR-Cas transcription
regulation. Based on the obtained results, we propose that regulatory dynamics
of CRISPR-Cas and R-M systems may be governed by similar design principles
imposed by their immune function.

2 Thermodynamic Modeling of Transcription Regulation

Thermodynamic modeling approach of gene transcription control is based on
principles of statistical mechanics. As an input it takes levels of transcription factors,
and patterns and affinities of their binding sites, while as an output it provides
predictions of promoter transcription activity (Dresch et al. 2013).

As regulation of transcription initiation, which is a rate-limiting step in gene
transcription, involves binding of protein molecules (RNA polymerase, transcription
factors) to DNA (promoter region), let us start with a simple scenario in which
one molecule of protein, present in some copy number in a cell, binds to one
binding site on DNA. From a thermodynamics point of view, the cell interior can
be approximated by a system exchanging energy with a much larger heat reservoir
(its surroundings) (Phillips et al. 2012). Protein molecules in this system, among
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which energy is distributed, are approximated by noninteracting particles randomly
moving in space confined to the cell volume. These particles can be arranged in a
number of different ways, and every unique arrangement of particles corresponds to
a particularmicrostate of the system. The probability of finding differentmicrostates
is given by the Boltzmann distribution, which we derive below.

2.1 Derivation of the Boltzmann Distribution

Consider a system (s) in contact with a thermal reservoir (r), which together
constitute an isolated system with fixed total energy E = E(s) + E(r). According
to the second law of thermodynamics, such an isolated system evolves toward such
partition of energy between the system and the reservoir, which corresponds to the
largest number of microstates of the whole system (Phillips et al. 2012). Therefore,
the probability that the system has energy Ei

(s) is proportional to the number of the
corresponding microstates of the overall system, �(E,Ei

(s)) = �(s)(Ei
(s)) × �(r)(E–

Ei
(s)). System degeneracy is directly related to its entropy S = kB ln(�), where kB is

the Boltzmann constant, so the probability that the system has energy Ei
(s) reads:
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where in the second step, the reservoir entropy is expended about S(r)(E) (note
that this approximation is valid when a reservoir is much bigger than a system,
so Ei

(s) << E), while in the third step the thermodynamic definition of temperature
(∂S/∂E)V,N = 1/T is used. The first term in Eq. (1) gives the number of microstates
of a system with energy Ei

(s) (i.e., �(s)(Ei
(s))), while the second term is called

the Boltzmann factor, and represents the unnormalized probability of selecting one
particular system microstate at energy Ei

(s), i.e. it represents a statistical weight of
that microstate (Sneppen and Zocchi 2005).

2.2 Statistical Weights from Statistical Mechanics

In the problem of binding of a protein to its binding site considered above, all of
the microstates can be grouped in one of the two system macrostates: the one in
which the DNA binding site is occupied by the protein, or the one in which it is
empty, where binding sites in these two states are characterized by the energies εi

(bs)

(so that i corresponds to bound or unbound). Thereby, the energy of the system
(Ei

(s)) is a sum of the binding site energy and the kinetic energies of all unbound
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protein molecules. Since the probability of finding different microstates is given by
the Boltzmann distribution, the weight associated with the macrostate with energy
Ei

(s) is proportional to the corresponding number of the system microstates (�(s)),
multiplied by the Boltzmann factor (the numerator in the equation below):
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(
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i
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· e−E
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∑
i

(
�(s)

(
E

(s)
i

)
· e−E
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i /(kB ·T )

) . (2)

In the denominator of Eq. (2) is the so-called partition function,which represents
a sum of statistical weights of all possible system microstates.

To determine �(s) from Eq. (2), i.e. to count in how many ways protein
molecules can be arranged, one needs to know how many states are available to
one freely moving protein molecule with kinetic energy εk = p2/(2m) in a cell.
According to the uncertainty principle from quantum mechanics, this question
amounts to counting discrete cells of the size h (Planck’s constant) in the phase-
space containing three dimensions of particle position (r) and three dimensions of
its momentum (p) (Stowe 2007; Sneppen and Zocchi 2005).

Therefore, the statistical weight of the system macrostate with binding site
energy ε

(bs)
bound , where the protein binding site is occupied, is obtained by summing

through all possible arrangements (permutations) of N−1 indistinguishable protein
molecules (because 1 is bound) in a cell phase-space, with that sum weighted by a
corresponding Boltzmann factor (Phillips et al. 2012; Sneppen and Zocchi 2005):

ZON = 1
(N−1)!

(
∫
V

∫ d3r ·d3p
h3

e−p2/(2mkBT )

)N−1

e−ε
(bs)
bound/(kBT )

∝ kN−1ρ−(N−1)e−ε
(bs)
bound/(kBT ),

(3)

where k = (2mkBTπ /h2)3/2 and ρ = N/V (V is cell volume). Equivalently, a
statistical weight of a system macrostate in which all protein molecules are free
in a cell (with binding site energy ε

(bs)
unbound ) reads:

ZOFF = 1
N !

(∫
V

∫ d3r ·d3p
h3

e−p2/(2mkBT )

)N

e−ε
(bs)
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∝ kNρ−N e−ε
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(4)

Taking into account that the total statistical weight (partition function) of this
system is Z = ZON + ZOFF, one can express the ratio of probabilities of finding a
binding site in occupied and unoccupied state:

PON

POFF

= ZON

Z
·
(

ZOFF

Z

)−1

= ρ

k
e−�ε/(kBT ), (5)
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where �ε = ε
(bs)
bound − ε

(bs)
unbound is the binding energy. Conveniently, statistical

weights are expressed in terms of �ε (i.e., normalized with ZOFF). One should
have in mind that binding of a protein to DNA induces significant conformational
changes in both molecules, so �ε in the above equations corresponds to the (Gibbs)
free energy of binding (often written as �G, which we will adopt below).

2.3 Statistical Weights from Equilibrium Biochemical
Reactions

Binding of a protein present in a cell in concentration [P], to a binding site of
concentration [BS] is, alternatively, described by the following chemical reaction:

[P] + [BS] −−−−−−→←−−−−−−
Kd

[P ∼ BS] , (6)

characterized by the equilibrium dissociation constant Kd = [P]·[BS]/[P∼ BS]. The
ratio of probabilities of finding a binding site occupied and unoccupied is then

PON

POFF

= [P ∼ BS]

[BS]tot
·
(

[BS]

[BS]tot

)−1

= [P]

Kd

, (7)

where [BS]tot = [BS] + [P ∼ BS] is a total binding site concentration. Equation
(7) is equivalent to Eq. (5) obtained using statistical mechanics, where [P] = ρ and
Kd = k·exp(�ε/(kBT)) (Sneppen and Zocchi 2005).

If a protein from the analyzed example is RNA polymerase (RNAP) binding to
a promoter site, the promoter transcription activity can be approximated through
a classical assumption that the transcription activity is proportional to equilibrium
binding probability of RNAP to the promoter (Shea and Ackers 1985). Transcription
from promoters with more complex regulation, including combinatorial binding of
multiple transcription factors which results in more than two promoter configura-
tions, can also be modeled in this way, as in the following example.

2.4 Modeling Transcription Regulation of AhdI R-M System

Thermodynamic modeling approach introduced above was applied in modeling
transcription regulation of the R-M system AhdI, which belongs to a large group
of R-M systems coding for an additional, control protein (C) which regulates
transcription of system genes (Bogdanova et al. 2008). In this system, an operon
containing control protein and restriction endonuclease genes (c and res), and a gene
coding for methyltransferase (met) are oriented convergently and transcribed from
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Fig. 1 Thermodynamic modeling of P.CR transcription regulation in AhdI R-M system. (a) Gene
organization in AhdI system. P.CR, DBS, PBS, and P.M mark relative positions of the P.CR
promoter, the distal and the proximal C protein binding site, and the P.M promoter, respectively.
(b) Allowed P.CR configurations with their statistical weights denoted on the right, expressed in
terms of the equilibrium dissociation constants (K) of reactions (8). Protein–DNA (below each
configuration) and protein–protein (above interacting proteins) binding free energies (�G, in units
of kBT) are related to the appropriate equilibrium dissociation constants following the equations
in (c). (d) P.CR transcription activity (ϕCR) is proportional to the fraction of statistical weights
corresponding to transcriptionally active configurations (those containing an arrow in b)

the promoters denoted as P.CR and P.M, respectively (Fig. 1a). Methyltransferase
methylates the P.M promoter, thereby repressing transcription of its own gene. On
the other hand, transcription of the operon genes is regulated by binding of C
protein dimers to the distal (DBS) and the proximal binding sites (PBS) in the P.CR
promoter region.

Prior experiments of in vitro transcription from a wild type P.CR showed that
transcription from this promoter is virtually inactive in the absence of C protein, and
that it becomes first activated and then repressed with increasing C protein concen-
tration (Bogdanova et al. 2008). This suggests that RNAP is presumably recruited
to the promoter through a protein-protein contact with a bound C protein which,
therefore, acts as a transcription activator. However, in the electrophoretic mobility
shift assay experiments, only free DNA and complexes comprised of C protein
tetramers bound to DNA were revealed in the whole range of varying C protein
concentrations (Bogdanova et al. 2008; McGeehan et al. 2006). Furthermore, it was
shown that DBS has a few orders of magnitude larger binding affinity than PBS,
indicating that binding of C dimers to DNA is highly cooperative, i.e., a C dimer
bound to DBS immediately recruits a second C dimer to PBS. As a boundC tetramer
prevents RNAP from binding to the P.CR and thereby represses transcription of c
and res genes, this raises a question of how transcription from the P.CR is activated.
Therefore, quantitative modeling was used to test the proposed mechanism: that
RNAP can passively outcompete a second C dimer from binding to PBS, which
results in activation of transcription from the P.CR (Bogdanova et al. 2008).
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The proposed thermodynamic model of the P.CR transcription regulation takes
into account the following chemical reactions, characterized by the appropriate
equilibrium dissociation constants (K):

[Mon] + [Mon] −−−−−−→←−−−−−−
K1

[D]

[RNAP] + [DNA] −−−−−−→←−−−−−−
K2

[RNAP ∼ DNA]

[D] + [DNA] −−−−−−→←−−−−−−
K3

[D ∼ DNA]

[D ∼ DNA] + [RNAP] −−−−−−→←−−−−−−
K4

[D ∼ RNAP ∼ DNA]

[D ∼ DNA] + [D] −−−−−−→←−−−−−−
K5

[T ∼ DNA] ,

(8)

where [RNAP], [Mon], [D] and [DNA] stand for concentrations of RNA poly-
merase, C protein monomers and dimers, and DNA containing the P.CR promoter
region, while [RNAP ∼ DNA], [D ∼ DNA], [D ∼ RNAP ∼ DNA] and [T ∼ DNA]
denote concentrations of established complexes of, respectively, RNAP bound to
the P.CR, a C dimer bound to DBS, RNAP recruited to the promoter by a bound C
dimer, and a boundC tetramer. This system of reactions describes establishing of the
allowed P.CR equilibrium configurations characterized by the following statistical
weights (Fig. 1b):

• 1—empty promoter;
• ZRNAP = [RNAP ∼ DNA]/[DNA]—only RNAP bound to the promoter, which

corresponds to basal transcription of the operon genes;
• ZD-RNAP = [D ∼ RNAP ∼ DNA]/[DNA]—RNAP recruited to the promoter by a

C dimer bound to DBS, resulting in transcription activation;
• ZT = [T ∼ DNA]/[DNA]—a second C dimer recruited to PBS by a C dimer

bound to DBS, with obtained C tetramer repressing transcription.

Note that the configuration representing only a C dimer bound to PBS was not
taken into account, as such a configuration was not observed in the experiments
and has a very low probability due to a large cooperativity in C dimers binding.
One should also note that this modeling approach involves the rapid equilibrium
assumption applied to the binding reactions, which is justified by the fact that
association and dissociation processes between a protein and a DNA molecule, or
two protein molecules, are much faster compared to transcription, translation and
protein/RNA degradation processes (Phillips et al. 2012). Consequently, the model
considers only the frequency of different promoter configurations in equilibrium and
cannot distinguish between different sequences of binding events leading to a given
configuration—e.g., whether protein A binds to DNA first and prevents binding of
protein B, or it displaces protein B when it is already bound to DNA.
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The measured value of C protein dimerization constant (K1) is by an order of
magnitude larger than the range of C protein concentrations used in experiments,
indicating that C protein is present in a cell in the form of monomers. Therefore,
statistical weights of the corresponding configurations are expressed in terms of C
monomer and RNAP concentrations and, either appropriate equilibrium dissociation
constants (Fig. 1b), or binding free energies (Fig. 1c). According to the assumption
introduced above, transcription activity of the P.CR is proportional to the fraction of
statistical weights that correspond to boundRNAP (Fig. 1d). Absorbing all constants
into few parameters (x, y, and z), P.CR transcription activity is obtained as a function
of C protein monomer concentration:

ϕCR (Mon) = α
x + y[Mon]2

1 + x + y[Mon]2 + z[Mon]4
, (9)

where α is a proportionality constant with units transcript amount over time.
Equation (9) was fitted to the experimentally measured data, obtained for a wild
type system (Fig. 2a), but also for systems in which mutations were introduced in
the DNA sequences of DBS or/and PBS (Fig. 2b–d), which corresponds to changing
�GD-DBS or/and �GD-PBS (see Fig. 1b) (Bogdanova et al. 2008). Fig. 2 shows that
the proposed model, with only three free parameters (x, y, and z; α was given the
value 1), is in very good agreement with the data for both the wild type and the
mutated systems. Furthermore, when fitted to the mutants data, parameter values
change as expected with respect to the wild-type case—e.g., decreasing the affinity
of DBS strongly negatively affects parameters y and z, while it has no effect on
parameter x (compare the Eq. (9) with statistical weights in Fig. 1b and c). All of
the above indicates that the modeling can realistically explain in vitro measured
transcription activities and, accordingly, that the proposed model appropriately
describes the P.CR transcription regulation in AhdI system.

Fig. 2 Fitting experimentally measured dependence of P.CR transcription activity on C protein
concentration in wild type and experimentally mutated systems, with a thermodynamic model of
this promoter transcription regulation. Transcription activity was measured in arbitrary units and
the values (grey circles) were normalized. Solid curves represent the fitted model Eq. (9). (a) Wild
type system, (b) DBS affinity decreased, (c) PBS affinity decreased, (d) Decreased affinity of both
DBS and PBS (Bogdanova et al. 2008)
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3 Dynamic Modeling of Protein Expression

Dynamic modeling is the most common approach to model molecular networks and
can be used to predict how protein amounts of interest—e.g. those of restriction
enzyme and methyltransferase—change with time. State variables of the model
represent concentrations (or numbers of molecules) of all mRNA and protein species
in the system. These quantities dynamically depend on the combination of all
processes that increase or decrease the corresponding amounts, characterized by
appropriately defined rates (Le Novère 2015).

Experimentally observing dynamics of protein expression in a cell is, however,
challenging due to a prerequirement for a synchronized cell population. Conse-
quently, such measurements have been conducted on R-M systems in only two
cases: for PvuII system, by introducing the system in a cell on a phage vector
(Mruk and Blumenthal 2008), and for Esp1396I system, bymonitoring fluorescently
labeled R-M system proteins at the level of single cells (Morozova et al. 2016). In
the latter case, experimental measurements were compared with predictions of a
biophysical model of Esp1396I R-M system expression during its establishment in
a newly transformed host (Morozova et al. 2016).

Similarly to AhdI system, Esp1396I system contains c and res genes in an
operon, expressed from a promoter controlled by cooperative binding of two C
dimers (see Fig. 1a and b). In contrast to an autoregulated m gene in AhdI system,
in Esp1396I system, P.M is under control of C protein, where binding of one C
dimer to its single binding site in this promoter region represses transcription of
m gene (Bogdanova et al. 2009). P.CR and P.M regulation was thermodynamically
modeled as explained above, to obtain relations for their transcription activities (ϕi)
as functions of C protein concentration, which were further used as an input for a
dynamic model describing how appropriate transcript (mi) and protein (pi) amounts
change with time, for all three system components (i = C, Res, Met denoting C
protein, restriction enzyme, and methyltransferase, respectively):

dmi(t)

dt
= ϕi − λm

i · mi,
dpi(t)

dt
= κi · mi − λ

p

i · pi (10)

Equation (10) takes into account that transcript and protein amounts are increased
by transcription of the corresponding genes and translation of their transcripts (with
translation constants κ i), respectively, while these amounts are decreased with decay
constants λm

i and λ
p
i , which account for both degradation and dilution of molecules

due to cell division.
The proposed model of Esp1396I expression is minimal, in a sense that it takes

into account only the experimentally established regulatory mechanisms, and that
all model parameters are considered time-independent. Estimating the parameters
by fitting this model to the data (Fig. 3a and b), is a difficult task due to the relatively
large parameter space. This task is simplified by the fact that the parameters
related to restriction enzyme expression can be estimated separately from those
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Fig. 3 Fitting experimentally measured data of single cell Esp1396I R-M system expression
dynamics with a biophysical model. The zero time point corresponds to the plasmid entry in a naïve
cell. (a) Restriction enzyme expression dynamics, (b) Methyltransferase expression dynamics
(Morozova et al. 2016)

describing methytransferase expression, as methyltransferase does not control c
and res expression. The observed good agreement of the model with the data is
also supported by a subsequent experimental confirmation of very large restriction
enzyme stability, which is consistent with inferred parameter values. Moreover, this
minimal model can explain the main qualitative features of expression dynamics
observed for Esp1396I system and proposed for R-M systems in general (Fig. 3a
and b): a delayed beginning of restriction enzyme synthesis and high expression
of methyltransferase early upon transforming a naïve cell. Improved quantitative
agreement of the model with the data can likely be achieved by involving the
dependence of at least some parameter values with time, imposed by changing
conditions in a cell population or a desynchronization of cell and plasmid division.
Specifically, during the first ∼160 min cells in the culture divided with different
(faster) rate compared to the rest of the experiment (Morozova et al. 2016), which is
taken into account through decay parameters in the model, as previously explained.
Therefore, it is plausible to assume that population dynamics also has significant
effect on some other parameters of the model, which may be a subject of future
modeling.

4 Modeling Expression of EcoRV R-M System

In contrast to AhdI and Esp1396I systems presented above, in EcoRV R-M system
P.CR and P.M are oriented divergently and partially overlap causing mutually
exclusive binding of RNAP to these promoters (Fig. 4a), which represents the
most distinctive regulatory feature of EcoRV system (Semenova et al. 2005).
Consequently, P.CR and P.M control is strongly coupled, making transcription
regulation of this system more complex compared to AhdI system. Furthermore,
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Fig. 4 Thermodynamic modeling of EcoRV R-M system transcription regulation. (a) Scheme of
gene organization in EcoRV. Relative positions of operon and met promoters (P.CR and P.M) and
distal and proximal C dimer binding sites (DBS and PBS) are denoted. (b) Allowed configurations
of a DNA fragment separating met and c genes, with those transcriptionally active denoted with
an arrow. Overlapping of P.CR and P.M is emphasized by framing their common fragment. (c)
Chemical reactions in the model, with their equilibrium dissociation constants (K). Unlike in
modeling AhdI transcription regulation (Fig. 1), cooperativities in binding of a second C dimer to
PBS (ω ≡ exp (−�GT )) and of RNAP to P.CR (ω’ ≡ exp

(−�GCR
D∼RNAP

)
) are here introduced

as separate parameters, to enable perturbation of ω alone (see below in the text)

all characteristic AhdI regulatory features are absent from EcoRV. Namely: (1)
no cooperativity in C dimers binding to DBS and PBS was experimentally found
for EcoRV system, (2) c transcript is not leaderless in EcoRV, contrary to AhdI
system whose leaderless c transcript is translated less efficiently than res and met
transcripts, and (3) the equilibrium dissociation constant for a reaction of C protein
dimerization is significantly lower than in AhdI system, leading to mostly C dimers
in solution (Semenova et al. 2005).

To thermodynamically model EcoRV transcription regulation, one first needs
to determine the allowed configurations of a DNA region separating the two
divergent genes (Fig. 4b). Transcription regulation of the P.CR by C protein is
similar to that found in AhdI system, except that now an additional configuration,
consisting of only one C dimer bound to DBS, has to be included due to the
absence of cooperativity. Regarding the P.M regulation, contrary to AhdI where
it was C-independent, in EcoRV it is indirectly influenced by C protein, as it
dictates when RNAP can bind to P.M due to overlapping promoters. From the
equilibrium chemical reactions (Fig. 4c), which describe establishing of the allowed
configurations, statistical weights can be determined and further used to obtain the
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equations for P.CR and P.M transcription activities:

ϕCR (Mon) = α

(
1 + ω′ [Mon]2

K1K3

)

u

(
1 + [Mon]2

K1K3
+ ω [Mon]4

5K2
1K2

3

)
+

(
1 + ω

′ [Mon]2

K1K3

) , (11)

ϕM (Mon) = α

u

(
1 + [Mon]2

K1K3
+ ω [Mon]4

5K2
1K2

3

)

u

(
1 + [Mon]2

K1K3
+ ω

[Mon]4

5K2
1K2

3

)
+

(
1 + ω

′ [Mon]2

K1K3

) , (12)

relying, again, on the assumption that promoter transcription activity is proportional
to its equilibrium occupancy by RNAP. In deriving the above Eqs. (11) and (12),
the following information from the experiments was used: a C dimer binds to DBS
with approximately five times higher affinity compared to PBS, setting K4/K3 = 5,
and the P.CR is considerably weaker than the P.M (K2R >> K2L, u = K2R/K2L)
(Semenova et al. 2005). The thermodynamic model of EcoRV transcription reg-
ulation (Eqs. (11) and (12)) is incorporated in an appropriate dynamic model of
transcript and protein expression, of the form given by Eq. (10). Furthermore,
to estimate the model parameters, and since EcoRV expression dynamics has not
been experimentally measured, it is useful to reduce their number by rescaling the
appropriate variables. A detailed explanation of parameter estimation in the case of
EcoRV is available in (Rodic et al. 2017b). Overall, this presents to our knowledge
the first model of a divergent R-M system, which provides an opportunity to assess
the effect of regulatory features found in such a system on its expression dynamics,
by in silico introducing AhdI features in EcoRV system (see below).

5 Inferring Effects of R-M Systems Regulatory Features
on Their Dynamical Properties

As all R-M systems share the same function, namely, efficiently destroying foreign
DNA without harming the host cell, it is reasonable to hypothesize that their
expression dynamics, constrained by their function, should exhibit some universal
properties, regardless of the underlying regulation. Specifically, the following
common dynamical properties of R-M system establishment in a naïve host cell
have been proposed (Rodic et al. 2017b): (1) a time delay in expression of
restriction enzyme with respect to methyltransferase, which provides time for
genome protection, (2) a fast transition of restriction enzyme expression from
the OFF to the ON state, to ensure rapid cell protection from incoming foreign
DNA, and (3) a stable steady-state of the toxic molecule (restriction enzyme), as
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Fig. 5 Dynamical property observables. (a) Predicted restriction enzyme (R) and methyltrans-
ferase (M) expression dynamics upon system entry in a naïve bacterial host. Measures of R
expression time delay and transition velocity are graphically represented, (b) Dependence of
AhdI P.CR transcription activity on C protein concentration is provided by the full line, whose
intersection with the dash-dotted line determines the equilibrium C protein concentration. Slope of
the transcription activity curve at this equilibrium concentration (the dotted line) is related with the
steady state stability (Rodic et al. 2017b)

fluctuations in restriction enzyme amount not matched by appropriate fluctuations
in methyltransferase amount could lead to host cell death.

To quantify these properties, corresponding dynamical property observables
were defined, which are graphically represented on the example of predicted AhdI
wild type dynamics in Fig. 5 (Bogdanova et al. 2008; Rodic et al. 2017b). As a
measure of the time delay, the ratio of the shaded areas in a perturbed and in a
wild type system, spanning the first 10 min postinduction was introduced (Fig. 5a).
A maximal slope of the sigmoidal restriction enzyme expression curve (the dash-
dotted line in Fig. 5a) measures the transition velocity from the OFF (low restriction
enzyme amount) to the ON (high restriction enzyme amount) state. Finally, the third
dynamical property observable (�2) related with the slopes of the dash-dotted and
dotted curves shown in Fig. 5b quantifies stability of the restriction enzyme steady-
state (Rodic et al. 2017b).

From Fig. 5 it can be readily inferred that AhdI exhibits all the listed dynamical
properties. Moreover, perturbing characteristic AhdI regulatory features—i.e., large
cooperativity in C dimers binding, high dissociation constant for C dimerization
and low translation rate for the leaderless c transcript—abolishes these properties,
leading to, presumably, less optimal AhdI expression dynamics (Rodic et al. 2017b).
Thus, the requirement for the proposed dynamical properties might explain the
existence of these characteristic AhdI regulatory features.

Despite missing all regulatory features inherent to AhdI system, and having a
unique feature not present in AhdI (overlapping of P.CR and P.M), wild type EcoRV
system also meets the same three dynamical properties (see the darkest R and M
curves in Fig. 6a), arguing in favor of universality of these properties in different
R-M systems. Therefore, the question emerges: why are AhdI regulatory features,
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Fig. 6 In silico introducing AhdI-characteristic regulatory features in EcoRV system. Effect
of increasing C dimerization constant K1 on (a) dynamics of restriction enzyme (R) and
methyltransferase (M) and (b) the steady-state stability. Effect of increasing cooperativity ω in
C binding on (c) R OFF-ON transition velocity. Effect of decreasing the c translation constant kC
on (d) transition velocity and (e) steady-state stability (Rodic et al. 2017b)

apparently successful in optimizing this R-M system immune function, absent from
EcoRV? This question can be addressed by in silico introducing characteristic AhdI
regulatory features in EcoRV and observing their effect on the system dynamics
(Rodic et al. 2017b).

To that end, the equilibrium dissociation constant of C dimerization (K1 in Fig.
4c) was gradually increased toward an AhdI-characteristic value, which corresponds
to a transition from the case where the solution contains mostly C dimers to the case
where it contains mostly C monomers (Fig. 6a and b). This perturbation clearly
has an adverse effect on two dynamical properties: on the OFF-ON transition
velocity (note in Fig. 6a that the slope of R curves decreases as the dimerization
constant is increased) and on the steady-state stability (Fig. 6b). Transition velocity
of restriction enzyme expression is also decreased by introducing higher C binding
cooperativity (increasing ω), as can be seen from Fig. 6c, and by decreasing c
translation constant kC (Fig. 6d). Less efficient c translation additionally leads to
a less stable steady-state (Fig. 6e). Apparently, none of these three perturbations
affect an extent of the time delay in restriction enzyme expression.

Overall, the observation that perturbing of the characteristic regulatory features
abolishes one or more of the proposed dynamical properties for both AhdI and
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EcoRV R-M systems (that are characterized by two different architectures, con-
vergent and divergent), provides a possible unifying principle behind seemingly
different designs of these systems. Particularly, specific combinations of different
regulatory features found in these two systems appear to be optimized to meet the
same dynamical properties, related with their successful establishment in a new host
cell. Moreover, it seems that some regulatory features are specifically found together
in the same system because of their complementary effects on system expression
dynamics. Namely, high binding cooperativity in AhdI system is accompanied by a
large C dimer dissociation constant, which may be a consequence of the opposite
effects these features have on the steady-state level of restriction enzyme, thereby
balancing the amount of this toxic molecule, while at the same time providing more
optimal dynamical properties of system expression (Rodic et al. 2017b). In line with
this proposal is the absence of both features in EcoRV system, where their separate
introduction leads to abolishing of some of the dynamical properties and disrupting
the steady-state ratio of the amounts of methyltransferase and restriction enzyme
(see for example Fig. 6a). Furthermore, Esp1396I system with convergent gene
organization and C regulated transcription similar as in AhdI system, exhibits both
lower cooperativity in C binding and lower dissociation constant of dimerization
compared to AhdI (Bogdanova et al. 2009). It would be interesting to see if other R-
M systems, with different regulatory features, such as control by antisense RNAs or
by translational coupling (Nagornykh et al. 2008), are similarly constrained by the
proposed dynamical principles, and what are the roles of their regulatory features in
achieving these principles.

6 Assessing the Significance of CRISPR-Cas Regulatory
Features

Protection of a host bacterium by a CRISPR-Cas system requires its activation
upon infection by foreign DNA, or upon setting the right environmental conditions
(Ratner et al. 2015). However, expression dynamics of a native CRISPR-Cas have
not been observed experimentally because this system (Type I-E) is silent in cells
under standard conditions, even in the presence of an infecting phage, and signaling
resulting in system activation is unknown (Pul et al. 2010). To date, experimental
research on CRISPR-Cas transcription control in E. coli and S. enterica revealed
some elements and regulatory features involved in system activation (Pul et al. 2010;
Westra et al. 2010; Medina-Aparicio et al. 2011), specifically: (1) it is known that
both CRISPR array and (Cascade) cas genes promoters are repressed by highly
cooperative binding of global regulators, such as H-NS and LRP, (2) repressors can
be outcompeted in binding by some global activators (e.g., LeuO), when present at
elevated amounts. Therefore, highly cooperative repression, which is abolished by
transcription activators, can be considered as one of the major Type I-E CRISPR-
Cas regulatory features (Rodic et al. 2017a).
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Fig. 7 Scheme of the proposed setup for CRISPR-Cas activation. (a) Pre-crRNA processing
model scheme. Notation: ϕ—CRISPR array transcription rate (assumed constant in modeling),
λpre, k and λcrRNA—rates of the processes specified in the ovals (Djordjevic et al. 2012); (b)
Equations which correspond to the scheme under a and which describe time dependence of pre-
crRNA and crRNA amounts; (c) A schematic diagram of plasmid encoded c and cas genes under
control of the Cas promoter (P.Cas), with a transcription rate ϕCas. AhdI-like regulation of P.Cas by
C protein, as denoted by a dashed arrow, is included in the cooperative model; (d) Dependence of a
processing rate k on Cas6e amount is considered linear, in line with an experimentally determined
very low amount of its substrate (pre-crRNA; k*—processing constant) (Rodic et al. 2017a)

Furthermore, another key regulatory feature of CRISPR-Cas expression is the
fast nonspecific pre-crRNA degradation by an unidentified endonuclease (Djord-
jevic et al. 2012). Particularly, it was shown by modeling CRISPR transcript
processing upon artificial overexpression of Cas proteins (for a scheme of a model
and corresponding dynamic equations see Fig. 7a and b), that the main mechanism
responsible for a large increase in crRNA amount from a small decrease in substrate
(pre-crRNA) amount is the fast substrate degradation. Processing of pre-crRNA by
an elevated amount of Cas proteins diverts the whole molecule from the path of
nonspecific degradation, thereby amplifying the equilibrium crRNA amount for a
few orders of magnitude (Djordjevic et al. 2012).

However, to more realistically predict CRISPR-Cas expression dynamics and
to understand the significance of the established main regulatory features of
this system, an appropriate mathematical description of gradual expression of
a processing Cas6e protein upon system induction is also needed, as the pre-
crRNA processing rate (k) directly depends on the level of Cas6e (Fig. 7d). As
a detailed mechanism of Cas promoter (P.Cas) control is unknown, one possible
approach involves replacing transcription control (while keeping the CRISPR-Cas
pre-crRNA processing regulation) of a native P.Cas with that of a qualitatively and
mechanistically similar, but better explored system, and in silico analyzing expres-
sion dynamics of the obtained construct (Rodic et al. 2017a). Such an approach
would allow assessing the significance of CRISPR-Cas regulatory features, with a
minimum of guessing (if a system used as a proxy was already well-studied so that
all its major parameters are fixed). At the same time, in silico analysis would provide
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a much simpler and faster way of fulfilling the task of interest, in comparison to a
complementary experimental approach, which would require creating an artificial
gene circuit, extensive mutations of the system regulatory features and measuring in
vivo expression dynamics of pre-crRNA and crRNA.

Similarities in transcription regulation can be noted between a well-studied
AhdI R-M system, for which a biophysical model was already constructed and
evaluated (see Fig. 1) (Bogdanova et al. 2008), and Type I-E CRISPR-Cas. Strong
cooperative interactions are involved in both systems, in particular, in binding of C
dimers to the P.CR region and in binding of H-NS molecules to the P.Cas region,
thereby repressing transcription (Pul et al. 2010). This repression by H-NS can be
abolished by transcriptional activator LeuO (Westra et al. 2010; Medina-Aparicio et
al. 2011). Consequently, autoregulation (both positive and negative), similar to that
exhibited by C protein in AhdI system, is likely found in CRISPR-Cas regulation,
as LeuO activates, and also indirectly represses its own promoter (Chen et al.
2001; Stratmann et al. 2012). Thus, the main features of CRISPR-Cas transcription
regulation, namely, gradual synthesis of Cas proteins, cooperativity in transcription
regulation, and putative autoregulation, can be qualitatively mimicked by putting
cas genes under transcription control found in AhdI. More precisely, the proposed
setup for CRISPR-Cas activation analyzed in silico includes cas genes put under
control of the P.CR promoter from AhdI (see Fig. 1b), which are introduced in a cell
on a plasmid, marking the start of CRISPR-Cas activation (Fig. 7c); dynamics of
crRNA generation due to the Cas6e processing activity is monitored.

To understand the effect of cooperative transcription regulation of cas genes,
three (sub)models of cas genes regulation in the proposed setup are analyzed: (1) a
baseline model, in which P.Cas transcription activity acquires its equilibrium value
infinitely fast, (2) a constitutive model, with constant P.Cas transcription activity,
and (3) a cooperative model, where P.Cas is cooperatively regulated by C protein
in the same manner as the AhdI P.CR promoter. Figure 8 shows how the amount of
crRNA, determined 20 min after the start of system activation, depends on the level
of the processing rate k reached in equilibrium, in all three models. The crRNA

Fig. 8 Dependence of crRNA amount 20 min postinduction on the equilibrium value of a pre-
crRNA processing rate keq in the three models of CRISPR-Cas activation (Rodic et al. 2017a)
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amount at 20 min postinduction was specifically chosen, as this period is most
relevant for a successful cell defense against an incoming virus.

The most prominent characteristic of the cooperative model is its switch-like
behavior (Fig. 8), in contrast to much more gradual responses of the constitutive
and the baseline models. This feature enables keeping the system in the OFF state
in the case of possible leaks in P.Cas activity (corresponding to low keq values)
and, on the other side, rapidly generating a sufficient amount of crRNAs once
the induction signal is received, to efficiently combat viral infection. Furthermore,
taking into account that the amount of crRNAs sufficient to negatively affect phage
developmentwas determined to be∼10 molecules (Pougach et al. 2010), the models
predict that enough crRNAs is generated even at low (somewhat larger than 1 1/min)
keq values, corresponding to the activated system regime. Therefore, CRISPR-Cas
system expression regulation is probably mainly constrained by a requirement of
rapidly producing a large amount of crRNAs (Rodic et al. 2017a).

In line with its switch-like behavior, at low keq values the cooperative model
produces less crRNAs than the constitutive one. However, at high keq values an inter-
esting cross-over behavior is observed, where the cooperative model approaches
the limit of infinitely fast crRNA production (given by the baseline model). Even
more crRNAs can be generated by jointly activating transcription of both cas genes
and a CRISPR array, which relieves the saturation obtained when increasing only
cas expression (Djordjevic et al. 2012; Rodic et al. 2017a). As k values around
100 1/min were encountered in experiments with artificial overexpression of cas
genes (Pougach et al. 2010; Djordjevic et al. 2012), it is tempting to speculate that
such high rates of pre-crRNA processing may also be reached in the native system,
providing highly efficient protection to a bacterium.

Effect of abolishing the second major CRISPR-Cas regulatory feature, i.e., of
decreasing the pre-crRNA nonspecific degradation rate (λpre) in the cooperative
model, can be deduced from Fig. 9. Namely, the crRNA dynamics curve is gradually
deformed with respect to the standard Hill (sigmoidal) shape, indicating that fast

Fig. 9 Perturbing the fast nonspecific degradation of pre-crRNA. Effect of decreasing the pre-
crRNA degradation rate λpre on crRNA expression dynamics at three different keq values can be
seen in the figures under (a, b, and c). Native CRISPR-Cas is characterized by λpre = 1 1/min.
Zero time point corresponds to the start of system activation, i.e., to the moment of entrance of a
plasmid carrying cas genes in a cell (Rodic et al. 2017a)
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nonspecific pre-crRNA degradation is, together with cooperative transcription regu-
lation, responsible for the system switch-like behavior. Another effect of decreasing
λpre, which comes as a model prediction, is a decrease in the time delay of the
onset of crRNA generation, most pronounced at high keq values. It has been shown
previously that slow or delayed CRISPR interference (targeting of foreign DNA by
Cascade-crRNA complexes) facilitates the primed adaptation (Künne et al. 2016;
Musharova et al. 2017), i.e., the acquisition of invasive DNA fragments similar
to already possessed spacers, to be incorporated as new spacers in the CRISPR
array. This mechanism serves to minimize infection by phages with mutated genome
sequences, which would otherwise evade the interference (Sternberg et al. 2016).
The required delay could be achieved by a delay in crRNA generation, resulting
from fast pre-crRNA degradation, as predicted by the model (Rodic et al. 2017a).
Consequently, both main dynamical features, i.e., rapid transition of the system from
OFF to ON state and the delay in the expression of the effectormolecules (restriction
enzyme and crRNAs), are observed in both R-M systems and mechanistically more
complicated CRISPR-Cas systems.

7 Summary and Conclusion

Seemingly very different architectures and regulatory properties of AhdI and
EcoRV systems can be explained by few common design principles, ensuring that
expression dynamics of every R-M system is optimized to serve its purpose—
namely, safe and efficient host cell protection from foreign DNA. Other R-M
systems, representative of different regulatory mechanisms, should be investigated
to test if unifying design principles can be defined at the level of the whole
group of these prokaryotic immune systems. Moreover, having the same immune
function, CRISPR-Cas systems may also obey similar design principles, as it was
theoretically predicted by using a synthetic system to bypass the unknown CRISPR-
Cas transcription control, while keeping the same transcript processing mechanism
as in native CRISPR-Cas. Thereby, thermodynamic modeling proved to be an
appropriate approach in describing R-M system transcription regulation, while in
combination with a dynamic model of protein expression, it can be used to describe
the main qualitative properties of R-M system dynamics of establishment in a
single, naïve host cell. Further experimental and theoretical studies of CRISPR-
Cas regulation may allow to more accurately understand its dynamics, in line
with what is already done for R-M systems. Overall, the studies on bacterial
immune systems summarized here underline a major goal of systems biology which
is to discover common design principles in mechanistically otherwise different
biological systems.
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Background: Bacterial toxin-antitoxin (TA) modules respond to various stressful conditions. The Gcn5-related N- 
acetyltransferase-type toxin (GNAT) protein encoded by the GNAT-RHH TA locus is involved in the antibiotic tol-
erance of Klebsiella pneumoniae. 

Objectives: To investigate the transcriptional mechanism of the GNAT-RHH operon kacAT under antibiotic stress. 

Methods: The transcriptional level of the kacAT operon of K. pneumoniae was measured by quantitative real- 
time (qRT) PCR assay. The degradation of antitoxin KacA was examined by western blot and fluorescent protein. 
The ratio of [KacA]:[KacT] was calculated by the fluorescence intensity of KacA-eGFP and mCherry-KacT. 
Mathematical modelling predicted protein and transcript synthesis dynamics. 

Results: A meropenem-induced increase in transcript levels of kacA and kacT resulted from the relief from tran-
scriptional autoregulation of the kacAT operon. Meropenem induces the degradation of KacA through Lon pro-
tease, resulting in a reduction in the ratio of [KacA]:[KacT]. The decreased ratio causes the dissociation of the 
KacAT complex from its promoter region, which eliminates the repression of kacAT transcription. In addition, 
our dynamic model of kacAT expression regulation quantitatively reproduced the experimentally observed re-
duction of the [KacA]:[KacT] ratio and a large increase in kacAT transcript levels under the condition of strong 
promoter autorepression by the KacAT complex. 

Conclusions: Meropenem promotes the degradation of antitoxin by enhancing the expression of Lon protease. 
Degradation of antitoxin reduces the ratio of intracellular [antitoxin]:[toxin], leading to detachment of the TA 
complex from its promoter, and releasing repression of TA operon transcription. These results may provide an 
important insight into the transcriptional mechanism of GNAT-RHH TA modules under antibiotic stress.
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Introduction
After the discovery of the toxin-antitoxin (TA) modules on bacter-
ial plasmids,1 these TA modules were also found on prokaryotic 
chromosomes.2,3 Depending on the nature of the antitoxin and 
its interaction with the toxin, TA modules have been recently di-
vided into eight types (types I–VIII).4 A typical type II TA module 
consists of a stable toxin protein and a metabolically unstable 
antitoxin protein, forming a non-toxic TA complex.5,6 Some toxins 
contain a Gcn5-related N-acetyltransferase (GNAT) domain that 
can inhibit protein translation by acetylating aminoacyl tRNAs, 
such as AtaT,7 AtaT28 and ItaT9 from Escherichia coli, TacT, 

TacT2 and TacT3 from Salmonella enterica10–12 and GmvT from 
Shigella flexneri.13 Their cognate antitoxin proteins possess a 
ribbon-helix-helix (RHH) domain. Our previous study showed 
that KacAT is a typical GNAT-RHH TA module present in the 
K. pneumoniae clinical isolate HS11286, where KacT can halt 
K. pneumoniae growth and induce antibiotic tolerance.14,15

Because TA modules are usually transcriptionally up-regulated 
under stressful conditions, many studies have proposed them as 
stress-response elements.16–18 The transcription of type II TA op-
erons is usually autoregulated by the toxin-antitoxin complex.4 In 
such TA modules, toxin-antitoxin complexes with different affin-
ities for the operon region are formed due to different ratios of 
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antitoxin to the toxin, with antitoxin-saturated complexes show-
ing a high affinity for their promoter.19–21 When the ratio of anti-
toxin to the toxin becomes smaller, the repression of TA 
complexes on their promoter is alleviated, the autoregulation of 
TA operons is relieved and the translation of TA modules is in-
creased.16,19–21 We have previously confirmed that antibiotics 
can increase the transcription of kacT, and the transcriptional level 
of kacAT was automatically regulated by the KacA:KacT ratio.15,21

However, the transcriptional mechanism and autoregulation of 
the kacAT operon under antibiotic conditions are still unclear.

The C-terminal domain or the entire antitoxin protein is often 
irregular and highly sensitive to cellular protease. ATP-dependent 
proteases have been identified as the most important intracellu-
lar proteolytic enzymes, including the Lon (La) and ClpP protease 
families.17,22 Although proteases can degrade antitoxins, evi-
dence also shows that once the antitoxin forms a stable complex 
with its cognate toxin, it will either not be degraded or degraded 
very slowly.23,24 Recently, a study reported that the presence of 
toxin protein YoeB and MpsR enhances the stability of antitoxin 
YefM and MqsA under a heat-shock condition.16 However, no 
study has yet explored whether KacA in the GNAT-RHH family 
can be degraded under the antibiotic condition, and whether 
the degradation of KacA is related to kacAT transcription.

In this study, we found that the increase in kacAT transcription 
induced by the carbapenem antibiotic meropenem resulted from 
the deregulation of kacAT operon autoregulation. Degradation of 
KacA under the meropenem condition by Lon protease reduced 
the ratio of KacA to KacT, which caused the dissociation of the 
KacAT complex from its promoter region. Eventually, the repres-
sion of kacAT transcription by the KacAT complex was relieved.

Materials and methods
Strains and plasmids
Details of all the strains and plasmids used in this study are provided in 
Table S1 (available as Supplementary data at JAC Online), and all the oli-
gonucleotides used in this study are listed in Table S2.

Tolerance assay
The tolerance to meropenem was tested by the cfu/mL count after ex-
posure to meropenem. Overnight cultures of K. pneumoniae strains con-
taining different pBAD33 derivatives were diluted in fresh LB medium at a 
ratio of 1:100. Cells were incubated at 37°C for 1 h, and 0.2% arabinose 
was added to the cultures to induce the expression of the araBAD pro-
moter. After 90 min of incubation, meropenem was added to the cultures 
at 5 μg/mL. The cultures were incubated for another 4 h at the 37°C sha-
ker. To determine cfu/mL, aliquots of 100 μL culture were serially diluted 
and spotted on the LB solid plates to calculate the surviving cells. The sur-
vival rate was calculated by dividing the cfu/mL in the culture after 4 h of 
incubation with the meropenem by the cfu/mL before adding the 
meropenem.15,25,26

Western blot
The cells treated with meropenem or serine hydroxamic acid (SHX) were 
collected and lysed by sonication in lysis buffer (25 mM Tris, 500 mM 
NaCI, 500 μM phenylmethylsulfonyl fluoride, pH 8.0). After centrifugation, 
the cleared supernatant was boiled with a loading buffer for 10 min. As 
for SDS-PAGE and immunoblotting, 60 µg protein was loaded per lane 
and separated by SDS-PAGE using 10% polyacrylamide gels. After 

transferring the separated protein to the polyvinylidene fluoride mem-
branes (PVDF; Merck Millipore, Germany), the PVDF membrane was 
blocked with 2.5% BSA in TBST (Tris-buffered saline with Tween-20: 
30 mM Tris-base, 0.8% NaCl w/v, 0.1% Tween-20, pH 7.5) for 1 h at 
room temperature. Then, the PVDF membrane was washed three times 
with TBST and incubated with 6×His primary antibody at 4°C for a whole 
night. Following incubation, the PVDF membrane was washed three times 
using TBST and incubated with the corresponding second antibody at 
room temperature for 1 h. Finally, the PVDF membrane was washed 
with TBST and visualized by an automatic chemiluminescence image 
analysis system (Tanon 4600SF; Tanon, Shanghai, China).

LacZ activity assay
To construct the lacZ reporter plasmid, the kacAT promoter sequence was 
inserted upstream of the lacZ gene of a promoterless plasmid, pLACZ, 
forming the fusion plasmid pLACZ-PkacAT. Different combinations of 
pLACZ-PkacAT and pBAD33 plasmid were co-transformed into 
RR2Δ(kacAT lacZ) and RR2Δ(lon kacAT lacZ) cells. The transformants 
were grown in an LB broth medium supplemented with 0.2% of arabinose 
for 3 h, then meropenem (5 μg/mL) and glucose (0.2%) were added. 
Samples for enzymatic activities were collected at the indicated time 
points (0, 15, 30 and 60 min). The β-galactosidase activity was measured 
according to the standard Miller method using chloroform and SDS to per-
meabilize the cells.27

Quantitative real-time (q-RT)-PCR experiments
The total RNA of cells was extracted according to the manufacturer’s in-
structions using the RNeasy Kit (Qiagen, Germany). After the digestion of 
genomic DNA using DNase I, 1000 ng RNA was converted to cDNA using 
PrimeScript™ RT Reagent Kit (Takara, Japan). qPCR reaction mix 
(BeyoFast™ SYBR Green qPCR Mix, Category No.: D7260-1 mL) was pur-
chased from Beyotime Biotechnology (Shanghai, China), and the reac-
tions were performed on an ABI 7500 instrument (Applied Biosystems). 
Each reaction was performed in triplicate simultaneously, and the fold 
change of gene expression was calculated using the 2−ΔΔCT method.28

The housekeeping gene (glyceraldehyde-3-phosphate dehydrogenase, 
KPHS_20800) was used to normalize the expression levels of the different 
samples.

Results and discussion
Meropenem induces the transcription of kacA and kacT
We first explored the growth state of different K. pneumoniae 
strains under the meropenem condition. Figure S1a shows that, 
except for the wild-type K. pneumoniae HS11286 containing 
the carbapenemase gene (blaKPC-2), the OD600 of blaKPC-2 gene 
deletion strain HS11286-RR2 and its derived strains was de-
creased gradually after 1 h of treatment, meaning that cells be-
gan to die and lyse. Thus, we treated the strains with meropenem 
for 0, 15, 30 and 60 min.

To see the effect of meropenem on kacAT’s transcription level, 
we examined the transcription of kacA and kacT in K. pneumoniae 
HS11286-RR2 (referred to as RR2 hereafter) under the exposure 
of meropenem (5 μg/mL). At the same time, as a chemical that 
can stimulate a stringent response in bacteria,29 SHX (100 μg/ 
mL) was used to represent stress other than antibiotic stress 
and was used as a comparison with meropenem. As shown in 
Figure 1, meropenem caused a significant increase in kacT’s tran-
scriptional level, which is consistent with our previous study.15

Meropenem also increased the transcriptional level of kacA 
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(Figure 1b). On the other hand, the transcriptional levels of kacA 
and kacT were also obviously enhanced by SHX (Figure 1c). These 
results indicated that, similar to other families of TA modules, the 
GNAT-RHH type TA module, KacAT, also responded to different 
stress conditions.

Overexpression of kacAT operon enhances the tolerance 
of K. pneumoniae to meropenem
The expression of the toxin gene kacT significantly inhibited the 
growth of K. pneumoniae, whereas the expression of kacAT or 

Figure 1. kacAT is involved in the response of K. pneumoniae to meropenem. (a) Schematic of acetyltransferase-type toxin-antitoxin pair, kacAT. kacA 
and kacT are co-transcribed. Two KacT molecules bind with four KacA molecules, forming a KacAT heterohexamer complex. The KacAT complex later 
binds and represses the kacAT promoter. KacT independently halts the growth of K. pneumoniae, whereas KacA can neutralize the toxicity of KacT. 
Proteases such as Lon can degrade KacA. Changes in kacA and kacT transcriptional levels responding to meropenem (b) or SHX (c) are depicted as 
measured by qRT-PCR. (d) The survival percentage of wild-type RR2 or kacAT knockout strain RR2ΔkacAT, treated by meropenem (5 μg/mL) for 4  h. 
(e) The survival percentage of RR2ΔkacAT strains harbouring empty vector pBAD33, KacT-expressing vector (pBAD33-kacT) or KacAT-expressing vector 
(pBAD33-kacAT) after exposure to 5 μg/mL meropenem for 4 h. The transcriptional levels of kacA and kacT genes were normalized using the house-
keeping gene, gapA. The survival percentage was calculated by dividing the cfu/mL of the meropenem-treated culture by the cfu/mL of the culture 
before adding meropenem. SHX was used to compare with meropenem. The bar represents the mean of three independent experiments, and the 
error bar indicates the SD (*P value <0.05). This figure appears in colour in the online version of JAC and in black and white in the print version of JAC.
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empty pBAD33 plasmid did not (Figure S1b and c). Additionally, 
we previously found that KacT overexpression induced merope-
nem tolerance in K. pneumoniae.15 However, the effect of the 
kacAT operon on meropenem tolerance remains to be elucidated. 
We examined whether the kacAT operon affects meropenem tol-
erance in RR2. As Figure 1d shows, the survivability of RR2 under 
meropenem exposure was not affected, disregarding the pres-
ence of the kacAT operon. It is worth noting that, except for 
KacT, overexpression of KacAT also induced meropenem toler-
ance in RR2ΔkacAT regardless of meropenem concentration 
(Figure 1e and Figure S1d). The enzymatic activity (detected by 
the WST-1 cell proliferation and cytotoxicity assay kit) of 
meropenem-treated K. pneumoniae HS11286-RR2ΔkacAT was 
significantly decreased, but the enzymatic activity of strains ex-
pressing KacT or KacAT was higher than that of the strain expres-
sing the empty plasmid (Figure S1e). Additionally, we found that 
the overexpression of KacT and KacAT also increased the toler-
ance of RR2ΔkacAT to imipenem (Figure S1f).

Meropenem-induced kacAT transcription results from 
relief from autoregulation
Type II TA modules strictly obey transcriptional autoregulation 
performed through conditional cooperativity.5 We have previous-
ly reported that the transcriptional level of kacAT is autoregulated 

by the [KacA]:[KacT] ratio.21 Hence, we constructed a chromo-
somal point mutation in a KacA residue (KacAR8A). The residue 
is required for DNA binding, and the mutated KacA loses the abil-
ity to bind its promoter.21 Then, we measured the transcriptional 
level of kacA and kacT under normal or stress conditions using the 
wild-type RR2 strain, and the KacA-mutated strain (KacAR8A). The 
baseline expression levels of kacA and kacT in mutated strains 
were elevated compared with that in the wild-type RR2 strain 
(Figure 2b). However, the mutated strain’s kacA and kacT tran-
scriptional levels no longer significantly increased, as with the 
wild-type strain (Figure 2c and d). These results indicated that, 
under the meropenem condition, relief of kacAT autoregulation 
can increase kacA and kacT transcription levels in the wild-type 
RR2 strain.

Lon protease affects transcription of the kacAT operon 
under the meropenem condition
It is proposed that proteases such as Lon or ClpP can degrade 
antitoxins, freeing toxins to regulate bacterial growth.17 To test 
whether the protease genes (lon and clpP) in RR2 were up- 
regulated after meropenem treatment, the transcript levels of 
lon and clpP were quantified. As shown in Figure 3, the transcrip-
tion of lon increased gradually after meropenem or SHX treat-
ment whereas the transcription level of clpP remained constant 

Figure 2. The increased transcription of kacA and kacT results from autoregulation relief under meropenem exposure. (a) Illustration of the method for 
constructing chromosomal point mutation strains. (b) Baseline transcriptional levels of kacA and kacT in wild-type RR2 and mutated KacAR8A strains 
under the normal condition. (c, d) Transcription levels of kacA and kacT in wild-type RR2 and mutated KacAR8A strains under stress conditions. SHX was 
used to compare with meropenem. Data are presented as mean ± SD (error bars); n = 3. DHA, downstream homologous arm; hph, hygromycin resist-
ance gene; SOE, gene splicing by overlap extension; UHA, upstream homologous arm; λ-red, phage λ Red recombinase (gam, bet, exo). This figure ap-
pears in colour in the online version of JAC and in black and white in the print version of JAC.
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(Figure 3a and b). Using the wild-type RR2 and RR2Δlon strains, 
we further examined the effect of lon on kacAT’s transcription 
after meropenem exposure. Our results showed that the tran-
scription levels of kacA and kacT in the RR2Δlon strain were 
remarkably lower than in the wild-type RR2 strain after merope-
nem or SHX exposure (Figure 3c and d). These results suggest that 
lon is transcribed at a higher rate under meropenem exposure, 
possibly translating more Lon protease that could affect kacA 
and kacT transcription.

Meropenem leads to KacA degradation through Lon 
protease
The in vivo degradation rate of KacA was examined. We first used 
western blotting to explore the stability of KacA under merope-
nem conditions. In the wild-type RR2 cells, compared with the 
untreated control group, the 6×His-KacA was significantly de-
graded after meropenem or SHX treatment (Figure 4a). In con-
trast, for the RR2Δlon cells, the 6×His-KacA did not degrade as 
much as in RR2 cells (Figure 4b).

Furthermore, it was reported that the existence of toxins YoeB 
and MqsR can improve the stability of their cognate antitoxins 
YefM and MqsA, respectively, under heat-shock conditions.16

However, in another independent study, the authors demon-
strated that the antitoxin HipB2 in Caulobacter was degraded, al-
though the cognate toxin HipA2 was also present.30 We thus 

explored whether the existence of KacT can slow the degradation 
rate of KacA. We showed that, in the presence of KacT, KacA did 
not show visible degradation under SHX pressure, which is con-
sistent with a previous report.16 Nevertheless, significant degrad-
ation of KacA still occurred under the meropenem condition, 
although the degradation rate was slower than in the absence 
of KacT (Figure 4c). Apart from that, the 6×His-KacA in RR2Δlon 
cells did not obviously degrade when KacT was present 
(Figure 4d). These results suggest that, under the meropenem 
condition, Lon protease can degrade KacA regardless of the pres-
ence of KacT.

We also used fluorescent protein to detect the stability of 
KacA. We first explored the influence of fluorescent protein on 
the normal function of KacA and KacT. From Figure S2a, we see 
that only KacT fused to mCherry at the N-terminal 
(mCherry-KacT) could inhibit the growth of K. pneumoniae simi-
larly to wild-type KacT. KacA fused to eGFP at either N-terminal 
or C-terminal (eGFP-KacA and KacA-eGFP) could relieve the inhib-
ition of K. pneumoniae growth by KacT (Figure S2b). We also 
found that both eGFP-KacA and KacA-eGFP could neutralize 
mCherry-KacT’s toxicity (Figure S2c). Additionally, the complex 
formed by KacA-eGFP and mCherry-KacT could bind to PkacAT 
and inhibit the translation of LacZ (Figure S2d). We also observed 
the in vivo expression of KacA-eGFP and mCherry-KacT 
(Figure S3a). Furthermore, the stability of KacA-eGFP was mea-
sured by using a microplate reader. After treatment with 

Figure 3. Meropenem induces lon transcription that eventually affects kacAT transcription. Changes in the clpP and lon transcription levels in response 
to meropenem (a) or SHX (b) were measured using qRT-PCR. The transcriptional levels of kacA and kacT in wild-type RR2 and lon-deleted RR2Δlon strain 
under exposure to meropenem (c) or SHX (d) are depicted. Transcriptional levels of lon, clpP, kacA and kacT were normalized using the housekeeping 
gene gapA. SHX was used to compare with meropenem. Data are presented as mean ± SD (error bars); n = 3.
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meropenem or SHX, the fluorescence intensity of KacA-eGFP was 
significantly decreased in the wild-type RR2 compared with 
RR2Δlon cells (Figure S3b and c). Despite the presence of KacT, 
the fluorescence intensity of KacA-eGFP in wild-type RR2 was still 
significantly reduced after meropenem treatment compared 

with the RR2Δlon strain (Figure S3d and e), which is consistent 
with the results of western blot. Besides, we also found that imi-
penem caused reduced fluorescence intensity of KacA-eGFP in 
wild-type RR2 compared with RR2Δlon cells, which implies that 
imipenem can also induce the degradation of KacA (Figure S4).

Figure 4. Meropenem induces KacA degradation through Lon protease. Wild-type RR2 and lon-deletion (RR2Δlon) strains harbouring the pBAD33 vec-
tor that expresses (a, b) only 6×His-KacA and (c, d) with KacT. The strains were grown in LB medium at 37°C, OD600 = 0.3, with 0.2% (w/v) of arabinose. 
After 90 min of induction, 0.2% (w/v) of glucose was added to inhibit KacA expression together with meropenem. Samples for western blot were col-
lected at the indicated time points (0, 15, 30 and 60 min). (a) and (b) show that the free KacA is degraded by Lon protease after meropenem exposure. 
(c) and (d) show that KacT could not stabilize KacA under meropenem exposure. SHX was used to compare with meropenem. Data are presented as 
mean ± SD (error bars); n = 3. GAPDH, Glyceraldehyde-3-phosphate dehydrogenase.

Figure 5. Meropenem promotes the dissociation of the KacAT complex from its promoter. kacAT promoter (PkacAT) and the downstream lacZ were 
cloned on the pLACZ-PkacAT plasmid, whereas kacA and kacT were on the pBAD33 plasmid. pLACZ-PkacAT and pBAD33 in combination expressing 
KacA and KacT were co-transformed into RR2Δ(kacAT lacZ) (a) and RR2Δ(lon kacAT lacZ) (b) cells. Meropenem and 0.2% glucose were added after 
3 h of induction of KacA and KacT by arabinose (0.2%). Samples for enzymatic activities were collected at the indicated timepoints (0, 15, 30 and 
60 min). MU, miller unit. This figure appears in colour in the online version of JAC and in black and white in the print version of JAC.
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Additionally, we studied whether meropenem could induce KacT’s 
degradation. Under meropenem treatment, the non-toxic KacTY145F 

in RR2 or RR2Δlon did not degrade much (Figure S5a and b). 
Likewise, the fluorescence intensity of mCherry-KacTY145F in wild-type 
RR2 did not change after meropenem treatment (Figure S5c and d).

Meropenem promotes dissociation of the KacAT complex 
from its promoter
Because meropenem can promote the degradation of KacA but 
not KacT, meropenem likely alters the intracellular ratio of 
[KacA]:[KacT]. To our knowledge, the change in antitoxin to toxin 

ratio has not been successfully investigated in vivo although 
some approaches have been tried such as the pulse-chase as-
say.16 We initially used western blotting to explore changes in 
the [KacA]:[KacT] ratio but also failed (data not shown). Hence, 
we fused KacA and KacT with eGFP and mCherry, respectively. 
The fluorescence intensity of KacA-eGFP and mCherry-KacT, un-
der meropenem stress, was measured by a microplate reader. 
Our results showed that the ratio of remaining KacA-eGFP to 
mCherry-KacT was significantly reduced in the wild-type RR2 un-
der the meropenem condition (Figure S6a). Meanwhile, the ratio 
of [KacA]:[KacT] in the lon deletion strain remained unchanged 
(Figure S6b).

Figure 6. Result of modeling kacAT expression dynamics. Phase plane analysis of the system dynamics for the rescaled parameter values φ̃ = 1, K̃T = 
1, K̃B = 100, Δλ̃ = 3 (see Materials and methods). The orange and green curves correspond to KacA and KacT nullclines, respectively, with their inter-
section determining the system’s steady state. Solid black curves present trajectories for different system initial conditions (a). Equilibrium values of 
KacA versus KacT (b) and kacAT mRNA versus KacT (c). Different curves correspond to different K̃B values indicated in the legend. Points on each curve 
correspond to changing Δλ̃ from 0 (left edge) to 6 (right edge), and the values on the axes are rescaled. This figure appears in colour in the online version 
of JAC and in black and white in the print version of JAC.
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Due to the reduced ratio of [KacA]:[KacT] caused by merope-
nem, we suggest that meropenem can promote the dissociation 
of the KacAT complex from its promoter region. We performed a 
LacZ activity experiment in the kacAT promoter (PkacAT). Our re-
sults showed that, with the prolongation of meropenem treat-
ment time, LacZ activity in RR2Δ(kacAT lacZ) harbouring KacA 
and KacT increased, whereas the RR2Δ(lon kacAT lacZ) did not 
(Figure 5). Additionally, in RR2Δ(kacAT lacZ) and RR2Δ(lon kacAT 
lacZ) containing the empty pBAD33 plasmid, LacZ activity was 
also unchanged under the meropenem conditions (Figure S7). 
A plausible explanation is that, under meropenem conditions, 
the KacAT complex dissociates from its promoter PkacAT, leading 
to the transcription of LacZ.

A quantitative model of kacAT expression dynamics 
explains experimental observations
Based on the experimental results presented above, we devel-
oped a quantitative model that can predict protein and transcript 
synthesis dynamics (see Supplemental methods). We aimed to 
achieve the following through the model: (1) Check if and under 
what conditions (parameter range) the model can explain the ex-
perimentally observed system response to antibiotic stress, in 
particular, the significant increase in kacAT transcript amounts 
and the decrease in [KacA]:[KacT] ratio. (2) Predict the dynamics 
of KacT under antibiotic stress, i.e. upon an increase in KacA deg-
radation. In particular, we aimed to understand the somewhat 
perplexing observation that KacAT overexpression induces anti-
biotic stress tolerance, whereas kacAT deletion does not affect 
this tolerance. (3) Infer general properties of kacAT expression 

dynamics, such as the steady state’s number and stability, and 
how the steady states change with changing parameter values 
(which is also related to the two previous points).

We start with (3) above, with Figure 6a presenting the phase 
space analysis of the system dynamics. The system has one stea-
dy state corresponding to the intersection of the two nullclines 
(the orange and the green curves). Linear stability analysis leads 
to two negative real eigenvalues for this steady state, corre-
sponding to a stable node. Figure 6a shows that trajectories 
with different initial conditions converge to this stable node. As 
the system parameters are changed, the phase space topology 
does not change, but the position of the steady state changes 
its location in the phase space (not shown in Figure 6a).

We next analyse how the steady state changes as Δλ̃ (scaled 
degradation rate of KacA) and K̃B (scaled binding affinity of KacAT 
complex to the promoter) are changed. Δλ̃ is variable as the ex-
perimental analysis found that, via this parameter, the antibiotic 
stress influences the system dynamics, where Δλ̃ is changed from 
0 (the absence of antibiotic stress) to the relatively high value of 
Δλ̃  = 6. It is also clear that K̃B is a crucial parameter controlling 
system behaviour, given the reported derepression of the pro-
moter upon antibiotic stress. K̃B = 0 corresponds to a constitutive 
(unregulated) promoter, allowing investigation of the system’s 
behaviour during overexpression experiments. Similarly, high va-
lues of K̃B correspond to strong KacAT complex binding to the pro-
moter, and we change K̃B on an exponential scale from 0 to 104 

(see legend for Figure 6c).
Figure 6b and c show how (rescaled) equilibrium values of 

KacA, KacT and kacAT mRNA change with variations of Δλ̃ and 
K̃B. For each curve, the left edge corresponds to Δλ̃  = 0, and the 

Figure 7. Transcription of the kacAT operon under the normal condition (a) and the meropenem stress (b). Meropenem (MEM) induces the enhanced 
expression of Lon protease, which degrades KacA, resulting in a reduction in the ratio of KacA:KacT. Then, the KacAT complex dissociates from its pro-
moter region, and the transcription of kacA and kacT is elevated. This figure appears in colour in the online version of JAC and in black and white in the 
print version of JAC.

1073

D
ow

nloaded from
 https://academ

ic.oup.com
/jac/article/78/4/1066/7066362 by Belgrade U

niversity user on 09 July 2025

http://academic.oup.com/jac/article-lookup/doi/10.1093/jac/dkad048#supplementary-data


Li et al.

right edge to Δλ̃ = 6, and different curves correspond to different 
K̃B values (see the legend). In Figure 6b, we see that irrespective 
of K̃B, the ratio [KacA]:[KacT] decreases as Δλ̃ increases, consist-
ent with experimental observations. Moreover, we obtain a ro-
bust (independent of parameter values) prediction that 
antibiotic stress leads to decreased KacA and increased KacT. 
This prediction is non-trivial because the decrease of the 
[KacA]:[KacT] ratio can also be realized through other scenarios, 
e.g. if KacT remains constant or even decreases, accompanied by 
a faster decline of KacA.

Figure 6c shows kacAT mRNA versus KacT steady-state values. 
Different lines correspond to different K̃B values, and points on 
each line correspond to increasing (from left to right along the 
lines) Δλ̃ values. The horizontal (topmost) line corresponds to the 
constitutive promoter (K̃B=0), i.e. to the conditions of the overex-
pression experiment. The figure shows that smaller K̃B values do 
not lead to a significant increase in the transcript amounts, con-
trary to what was experimentally observed. Consequently, the 
strong binding of the complex to the promoter (high K̃B values) 
is consistent with the experimental results. Interestingly, for high 
K̃B values (see the bottommost line corresponding to K̃B = 104), 
the highest value of KacT (the right edge of the line, obtained for 
the highest value of Δλ̃) is still smaller than the lowest KacT value 
(the left line edge corresponding to Δλ̃ = 0) in the constitutive case. 
This prediction might explain the naively surprising result that the 
overexpression experiment led to antibiotic stress tolerance, which 
is not the case for the native (autoregulated) system. That is, due 
to the strong binding affinity of the repression complex to pro-
moter DNA, even a significant increase in KacA degradation rate 
might not be enough to achieve large enough KacT levels neces-
sary to observe antibiotic tolerance.

Transcriptional mechanism of the kacAT operon under 
meropenem stress
Based on the above, we propose a putative model that explains 
the transcriptional mechanism of the kacAT operon under the 
meropenem condition (Figure 7). In normal circumstances, the 
relatively lower translation efficiency of KacT ensures the amount 
of KacA molecules is more than that of KacT. KacA molecules 
counteract all KacT molecules to form the KacAT complex with-
out releasing the toxicity of KacT. The KacAT complex can bind 
to its promoter DNA region and block the transcription of kacAT. 
Once the living conditions are changed, such as in meropenem 
stress, the transcriptional level of the Lon protease gene is in-
creased, resulting in the degradation of unstable KacA. Due to 
the degradation of KacA, the ratio of [KacA]:[KacT] becomes 
<1, and the KacAT complex subsequently dissociates from the 
promotor region of the kacAT operon, thereby relieving repression 
of kacAT transcription.
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Abstract While there has been much computational
work on the effect of intervention measures, such as
vaccination or quarantine, the influence of social dis-
tancing on the epidemics’ outbursts is not well under-
stood. We present a realistic, analytically solvable,
framework for COVID-19 dynamics in the presence of
social distancing measures. The model is a generaliza-
tion of the compartmental SEIRmodel that accounts for
the effects of these measures. We derive a closed-form
mathematical expressions for the time dependence of
epidemiological observables, in particular, the detected
cases and fatalities. These analytical solutions indi-
cate simple quantitative relations between the model
variables and epidemiological observables, which give
insights into cause-effect connections that underlie the
outburst dynamics but are obscured in more standard
(numerical) approaches.While the obtained results and
conclusions are based on the study of the COVID-19
pandemic, the presented analysis has general applica-
bility to infection outbursts. Our findings are partic-
ularly important in the emergence of new pandemics
when effective pharmaceutical treatments are unavail-
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able, and onemust rely onwell-timed and appropriately
chosen social mitigation measures.

Keywords SEIR model · Analytical solutions ·
Infection progression · Population dynamics ·
Epidemics peak · Infection tipping points

1 Introduction

Numerical computation methods and/or simulations
are routinely used to study epidemiological dynam-
ics. These tools can easily produce predictions of even
very complex epidemiological models. Yet, in a certain
sense, the numerical computation/simulation is compa-
rable to a black-box system that converts given model
parameters to the prediction outcomes, hardly facili-
tating any direct and deeper understanding of the influ-
ences of individual parameters on model observables.
Additionally, inferring the parameter values from the
observed data, analogous to reverse-engineering of the
black-box functioning, often becomes a difficult task.

These problems have become additionally pro-
nounced in the context of the current COVID-19 pan-
demic, which, since being unprecedented in many
aspects, underlines the necessity to expand the com-
monly used epidemiologicalmodels. Progress has been
made in various directions, e.g. by taking into account
the effects of quarantine [1,2], temporary immunity
[3], recurrent outbreaks [4], vaccination [5–8], differ-
ent levels of population susceptibility [9], comorbidi-
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ties [8,10], stratification by age [11–13], competitive
virus strains of different severity and/or transmissi-
bility [14,15], spatial diffusion [16], human mobility
between different regions [17–19], availability of test-
ing kits [20], hospital infrastructure [21] and media
coverage [22,23] to name a few. In particular, the
attempts to combat the disease led to the introduction of
social distancing measures on the scales hardly imag-
inable before [24].

While it is evident that social distancing measures
seriously impact the epidemiological dynamic, their
effects are not yet well understood [25–27], despite a
lot of undergoing effort to incorporate the influence of
these measures into the existing epidemiological mod-
els [4,8,22,28–39]. These studies often use an ana-
lytical approach to analyze and reveal some of the
system’s characteristics—e.g., system equilibria, posi-
tivity and boundness of variables, stability, sensitivity
and bifurcation analysis [8,35–39]. Thus, they allowed
insights into some important aspects of the system’s
behavior, and the role played by the social measures.
For example, analytical calculations provided a bet-
ter understanding of the interventions required to con-
trol the disease, such as the interplay between govern-
mental actions and the public response [39], and quar-
antine [35]. However, to our knowledge, no attempts
were made to analytically solve complex systems of
nonlinear differential equations stemming from these
extended epidemiological models (neither from the
models aimed to include the effects of mitigation mea-
sures nor from those trying to incorporate other relevant
factors). Instead, computer simulations and/or numeri-
cal solving of differential equations are commonly used
to compute and analyze the time evolution of the epi-
demic (e.g., to make comparisons with the actual epi-
demiological data). Consequently, despite the ability
to include intricate details of the models, these studies
lacked the full analytical approach to establish direct
functional relations between variables and outcomes,
thus missing the advantages of having analytical for-
mulas describing the entire time evolution of the system
variables.

While the advantages of the analytical approach
are clear, all of the studied models in epidemiology,
including the very basic ones such as SIR (Susceptible-
Infected-Removed [40]), are nonlinear and the corre-
sponding differential equations cannot be solved in
a straightforward manner [41]. Nevertheless, in the
last two decades, there was significant progress in

the field. To our knowledge, the earliest advances in
this direction appeared with the turn of the century
and were related to the SIR model, on networks [42]
and its stochastic variant [43], followed by solutions
given in the forms of convergent series, for SIR [44]
and then also for SIR and SIS (Susceptible-Infected-
Susceptible) models [45]. Further progress was made
by Harko et al. in 2014 [46], by providing the SIR
model analytical solutions, albeit in parametric form
and up to an integral inexpressible by elementary func-
tions. COVID-19 pandemic has intensified the efforts
in this direction, resulting in new forms of solutions
for SIR model: as infinite series (using Asymptotic
Approximants method) [47], as an inverse solution
with an approximated integral [48], using integrals
inexpressible in terms of elementary functions [49],
and a direct approximated solution [50,51]. Some of
these approaches preserve (approximative) integrabil-
ity even when constant model parameters (such as
infection rate) are replaced by time-varying functions
(though with certain constraints). Recently, there has
been also some progress even with compartmental
models more complex than the basic SIR variant. More
precisely, papers [52] and [53] analytically treat SEIR
(Susceptible-Exposed-Infected-Removed) model and
find, respectively, a solution in the form of a well con-
verging infinite series and as an exact solution to an
approximative reduced model.

Along with the attempts to analytically solve the
equations governing the epidemic dynamics, there was
an ongoing effort to find useful analytical relations
between the relevant epidemiological variables. One
such simple but transcendental equation, relating the
basic reproductive numberwith the final size of the sus-
ceptible compartment, was an immediate consequence
of the SIRmodel [40], and a similar result was obtained
for the SEIR model [53] (the robustness of such rela-
tions is discussed in [54]). Moreover, it often turns
out to be possible to derive useful simple analytical
expressions for the time of the infection peak and/or the
fraction of immunized required to stop the epidemic
[48,50,51,53,55,56]. These formulas, obtained at a
low cost of applying practically negligible approxima-
tions to the starting equations or intermediary expres-
sions, turn out to be very accurate (when compared to
precise numerical computations).

All these analytical results were obtained only in
the context of SIR and SEIR models, and the pres-
enceof interventionmeasures likely renders themunus-
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able. Therefore, this study aims, for the first time, to
establish a realistic—analytically solvable— model of
COVID-19 dynamics in the presence of social distanc-
ingmeasures and to demonstrate the benefits of such an
approach. Themodel is a generalization of the compart-
mental SEIR model— so-called SPEIRD [57,58]—
that accounts for the influence of social measures by
mathematically representing them as an effect that
removes susceptibles from the transmission process
(and places them in a newly introduced Protected
compartment). A similar approach to introduce the
effects of distancing in compartmental models can be
found in [32,34–37] and is in certain aspects advanta-
geous over simply varying transmission coefficients in
time, implemented in manymodels [4,8,22,33,38,39].
SPEIRD also introduces additional compartments that
directly correspond to epidemiological observables: the
number of detected cases and fatalities. The model was
introduced in [57], but due to the complex system of
nonlinear differential equations, no attemptsweremade
to solve them analytically. However, it turned out that,
despite complicated equations, it was possible to ana-
lytically compute the closed-form expression for the
number of infected cases as a function of time. This
partial result was published in [58] and presents a start-
ing point in this study. However, due to its complex-
ity, we were unable to make further progress toward
computing other system variables. We only recently
managed to analytically compute the time evolution of
all relevant variables (i.e., the closed-form expressions
for the full-time evolution of the number of confirmed
(detected) cases and fatalities). These two variables
have been used as crucial measures for tracking epi-
demic progression and its severity, and this manuscript
presents the full analytical treatment of the equations by
deriving their closed-form mathematical expressions.

The time evolutions derived here allow us to analyt-
ically investigate the effect of different model parame-
ters on the infection outcome and to recognize particu-
lar interplays.Knowing explicitly the relations between
input and output variables not only vastly simplifies our
ability to extract model parameters from experimental
data (e.g., by distinguishing special regimes in which
equations have characteristic behavior [58]) but, more
importantly, to straightforwardly draw conclusions that
may simplify public policy decision making. In par-
ticular, the asymptotic expressions obtained here for
the cumulative numbers of COVID-19 detected cases
and fatalities, quantitatively reveal a simple interplay

between the basic reproduction number R0, the strength
of introduced social measures, and the timing of their
introduction. Namely, it turns out, as we show in Sect. 4
and further elaborate in Sect. 5, that more flexible, i.e.,
relaxed measured can be easily afforded if they are
timely introduced (to the same overall effect as with far
more stringent measures introduced just a week or two
later). Moreover, we provide simple analytical expres-
sions for estimating the timing of the peak, the tipping
points of the epidemicwave, aswell as themaximumof
detected cases per day. Providing an analytical frame-
work to understand such epidemiological behaviormay
have a significant impact both on the economy and the
quality of human lives.

While the obtained results and conclusions were
based on the study of the COVID-19 pandemic (and
tested on corresponding epidemiological data), the
analysis presented here is of general validity and there-
fore directly applicable to any possible infection out-
break in the future.While at this stage of theCOVID-19
pandemic, we already have additional tools to combat
the disease (e.g., vaccines andmounting clinical experi-
ence), general conclusions drawn from the models like
this one can be a particularly valuable aid in the initial
stages of any new epidemic.

2 Methodology

To assess the dynamics of COVID-19 infection, we
employ amechanisticmodel SPEIRD,whichwe devel-
oped in Refs. [57,58]. More precisely, concerning the
standard compartmental models in epidemiology [25–
27], which comprise susceptible (S), exposed (E),
infectious (I ), and undiagnosed recovered (R) pools,
we added a few additional compartments. These are
introduced to take into account the available data (direct
observable quantities), such as the total number of
detected (confirmed and thereupon quarantined) cases
(D), active cases (A), and fatalities (F). It also accounts
for the effects of the social protection measures by
adding a compartment (P) of protected individuals
(denoting those effectively removed from susceptible
category due to social distancing). The corresponding
equations, describing the model dynamics, read:

dS

dt
= −βSI

N
− dP

dt
, (1)
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dP

dt
= αS

1 + (t0/t)n
, (2)

dE

dt
= βSI

N
− σ E, (3)

dI

dt
= σ E − γ I − εδ I, (4)

dR

dt
= γ I, (5)

dD

dt
= εδ I, (6)

dA

dt
= εδ I − hA − mA, (7)

dF

dt
= mA. (8)

In the above equations, N stands for the total popu-
lation number, while parameters have the following
meaning: β− the transmission rate; α− strength of
the social measures; σ− the inverse of the latency
period; γ− the inverse of the infectious period; δ− the
inverse of the infected detection period; ε− the detec-
tion efficiency; h and m− the recovery and the mortal-
ity rate, respectively. According to [59–61], we assume
σ = 1/3 day−1 and γ = 1/4 day−1. The gradual effect
of social measures is introduced through Eq. (2) where
t0 denotes the time when the measures are enforced. In
[58], it was shown thatHill function [62] can be reliably
replaced by the step function of the form αθ(t − t0),
which we further apply. We also assume that, after t0,
the 2nd term in Eq. (1) dominates over the 1st term, i.e.,
S(t) ∼ e−αt , whichwe previously numerically showed
to hold well for a wide range of countries in the first
COVID-19 wave [58].

In Fig. 1, we provide a schematic representation of
the SPEIRD model (Eqs. (1)-(8)). Thus, Eq. (1) deter-
mines the rate of depletion of the susceptible population
due to both the infection process and the social distanc-
ing measures. These measures result in a transition of
the susceptible to the protected compartment, described
by Eq. (2). In Eq. (3), the exposed pool increases due to
the infection events. Simultaneously, it decreases due to
a transition to the infectious compartment with the rate
σ . Equation (4) describes how the number of infectious
individuals grows due to the transition from exposed
to the infectious category, while it decreases with the
rate γ (recovery of undiagnosed infected to R com-
partment) or with rate εδ (corresponding to their detec-
tion and subsequent quarantine, resulting in a transition
to the detected compartment D). Equation (7) fixes

the rate at which the active compartment is depleted
through two channels − by being healed (rate h) or by
dying from the virus (rate m). Equation (8) describes
the growth of the fatalities.

Themodel corresponds to the infection phase,where
social distancing measures are first introduced (in our
case, the first COVID-19 wave), corresponding to the
effective transition from S to P compartment. As the
measures later got eased, there can also be a transition
from P back to S. This is, for simplicity, not imple-
mented in SPEIRD (and usually neither in similarmod-
els, see e.g. Refs. [32,34–37]), i.e., only the first phase
of epidemics (and the social measure introduction) is
considered.We implement ourmodel deterministically,
as publicly available COVID-19 counts [63] are very
high in most countries, making the relative importance
of fluctuations low, and the deterministic description
appropriate [62]. The advantage of such an approach
is the analytical tractability and more intuitive under-
standing of the obtained results.

Despite the complexity of the system of equations
(1)-(8), we show that the model can be analytically
treated.As a starting point in our calculation,we use the
explicit expression for the number of infectious indi-
viduals as a function of time, obtained in [58]:

I (t) = θ(t0−t)I0e
λ+t+θ(t−t0)I0e

λ+t0e−
γ+εδ+σ

2 (t−t0)

×
K

(
γ+εδ−σ

α ,
2
√
e−α(t−t0)βσ

α

)

K
(

γ+εδ−σ
α ,

2
√

βσ
α

) , (9)

where K(n, x) stands for the modified Bessel function

of the secondkind [64],λ+=
√

(γ+εδ−σ)2+4βσ−(γ+εδ+σ)

2 ,
θ(t) denotesHeaviside step function and I0 is the initial
number of infectious individuals in population.

The main result of this paper is the derivation of the
time-dependent expressions for the numbers of fatal-
ities F(t) and detected cases D(t), which are contin-
uously tracked and publicly available quantities for a
vast number of countries and regions [63]. The analyt-
ical derivations of these expressions are presented in
Appendix A. Essentially, Eqs. (6)-(8) lead to two dis-
entangled differential equations determining F(t) and
D(t):

d2F(t)

dt2
+ (h + m)

dF(t)

dt
− mεδ I (t) = 0, (10)
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Fig. 1 Scheme of the SPEIRD model. The compartments are
represented with circles and named as indicated in the text.
The transitions between different compartments are denoted by
arrows, with labels corresponding to the appropriate transition
rates, as explained in the text. The two main categories for our

study (also corresponding to widely tracked observable quanti-
ties) − fatalities (F) and detected cases (D) are denoted by the
full gray and purple circles, respectively. The dashed circle indi-
cates that A, H , and F compartments from the original model
compose the detected cases D

D(t) = εδ

∫
I (t) dt + C. (11)

Here, I (t) is given by Eq. (9) and C stands for the
constant of integration. All constants of integration are
determined from the requirement of continuity of func-
tions, their first derivatives, and/or the initial condi-
tions: F(0) = 0 and D(0) = D0, where D0 is the
initial number of detected cases at onset of infection
progression in a population.

Solving these equations is highly nontrivial due to
the complex form (see Eq. (9)) of the function I (t). To
accomplish this task, aside from commonly used meth-
ods for solving differential equations (i.e., knownmeth-
ods for second-order inhomogeneous Cauchy–Euler
equation), we used a number of special properties of
modified Bessel functions of the first and second kind,
of upper incomplete gamma functions, and of regular-
ized generalized hypergeometric functions, as detailed
in Appendix A.

3 Analytical results

Using the methodology outlined in the previous sec-
tion, in Appendix A, we derived closed-form expres-
sions for the number of fatalities and the cumulative
number of detected cases, as functions of time. The
number of fatalities F(t) has the following form:

F(t) = θ(t0 − t)
I0εδ

λ+
m

m + h{
−1 + λ+

h + m + λ+
e−(h+m)t

+ h + m

h + m + λ+
eλ+t

}

+ θ(t − t0)

{
C1 + C2e

−(h+m)t

+ C1(t) + C2(t)

(
2
√

βσ

α

) 2(h+m)
α

e−(h+m)t
}
,

(12)

where:

C1(t) = C0

⎡
⎣(

√
βσ

α

) γ+εδ−σ
α

e−(γ+εδ)t


(
γ + εδ

α

)

× 1F̃2

(
γ + εδ

α
; 1 + γ + εδ

α
, 1

+γ + εδ − σ

α
; e

−αtβσ

α2

)

−
(√

βσ

α

)− γ+εδ−σ
α

e−σ t

(σ

α

)

×1F̃2

(
σ

α
; 1 + σ

α
, 1 + σ − γ − εδ

α
; e

−αtβσ

α2

)⎤⎦
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π

2
csc

[
π(γ + εδ − σ)

α

]

C2(t) = −C0

[(√
βσ

α

) γ+εδ−σ
α

e−(γ+εδ)t


(
γ + εδ − h − m

α

)

× 1F̃2

(
γ + εδ − h − m

α
; 1

+γ + εδ − h − m

α
, 1

+γ + εδ − σ

α
; e

−αtβσ

α2

)

−
(√

βσ

α

)− γ+εδ−σ
α

e−σ t


(
σ − h − m

α

)

× 1F̃2

(
σ − h − m

α
; 1 + σ − h − m

α
, 1

+σ − γ − εδ

α
; e

−αtβσ

α2

)]

π

2
csc

[
π(γ + εδ − σ)

α

]
, (13)

C1 = I0εδ
m

(h + m)

eλ+t0 − 1

λ+
− C0

[(√
βσ

α

) γ+εδ−σ
α




(
γ + εδ

α

)

× 1F̃2

(
γ + εδ

α
; 1 + γ + εδ

α
, 1

+γ + εδ − σ

α
; βσ

α2

)

−
(√

βσ

α

)− γ+εδ−σ
α



(σ

α

)

× 1F̃2

(
σ

α
; 1 + σ

α
, 1 + σ − γ − εδ

α
; βσ

α2

)]

× π

2
csc

[
π(γ + εδ − σ)

α

]
(14)

C2 = I0εδ
m

(h + m)

e−(h+m)t0 − eλ+t0

h + m + λ+

+ C0

⎡
⎣
(√

βσ

α

) γ+εδ−σ
α




(
γ + εδ − h − m

α

)

× 1F̃2

(
γ + εδ − h − m

α
; 1 + γ + εδ − h − m

α
, 1

+γ + εδ − σ

α
; βσ

α2

)

−
(√

βσ

α

)− γ+εδ−σ
α




(
σ − h − m

α

)

× 1F̃2

(
σ − h − m

α
; 1 + σ − h − m

α
, 1

+σ − γ − εδ

α
; βσ

α2

)]
.

π

2
csc

[
π(γ + εδ − σ)

α

]
(15)

In these formulas C0 = I0εδ
α

m
h+m e

λ+t0/K
( γ+εδ−σ

α
,

2
√

βσ
α

)
,while pF̃q(a1, a2, ...ap; b1, b2, ...bq ; z)denotes

regularized generalized hypergeometric function [65].
While these expressions jointly constitute the exact

solution to the differential equations governing the
dynamics of F(t), their form is too complex to con-
vey a useful conclusion about the epidemic dynam-
ics. However, by applying a combination of appropri-
ate mathematical transformations and by using Han-
kel’s asymptotic expression for Bessel functions (see
Appendix A.1 for details), we arrive at the following
approximate expression for F(t):

F(t) = I0εδ
m

h + m[
θ(t0 − t)

(
eλ+t − 1

λ+
+ e−(h+m)t − eλ+t

h + m + λ+

)

+ θ(t − t0)(
eλ+t0 − 1

λ+
− e−(h+m)t e

(h+m+λ+)t0 − 1

h + m + λ+

+ 2

α

(2√βσ

α

)− γ+εδ+σ
α

+ 1
2
eλ+t0+ 2

√
βσ
α

×
{


(γ + εδ + σ

α
− 1

2
,
2
√
e−α(t−t0)βσ

α

)

− 

(γ + εδ + σ

α
− 1

2
,
2
√

βσ

α

)

+
(2√e−α(t−t0)βσ

α

) 2(h+m)
α

×
[


(γ + εδ + σ − 2(h + m)

α
− 1

2
,
2
√

βσ

α

)

− 

(γ + εδ + σ − 2(h + m)

α

− 1

2
,
2
√
e−α(t−t0)βσ

α

)]})]
. (16)

123



An analytical framework for understanding 22039

This expression replaces expressions (12)-(15)while
not significantly deviating from the full solution (the
deviations are essentially negligible, having in mind
the limited precision with which we know most of the
COVID-19 epidemiological parameters).

As expected, the F(t) saturates at some maximal,
asymptotic value as t → ∞ (for details seeAppendices
A.3 and A.4). This value corresponds to the total (final)
number of COVID-19 fatalities Ff in in the observed
epidemic outburst:

Ff in ≈ 2I0εδ

α

m

h + m

(2√βσ

α

)− γ+εδ+σ
α

+ 1
2
eλ+t0+ 2

√
βσ
α

× 


(
γ + εδ + σ

α
− 1

2

)
. (17)

Furthermore, due to the fact that for realistic values of
epidemiological parameters [58] (γ +εδ+σ)/α−1/2
is high enough, we utilize Stirling’s formula [66] (for
large n): 
(n + 1) ≈ √

2πn
( n
e

)n . After making use of
4βσ � (γ + δε − σ)2 (for multiple times) Eq. (17)
reduces to:

Fapprox
f in ≈ 2D0

m

h + m
e
3
2

√
2π/α

γ + εδ + σ − 3
2α

λ+

×
(2λ+ + γ + εδ + σ

γ + εδ + σ − 3
2α

) 1
2− γ+εδ+σ

α
e

(
t0+ 2

α

)
λ+

, (18)

where D(0) = D0 = I0εδ/λ+.
By applying a similar procedure, we straightfor-

wardly obtain the equivalent expressions for the time
evolutionof thenumber of detected cases (seeAppendix
A.2). For brevity, we here provide only the final results:

D(t) = I0εδ

λ+

⎛
⎝θ(t0 − t)eλ+t + θ(t − t0)e

λ+t0

×
⎧⎨
⎩1 + 2λ+

α

(
2
√

βσ

α

)− γ+εδ+σ
α

+ 1
2

e
2
√

βσ
α

×
[



(
γ + εδ + σ

α
− 1

2
,
2
√
e−α(t−t0)βσ

α

)

−


(
γ + εδ + σ

α
− 1

2
,
2
√

βσ

α

)⎤⎦
⎫⎬
⎭
⎞
⎠ (19)

and for the total number of detected cases at the end of
the epidemic wave:

D f in ≈ 2I0εδ

α

(2√βσ

α

)− γ+εδ+σ
α

+ 1
2
eλ+t0+ 2

√
βσ
α

× 

(γ + εδ + σ

α
− 1

2

)
, (20)

that can be again approximated to the form:

Dapprox
f in ≈ 2D0e

3
2

√
2π/α

γ + εδ + σ − 3
2α

λ+

×
(2λ+ + γ + εδ + σ

γ + εδ + σ − 3
2α

) 1
2− γ+εδ+σ

α
e

(
t0+ 2

α

)
λ+

.

(21)

Consequently, the estimate for Case Fatality Rate
(CFR), which is defined as the final number of fatalities
per detected cases (CFR = Ff in/D f in), acquires a
simple form [67], involving a ratio of mortality (m)
and healing (h) rates:

CFR = m

h + m
, (22)

further supporting that our analytical derivation is plau-
sible.

The explicit formulas (18) and (21) provide analogs—
though now in the entirely different context with social
distancing—of the final size (i.e. asymptotic value)
relations for SIR [40,54] and SEIR models [53]. Based
on our analytical solution, we can also provide a fairly
simple relation for the timing of the epidemic peak (see
Appendix A.5 for details), which is another quantity
that has been previously analytically derived in sim-
pler scenarios of SIR [48,50,51,55,56] and SEIR [53]
models:

tmax = t0 + 1

α
ln

[
16βσ

(2(γ + εδ + σ) − α)2

]
. (23)

FromEq. (23), we can also obtain themaximal num-
ber of detected cases per day during the outburst:

(
dD

dt

)
max

= D0λ+e
λ+
(
t0+ 2

α

)
+ 1

2

(
4
√

βσ

2(γ + εδ + σ) − α

) 1
2− γ+εδ+σ

α

(24)

which we will further analyze in the next section.
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The infection tipping points (see Appendix A.5)
correspond to the inflection points of the bell-shaped
infected curve. We can explicitly express the two tip-
ping points, from which we can obtain the duration of
the epidemic peak (cf. Figure 1D in [58]), correspond-
ing to the time interval between these two points:

Δtpeak = 4

α
ln

⎛
⎝γ + εδ + σ +

√
α(γ + εδ + σ − α

4 )

γ + εδ + σ − α/2

⎞
⎠.

(25)

Whenα << (γ +σ) this formula effectively simplifies
to:

Δtpeak ≈ 4√
α(γ + εδ + σ)

, (26)

where we used [68] ln (1 + x) ≈ x for x � 1. Note
that Δtpeak is independent of the transmission rate β,
which is a nontrivial result.Δtpeak provides an estimate
of the time interval during which the infected are at a
high level, and the chance of contracting the infection
is the highest.

4 Numerical analysis

To test the model reliability, we first compare our full-
fledged predictions for case counts (detected cases and
fatalities) with the observed data counts for three rep-
resentative countries: Austria, Switzerland, and Israel.
Figure2 shows that we obtain an overall good agree-
ment between our predictions and the data for all three
countries. In particular, we see that the time delay,
much discussed in interpreting COVID-19 case counts
data [12,61], is also well reproduced. This agreement
provides confidence that the analytical expressions,
which we derived from our model, indeed reasonably
represent the observed case counts data.

The obtained results allow us to analyze the effect
of each model parameter on D(t) and F(t) curves. For
succinctly presenting the results in Figs. 3, 4, 5 and
6, we will further use the parameter values that were
extracted for Israel in Fig. 2. We note that the obtained
results are independent of the analyzed country, as
long as the data are continuously tracked with mod-
erate testing capacities and fairly transparent report-
ing policies. First, we will consider the influence of
the ε parameter—the fraction of the infections that are

detected and consequently quarantined. We here, and
in the subsequent analysis, fix the initial (observed)
number of detected cases D0 = D(t = 0). The triv-
ial (direct) proportionality dependence of D(t) on ε in
Eq. (6) then gets absorbed in D0, so that we investi-
gate the nontrivial effect of the quarantine (ε) on the
case count dynamics from Eq. (4). For this, we opt
for two limiting cases ε = 0.1 and ε = 0.5, which
respectively correspond to the low and high detection
rates inferred from the observed data [58]. From Fig. 3,
which represents the time evolution of detected cases
and fatalities, we observe that a substantial change of
this parameter leads to at most ∼ 20% change in satu-
ration value of D and F . In comparison to changes due
to variations of other parameters, see below, wewill see
that this is a minor effect. Expectedly, better detection
efficacy (i.e., the higher ε value) leads to lower over-
all numbers of case counts, simply because the larger
part of infected individuals is timely quarantined. The
value of ε has practically no impact on the steepness
of these time-evolution curves. Consequently, detected
cases and fatalities are nearly independent of ε, and, for
simplicity, wewill further set this value to be 0.1. (Note
that, if not indicated otherwise, full-fledged expressions
are used for generating predictions through the entire
section.)

Next, we assess how sensitive case counts are on
the initial slope (on a log scale) of the exponential
growth of the infectious curve, quantified by λ+. Indi-
rectly, in this way, we also test the dependence of the
curves on the closely related basic reproduction num-
ber R0 (quantifying inherent virus transmissibility in
population [69]), which relates to λ+ by R0 = β/γ =
λ2++λ+(γ+εδ+σ)+(γ+εδ)σ

σγ
[57,70]. To this end, we vary

λ+ in the range between 0.1/day and 0.4/day, based on
our previously inferred λ+ values for a large number of
analyzed countries [70,71]. From the left plot in Fig. 4,
we observe that D(t) is highly sensitive to this param-
eter, to the extent that the linear–linear plot is unable
to adequately illustrate this dependency. The log-linear
plot in the inset is much better suited for this: it clearly
demonstrates that the greater the λ+ is, the D(t) curve
is steeper, and the final saturation value becomes expo-
nentially larger. The same tendency is preserved in the
case of F(t) dependence on λ+ (see middle plot in
Fig. 4), where we ab initio opt for log-linear display.

To gain some further insight on the influence of λ+
on case counts saturation values, we note that the dom-
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Fig. 2 Comparison between model prediction and data for Aus-
tria (the left plot), Switzerland (the central plot), and Israel (the
right plot), as indicated by abbreviations in the upper left cor-
ners. The predictions are generated for the evolution of detected
cases (the purple curves) and fatalities (the gray curves). The
observed detected counts are denoted as purple dots, while the

fatality counts are represented by gray dots. The left and the right
y-axis of each plot corresponds to detected cases and fatalities,
respectively, while the ticks on the x-axis denote the dates given
in DD/MM/YY format. The data for detected cases and fatalities
are taken from [63]

Fig. 3 The dependence on
the infection detection
efficiency ε of detected
cases (the left plot) and
fatalities (the right plot).
The blue and the orange
curves correspond to
ε = 0.1 and ε = 0.5,
respectively

inant λ+ dependence in Eqs. (18) and (21) is exponen-

tial, of the form e(t0+ 2
α
)λ+ . However, it can be shown

that λ+ terms outside of the exponent in Eqs. (18)
and (21) still contribute by effectively lowering the

exponent from e(t0+ 2
α
)λ+ to tα = t0+1/α. In Ref. [57],

we introduced tα as the, so-called, protection time (the
time at which ∼ 1

2 of the population moves to the
protected category), so that there is a simple, overall,
dependence of the case counts on λ+ as ∼ etαλ+ .

The λ+ dependence of three curves: D f in, D
approx
f in

and our estimate ∼ e(t0+ 1
α
)λ+ , is presented in the

rightmost plot of Fig. 4. The practically overlapping
D f in and Dapprox

f in curves confirm the adequacy of the
approximation applied in Eqs. (18) and (21).Moreover,
the fact that the simple exponential dependence etαλ+

very well qualitatively and quantitatively reproduces

D(λ+), highlights usefulness of the protection time in
assessing infection risks.

Finally, we concentrate on the effect of the social
distancing strength α on the case counts. We assume
that α lies in the range between 0.03 and 0.3, as inferred
from the observed data by our previous numerical anal-
ysis [58]. All plots on Fig. 5 are again presented in log-
linear scale. From the left and central plot in Fig. 5, we
see that both D(t) and F(t) are strongly affected by the
change of α. As the epidemic progresses, the stronger
social measures result in a significantly lower plateau
of case counts. The effect of α on these two observables
is the opposite of the one of λ+, as expected.

To further clarify the dependence of D and F on
α, we again use Eq. (21). After taking a logarithm, we
obtain:
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Fig. 4 The effect of initial slope of infectious curve λ+ on the
main observables. The time evolution of detected cases is pre-
sented in the left plot, with inset on amore pronounced log-linear
plot. The central plot shows fatalities versus time on a log-linear
scale. λ+ values are indicated in the legend. In the right plot, λ+

dependence of detected cases at saturation is displayed on a log-
linear scale. D f in , D

approx
f in and etαλ+ are denoted by the solid

black, the dashed blue and dot-dashed orange curves, respec-
tively

ln
(
Dapprox

f in

) ≈ κ1 + 2λ+
α

+
(κ2

α
− 1
)

ln
(
κ2 − 3

2
α
)

− ln (α)

2
, (27)

where κ1 = ln
(
2D0λ+

√
2π
)

+ λ+t0 + 3
2 +

(
1
2 −

γ+εδ+σ
α

)
× ln

(
γ + εδ + σ + 2λ+

)
and κ2 = γ +

εδ + σ . The dominant term on the right-hand side of
Eq. (27) is proportional to 1/α, i.e., the logarithmic
terms could be neglected. To test this obtained simple
dependance, in the rightmost plot of Fig. 5 we compare
D f in , D

approx
f in and our estimate ∼ e0.8λ+/α , as func-

tions ofα, on log-linear scale. The very good agreement
between D f in and Dapprox

f in again confirms the valid-
ity of our approximations. Moreover, we demonstrate
that the influence of the strength of social distancing on
detected cases (and fatalities) can be reduced (at satu-
ration) to a simple dependence of the form ∼ e0.8λ+/α .

From Figs. 4 and 5, we also see that λ+ has no sig-
nificant effect on infection extinguishing time, i.e., the
time for case counts to enter saturation. That is, its most
prominent effect is on the total case counts.On the other
hand, the strength of social distancing measures affects
(i.e., diminish) both the total case counts and the time
needed for extinguishing the infection.

Finally, in Fig. 6, we show how themaximal value of
detected cases per day depend on λ+ and α. For λ+, we
see that, similarly to D f in and Ff in , simple exponen-
tial dependence etαλ+ well reproduces ( dDdt )max , fur-
ther highlighting the importance of the lower protection

time for reducing the infection risks. For social dis-
tancing strength, we see that ( dDdt )max is also strongly
affected by α, where this dependence can be approxi-
mated by the simple expression ∼ e0.6λ+/α .

5 Discussion

The main goal of the present paper was to provide
a fully-analytical treatment of our epidemiological
model with introduced social distancing, which pre-
dicts observables that are readily accessible in a large-
scale epidemic. We accomplished this task by calcu-
lating these observables as explicit functions of time,
expressed in closed-form: Eqs. (16) and (19). Particu-
larly useful are the derived (approximate) expressions
(18) and (21) for the detected cases and fatalities at sat-
uration (i.e., at the end of an epidemic wave).We tested
the model predictions against the observed COVID-19
data, obtaining a very good agreement (as illustrated in
Fig. 2).

The obtained analytical results facilitate a better
understanding of the influence of individual epidemio-
logical parameters on COVID-19 observables. In par-
ticular, the effect of varying the detection efficacy ε

(within reasonable boundaries) turned out to be expo-
nentially smaller than the influence of the λ+ value, as
illustrated in Figs. 3 and 4. Since theλ+ value is directly
related to the basic reproduction number R0, which
characterizes the inherent biological transmission of
the virus in an (initially) completely unprotected pop-
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Fig. 5 The effect of social distancing strength α on the main
observables. The time evolution of detected cases and fatalities
are presented in the left and central plots, respectively. α val-
ues are indicated in the legend. The α dependence of detected

cases at saturation is assessed in the right plot. D f in , D
approx
f in

and ∼ e0.8λ+/α are denoted by the solid black, the dashed blue
and dot-dashed orange curves, respectively. All plots are on log-
linear scale

Fig. 6 The effect of initial
slope of the infectious curve
λ+ and social distancing
strength α on the maximum
of detected cases per day
( dDdt )max is shown on the
left and right plots,
respectively. ( dDdt )max and
approximate expressions are
denoted by the solid black
and dot-dashed orange
curves, respectively. All
plots are on a log-linear
scale

ulation (λ+ and R0 are roughly proportional, in realis-
tic parameter ranges) [57], this conclusion has a sim-
ple and yet important interpretation. Namely, it means
that medical, demographic, and environmental predis-
positions (determining R0) [70,71] should be expected
to strongly influence the behavior of the considered
observables (detected cases and fatalities attributed to
the virus) [72–74]. On the other hand, R0 seems not to
significantly impact the infection extinguishing time.

Our analysis has shown that the strength of the
implemented social measures, quantified by α, effec-
tively appears in the denominator in the exponent of
the number of total COVID-19 casualties, as follows
from Eq. (27). The impact of the social measures is
thus, unsurprisingly, highly significant— as illustrated
in Figs. 5 and 6.

Evenmore interesting is the interplaybetween t0 (the
timing of the introduction of measures) and α values in
the asymptotic behavior of the COVID-19 observables.

Careful analysis of the functions for COVID-19 fatali-
ties (18) and detected cases (21) at saturation, as well as
the maximum of detected cases per day (24), revealed
that this dependence is, in all three cases, effectively of

the form: e(t0+ 1
α
)λ+ (see also Figs. 4 and 6). The sig-

nificance of the value tα = t0 + 1
α
has already been

numerically recognized in [57], where this combina-
tion of parameters was named “protection time”. Here
we show that the total number of fatalities and detected
COVID-19 cases for the entire infection wave does not
depend on either t0 or α individually, but only jointly,
through the protection time tα . The implications of this
analytical result are striking: introducing very strict
(and economically debilitating) social measures can
have precisely the same effect (infected case-wise and
mortality-wise) as implementing much weaker mea-
sures somewhat earlier.

For example, consider a decision to introduce weak-
to-moderate social measures, corresponding to α =
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0.1, some t0 days from the epidemic onset. If this deci-
sion is only oneweek postponed (i.e., measures put into
practice at t0 + 7), it would require far more restric-
tive policies, corresponding to α = 0.3, to compensate
for the delay and retain the same number of fatalities
(according to our analysis [58] - α = 0.3 corresponds
to the strongest social measures that had been imposed
in practice, in the first wave of COVID-19 pandemic).

“The sooner the better” conclusion regarding the
introduction of social measures is hardly surprising
[28–30] and does not require such a sophisticated anal-
ysis to reach. However, the analysis presented here pro-
vides uswith additional insight that was not so obvious:
even reasonablyweakmeasures introduced quickly and
without prolonged preparations seem to have much
strongermitigation potential than very strongmeasures
introduced with hesitation and delay.

Furthermore, since the numbers of COVID-19 fatal-
ities and detected cases in saturation depend upon the
protection time tα as etαλ+ , it is clear that the mea-
sures must be put into force sooner and/or be stronger
(i.e., tα lower) in populations with higher SARS-CoV-
2 reproduction number R0. While this conclusion is
fairly natural, having this quantitative relation and com-
bining it with machine learning techniques to estimate
R0 dependence upon demographic and environmental
parameters [71]may substantially aid the policymaking
process, in multiple ways. For example, by estimating
how much sooner the measures must be implemented
in areas with greater median age, higher prevalence
of comorbidities, or higher pollution [70,71]. Also, to
properly allocate medical resources according to this
interplay of R0, t0, and α.

6 Conclusion

In this manuscript, we demonstrated that it is possible
to carry out a full analytical treatment of a compart-
mental epidemiological model that takes into account
the effects of social distancing measures. The model
has shown a good agreement with publicly available
data on COVID-19 case counts.

As a benefit of having analytical solutions to the
model equations, we were able to point out simple
quantitative relations between the model variables and
epidemiological observables. Such relations provide
insights into cause-effect connections that underlie the

epidemiological dynamics and are obscured in more
standard, i.e., purely numerical, approaches.

Our analysis revealed a quantitatively expressible
interplay between the strength of the social measures
and the time of their introduction, showing that the
two variables effectively combine into a single relevant
parameter called protection time. This not only implies
that stringentmeasures canbeoften substitutedbymore
relaxed ones introduced at earlier times but provides a
direct analytical expression to quantify this trade-off.

We emphasize that our model and its implica-
tions are not COVID-19 specific and should hold for
any potential future epidemic. Many epidemiologists
believe that outbursts of new infectious diseases (or
even pandemics) are likely, possibly even in the near
future [75]. Thus, our results might be even more use-
ful in the future, i.e., in the early stages of some new
pandemic, when vaccines or effective pharmaceutical
treatments are still not at our disposal, but we can only
count on well-timed and appropriately chosen control
measures.
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A Appendix

A.1 Analytical derivation of the number of fatalities

To assess the dynamics of COVID-19 infection, we
employed the mechanistic model, defined by equations
(1)-(8). In Ref. [58], we have already obtained the num-
ber of infectious individuals as a function of time (9).
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Throughout the derivations, wewill distinguish two-
time regions: I) t ≤ t0 and II) t > t0, and will denote
the variables in these two regions accordingly.

First, we concentrate on deriving the expression for
the time evolution of the number of fatalities. To this
end, we start from Eqs. (7)-(8), which lead to a single
equation (10). In region I, this second-order inhomo-
geneous differential equation, after taking into account
the first term of Eq. (9) (i.e., II (t) = I0eλ+t ), reduces
to:

d2FI (t)

dt2
+ (h + m)

dFI (t)

dt
− mεδ I0e

λ+t = 0. (28)

If we assume FI (t = 0) = 0 and F ′
I (t = 0) = 0, the

time-dependent fatalities for t ≤ t0 are given by:

FI (t) = I0εδ

λ+
m

m + h

{
− 1 + λ+

h + m + λ+
e−(h+m)t

+ h + m

h + m + λ+
eλ+t

}
. (29)

In region II, for simplicity we shift t − t0 → t , and
take into account that the expression for infectious now

reads II I (t) = I0eλ+t0e− γ+εδ+σ
2 tK

( γ+εδ−σ
α

,
2
√

e−αtβσ

α

)
/K
( γ+εδ−σ

α
,
2
√

βσ
α

)
(the second term of Eq. (9)). Since

II I (t) has this complex form, the further derivations are

quite demanding. By substituting t → y = 2
√

e−αtβσ

α
,

it can easily be verified that Eq. (10) is in region II
reduced to the well-known second-order inhomoge-
neous Cauchy–Euler equation [76,77] ax2y′′ +bxy′ +
cy = g(x). After dividing thus obtained differential
equation by y2, we obtain

d2FI I

dy2
+
[
1 − 2(h + m)

α

] 1
y

dFI I

dy

= Cy
γ+εδ+σ

α
−2K

(γ + εδ − σ

α
, y
)
, (30)

whereC = 4I0εδm
α2

(
2
√

βσ/α
)− γ+εδ+σ

α eλ+t0/K
( γ+εδ−σ

α
,

2
√

βσ
α

)
.

Next, we apply the standard procedure for solving
inhomogeneous differential equation given byEq. (30):
the full solution equals homogeneous plus particu-
lar solution FI I (y) = FI I,h(y) + FI I,p(y). It is
straightforward to show that auxiliary/characteristic
equation yields the following simple form of homo-

geneous solution FI I,h(y) = C1 + C2y
2(h+m)

α (where
linearly independent solutions are FI I,1(y) = 1 and

FI I,2(y) = y
2(h+m)

α ), while for obtaining particu-
lar solution FI I,p(y) we used the Lagrange’s method
of variation of parameters [76]. More precisely, we

assume that FI I,p(y) = C1(y) + C2(y)y
2(h+m)

α , where
again linearly independent solutions of the homoge-
neous equation are employed. The unknown functions
Ci (i = 1, 2) of variable y are sought for via the stan-
dard procedure

C1(y) = −
∫

FI I,2(y) f (y)

W
dy,

C2(y) =
∫

FI I,1(y) f (y)

W
dy, (31)

where f (y) denotes the right-hand side of Eq. (30),
whileWronskian [76,77] is given byW = FI I,1F ′

I I,2−
FI I,2F ′

I I,1 = 2(h+m)
α

y
2(h+m)

α
−1. This leads to:

C1(t) = − Cα

2(h + m)

∫ 2
√

e−αt βσ
α

0
y

γ+εδ+σ
α −1

K
(γ + εδ − σ

α
, y
)
dy,

C2(t) = Cα

2(h + m)

∫ 2
√

e−αt βσ
α

0
y

γ+εδ+σ−2(h+m)
α −1

K
(γ + εδ − σ

α
, y
)
dy. (32)

In spite that the above form of the result will be more
useful in what follows, we nevertheless provide also its
full-fledged form:

C1(t) = C0

[(√
βσ

α

) γ+εδ−σ
α

e−(γ+εδ)t


(
γ + εδ

α

)

× 1F̃2

(
γ + εδ

α
; 1 + γ + εδ

α
, 1 + γ + εδ − σ

α
; e

−αtβσ

α2

)

−
(√

βσ

α

)− γ+εδ−σ
α

e−σ t

(σ

α

)

× 1F̃2

(
σ

α
; 1 + σ

α
, 1 + σ − γ − εδ

α
; e

−αtβσ

α2

)]

π

2
csc

[
π(γ + εδ − σ)

α

]

C2(t) = −C0

[(√
βσ

α

) γ+εδ−σ
α

e−(γ+εδ)t


(
γ + εδ − h − m

α

)
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× 1F̃2

(
γ + εδ − h − m

α
; 1 + γ + εδ − h − m

α
, 1

+γ + εδ − σ

α
; e

−αtβσ

α2

)

−
(√

βσ

α

)− γ+εδ−σ
α

e−σ t


(
σ − h − m

α

)

× 1F̃2

(
σ − h − m

α
; 1 + σ − h − m

α
, 1

+ σ − γ − εδ

α
; e

−αtβσ

α2

)]

× π

2
csc

[
π(γ + εδ − σ)

α

]
, (33)

where C0 = I0εδ
α

m
h+m e

λ+t0/K
( γ+εδ−σ

α
,
2
√

βσ
α

)
, while

pF̃q(a1, a2, ...ap; b1, b2, ...bq ; z) denotes regularized
generalized hypergeometric function [65]. The general
solution of Eq. (30), when returned to variable t , has a
form:

FI I (t) = C1 + C2e
−(h+m)t + C1(t)

+ C2(t)
(2√βσ

α

) 2(h+m)
α

e−(h+m)t , (34)

where the only unknown parameters are C1 and C2. In
order to determine these constants we use the following
boundary conditions: FI I (0) = FI (t0) and F ′

I I (0) =
F ′
I (t0). After some cumbersome calculation steps we

obtain the following expressions:

C1 = I0εδ
m

(h + m)

eλ+t0 − 1

λ+

− C0

[(√
βσ

α

) γ+εδ−σ
α




(
γ + εδ

α

)

× 1F̃2

(
γ + εδ

α
; 1 + γ + εδ

α
, 1

+γ + εδ − σ

α
; βσ

α2

)

−
(√

βσ

α

)− γ+εδ−σ
α



(σ

α

)

1F̃2

(
σ

α
; 1 + σ

α
, 1 + σ − γ − εδ

α
; βσ

α2

)]
π

2

× csc

[
π(γ + εδ − σ)

α

]
(35)

C2 = I0εδ
m

(h + m)

e−(h+m)t0 − eλ+t0

h + m + λ+

+ C0

[(√
βσ

α

) γ+εδ−σ
α




(
γ + εδ − h − m

α

)

× 1F̃2

(
γ + εδ − h − m

α
; 1 + γ + εδ − h − m

α
, 1

+ γ + εδ − σ

α
; βσ

α2

)

−
(√

βσ

α

)− γ+εδ−σ
α




(
σ − h − m

α

)

× 1F̃2

(
σ − h − m

α
; 1 + σ − h − m

α
, 1

+σ − γ − εδ

α
; βσ

α2

)]
π

2

× csc

[
π(γ + εδ − σ)

α

]
(36)

Now, if we use the definition of regularized general-
ized hypergeometric functions, the above expressions
can be significantly simplified and reduced to the form
similar to Eq. (32). Namely [65]

1F̃2(a1; b1, b2; z) =
∞∑
k=0

(a1)k zk

k!
(k + b1)
(k + b2)
, (37)

where (a1)0 = 1, while for k � 1

(a1)k = a(a + 1)...(a + k − 1). (38)

Let us first concentrate onC1, where fromEq. (35) it
follows that z = βσ/α2. By denoting a1 = (γ +εδ)/α

and a2 = σ/α, it is straightforward to infer that the
expression in the square brackets of Eq. (35) can be
rewritten in a form:

I1 = z
a1−a2

2 
(a1) 1F̃2(a1; 1 + a1, 1 + a1 − a2; z)
− z

a2−a1
2 
(a2) 1F̃2(a2; 1 + a2, 1 + a2 − a1; z).

(39)

After multiplying the right-hand side by z
a1+a2

2 /z
a1+a2

2

we obtain:

I1 = 1

z
a1+a2

2

∞∑
k=0

[ zk+a1

k!(k + a1)
(k + 1 + a1 − a2)

− zk+a2

k!(k + a2)
(k + 1 + a2 − a1)

]
, (40)
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where we made use of the fact that 
(n + 1) = n
(n)

and 
(a)(a)k = 
(a + k) (see Eq. (38)). To further
simplify Eq. (40), we adopt the following notation

J1 = ∑∞
k=0

zk+a1

k!(k+a1)
(k+1+a1−a2)
and differentiate it

with respect to z:

dJ1

dz
=

∞∑
k=0

(
√
z)2k+2a1−2

k!
(k + 1 + a1 − a2)
. (41)

As already mentioned, the main idea is to try to
reduce Eq. (35) to a form similar to Eq. (32), i.e., to
relate the above expression to modified Bessel func-
tions, and the modified Bessel function of the first
kind [64] is defined as:

In(x) =
∞∑
k=0

( x
2

)2k+n

k!
(k + n + 1)
. (42)

By comparing Eqs. (41) and (42), we observe that their
right-hand sides are of a similar form, if x/2 → √

z,
n → a1 − a2, that is:

dJ1

dz
= (

√
z)a1+a2−2Ia1−a2(2

√
z). (43)

Proceeding in a similar manner in the case of the
remaining term in Eq. (40) J2 = ∑∞

k=0
zk+a2

k!(k+a2)
(k+1+a2−a1)
we arrive at:

dJ2

dz
= (

√
z)a1+a2−2Ia2−a1(2

√
z). (44)

Note, from Eq. (40), that I1 = z−
a1+a2

2 (J1 − J2).
By substituting integrated Eqs. (43) and (44) in

Eq. (40), and thus obtained expression in Eq. (35), for
C1 we finally obtain:

C1 = I0εδ
m

(h + m)

eλ+t0 − 1

λ+
+ 2C0

(2√βσ

α

)− γ+εδ+σ
α

×
∫ 2

√
βσ
α

0
y

γ+εδ+σ
α

−1K
(γ + εδ − σ

α
, y
)
dy. (45)

Note that, in obtaining the above expression the iden-
tity [66,68] relatingmodifiedBessel functionof thefirst
and the second kind I−n(x)−In(x) = 2

π
sin(nπ)Kn(x)

was used.

The remaining constantC2 (see Eq. (36)) from fatal-
ity counts expression is simplified by applying the same
procedure as in the case of C1. To avoid redundant
derivations (i.e., the repetition of the above calcula-
tions), we simply outline the final expression:

C2 = I0εδ
m

(h + m)

e−(h+m)t0 − eλ+t0

h + m + λ+

− 2C0
(2√βσ

α

)− γ+εδ+σ−2(h+m)
α

×
∫ 2

√
βσ
α

0
y

γ+εδ+σ−2(h+m)
α

−1K
(γ + εδ − σ

α
, y
)
dy,

(46)

with the only distinction that, in the process of simpli-
fication, parameters a1 and a2 now read (γ + εδ − h −
m)/α and (σ − h − m)/α, respectively.

Now that all terms of fatalities count (given by
Eq. (34)) are determined, we note that all constants
(C1,C2,C1(t) and C2(t)) are still in their integral
form. Since, for all countries that we consider it holds
2
√

βσ/α � 1, we may further simplify these integrals
by utilizing Hankel’s asymptotic expression [66]:

Kn(x) ∼
√

π

2x
e−x
(
1 + O

(1
x

))
, (47)

which holds for large x = 2
√

βσ/α.
Along these lines, we rewrite Eqs. (32, 45, 46):

C1 ≈ I0εδ
m

(h + m)[eλ+t0 − 1

λ+
+ 2

α

(2√βσ

α

)− γ+εδ+σ
α

+ 1
2
eλ+t0+ 2

√
βσ
α

×
∫ 2

√
βσ
α

0
y

γ+εδ+σ
α

− 3
2 e−ydy

]

C2 ≈ I0εδ
m

(h + m)

[e−(h+m)t0 − eλ+t0

h + m + λ+

− 2

α

(2√βσ

α

)− γ+εδ+σ−2(h+m)
α

+ 1
2

× eλ+t0+ 2
√

βσ
α

∫ 2
√

βσ
α

0
y

γ+εδ+σ−2(h+m)
α

− 3
2 e−ydy

]

C1(t) ≈ −2I0εδ

α

m

h + m

(2√βσ

α

)− γ+εδ+σ
α

+ 1
2
eλ+t0+ 2

√
βσ
α
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×
∫ 2

√
e−αt βσ

α

0
y

γ+εδ+σ
α

− 3
2 e−ydy

C2(t) ≈ 2I0εδ

α

m

h + m

(2√βσ

α

)− γ+εδ+σ
α

+ 1
2
eλ+t0+ 2

√
βσ
α

×
∫ 2

√
e−αt βσ

α

0
y

γ+εδ+σ−2(h+m)
α

− 3
2 e−ydy, (48)

where we also used the same approximation given by
Eq. (47) for modified Bessel function of the second
kind contained inC andC0. Note that the second terms
of C1 and C1(t) on one side, and the second terms of
C2 and C2(t) on the other have the same exponents
(keep in mind that, according to Eq. (34), there is still a

remaining factor
(
2
√

βσ/α
) 2(h+m)

α multiplying C2(t)).
In Eq. (48), we encounter the lower incomplete

gamma function [66] γ (s, x) = ∫ x
0 t s−1e−tdt , which

we go about by utilizing [66]:

γ (s, x) = 
(s) − 
(s, x), (49)

where 
(s, x) = ∫∞
x t s−1e−tdt represents the upper

incomplete gamma function [66].
Finally, upon implementing thus calculated con-

stants of Eq. (48) in Eq. (34), and by taking into account
Eq. (29), we obtain the expression (16) for the general
solution of Eq. (10) at the entire t region.

A.2 Analytical derivation of detected cases

Next, we concentrate on the time evolution of detected
counts. To this end, we make use of Eqs. (6) and (9),
i.e.

D(t) = εδ

∫
I (t)dt + Ci , (50)

where Ci (i = 3, 4) stands for the constant of inte-
gration. In region I the integration of II (t) (the first
term in Eq. (9)) is straightforward and yields DI (t) =
I0εδ
λ+ eλ+t + C3, while C3 is obtained from the initial

conditions DI (t = 0) = D0 ≡ I0εδ
λ+ , leading to:

DI (t) = I0εδ

λ+
eλ+t . (51)

In region II, the integration is more demanding, due
to the form of II I (t) (the second term of Eq. (9)). To

address this, we employ the following substitution of

variable t − t0 → x = 2
√

βσ
α

e− α(t−t0)

2 . Thus:

DI I (t) = −2C0
h + m

m

(2√βσ

α

)− γ+εδ+σ
α

×
∫ 2

√
e−α(t−t0)βσ

α

2
√

βσ
α

x
γ+εδ+σ

α −1

K
(γ + εδ − σ

α
, x
)
dx + C4. (52)

Note that, as opposed to our previous notation during
the derivation of FI I (t), nowwe do not make use of the
substitution t − t0 → t . Because of this, the boundary
condition reads: DI I (t0) = DI (t0), which is used for
determining the integration constant C4 = I0εδ

λ+ eλ+t0 .
So, the expression for detected cases reads:

D(t) = θ(t0 − t)
I0εδ

λ+
eλ+t + θ(t − t0)

{
I0εδ

λ+
eλ+t0 + C0

h + m

m

×
[(√

βσ

α

)− γ+εδ−σ
α



(σ

α

)

1F̃2

(
σ

α
; 1 + σ

α
, 1 + σ − γ − εδ

α
; βσ

α2

)

−
(√

βσ

α

) γ+εδ−σ
α




(
γ + εδ

α

)

× 1F̃2

(
γ + εδ

α
; 1 + γ + εδ

α
, 1 + γ + εδ − σ

α
; βσ

α2

)

+
(√

βσ

α

) γ+εδ−σ
α

e−(γ+εδ)(t−t0)


(
γ + εδ

α

)

× 1F̃2

(
γ + εδ

α
; 1 + γ + εδ

α
, 1

+γ + εδ − σ

α
; e

−α(t−t0)βσ

α2

)

−
(√

βσ

α

)− γ+εδ−σ
α

e−σ(t−t0)

(σ

α

)

× 1F̃2
(σ

α
; 1 + σ

α
, 1

+σ − γ − εδ

α
; e

−α(t−t0)βσ

α2

)]

π

2
× csc

[
π(γ + εδ − σ)

α

]}
. (53)
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After performing the same algebraic manipulations of
regularized generalized hypergeometric functions as in
the previous Subsect. A.1, as well as applying Hankel’s
approximation (47), we obtain the expression (19) for
the general solution of Eq. (11) at the entire t region.

Alternatively, the same expression (19) could be
obtained more straightforwardly. Namely, the expres-
sion for the number of infectious individuals (Eq. (9))
can be simplified by utilizing Eq. (47):

I (t) = θ(t0 − t)I0e
λ+t + θ(t − t0)

I0e
λ+t0+ 2

√
βσ
α e

− α(t−t0)

2

(
γ+εδ+σ

α
− 1

2

)

× e− 2
√

e−α(t−t0)βσ

α . (54)

Now that I (t) has been determined in the desired form,
the detected counts can be calculated from Eq. (11). In
region I, the derivation is straightforward (and therefore
omitted) and leads to Eq. (51). In region II, the integra-
tion is more demanding, due to the form of II I (t) =
I0eλ+t0+ 2

√
βσ
α e− α(t−t0)

2 (
γ+εδ+σ

α
− 1

2 )e− 2
√

e−α(t−t0)βσ

α .
To address this, again we employ the following sub-

stitution of variable t − t0 → x = 2
√

βσ
α

e− α(t−t0)

2 ,
resulting in the boundary condition DI I (t0) = DI (t0)
(which is used for determining the integration constant
C4). In a similar manner as before, we again encounter
the incomplete gamma functions [66]:

DI I (t) = −2I0εδ

α

(2√βσ

α

)− γ+εδ+σ
α

+ 1
2
e
2
√

βσ
α

+λ+t0

×
∫ 2

√
e−α(t−t0)βσ

α

2
√

βσ
α

x
γ+εδ+σ

α
− 3

2 e−xdx + C4.

(55)

The only difference compared to Eq. (48) is that now
the lower boundary of integration is not zero but some
positive real number. This integral is solved by apply-
ing the identity

∫ b
a xs−1e−xdx = ∫ b

0 xs−1e−xdx −∫ a
0 xs−1e−xdx = 
(s, a)−
(s, b). By combining this
result with Eq. (51), we finally arrive at the expression
(19) for the number of detected cases.

A.3 Simplified expressions for fatalities and detected
cases

In this section, we show that certain terms in the
expressions for fatalities and detected cases can be
neglected (when epidemiological parameters are in
realistic ranges), without significant loss of predic-
tive precision. First, we start with Eq. (16) for fatal-
ity counts. We notice that for t > t0 first two terms
are much smaller than the remaining terms, due to
2
√

βσ/α � 1, and therefore can be neglected. Addi-
tionally, for the same reason all 
(s, 2

√
βσ/α) →


(s,∞) are approximately equal to zero (i.e., the
gamma integral is effectively

∫∞
∞ ). Therefore, instead

of Eq. (16), the following formula can be safely used
in practice:

Fsimp(t) ≈ I0εδ
m

h + m{
θ(t0 − t)

(eλ+t − 1

λ+
+ e−(h+m)t − eλ+t

h + m + λ+

)

+ θ(t − t0)
2

α

(2√βσ

α

)− γ+εδ+σ
α

+ 1
2
eλ+t0+ 2

√
βσ
α

×
[


(γ + εδ + σ

α
− 1

2
,
2
√
e−α(t−t0)βσ

α

)

−
(2√e−α(t−t0)βσ

α

) 2(h+m)
α

× 

(γ + εδ + σ − 2(h + m)

α

− 1

2
,
2
√
e−α(t−t0)βσ

α

)]}
. (56)

Continuing in the same manner, the simplified form of
the number of detected cases is easily obtained:

Dsimp(t) ≈ I0εδ[
θ(t0 − t)

eλ+t

λ+
+ θ(t − t0)

2

α(2√βσ

α

)− γ+εδ+σ
α

+ 1
2

× eλ+t0+ 2
√

βσ
α



(γ + εδ + σ

α
− 1

2
,
2
√
e−α(t−t0)βσ

α

)]
.

(57)
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We have numerically tested and confirmed that the
full-fledged (given by Eq. (16)) and simplified (given
by Eq. (56)) fatality curves are practically overlapping
(and the same for the detected cases).

A.4 Expressions for fatalities and detected cases at sat-
uration

We will evaluate the saturation values of fatalities and
detected counts, that is, their expressions in the limit of
very large t . This means that we can concentrate only
on t > t0, i.e., region II, wherewe set t → ∞. Building
on the results of the previous section, from Eq. (56) we
observe that, in this limit, the second term in the square
brackets can be neglected, due to e−(h+m)(t−t0) → 0.
Likewise,



(γ + εδ + σ

α
− 1

2
,
2
√
e−α(t−t0)βσ

α

)

→ 

(γ + εδ + σ

α
− 1

2
, 0
)

≡ 

(γ + εδ + σ

α
− 1

2

)
.

Therefore, we obtain the expressions (17) and (20) for
the saturation values.

A.5 Expressions for the epidemics peak and tipping
points

Other important quantities characterizing infection
dynamics during the first wave are epidemics peak time
and inflection (tipping and turning) points, for which
we here provide analytic expressions. Namely, the epi-
demics peak time is the moment when infected curve
reaches its maximal value (i.e., dI/dt = 0), or equiva-
lently d2D/dt2 = 0. The second derivative of Eq. (19)
in region II (or equivalently Eq. (57) in the same region)
yields:

d2DI I

dt2
= I0εδe

λ+t0+ 2
√

βσ
α

e
− α(t−t0)

2

(
γ+εδ+σ

α
− 1

2

)
e− 2

√
e−α(t−t0)βσ

α

×
(

− γ + εδ + σ

2
+ α

4
+
√
e−α(t−t0)βσ

)
.

(58)

In deriving the above expression,wemade use of equal-
ity d
(s, x)/dx = −xs−1e−x , following from the def-
inition of incomplete gamma functions [66]. Note that,
in this subsection, we are interested in region II, where
all relevant points lay.After equating the second deriva-
tive of DI I with zero, for the epidemics peak time, we
obtain:

tmax = t0 + 1

α
ln
[ 16βσ

(2(γ + εδ + σ) − α)2

]
. (59)

By evaluating dD
dt at t = tmax , we can straightforwardly

obtain the maximum of detected cases per day, given
by

(
dD

dt

)
max

= D0λ+e
λ+
(
t0+ 2

α

)
+ 1

2

(
4
√

βσ

2(γ + εδ + σ) − α

) 1
2− γ+εδ+σ

α

. (60)

Along the same lines, the epidemics inflection points
are defined as d2 I/dt2 = 0, or equivalently d3D/dt3 =
0:

d3DI I

dt3
= I0εδe

λ+t0+ 2
√

βσ
α e− α(t−t0)

2 (
γ+εδ+σ

α
− 1

2 )

e− 2
√

e−α(t−t0)βσ

α

×
[(γ + εδ + σ

2
− α

4
−
√
e−α(t−t0)βσ

)2

− α

2

√
e−α(t−t0)βσ

]

= 0. (61)

Eq. (61) has two solutions, which correspond to the
infection tipping points

t1,2 = t0 + 2

α
ln
( 2

√
βσ

γ + δε + σ ∓
√

α
(
γ + εδ + σ − α

4

)
)
.

(62)

The duration of the epidemic peak can then be
defined as a difference between these two tipping points
and is equal to:

Δtpeak = 4

α
ln
(γ + εδ + σ +

√
α(γ + εδ + σ − α

4 )

γ + εδ + σ − α/2

)
.

(63)
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Understanding properties of QCD matter created in ultra-relativistic heavy-ion collisions is a major 
goal of RHIC and LHC experiments. An excellent tool to study these properties is high-momentum 
hadron suppression of light and heavy flavor observables. Utilizing this tool requires accurate suppression 
predictions for different experiments, probes and experimental conditions, and their unbiased comparison 
with experimental data. With this goal, we here extend our dynamical energy loss formalism towards 
generating predictions for non-central collisions; the formalism takes into account both radiative and 
collisional energy loss, dynamical (as opposed to static) scattering centers, finite magnetic mass, running 
coupling and uses no free parameters in comparison with experimental data. Specifically, we here 
generate predictions for all available centrality ranges, for both LHC and RHIC experiments, and for 
four different probes (charged hadrons, neutral pions, D mesons and non-prompt J/ψ). We obtain 
good agreement with all available non-central data, and also generate predictions for suppression 
measurements that will soon become available. Finally, we discuss implications of the obtained good 
agreement with experimental data with different medium models that are currently considered.

© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/3.0/). Funded by SCOAP3.

1. Introduction

High-momentum hadron suppression [1] of light and heavy 
observables provides an excellent tool [2–4] for studying prop-
erties of QCD matter created in ultra-relativistic heavy ion col-
lisions. Mapping these properties is also a major goal of RHIC 
and LHC experiments, which requires comparison of hadron sup-
pression measurements with corresponding theoretical predictions. 
To ensure the unbiased comparison with experimental data, it is 
necessary to generate predictions for different experiments, ex-
perimental probes and experimental conditions, within the same 
theoretical model. With a major goal of generating these predic-
tions, we developed dynamical energy loss formalism, that i) al-
lows treating, at the same time, both light and heavy partons, ii) is 
computed in dynamical QCD medium (i.e. takes into account re-
coil of the medium constituents), iii) includes both collisional [5]
and radiative [6,7] energy losses, computed within the same the-
oretical framework, iv) includes realistic finite size effects, i.e. the 
fact that experimentally created QCD medium has finite size, and 
that the jets are produced inside the medium, v) includes finite 
magnetic mass effects [8] and running coupling [9]. We further 
integrated this formalism into numerical procedure which also in-
cludes multi-gluon fluctuations [10], path length fluctuations [11]

* Corresponding author.

and most up-to-date jet production [12,13] and fragmentation 
functions [14]; the procedure allows generating predictions with 
no free parameters used in comparison with experimental data.

We previously applied the computational procedure outlined 
above for generating predictions in most central collisions for a 
number of different probes at LHC [9]. These predictions showed a 
very good agreement with experimental data; however, a compre-
hensive comparison also requires generating predictions for non-
central collisions at RHIC and LHC. With this goal, we here extend 
the formalism towards generating predictions for different central-
ity ranges. We consequently generate the suppression predictions 
for all available centrality ranges, for both RHIC and LHC exper-
iments and for four different probes – specifically for charged 
hadrons, D mesons and non-prompt J/ψ at LHC and neutral pi-
ons at RHIC. Such comprehensive comparison allows testing some 
of important assumptions behind our current understanding of 
the created QCD matter, such as ranges of validity for different 
medium models.

2. Theoretical framework

The numerical procedure for calculating high-momentum had-
ron suppression for central collisions is outlined in detail in [9]. 
We below first briefly list the main steps in this procedure and 
then describe the extension of the procedure that is necessary for 
generating the predictions for non-central collisions:

http://dx.doi.org/10.1016/j.physletb.2014.08.063
0370-2693/© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/3.0/). Funded by 
SCOAP3.
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i) Energy loss calculations: Our model takes into account both 
radiative and collisional contributions to jet energy loss. Specifi-
cally, the radiative energy loss calculations present a state-of-the-
art extension of a well-known DGLV model [15,16] towards a finite 
size dynamical medium [6,7], finite magnetic mass [8] and running 
coupling [9]. These extensions are further discussed below.

ii) Dynamical scattering centers: To calculate the radiative en-
ergy loss, we use finite size dynamical energy loss formalism. This 
formalism removes a ubiquitous assumption of static scattering 
centers [17] and takes into account that the medium constituents 
are in reality dynamical, i.e. moving particles; similarly, the unre-
alistic assumption of infinite medium is also removed. Calculations 
of the jet energy loss in dynamical medium are done by using two-
hard-thermal-loop approach. In contrast to the static energy loss, 
where only the electric contribution appears in the final result, 
both electric and magnetic contributions appear in the dynami-
cal case. This then directly leads to the question of finite magnetic 
mass, which we further discuss below.

iii) Magnetic mass: In pQCD energy loss calculations – includ-
ing our (initial) dynamical energy loss formalism [6,7] – magnetic 
mass is taken to be zero. However, different non-perturbative ap-
proaches suggest a non-zero magnetic mass at RHIC and LHC (see 
e.g. [18–21]). To address this issue, we generalized the dynami-
cal energy loss calculations to the case of finite magnetic mass. 
Introducing the finite magnetic mass is described in detail in [8], 
where the finite magnetic mass is introduced through generalized 
sum-rules.

iv) Running coupling: Introducing the running coupling is de-
scribed in detail in [9]. One should note that the obtained result 
is infrared safe and moreover of a moderate value. There is con-
sequently no need to introduce an artificial cutoff as is commonly 
done elsewhere with the running coupling.

v) Suppression procedure: We further integrated the energy 
loss formalism outlined above into a numerical procedure that in-
cludes: light and heavy flavor production [12,13], path-length [11]
and multigluon [10] fluctuations, up-to-date fragmentation func-
tions [14] for light and heavy flavor and the decay of heavy mesons 
to single electrons and J/ψ . In the calculations, as a start point 
we use an effective temperature of 304 MeV for 0–40% centrality 
Pb + Pb collisions at LHC (as extracted by ALICE [22]) and effective 
temperature of 221 MeV for 0–20% centrality Au + Au collisions 
at RHIC (as extracted by PHENIX [23]). The other parameter values 
are specified in the next section, while the details of the proce-
dure are provided in [9]. Note that we use no free parameters in 
comparison with the data, i.e. all the parameters that we use cor-
respond to standard literature values.

To extend the computational procedure outlined above to non-
central collisions, we start by obtaining the path-length distribu-
tions for different centrality ranges from [24]. Furthermore, we 
determine the temperature for each centrality region according 

to [15] T 3 ∼
dNg
dy
V → T = c

( dNg
dy

Npart

)1/3
(more details will be pro-

vided in [25]), where dNg
dy is gluon rapidity density, V is the vol-

ume of created medium, and we take that V ∼ Npart (number of 
participants for a given collision). Furthermore, c is a constant 

for a specific system/collider energy, and 
dNg
dy

Npart
is directly propor-

tional to experimentally measured charged particle multiplicity per 

participant pair 
( dNch

dy
Npart/2

)
, which is measured for both RHIC [26]

and LHC [27] and across different centralities. The constants c
can be fixed through ALICE measurement of effective temperature 
for 0–40% centrality at 2.76 TeV Pb + Pb collisions at LHC, and 
through PHENIX measurement of effective temperature for 0–20% 
centrality at 200 GeV Au + Au collisions at RHIC (see above).

3. Numerical results

In this section, we concentrate on 200 GeV Au + Au colli-
sions at RHIC and 2.76 TeV Pb + Pb collisions at LHC, and present 
our suppression predictions for light and heavy flavor observables. 
We proceed by considering a QGP with n f = 2.5 effective light 
quark flavors for RHIC and n f = 3 for LHC. Perturbative QCD scale 
is taken to be ΛQCD = 0.2 GeV. For the light quarks we assume 
that their mass is dominated by the thermal mass M = μE/

√
6, 

where the temperature dependent Debye mass μE (T ) is obtained 
from [28]. Magnetic mass μM is taken as 0.4μE < μM < 0.6μE

[18–21], and the gluon mass is mg = μE/
√

2 [29]. For the charm 
(bottom) mass we use M = 1.2 GeV (M = 4.75 GeV). Path-length 
distribution and temperatures for different centralities are com-
puted according to the procedure outlined in the previous section. 
Parton production, fragmentation functions and decays, which are 
used in the numerical calculations, are specified in [9]. Note that, 
on each panel of every figure, the gray region corresponds to the 
range of 0.4 < μM/μE < 0.6, where the upper (lower) boundary of 
each band corresponds to μM/μE = 0.6 (μM/μE = 0.4).

We start by generating predictions for momentum dependence 
of hadron suppression at LHC experiments, for different centrality 
regions, which are shown in Figs. 1 and 2. Each panel in these fig-
ures shows a fixed centrality region (0–5%, 5–10%, 10–20%, etc.) 
and for each of these centrality regions, momentum dependence 
of R A A is shown. Fig. 1 shows predictions for charged hadron R A A

and their comparison with relevant ALICE and CMS experimental 
data at 2.76 TeV Pb + Pb collisions at LHC. In Fig. 2 predictions 
for D meson R A A are shown; predictions for 0–10% and 30–50% 
are compared with the available ALICE data, where a very good 
agreement can also be seen. Note that predictions for 30–50% re-
gion were generated before the experimental data – that are now 
shown in the figure – became available [34]. The experimental data 
for the rest of the predictions (the other two panels in Fig. 2) are 
expected to become available soon.

In Fig. 3, we show equivalent predictions as in Figs. 1 and 2, 
but for RHIC measurements of neutral pions at 200 GeV Au + Au 
collisions. Each panel shows predictions for different (fixed) cen-
trality bin, which are compared with experimental data. Similarly 
as for LHC measurements, we see a very good agreement between 
the theoretical predictions and RHIC data.

In Fig. 4, instead of fixing the centrality ranges (as in Figs. 1–3), 
we fix the momentum regions and explore how R A A changes 
for different centrality values (i.e. number of participants). The 
predictions are generated for both RHIC and LHC experiments, 
and for various probes. Specifically, we compare our predictions 
with experimental data for neutral pions at RHIC and charged 
hadrons, D mesons and non-prompt J/ψ at LHC. One can see that 
we here also obtain a robust agreement with the experimental 
data.

4. Conclusions

We here generated suppression predictions for all available cen-
trality ranges, for both RHIC and LHC, and for diverse experimental 
probes. These predictions were generated by the same theoretical 
formalism and within the same numerical procedure. Furthermore, 
all the predictions within the same experiment (i.e. within RHIC 
and within LHC) were generated with the same parameter set, 
which corresponds to standard literature values, and with no free 
parameters used in comparison with experimental data. We ob-
tained good agreement of the theoretical predictions with the di-
verse experimental measurements, for all momentum ranges larger 
than 10 GeV.
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Fig. 1. Theory vs. experimental data for momentum dependence of charged hadron R A A for different centrality bins at LHC. The panels show the comparison of charged 
hadron suppression predictions with experimentally measured R A A for charged particles at 2.76 Pb + Pb collisions at LHC, for different (fixed) centrality ranges. Red circles 
and blue squares correspond to ALICE [30] and CMS [31] experimental data, respectively. In the lower right corner of each panel we denote the centrality for which the data 
and the predictions are presented. Note that, on the third and the fourth panels, CMS data for centrality bin 10–30% are shown. Similarly, on the fifth and the sixth panels, 
CMS data for centrality bin 30–50% are shown, on the seventh and the eight panels, CMS data for centrality bin 50–70% are shown, and on the ninth panel CMS data for 
70–90% in centrality are shown.

Fig. 2. Theory vs. experimental data for momentum dependence of D meson R A A for different centrality bins at LHC. The left panel shows the comparison of D meson 
suppression predictions with D meson R A A at 0–7.5% central 2.76 Pb + Pb collisions at LHC [32] (the red triangles). The other three panels show the theoretical predictions 
for D meson R A A for centrality bins 10–30%, 30–50% and 50–80%, respectively. In the third panel (30–50% centrality region), the predictions are compared with ALICE 
preliminary data [33] that recently became available.

The robust agreement discussed above has interesting implica-
tions for ranges of validity of different medium models, which are 
incorporated in different approaches to hadron suppression pre-
dictions. As discussed in the Introduction, our calculations employ 
state-of-the-art method for energy loss calculations and numerical 

procedure for suppression calculations, but do not explicitly take 
into account the medium evolution (i.e. the evolution is taken into 
account through effective/average medium parameters). This is in 
contrast to a number of other approaches (see e.g. [39–42]), which 
simplify the energy loss to a various degree, in order to more 
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Fig. 3. Theory vs. experimental data for momentum dependence of neutral pion R A A for different centrality bins at RHIC. The panels show the comparison of neutral pion 
suppression predictions with R A A for neutral pions at 200 GeV Au + Au collisions at RHIC, for different (fixed) centrality regions. Purple triangles correspond to PHENIX [35]
data. In the lower right corner of each panel we denote the centrality for which the data and the predictions are presented.

Fig. 4. Theory vs. experimental data for participant dependence of light and heavy flavor R A A at RHIC and LHC. The first panel compares theoretical predictions with 
experimental data for participant dependence of π0 R A A [35] at 200 GeV Au + Au collisions at RHIC, where π0 momentum is larger than 7 GeV. The second, third and 
fourth panels compare theoretical predictions with experimental data for participant dependence of, respectively, h± [36], D meson [37] and non-prompt J/ψ [38] R A A at 
2.76 TeV Pb + Pb collisions at LHC. The jet momentum ranges for the second, the third and the forth panels are, respectively, 6–12 GeV, 8–16 GeV and 6.5–30 GeV.

explicitly incorporate the evolving medium. Consequently, the ob-
tained robust agreement with the experimental data above 10 GeV, 
strongly suggests that expansion of the medium does not play a 
major role in explaining angular averaged high momentum hadron 
suppression data. We hypothesize that the reason behind this re-
sult is that hard probes have a sufficiently large amount of energy, 
while the created medium is sufficiently short, so that the angular 
averaged suppression of the outcoming hadrons is only sensitive 
to the average properties of the created medium. This hypothesis 
is actually in line with previous work [43–47], which used differ-
ent formalism – and explored lower centrality regions – but also 
obtained that angular averaged high momentum hadron suppres-
sion results are not sensitive to explicitly including the medium 
expansion. What however remains to be tested is validity of this 
simplification for jet energy ranges outside of those tested here, 
and whether the framework employed here can also reasonably 
explain angular differential suppression observables (such as high-
momentum v2); note that these observables are expected to be 
more sensitive to the medium evolution than the angular averaged 

suppression studied here [46]. Such analysis could simplify theo-
retical predictions and facilitate intuitive understanding of complex 
experimental data.
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Importance of higher orders in opacity in quark-gluon plasma tomography
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We consider the problem of including a finite number of scattering centers in dynamical energy loss and
classical DGLV formalism. Previously, either one or an infinite number of scattering centers were considered in
energy loss models, while efforts to relax such approximations require a more conclusive and complete treatment.
In reality, however, the number of scattering centers is generally estimated to be 4–5 at the BNL Relativistic
Heavy Ion Collider (RHIC) and the CERN Large Hadron Collider (LHC), making the above approximations (a
priori) inadequate and this theoretical problem significant for QGP tomography. We derived explicit analytical
expressions for dynamical energy loss and DGLV up to the fourth order in opacity, resulting in complex,
highly oscillatory, mathematical expressions. These expressions were then implemented into an appropriately
generalized DREENA framework to calculate the effects of higher orders in opacity on a wide range of high-p⊥
light and heavy flavor predictions. Results of extensive numerical analysis and interpretations of nonintuitive
results are presented. We find that, for both RHIC and the LHC, higher-order effects on high-p⊥ observables
are small, and the approximation of a single scattering center is adequate for dynamical energy loss and DGLV
formalisms.

DOI: 10.1103/PhysRevC.108.044905

I. INTRODUCTION

Quark-gluon plasma (QGP) [1–4] is a new form of mat-
ter consisting of quarks, antiquarks, and gluons that are no
longer confined. It has been created in landmark experiments
at the BNL Relativistic Heavy Ion Collider (RHIC) and the
CERN Large Hadron Collider (LHC) (so-called little bangs),
where heavy ions collide at ultrarelativistic energies [2,3].
Hard probes are one of the main tools for understanding and
characterizing the QGP properties [2], where hard processes
dominate interactions of these probes with QGP constituents.
These interactions are dominantly described by energy loss,
where radiative is one of the most important mechanisms at
high transverse momentum p⊥. The radiative energy loss can
be analytically computed through pQCD approaches, typi-
cally under the assumption of the optically thick or optically
thin medium [e.g., BDMPS-Z [5,6], ASW [7], (D)GLV [8,9],
HT and HT-M [10,11], AMY [12], dynamical energy loss
[13,14] and different applications and extensions of these
methods] and tested against the experimental data.

Optically thick medium corresponds to the approxima-
tion of a jet experiencing infinite scatterings with medium
constituents. While such an approximation would be ade-
quate for QGP created in the early universe (big bang), little
bangs are characterized by short, finite-size droplets of QCD
matter. Another widely used approximation is an optically
thin medium, assuming one scattering center. However, the
medium created in little bangs is typically several femtome-
ters in size (with mean free path λ ≈ 1 fm), so considering

*magda@ipb.ac.rs

several scattering centers in energy loss calculations is needed.
Thus, it is evident that both approaches represent two extreme
limits to the realistic situations considered in RHIC and LHC
experiments, and relaxing these approximations to the case
of a finite number of scattering centers is necessary. Thus,
relaxing such an approximation is a highly nontrivial problem,
addressed in Ref. [8], with recently renewed interest [15–21].
Some of these approaches are analytically quite advanced,
e.g., providing full expressions for a gluon radiation spectrum
(or splitting functions) with relaxed soft-gluon approximation
in DGLV formalism [19,20] or derivation of gluon emission
spectrum with full resummation of multiple scatterings within
the BDMPS-Z framework [15,17,18]. However, in our view,
this issue requires a more conclusive and complete treat-
ment. Namely, the importance of including higher orders in
opacity effects on experimental observables is still not ad-
dressed. In relaxing this approximation, it is not only needed
to estimate these effects on, e.g., the energy loss and gluon
radiation spectrum, but also to implement these corrections
in the numerical frameworks needed to generate predictions
for high-p⊥ observables measured at RHIC and the LHC
experiments. Furthermore, most of these studies were done
in massless quarks and gluons limit and/or use the approxi-
mation of an uncorrelated medium (i.e., where the spacings
between collisions are considered to be mutually indepen-
dent, see Ref. [21] for more details). Since we, a priori, do
not know the magnitude of the effects of the inclusion of
multiple scattering centers, nor how the mentioned approxi-
mations can influence this magnitude, we find it questionable
to discuss higher-order corrections while ignoring the effects
which might potentially overshadow or alter the final effects.
For example, due to a finite-temperature medium, light quarks

2469-9985/2023/108(4)/044905(17) 044905-1 ©2023 American Physical Society

https://orcid.org/0000-0002-4342-3885
https://orcid.org/0000-0002-5101-1725
https://orcid.org/0000-0002-1119-730X
https://orcid.org/0000-0001-9229-4648
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevC.108.044905&domain=pdf&date_stamp=2023-10-16
https://doi.org/10.1103/PhysRevC.108.044905


STOJKU, ILIC, SALOM, AND DJORDJEVIC PHYSICAL REVIEW C 108, 044905 (2023)

and gluons gain mass in QGP, which can significantly numer-
ically modify the importance of these effects on experimental
observables.

In this study, we start from our dynamical energy loss
formalism [13,14], computed under the approximation of an
optically thin QCD medium, i.e., one scattering center. We use
general expressions from Ref. [21] to relax this approximation
to the case of finite number of scattering centers, where ex-
plicit analytical expressions up to the fourth order in opacity
(scattering centers) are presented. These expressions are im-
plemented in our (appropriately modified) DREENA-C [22]
framework (which assumes a constant-temperature medium),
enabling us to more straightforwardly estimate the effects of
higher orders in opacity on high-p⊥ RAA and v2 observables.
Based on these results, we also provide estimates for the fully
evolving medium, while a rigorous study in this direction is
left for future work.

While the initial expressions taken from Ref. [21] were,
strictly speaking, derived in the approximation of static scat-
tering centers, we apply them here in the context of a dynamic
QCD medium. Namely, by careful calculation, we have shown
in Ref. [14] that—at least in the first order in opacity—the
generalization from the static to dynamic medium eventually
amounts to a mere appropriate replacement of the mean free
path and effective potential in the final expressions. Following
general arguments given in Ref. [8] and the expectations ex-
pressed in Ref. [21], we assume that the same prescription for
progressing from static to dynamic medium remains valid in
higher orders of opacity.

The outline of the paper is as follows: Sections II
and III present the outline of theoretical and numerical

frameworks used in this study, with more detailed analytical
results presented in the Appendixes. In the Results section,
we numerically analyze the effects of higher orders in opacity
on the gluon radiation spectrum and high-p⊥ RAA and v2

predictions. Intuitive explanations behind obtained results will
be presented. This section will also analyze a special case
of static QCD medium (extension of (D)GLV [8,9] to the
finite number of scattering centers). The main results will be
summarized in the last section.

II. THEORETICAL FRAMEWORK

In this study, we use our dynamical radiative energy loss
[13,14] formalism, which has the following features: (i) QCD
medium of finite size L and temperature T , which consists of
dynamical (i.e., moving) partons, in a distinction to models
with widely used static approximation and/or vacuum-like
propagators [5,7,8,10]. (ii) Calculations based on generalized
hard-thermal-loop approach [23,24], with naturally regulated
infrared divergences [13,14,25]. (iii) Generalization towards
running coupling [26] and finite magnetic mass [27].

However, as noted in the Introduction, this radiative energy
loss is developed up to the first order in opacity. Thus, to
improve the applicability of this formalism for QGP tomogra-
phy, it is necessary to relax this approximation. To generalize
the dynamical energy loss to finite number in scattering cen-
ters, we start from a closed-form expression—Eq. (46) from
Ref. [21] and Eq. (20) from Ref. [9]—derived for static
QCD medium [i.e., (D)GLV case [8,9]] but applicable for a
generalized form of effective potential and mean free path
λ [21]:

x
dN (n)

dx d2k
=

∫ L

0
dz1 · · ·

∫ L

zn−1

dzn

∫ n∏
i=1

(
d2qi

v2(qi ) − δ2(qi )

λ(z)

)

× CRαs
(
Q2

k

)
π2

(
−2 C(1···n) · Bn

[
cos

n∑
k=2

ω(k···n)�zk − cos
n∑

k=1

ω(k···n)�zk

])
, (1)

where |vi(qi )|2 is defined as the normalized distribution of
momentum transfers from the ith scattering center (i.e., “ef-
fective potential”), λ(i) is the mean free path of the emitted
gluon, CR is the color Casimir of the jet. Note that, for
consistency with our previous work, we denote transverse
two-dimensional (2D) vectors as bold p.

The running coupling is defined as in Ref. [26]:

αs(Q
2) = 4π

(11 − 2/3n f ) ln(Q2/�QCD)
, (2)

where Q2
k = (k2 + M2x2 + m2

g )/x, appearing in Eq. (1) above
is the off-shellness of the jet before gluon radiation [26].

ω(m...n) is the inverse of the formation time or the (longitu-
dinal) momentum,

ω(m...n) = χ2 + (k − qm − · · · − qn)2

2xE
, (3)

where n is the final scatter, while m varies from the first up
to the final scatter. χ2 ≡ M2x2 + m2

g, where x is the longitu-
dinal momentum fraction of the quark jet carried away by the
emitted gluon, M is the mass of the quark, mg = μE/

√
2 is the

effective mass for gluons with hard momenta [25], and μE is
the Debye mass (i.e., electric screening).

“Cascade” terms represent the shifting of the momentum of
the radiated gluon due to momentum kicks from the medium:

C(i1i2...im ) = (k − qi1 − qi2 − · · · − qim )

χ2 + (k − qi1 − qi2 − · · · − qim )2
. (4)

A special case of C without any momentum shifts is de-
fined as the “hard” term:

H = k
χ2 + k2

and Bi = H − Ci. (5)

In Refs. [13,14,27], we showed that, despite much more
involved analytical calculations, at first order in opacity the
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radiative energy loss in a dynamical medium has the same
form as in the static medium, except for two straightforward
substitutions in mean free path and effective potential:

λstat → λdyn, (6)

where

λ−1
stat = 6

1.202

π2

1 + n f /4

1 + n f /6
λ−1

dyn,

while the “dynamical mean free path” is given by λ−1
dyn =

3αs(Q2
v )T [13,14], with Q2

v = ET [26]. Running coupling
αs(Q2

v ) corresponds to the interaction between the jet and the
virtual (exchanged) gluon, while E is the jet’s energy.[

μ2
E

π
(
q2+μ2

E

)2

]
stat

→
[

μ2
E − μ2

M

π
(
q2+μ2

E

)(
q2+μ2

M

)
]

dyn

, (7)

where μM is magnetic screening. Thus, we assume that Eq. (1)
can also be used in our case, with the above modification of
effective potential and mean free path. In Appendixes A and
B, we use this general expression to derive an explicit expres-
sion for the gluon radiation spectrum for first, second, third,
and fourth order in opacity (dN (1)

g /dx, dN (2)
g /dx, dN (3)

g /dx,
dN (4)

g /dx, respectively).

III. NUMERICAL FRAMEWORK

To generate the results presented in this work, we used our
(appropriately generalized, see below) DREENA-C frame-
work. For completeness, we here give a brief outline of
this framework, while a detailed description is presented in
Ref. [22]. The quenched spectra of light and heavy quarks are
calculated according to the generic pQCD convolution given
by

E f d3σ

d p3
f

= Eid3σ (Q)

d p3
i

⊗ P(Ei → E f ) ⊗ D(Q → HQ). (8)

Here, the indices i and f stand for “initial” and “final,”
respectively, while Q denotes initial high-energy parton (light
quarks, heavy quarks, or gluons). Eid3σ (Q)/d p3

i is the initial
momentum spectrum for the given parton, which is calculated
according to Ref. [28], P(Ei → E f ) represents the energy
loss probability for the given particle which was calculated
within the dynamical energy loss formalism [13,14], which
includes multigluon [29] and path-length fluctuations [22,30].
D(Q → HQ) represents the fragmentation function of light
and heavy partons into hadrons, where for light hadrons, D
and B mesons, we use the DSS [31], BCFY [32], KLP [33]
fragmentation functions, respectively. The geometry is aver-
aged over by using path-length distributions, i.e., probability
distributions of the path lengths of hard partons in Pb + Pb
collisions, in the same way as in the original DREENA-C
framework [22]. They are used as weight functions when
integrating over the path-length in our numerical procedure.

We use the following parameters in the numerical pro-
cedure: �QCD = 0.2 GeV and n f = 3. The temperature-
dependent Debye chromoelectric mass μE (T ) has been
extracted from Ref. [34]. For the mass of light quarks, we

take the thermal mass M ≈ μE/
√

6, and for the gluon mass,
we use mg = μE/

√
2 [25]. The mass of the charm (bottom)

quark is M = 1.2 GeV (M = 4.75 GeV). The magnetic and
electric mass ratio is 0.4 < μM/μE < 0.6 [35,36]. All the
results presented in this paper are generated for the Pb + Pb
collision system at

√
sNN = 5.02 TeV.

As DREENA-C [22] does not include suppression from
multiple scattering centers in the medium, we now upgrade
this framework to include the second and third order in opacity
contributions. We integrate the expressions obtained from (1)
analytically for zi (see Appendixes A and B), and then nu-
merically for momenta k and qi using the quasi-Monte Carlo
method to obtain dNg/dx up to third order in opacity. Also, to
test the importance of multiple scattering centers on radiative
energy loss, we exclude the collisional [37] contributions from
the DREENA-C framework and only generate predictions
for radiative energy loss. Appendixes A and B also include
expressions for the fourth order in opacity. We implemented
fourth order into DREENA-C, but as the resulting integrals
are highly oscillatory, we could not reach convergence for this
order using our available computational resources. Notably,
this numerical complexity is significantly higher, estimated
to be ≈2 orders of magnitude larger than for the third order
(e.g., for the first order, we needed ≈25 CPU h; for the second
order ≈2500 CPU h; for the third order ≈70 000 CPU h). Nev-
ertheless, at specific points where we reached a convergence,
we found the fourth-order contribution negligible, as expected
from the results presented in the next section.

IV. RESULTS

In Fig. 1, the effect of higher orders in opacity on dNg/dx
as a function of x is shown for typical medium length L =
5 fm. In each plot, we use double axes for clarity: the lower
axis corresponds to magnetic to electric mass ratio μM/μE =
0.6 (and the curves with the peak on the left side), while the
upper axis corresponds to μM/μE = 0.4 (and the curves with
the peak on the right side). Note that, in each case, maximum
is reached for low values of x. We see that the importance
of higher orders of opacity decreases with the increase of
jet energy and mass. They also decrease with decreasing the
size of the medium, as shown in Appendix C [equivalent
figures for L = 3 fm (Fig. 6, left) and L = 1 fm (Fig. 6,
right)]. For bottom quarks, higher-order effects are negligible
independently of the jet momentum. In contrast, these effects
are moderate for charm and light quarks and can influence the
jet observables, as discussed below. Note that, due to color
triviality, the results for light quarks show the (scaled) result
for gluons, too. This holds up to the fact that, due to the
indistinguishability of the radiated gluon from the gluon in
the jet, the limits for subsequent integration of dNg/dx with
respect to x is performed from xlower = 0 to xupper = 1/2 (as
opposed to xupper = 1 for light quarks).

In Fig. 2, we show the effect of higher orders in opacity on
radiative RAA observable. Our computations have shown that
the effect on v2 is similar to the one on RAA (see Fig. 8 in Ap-
pendix D). Thus, to avoid redundancy, we further concentrate
only on RAA.
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FIG. 1. Gluon radiation spectrum dNg/dx as a function of x, for the typical medium length of L = 5 fm and various jet momenta. Different
columns correspond to light, charm, and bottom quarks. Solid black curves show the first order in opacity results, red dashed curves show the
results up to the second order, while cyan dot-dashed curves up to the third order in opacity. Curves with the peaks on the left (right) side of
each of the plots correspond to the μM/μE=0.6 (μM/μE = 0.4) case, and the numerical values should be read off on the lower (upper) x axis.

We first observe that the effect on RAA is smaller for more
peripheral collisions. This is expected because the medium is
shorter on average, so including multiple scattering centers
becomes less important.

Furthermore, we find that higher orders in opacity are
negligible for B mesons, while these effects increase with
decreasing mass, as expected from Fig. 1. The reason behind
this is the decrease in the gluon formation time with increasing
jet mass. When the gluon formation time is short, the energy
loss approaches the incoherent limit, where it was previously
shown that the effects of higher orders in opacity are negli-
gible [9]. Thus, our results are consistent with the previous
findings. On the other hand, for large gluon formation time
(massless quark and gluon limit), the higher orders in opacity
effects become significant, also in general agreement with the
previous findings [15]. In finite-temperature QGP (considered
in this study), light quarks and gluons gain mass due to Debye
screening, reducing the effects of higher orders in opacity on
the energy loss, consistent with Fig. 2.

Unexpectedly, we also observe that, for different magnetic
mass limiting cases, these effects on RAA are opposite in sign:
for μM/μE = 0.6, the inclusion of higher orders in opac-
ity reduces energy loss (and, consequently, suppression). In

contrast, for μM/μE = 0.4, the effect is both opposite in sign
and larger in magnitude. What is the reason behind these
unexpected results?

To answer this question, we go back to the effective po-
tential [27] v(q) in dynamical QCD medium, which can be
written in the following form:

v(q) = vL(q) − vT (q), (9)

where vL(q) is longitudinal (electric), and vT (q) is transverse
(magnetic), contribution to the effective potential. The general
expressions for the transverse and longitudinal contributions
to the effective potentials are

vL(q) = 1

π

(
1(

q2 + μ2
pl

) − 1(
q2 + μ2

E

)
)

,

(10)

vT (q) = 1

π

(
1(

q2 + μ2
pl

) − 1(
q2 + μ2

M

)
)

,

where μE , μM , and μpl = μE/
√

3 are electric, magnetic, and
plasmon masses, respectively. As seen from Eq. (9), this po-
tential has two contributions: electric and magnetic, where the
electric contribution is always positive due to μpl < μE . On
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FIG. 2. Radiative RAA results obtained within DREENA-C—the effects of different orders in opacity. The results are generated for the
Pb + Pb collision system at

√
sNN = 5.02 TeV, and all the other figures in the manuscript show the results for the same collision system and

energy. Different columns correspond to charged hadrons, D and B mesons, while different rows show different centrality classes. Solid black
curves show the first order in opacity results, red dashed curves show the results up to the second order, while cyan dot-dashed curves up to
the third order in opacity. The upper (lower) boundary of each band corresponds to the μM/μE = 0.6 (μM/μE = 0.4) case.

the other hand, the magnetic contribution depends nontrivially
on the value of magnetic mass. That is, for μM > μpl , we see
that the magnetic contribution decreases the energy loss, while
for μM < μpl it increases the energy loss and consequently
suppression, as shown in Fig. 2, which may intuitively explain
the observed energy-loss behavior.

Furthermore, the Debye mass μE is well defined from
lattice QCD, where the perturbative calculations are also con-
sistent [34]. Thus, the electric potential is well defined in
dynamical energy loss, and we can separately test the effect
of higher orders in opacity on this contribution [by replacing
v(q) by vL(q) in the DREENA framework]. We surprisingly
find it to be negligible, as shown in Fig. 3. Thus, higher orders
in opacity essentially do not influence the electric contribution
in a dynamical QCD medium, which is an interesting and
intuitively unexpected result. That is, the higher orders mainly
influence the magnetic contribution to energy loss (keeping
the electric contribution unaffected), where the sign of the
effect depends on the magnetic mass value. For example,
as μM/μE = 0.4 is notably smaller than μpl/μE = 1/

√
3,

the higher orders in opacity are significant for this limit and
increase the suppression, in agreement with Fig. 2. On the

other hand, μM/μE = 0.6 is close to (but slightly larger than)
μpl/μE , so higher orders in opacity are small for this magnetic
mass limit and reduce the suppression, also in agreement with
Fig. 2. Additionally, note that the most recent 2 + 1 flavor
lattice QCD results with physical quark masses further con-
strain the magnetic screening to 0.58 < μM/μE < 0.64 [38].
Thus, for this range of magnetic screening, we conclude that
the effects of higher orders in opacity are small in a dynamical
QCD medium and can be safely neglected.

Furthermore, Fig. 3 raises another important question: as
is well known, only electric contribution exist in the static
QCD medium approximation [23,24] (although it has a dif-
ferent functional form compared to the electric contribution
in dynamical QCD medium). That is, the magnetic contri-
bution is inherently connected with the dynamic nature of
the QCD medium. As most existing energy loss calculations
assume (simplified) static QCD medium approximation, does
this mean that higher orders in opacity can be neglected under
such approximation?

We first note that this does not necessarily have to be the
case, because the effective potential for electric contribution is
significantly different in static compared with the dynamical
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FIG. 3. RAA results, obtained within DREENA-C when only electric contribution vL (q) to radiative energy loss is considered. Different
columns correspond to charged hadrons, D and B mesons, while different rows show different centrality classes. Solid black curves show the
first order in opacity results, red dashed curves show the results up to the second order, while cyan dot-dashed curves up to the third order in
opacity.

medium. However, to address this question, we repeat the
same analyses as above, this time assuming the static medium
effective potential [left-hand side of Eq. (7)] and mean free
path λstat. Figure 4 shows the effects of higher orders in opac-
ity in static medium approximation. While larger than those
in Fig. 3, we see that these effects are still small (i.e., less
than 6%). Thus, for optically thin medium models with static
approximation, we show that including multiple scattering
centers has a small effect on the numerical results, i.e., these
effects can also be neglected.

Finally, we ask how the inclusion of evolving medium
would modify these results. Including higher-order effects in
evolving medium is very demanding and out of the scope of
this paper. However, it can be partially addressed by studying
how higher-order effects depend on the temperature, which
changes in the evolving medium. To address this, in Fig. 5,
we focus on D meson RAA, μM/μE = 0.6 (per agreement with
Ref. [38]) and study the effects of higher orders in opac-
ity for three different temperatures T = 200, 400, 600 MeV
(which broadly covers the range of temperatures accessible at
RHIC and the LHC). We find that the higher-order effects are
largely independent of these values. Thus, we do not expect
that including medium evolution will significantly influence

the results presented in this study, i.e., expect the effect of
multiple scattering centers to remain small.

V. SUMMARY

In this paper, we generalized our dynamical energy loss and
DGLV formalisms towards finite orders in opacity. For bottom
quarks, we find that higher orders in opacity are insignificant
due to short gluon formation time, i.e. the incoherent limit. For
charm and light quarks, including second order in opacity is
sufficient, i.e., the third order numerical results almost overlap
with the second. Surprisingly, we also find that for limits
of magnetic screening, μM/μE = 0.4 and μM/μE = 0.6, the
effects on the RAA are opposite in sign. That is, for μM/μE =
0.6 (μM/μE = 0.4), higher orders in opacity decrease (in-
crease) the energy loss and subsequently suppression. The
intuitive reason behind such behavior is the magnetic contri-
bution to the dynamical energy loss. That is, while electric
contribution remains almost insensitive to increases in the
order of opacity, magnetic screening larger (smaller) than the
plasmon mass value decreases (increases) the energy loss and
suppression, in agreement with theoretical expectations. We
also show that in the static QCD medium approximation, in
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FIG. 4. Radiative RAA results obtained within DREENA-C under the static medium approximation. Different columns correspond to
charged hadrons, D and B mesons, while different rows show different centrality classes. Solid black curves show the first order in opacity
results, red dashed curves show the results up to the second order, while cyan dot-dashed curves up to the third order in opacity.

which (per definition) only electric contribution remains, the
effects of higher orders in opacity on high-p⊥ observables
are small and can be safely neglected. Thus, for static QCD

FIG. 5. D meson radiative RAA results obtained within DREENA-
C for different temperatures. The left panel corresponds to 0%–5%
centrality, while the right panel corresponds to 40%–50% centrality.
The values of temperature are T = 200 MeV (the uppermost curves),
400 MeV (the middle curves), and 600 MeV (the lowest curves).
The solid black curves show the first order in opacity results, while
cyan dot-dashed curves show the results up to the third order in
opacity. The chromomagnetic and chromoelectric mass ratio is fixed
at μM/μE = 0.6.

medium, the first order in opacity is an adequate approxima-
tion for finite-size QCD medium created at RHIC and the
LHC. For dynamical energy loss, both the sign and the size
of the effects depend on the magnetic screening, as outlined
above. However, for most of the current estimates of magnetic
screening [38], these effects remain less than 5%, so they can
also be safely neglected.

The analyses presented here are obtained for a constant-
temperature medium (and adequately generalized DREENA-
C framework). However, we also tested how the effects of
including multiple scatterers depend upon temperature and
found this influence to be also small (affecting the radiative
RAA for less than 5%). Thus, we expect that including higher
orders in opacity in the evolving medium will not change
the qualitative results obtained here, but this remains to be
rigorously tested in the future.
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APPENDIX A: ANALYTICAL EXPRESSIONS FOR dNg/dx: GENERAL FORM

The gluon radiation spectrum up to the fourth order in opacity contains the following terms, which are here given in detail:(
dNg

dx

)
=

(
dN (1)

g

dx

)
+

(
dN (2)

g

dx

)
1

−
(
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dx

)
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(
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(
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(

dN (3)
g

dx

)
4

+
(
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(
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(
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(
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−
(
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+
(
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g
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)
6

+
(

dN (4)
g

dx

)
7

−
(

dN (4)
g

dx

)
8

. (A1)

Numerical integrations with respect to the momentum k are performed over 0 < |k| < 2Ex(1 − x), and the ones with respect
to momenta qi are performed over 0 < |qi| <

√
4ET [39]. The integrations with respect to angles ϕi are performed over

0 < ϕi < 2π . Under the constant-T approximation considered in this manuscript, the expressions presented below can be
analytically integrated over zi, significantly simplifying subsequent numerical calculations (see Appendix B).

In the expressions below, the following equations hold for i, j ∈ {1, 2, 3, 4}:
k · qi = |k||qi| cos ϕi, (A2)

qi · q j = |qi||q j | cos(ϕi − ϕ j ). (A3)

The first order in opacity term is given by(
dN (1)

g

dx

)
= 4CR

πx

∫ L

0
dz1

∫
d2k
π

∫
d2q1

π
αs

(
Q2

k

) 1
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μ2
E − μ2

M(
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1 + μ2
E

)(
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1 + μ2
M

)
× χ2[q1 · (q1 − k)] + (q1 · k)(k − q1)2

(χ2 + k2)[χ2 + (k − q1)2]2
sin2

(
χ2 + (k2 − q1)2

4xE
z1

)
. (A4)

After integration with respect to z1, this expression reduces to the expression used to obtain dNg/dx in the original DREENA-
C framework [22].

The second order in opacity contains two terms, which are given by(
dN (2)

g

dx

)
1

= 4CR

πx
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The third order in opacity contains four terms, which are given by(
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g

dx

)
1
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The fourth order in opacity is given by eight terms, which are given by(
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(χ2 + k2)[χ2 + (k − q4)2][χ2 + (k − q2 − q3 − q4)2]

× sin

[
χ2 + (k − q2 − q3 − q4)2

2xE

( z1

2
+ z2

)
+ χ2 + (k − q3 − q4)2

2xE
z3 + χ2 + (k − q4)2

2xE
z4

]

× sin

(
χ2 + (k − q2 − q3 − q4)2

4xE
z1

)
, (A15)

(
dN (4)

g

dx

)
6

= 4CR

πx

∫ L

0

∫ L

z1

∫ L

z2

∫ L

z3

dz1dz2dz3dz4

∫
d2k
π

∫∫
d2q2

π
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π
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(
Q2

k
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E
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M

) μ2
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M(
q2
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E

)(
q2

4 + μ2
M

)
× χ2[q4 · (q2 + q4 − k)] + (q4 · k)(k − q4)2 + (k · q2)[q4 · (q4 − 2k)] + k2(q4 · q2)

(χ2 + k2)[χ2 + (k − q4)2][χ2 + (k − q2 − q4)2]

× sin

(
χ2 + (k − q2 − q4)2

4xE
z1

)
sin

[
χ2 + (k − q2 − q4)2

2xE

( z1

2
+ z2

)
+ χ2 + (k − q4)2

2xE
(z3 + z4)

]
, (A16)
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(
dN (4)

g

dx

)
7

= 4CR

πx

∫ L

0

∫ L

z1

∫ L

z2

∫ L

z3

dz1dz2dz3dz4

∫
d2k
π

∫∫
d2q3

π

d2q4

π

×αs
(
Q2

k

) 1

λ4
dyn

μ2
E − μ2

M(
q2

3 + μ2
E

)(
q2

3 + μ2
M

) μ2
E − μ2

M(
q2

4 + μ2
E

)(
q2

4 + μ2
M

)
× χ2[q4 · (q3 + q4 − k)] + (q4 · k)(k − q4)2 + (k · q3)[q4 · (q4 − 2k)] + k2(q4 · q3)

(χ2 + k2)[χ2 + (k − q4)2][χ2 + (k − q3 − q4)2]

× sin

(
χ2 + (k − q3 − q4)2

4xE
z1

)
sin

[
χ2 + (k − q3 − q4)2

2xE

(
z1

2
+ z2 + z3

)
+ χ2 + (k − q4)2

2xE
z4

]
, (A17)

(
dN (4)

g

dx

)
8

= 4CR

πx

∫ L

0

∫ L

z1

∫ L

z2

∫ L

z3

dz1dz2dz3dz4

∫
d2k
π

∫
d2q4

π

×αs
(
Q2

k

) 1

λ4
dyn

μ2
E − μ2

M(
q2

4 + μ2
E

)(
q2

4 + μ2
M

) χ2[q4 · (q4 − k)] + (q4 · k)(k − q4)2

(χ2 + k2)[χ2 + (k − q4)2]2

× sin

(
χ2 + (k − q4)2

4xE
z1

)
sin

[
χ2 + (k − q4)2

2xE

(
z1

2
+ z2 + z3 + z4

)]
. (A18)

APPENDIX B: ANALYTICAL EXPRESSIONS FOR dNg/dx WITHIN DREENA-C

Within the DREENA-C framework, under the assumption of constant medium temperature, we can explicitly perform analytical
integrations for zi, where (i = 1, 2, 3, 4). ω(m...n) coefficients are defined in the Theoretical Framework section. The expression
for the first order in opacity then became

(
dN (1)

g

dx

)
= 2CR

πx

∫
d2k
π

∫
d2q1

π
αs

(
Q2

k

) L

λdyn

μ2
E − μ2

M(
q2

1 + μ2
E

)(
q2

1 + μ2
M

) χ2[q1 · (q1 − k)] + (q1 · k)(k − q1)2

(χ2 + k2)[χ2 + (k − q1)2]2

(
1 − sin(Lω(1) )

Lω(1)

)
,

(B1)

The expressions for higher orders in opacity became

(
dN (2)

g

dx

)
1

= 2CR

πx

∫
d2k
π

∫∫
d2q1

π

d2q2

π
αs

(
Q2

k

) 1

λ2
dyn

μ2
E − μ2

M(
q2

1 + μ2
E

)(
q2

1 + μ2
M

) μ2
E − μ2

M(
q2

2 + μ2
E

)(
q2

2 + μ2
M

)
× χ2[q2 · (q1 + q2 − k)] + (q2 · k)(k − q2)2 + (k · q1)[q2 · (q2 − 2k)] + k2(q2 · q1)

(χ2 + k2)[χ2 + (k − q2)2][χ2 + (k − q1 − q2)2]

× 1

ω(2)

(
ω(2) cos[(ω(2) + ω(12))]

(ω(2) + ω(12))ω(12)
+ L sin (Lω(2) ) − (ω(2) − ω(12)) cos (Lω(2) )

ω(2)ω(12)
− ω(12)

ω(2)(ω(2) + ω(12))

)
, (B2)

(
dN (2)

g

dx

)
2

= 2CR

πx

∫
d2k
π

∫
d2q2

π
αs

(
Q2

k

) 1

λ2
dyn

μ2
E − μ2

M(
q2

2 + μ2
E

)(
q2

2 + μ2
M

)
× χ2[q2 · (q2 − k)] + (q2 · k)(k − q2)2

(χ2 + k2)[χ2 + (k − q2)2]2

sin (Lω(2) )[Lω(2) − sin (Lω(2) )]

ω2
(2)

, (B3)

(
dN (3)

g

dx

)
1

= 2CR

πx

∫
d2k
π

∫∫∫
d2q1

π

d2q2

π

d2q3

π
αs

(
Q2

k

) 1

λ3
dyn

μ2
E − μ2

M(
q2

1 + μ2
E

)(
q2

1 + μ2
M

) μ2
E − μ2

M(
q2

2 + μ2
E

)(
q2

2 + μ2
M

) μ2
E − μ2

M(
q2

3 + μ2
E

)(
q2

3 + μ2
M

)
× χ2[q3 · (q1 + q2 + q3 − k)] + (q3 · k)(k − q3)2 + [k · (q1 + q2)][q3 · (q3 − 2k)] + k2[q3 · (q1 + q2)]

(χ2 + k2)[χ2 + (k − q3)2][χ2 + (k − q1 − q2 − q3)2]

×
{

ω(3)ω(123) + 2ω(23)ω(123) − ω2
(23) − ω(3)ω(23)

ω2
(23)(ω(3) + ω(23))2ω(123)

sin[L(ω(3) + ω(23))] − ω(123) sin (Lω(3) )

ω(3)ω
2
(23)(ω(23) + ω(123))

+ sin[L(ω(3) + ω(23) + ω(123))]

ω(123)(ω(23) + ω(123))(ω(3) + ω(23) + ω(123))
− L cos[L(ω(3) + ω(23))]

ω(23)(ω(3) + ω(23))

}
, (B4)
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(
dN (3)

g

dx

)
2

= CR

πx

∫
d2k
π

∫∫
d2q1

π

d2q3

π
αs

(
Q2

k

) 1

λ3
dyn

μ2
E − μ2

M(
q2

1 + μ2
E

)(
q2

1 + μ2
M

) μ2
E − μ2

M(
q2

3 + μ2
E

)(
q2

3 + μ2
M

)

× χ2[q3 · (q1 + q3 − k)] + (q3 · k)(k − q3)2 + (k · q1)[q3 · (q3 − 2k)] + k2(q3 · q1)

(χ2 + k2)[χ2 + (k − q3)2][χ2 + (k − q1 − q3)2]

×
(( 3ω(13)

2 − ω(3)
)

sin (2Lω(3) )

ω3
(3)ω(13)

− 2ω(13) sin (Lω(3) )

ω3
(3)(ω(3) + ω(13))

+ sin
[
2L

(
ω(3) + ω(13)

2

)]
(
ω(3) + ω(13)

2

)
ω(13)(ω(3) + ω(13))

− L cos (2Lω(3) )

ω2
(3)

)
,

(B5)

(
dN (3)

g

dx

)
3

= 2CR

πx

∫
d2k
π

∫∫
d2q2

π

d2q3

π
αs

(
Q2

k

) 1

λ3
dyn

μ2
E − μ2

M(
q2

2 + μ2
E

)(
q2

2 + μ2
M

) μ2
E − μ2

M(
q2

3 + μ2
E

)(
q2

3 + μ2
M

)

× χ2[q3 · (q2 + q3 − k)] + (q3 · k)(k − q3)2 + (k · q2)[q3 · (q3 − 2k)] + k2(q3 · q2)

(χ2 + k2)[χ2 + (k − q3)2](χ2 + (k − q2 − q3)2)

×
⎛
⎝ sin

[
2L

(ω(3)

2 + ω(23)
)]

4ω2
(23)

(ω(3)

2 + ω(23)
) − sin (Lω(3) )

2ω2
(23)ω(3)

+
sin[L(ω(3)+ω(23) )]

ω(3)+ω(23)
− L cos[L(ω(3) + ω(23))]

ω(23)(ω(3) + ω(23))

⎞
⎠, (B6)

(
dN (3)

g

dx

)
4

= CR

πx

∫
d2k
π

∫
d2q3

π
αs

(
Q2

k

) 1

λ3
dyn

μ2
E − μ2

M(
q2

3 + μ2
E

)(
q2

3 + μ2
M

) χ2[q3 · (q3 − k)] + (q3 · k)(k − q3)2

(χ2 + k2)[χ2 + (k − q3)2]2

× 1

ω2
(3)

(
− sin (Lω(3) )

ω(3)
+ sin (2Lω(3) )

2ω(3)
+ sin (3Lω(3) )

3ω(3)
− L cos (2Lω(3) )

)
, (B7)

(
dN (4)

g

dx

)
1

= 2CR

πx

∫
d2k
π

∫∫∫∫
d2q1

π

d2q2

π

d2q3

π

d2q4

π

×αs
(
Q2

k

) 1

λ4
dyn

μ2
E − μ2

M(
q2

1 + μ2
E

)(
q2

1 + μ2
M

) μ2
E − μ2

M(
q2

2 + μ2
E

)(
q2

2 + μ2
M

) μ2
E − μ2

M(
q2

3 + μ2
E

)(
q2

3 + μ2
M

) μ2
E − μ2

M(
q2

4 + μ2
E

)(
q2

4 + μ2
M

)

× χ2[q4 · (q1+q2+q3 + q4−k)]+(q4 · k)(k−q4)2+[k · (q1+q2+q3)][q4 · (q4−2k)]+k2[q4 · (q1+q2 + q3)]

(χ2 + k2)[χ2 + (k − q4)2][χ2 + (k − q1 − q2 − q3 − q4)2]

×
{

− L sin[L(ω(4) + ω(34) + ω(234))]

ω(234)(ω(34) + ω(234))(ω(4) + ω(34) + ω(234))

− cos[L(ω(4) + ω(34) + ω(234) + ω(1234))]

ω(1234)(ω(234) + ω(1234))(ω(34) + ω(234) + ω(1234))(ω(4) + ω(34) + ω(234) + ω(1234))

+ F41

ω2
(234)(ω(34) + ω(234))2(ω(4) + ω(34) + ω(234))2ω(1234)

cos[L(ω(4) + ω(34) + ω(234))]

+ ω(1234) cos[L(ω(4) + ω(34))]

ω(34)(ω(4) + ω(34))ω2
(234)(ω(234) + ω(1234))

− ω(1234) cos (Lω(4) )

ω(4)ω(34)(ω(34) + ω(234))2(ω(34) + ω(234) + ω(1234))

+ ω(1234)

ω(4)(ω(4) + ω(34))(ω(4) + ω(34) + ω(234))2(ω(4) + ω(34) + ω(234) + ω(1234))

}
, (B8)
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where F41 = (ω(34) + ω(234))[(ω(4) + ω(34))(ω(234) − ω(1234)) + ω2
(234) − 3ω(234)ω(1234)] − ω(4)ω(234)ω(1234),

(
dN (4)

g

dx

)
2

= CR

πx

∫
d2k
π

∫∫∫
d2q1

π

d2q2

π

d2q4

π

×αs
(
Q2

k

) 1

λ4
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E − μ2

M(
q2

1 + μ2
E

)(
q2

1 + μ2
M

) μ2
E − μ2

M(
q2

2 + μ2
E

)(
q2

2 + μ2
M

) μ2
E − μ2

M(
q2

4 + μ2
E

)(
q2

4 + μ2
M

)

× χ2[q4 · (q1 + q2 + q4 − k)] + (q4 · k)(k − q4)2 + [k · (q1 + q2)][q4 · (q4 − 2k)] + k2[q4 · (q1 + q2)]

(χ2 + k2)[χ2 + (k − q4)2][χ2 + (k − q1 − q2 − q4)2]

×
{

2
[
ω(24)

(
2ω2

(4) + 3ω(24)ω(4) + ω2
(24)

) − (
2ω2

(4) + 6ω(24)ω(4) + 3ω2
(24)

)
ω(124)

]
cos[L(2ω(4) + ω(24))]

ω2
(24)(ω(4) + ω(24))2(2ω(4) + ω(24))2ω(124)

− 2 cos[L(2ω(4) + ω(24) + ω(124))]

ω(124)(ω(24) + ω(124))(ω(4) + ω(24) + ω(124))(2ω(4) + ω(24) + ω(124))
+ ω(124) cos (2Lω(4) )

ω2
(4)ω

2
(24)(ω(24) + ω(124))

− 2L sin[L(2ω(4) + ω(24))]

ω(24)(ω(4) + ω(24))(2ω(4) + ω(24))
− 2ω(124) cos (Lω(4) )

ω2
(4)(ω(4) + ω(24))2(ω(4) + ω(24) + ω(124))
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ω2
(4)(2ω(4) + ω(24))2(2ω(4) + ω(24) + ω(124))

}
, (B9)

(
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)
3

= CR

2πx

∫
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∫∫∫
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π
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(
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) 1
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E
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M
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E

)(
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M
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M(
q2

4 + μ2
E

)(
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M

)

× χ2[q4 · (q1 + q3 + q4 − k)] + (q4 · k)(k − q4)2 + [k · (q1 + q3)][q4 · (q4 − 2k)] + k2[q4 · (q1 + q3)]

(χ2 + k2)[χ2 + (k − q4)2][χ2 + (k − q1 − q3 − q4)2]

×
{

−2L sin[L(ω(4) + 2ω(34))]
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(34)(ω(4) + 2ω(34))

− 4 cos[L(ω(4) + 2ω(34) + ω(134))]
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ω3
(34)(ω(4) + 2ω(34))2ω(134)

− ω(134) cos (Lω(4) )

ω(4)ω
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, (B10)
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× 1
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(4)
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− 6ω3
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1
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6ω(4)
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4ω2
(4) + 2ω(14)ω(4)

+ 3ω(14) cos (2Lω(4) )

(ω(4) + ω(14))ω(4)
+ ω(14)

9ω2
(4) + 3ω(14)ω(4)

}
, (B11)
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(B12)
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×
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2 +ω(24) )(ω(4)+ω(24) )
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, (B13)
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APPENDIX C: dNg/dx RESULTS FOR L = 3 AND L = 1

In this section, we show dNg/dx as a function of x for medium lengths L = 3 f m [Fig. (6)] and L = 1 f m [Fig. (7)].

FIG. 6. Gluon radiation spectrum dNg/dx as a function of x, for the medium length of L = 3 fm and various jet momenta. The panel on
the left (right) side shows the result for μM/μE = 0.4 (0.6). The figure caption is the same as for Fig. 1.

FIG. 7. Gluon radiation spectrum dNg/dx as a function of x, for the medium length of L = 1 fm and various jet momenta. The panel on
the left (right) side shows the result for μM/μE = 0.4 (0.6). The figure caption is the same as for Fig. 1.
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FIG. 8. v2 results obtained within DREENA-C – the effects of different orders in opacity. Different columns correspond to charged hadrons,
D, and B mesons, while different rows show different centrality classes. Only radiative energy loss is taken into account. Solid black curves
show the first order in opacity results, red dashed curves show the results up to the second order, while cyan dot-dashed curves up to the third
order in opacity. The lower (upper) boundary of each band corresponds to the μM/μE = 0.6 (μM/μE = 0.4) case.

APPENDIX D: v2 RESULTS UP TO THIRD ORDER IN OPACITY

We here show the results for v2 up to the third order in opacity (Fig. 8). Note that here the lower (upper) boundary of each
band corresponds to the μM/μE = 0.6 (μM/μE = 0.4) case (opposite with respect to RAA results). We observe the same behavior
as for RAA.
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While experimental observations, such as the mass hierarchy effect, are attributed and analyzed within
radiative models, their interpretation crucially depends on collisional energy loss contribution, which is often
neglected in such analyses. To our knowledge, there are neither an established (direct) simple relation between
collisional energy loss and heavy quark mass nor an observable that quantifies this effect. On the other hand, the
upcoming high-luminosity measurements at the BNL Relativistic Heavy Ion Collider (RHIC) and the CERN
Large Hadron Collider (LHC) will generate heavy flavor data with unprecedented precision, providing an
opportunity to utilize high-p⊥ heavy flavor data to analyze the interaction mechanisms in the quark-gluon plasma.
To this end, we employ a recently developed DREENA framework based on our dynamical energy loss formalism
to study the mass hierarchy in heavy flavor suppression. We present (i) an analytical derivation of a direct relation
between collisional suppression/energy loss and heavy quark mass; (ii) a novel observable sensitive only to the
collisional energy loss mechanism to be tested by future high-precision experiments, and (iii) analytical and
numerical extraction of the mass hierarchy in collisional energy losses through this observable.

DOI: 10.1103/PhysRevC.106.014902

I. INTRODUCTION

For over two decades, ultrarelativistic heavy-ion collisions
at the BNL Relativistic Heavy Ion Collider (RHIC) and the
CERN Large Hadron Collider (LHC) have been aiming to
create and understand the features of the new form of mat-
ter, the quark-gluon plasma [1–4] (QGP). The rare high-p⊥
partons, while traversing the medium, interact with the QGP
bulk and lose energy, which results in jet quenching [5]. The
jet quenching is recognized as one of the most important
probes of the QGP medium, with a crucial role in the QGP
discovery [6]. Today, joint theoretical and experimental effort
is necessary for providing unbiased insight into the nature of
parton-medium interactions and, consequently, the QGP fea-
tures. Within this, an important goal is the search for adequate
effect and an observable for characterizing the appropriate
energy loss mechanisms.

Due to the prevailing opinion that a gluon’s bremsstrahlung
is the dominant mechanism of high-p⊥ parton energy loss
[7–14], many experimental observations [15] are attributed to
and analyzed within radiative models. On the other hand, in
the intermediate-p⊥ regime (p⊥ � 10 GeV) it is considered
that, due to the dead-cone effect [16], elastic interactions
prevail for heavy flavor [17–22]. Moreover, in [23–28], it was
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Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI. Funded
by SCOAP3.

shown that for the charm and bottom quarks the collisional
energy loss is comparable to, or even larger than, radiative
energy loss.

A major research goal has been to understand the mass
hierarchy in parton energy loss. In the case of inelastic scat-
tering, it is known as the dead-cone effect [16], which reflects
in gluon radiation suppression of the heavy (i.e., bottom)
quarks compared to the light quarks at small angles. While
the dead-cone effect is extensively studied, both analytically
and numerically, within different radiative energy loss models
[9,29–32] (see also Refs. [33,34], for more generalized study
of this effect), the mass hierarchy in collisional energy loss
has not been addressed. Within this, specific challenges are
(i) the search for an observable which can disentangle colli-
sional from radiative energy loss and (ii) analytical derivation
of a direct relation between collisional suppression/energy
loss and heavy quark mass. With this goal in mind, we here
propose, through analytical and numerical analysis within our
DREENA-C framework [35], a novel observable sensitive to the
mass hierarchy in collisional energy loss of high-p⊥ particles.
Further, we demonstrate that our estimate for mass hierarchy
in collisional energy loss is qualitatively and quantitatively in
good agreement with the existing (scarce) experimental data.
While current error bars at the RHIC and the LHC are large,
we expect that the upcoming high-precision measurements
will be able to directly extract mass dependence in collisional
energy loss from the data.

II. COMPUTATIONAL FRAMEWORK

For generating predictions, we employ our fully opti-
mized DREENA-C [35] (Dynamical Radiative and Elastic
ENergy loss Approach, where C stands for constant/average

2469-9985/2022/106(1)/014902(7) 014902-1 Published by the American Physical Society

https://orcid.org/0000-0002-5101-1725
https://orcid.org/0000-0001-9229-4648
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevC.106.014902&domain=pdf&date_stamp=2022-07-05
https://doi.org/10.1103/PhysRevC.106.014902
https://creativecommons.org/licenses/by/4.0/


BOJANA ILIC AND MAGDALENA DJORDJEVIC PHYSICAL REVIEW C 106, 014902 (2022)

temperature profile) framework. We opt for DREENA-C instead
of hydrodynamically-wise more upgraded versions DREENA-
B [36] (Bjorken [37] medium expansion) and -A (Adaptive,
i.e., arbitrary temperature profile) [38], to avoid unnecessary
complications stemming from subtleties of medium evolution
and consequently allow analytical derivations. This can be
done without significant loss of accuracy, as we previously
demonstrated that energy-loss-sensitive observable RAA (con-
sidered in this study) is practically unaffected by the medium
evolution model (for details, see Sec. III).

The framework consists of (i) initial quark momentum
distribution [39] and (ii) energy loss probability rooted in the
dynamical energy loss formalism [24,40,41], which comprises
multigluon and path-length fluctuations. Multigluon fluctua-
tions are introduced according to Refs. [41,42] for radiative
and [17,23] for collisional energy loss. The path-length fluc-
tuations [23] are calculated following the procedure provided
in [35,43]. The average temperature for each centrality bin is
evaluated following the procedure outlined in Refs. [35,44]. It
is worth noting that our predictions are valid for p⊥ � 7 GeV.

The medium modified distribution of high-p⊥ heavy flavor
particles is obtained by utilizing the generic pQCD convolu-
tion formula [23,41]:

E f d3σ f

d p3
f

= Eid3σi(Q)

d p3
i

⊗ P(Ei → E f ), (1)

where subscripts i and f stand for initial and final quantities,
while Eid3σi

d p3
i

denotes the initial heavy quark distribution com-
puted according to [39]. P(Ei → E f ) represents energy loss
probability, based on the dynamical energy loss formalism
(see below). In contrast to Refs. [23,41], Eq. (1) does not
include the fragmentation function (D(Q → HQ)) for both
charm and beauty (into D and B mesons), as D/B suppression
presents clear (genuine) charm/bottom probe’s suppression
[45–47]. Also, when providing predictions for b quark observ-
ables, we compare with indirect, nonprompt J/ψ total RAA,
due to its broader availability. This is legit, since due to the
interplay of collisional and radiative energy losses, B meson
suppression is almost independent of p⊥ [32] (in the relevant
region), so the fragmentation/decay functions will not play a
notable role for different types of b quark observables.

DREENA-C [35] is based on our dynamical energy loss
formalism [24,40,41], which includes several realistic fea-
tures: (i) The QCD medium is of finite size and finite
temperature. (ii) The medium consists of dynamical (i.e.,
moving) as opposed to static partons, which allows the lon-
gitudinal momentum exchange with the medium constituents;
this is contrary to the medium models with widely applied
vacuumlike propagators and/or static approximation [8–13].
(iii) Calculations are based on a generalized hard-thermal-
loop approach [48], where infrared divergences are naturally
regulated [24,40]. (iv) Both collisional [24] and radiative [40]
energy loss are consistently included in the same theoretical
framework (see also [49]), with the same/consistent approx-
imations and the same constants corresponding to standard
literature values (e.g., T -dependent Debye mass, number of
flavors, etc.). These two contributions do not overlap or inter-
fere, as different kinematic regions contribute to these energy

losses [50]. (v) Finite parton mass [29] is incorporated, broad-
ening the formalism applicability from light toward heavy
flavor. (vi) There are generalizations toward running coupling
[41], finite magnetic mass [51], and beyond-soft-gluon ap-
proximation [52]. In Ref. [25] we demonstrated that all these
features are necessary for reliable suppression predictions.

High-p⊥ RAA predictions, generated with DREENA-C for
a large amount of experimental data at the RHIC and the
LHC, show a good agreement [35,41,44] with the existing
data; they explain puzzling observations (such as the heavy-
flavor puzzle [46,53]) and provide nonintuitive predictions
for the upcoming experiments [32,54,55] (some of which
were subsequently confirmed by data [56]). Consequently,
our framework/formalism can adequately describe high-p⊥
parton-medium interactions, and it presents a suitable frame-
work for study conveyed in this paper. Furthermore, we use
no fitting parameters in generating predictions, i.e., all the
parameters correspond to standard literature values, stated
in [35]. To name the most relevant ones for this study the
charm (bottom) mass is Mc = 1.2 GeV (Mb = 4.75 GeV).
Different nonperturbative calculations [57,58] indicate chro-
momagnetic to chromoelectric mass ratio in the range 0.4 <
μB

μE
< 0.6 for RHIC and LHC. We here opt for μB

μE
= 0.4, while

we checked that introducing a larger value has a negligible
impact on our predictions.

III. RESULTS AND DISCUSSION

In this section, we start with comparing patterns in en-
ergy loss of charm and bottom quarks within the DREENA-C

framework [35]. From the left plot of Fig. 1, we reproduce the
dead-cone effect, i.e., mass hierarchy in radiative energy loss.
Namely, we see that the bottom quark, due to larger mass,
loses significantly less energy compared to the charm quark
[31–34]. This is especially pronounced at lower p⊥ ≈ 10 GeV,
where Mb is comparable to the transverse momentum (i.e.,
energy, since we focus on midrapidity). This difference in
�Erad

E between bottom and charm decreases with increasing
transverse momentum, which can be attributed to the fact that
for both flavors the mass becomes negligible compared to their
p⊥. Thus, already at p⊥ ≈ 50 GeV, these two curves approach
each other in accordance with [54]. Though we primarily
show centrality bin 30–40%, the results are the same regard-
less of the selected centrality range and therefore omitted.

For collisional energy loss, shown in the right plot of Fig. 1,
we observe a qualitatively similar tendency. That is, we obtain
clear mass hierarchy in �Ecoll

E (see also, e.g., [24,59–62]), with
heavier quark encountering notably smaller collisional energy
loss at p⊥ ≈ 10. Compared to the fractional radiative energy
loss, this effect is less pronounced (and disappears faster with
increasing p⊥), but it is an important observation.

To quantify this effect on the experimental observables, we
recall that RAA is well suited for our study, as it is suscep-
tible to energy loss [25] while being practically insensitive
to the details of medium evolution (contrary to, e.g., elliptic
flow) [35,36,63–65]. Therefore, it is reasonable to assume
that an adequate observable should be a function of RAA. In
particular, we will further analyze 1 − RAA, as this observable
carries more direct information on the parton energy loss than

014902-2
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FIG. 1. The mass hierarchy in fractional energy losses. Heavy quark fractional energy loss as a function of p⊥, when only radiative (the
left plot) and only collisional (the right plot) energy loss mechanism is assumed. The selected centrality bin is 30–40%. Black (gray) curves
correspond to bottom (charm) quark.

commonly used RAA [63]. To this end, in Fig. 2, we compare
1 − RAA bottom to charm ratios, when total (radiative and
collisional) energy losses are accounted for. In the same plot,
we also separately consider the 1 − RAA ratio, resulting from
only collisional and only radiative energy loss scenarios. The
predictions for all considered centrality ranges are displayed.

Figure 2 contains a large number of curves, which makes it
overcrowded and may obscure some important observations.
Therefore, an inset corresponding only to 30–40% centrality
is added for transparency. Note that the choice of centrality
does not influence the conclusion, as we checked that we

FIG. 2. Comparison of 1 − RAA bottom to charm ratios for total,
collisional, and radiative suppressions, generated with the DREENA-C

[35] framework. For clarity, 30–40% centrality is presented in the
inset. Full, dashed, and dot-dashed curves denotes total, collisional,
and radiative cases, respectively, as indicated in the legend. The
blue, red, green, and orange curves correspond to 10–20%, 20–30%,
30–40%, and 40–50% centrality bins, respectively.

observe the same for other centralities. The inset provides a
somewhat unexpected insight. That is, we observe that the
1 − Rcoll

AA bottom to charm ratio is practically overlapping with
the 1 − Rtot

AA ratio. Furthermore, the total (and likewise the
collisional) ratio is notably larger than the 1 − Rrad

AA bottom
to charm ratio. As expected, the suppression curve corre-
sponding to the total energy loss is in between the collisional
and radiative energy loss scenarios. It is, however, surprising
that the total energy loss curve closely follows the collisional
energy loss curve, i.e., that the radiative contribution is negli-
gible. Consequently, this figure demonstrates that the 1 − RAA

ratio for heavy flavor is dominantly driven by the collisional
contribution. Note also that the bottom to charm ratio is
smaller than 1 at lower p⊥, and increases with increasing p⊥
(toward 1). This implies that Rb,coll

AA > Rc,coll
AA , which might re-

flect mass ordering in collisional energy loss for heavy flavors
that we further explore.

To analytically analyze what is reflected by the ratio in
Fig. 2, we start from the definition of high-p⊥ particle sup-
pression, assuming only collisional interactions within the
QGP. To obtain the final particle spectrum (dσ f /d p2

⊥) at
midrapidity, the standard procedure [66] is a convolution of
the initial parton momentum distribution (dσ i(p⊥ + ε)/d p2

⊥)
with the energy loss probability (D(ε)) in the final stage [27].
The assumption that energy loss of a high-p⊥ heavy flavor is
small (i.e., ε � p⊥) allows Taylor expansion:

dσ f

d p2
⊥

=
∫

dε D(ε)
dσ i(p⊥ + ε)

d p2
⊥

=
∫

dε D(ε)
dσ i(p⊥)

d p2
⊥

+
∫

dε D(ε)
ε

1!

d

d p⊥

(
dσ i(p⊥)

d p2
⊥

)

+ · · ·

� dσ i

d p2
⊥

+ �Ecoll
d

d p⊥

(
dσ i

d p2
⊥

)
. (2)

014902-3



BOJANA ILIC AND MAGDALENA DJORDJEVIC PHYSICAL REVIEW C 106, 014902 (2022)

FIG. 3. Mass parametrization of transverse momentum distributions for charm and bottom. Charm and bottom initial distributions are
presented on the left and the right plots, respectively, as a function of p⊥. On each plot, full black curve corresponds to the distribu-
tion, computed at next to leading order according to [39], while gray dashed curve represents our mass-dependent fitted distribution,
based on Eq. (3).

Here, we use that the probability
∫

dε D(ε) = 1, as well as
the fact that the total collisional energy loss of a parton in the
medium is given by �Ecoll = ∫

dε D(ε)ε.
Furthermore, we assume that initial p⊥ distribution of a

heavy parton can be parameterized as [17]

dσ i

d p2
⊥

= C

(p2
⊥ + M2)k

, (3)

where constants C and k should be the same for the charm
and bottom quarks. Indeed, for the initial distributions used
[39], we explicitly verified this equality in Fig. 3, where our
numerical analysis yields consistent values for both heavy
partons (ln(C) � 25.5, k � 3.5).

After taking the derivative of Eq. (3) with respect to p⊥,
Eq. (2) straightforwardly reduces to

dσ f

d p2
⊥

� dσ i

d p2
⊥

(
1 − 2k

p⊥
E

�Ecoll

E

)
, (4)

where E =
√

p2
⊥ + M2. Since the parton’s suppression [10] is

defined as [17] RAA = dσ f /d p2
⊥

dσ i/d p2
⊥

, we finally obtain

1 − RAA � 2k
p⊥
E

�Ecoll

E
. (5)

To extract the analytic dependence of 1 − RAA on the mass
of the heavy quark, we need to analyze the mass depen-
dence of collisional energy loss analytically. Since our energy
loss expression [24] is highly nontrivial and not analytically
tractable, we opt for a more straightforward Thoma-Gyulassy
[67] result, which is moreover in a (reasonably) good agree-
ment with our result [24] (in the p⊥ range of concern). After
algebraic manipulation, we obtain that the proportionality be-
tween fractional collisional energy loss and the parton’s mass
is represented by (see Eq. (A3) in the Appendix)

�Ecoll

E
∼ 1

p⊥

(
1 − M2

p2
⊥

ln
2p⊥
M

)
. (6)

Along the same lines, from Eq. (5), we obtain that the mass
dependence of 1 − RAA is represented by (see Eq. (A7) in the
Appendix)

1 − RAA ∼ 2k

p⊥

[
1 − M2

p2
⊥

(
ln 2 + 1

2

)
+

(
M

p⊥

) M
p⊥ +1

− M

p⊥

]
.

(7)

Surprisingly, further numerical consideration revels that the
dominant mass term acquires the form

1 − RAA ∼ 2k

p⊥

(
1 − M

p⊥

)
. (8)

We further form bottom to charm 1 − RAA ratio, so that a
common factor 2k

p⊥
is canceled, leading to

1 − Rb
AA

1 − Rc
AA

�
1 − Mb

p⊥

1 − Mc
p⊥

. (9)

Thus, we obtain that the 1 − RAA ratio for heavy flavor is sur-
prisingly simple, depends only on the mass and momentum of
heavy quarks, and is independent of the considered centrality.

To test the centrality independence, we go back to Fig. 2.
We see that total and collisional 1 − RAA bottom to charm
ratios are nearly indistinguishable regardless of the centrality
bin; i.e., as predicted, they do not depend on the collision
centrality.

Finally, in Fig. 4, DREENA-C [35] predictions of total 1 −
RAA bottom to charm ratios are compared with our analytical
estimate, presented on the right-hand side of Eq. (9). From this
figure, we observe a good agreement between our predictions
and 1−Mb/p⊥

1−Mc/p⊥
for all considered centralities. This implies the

validity of the analysis presented here. A small disagreement
could be attributed to the fact that our estimate originates only
from the collisional energy loss/suppression expression and
is in agreement with Fig. 2.

Furthermore, Fig. 4 also provides experimental CMS
Collaboration data [68,69] for the 1 − RAA ratio between
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FIG. 4. Quantifying the mass hierarchy in collisional energy loss.
1 − RAA bottom to charm ratios for total suppression at 10–20% (blue
curve), 20–30% (red curve), 30–40% (green curve), and 40–50%
(orange curve) as a function of p⊥. The predictions are generated
within our full-fledged DREENA-C [35] suppression numerical pro-
cedure and compared with the 1 − RAA ratio of nonprompt J/ψ at
30–100% (CMS [68]) and average D0, D+, D∗+ at 30–50% (ALICE
[69]) 5.02 TeV Pb+Pb collisions (purple triangles). The black curve
corresponds to the extracted mass dependence (see Eq. (9)).

nonprompt J/ψ on one side, and average D mesons on
the other side. Due to the lack of experimental data in the
same centrality bins for b and c probes at 5.02 TeV Pb+Pb
collisions, and for consistency throughout the paper, we
choose overlapping bins: 30–100% for nonprompt J/ψ , while
30–50% for average D mesons. From this figure, we observe
qualitatively and quantitatively good agreement between (i)
the data and our predictions, supporting the validity of the
DREENA-C framework used in this study, and (ii) the data
and our analytical mass estimate, confirming the adequacy
of the proposed observable given by Eq. (9), and justifying
the applied approximations (see the Appendix). As the error
bars are quite large, our study also implies a need for higher
precision data for a more satisfactory test of the proposed
observable. Furthermore, suppression measurements for both
B (or nonprompt J/ψ) and D mesons in the same centrality
bins are needed for extracting the mass hierarchy in collisional
energy loss from the data.

IV. CONCLUSIONS AND OUTLOOK

One of the inherent characteristics of parton’s energy loss
is the apparent flavor dependence. Inspired by the dead-cone
effect [16] in radiative energy loss and experimentally ob-
served [15] mass ordering in nonprompt J/ψ (B) and D meson
suppressions, we addressed the mass hierarchy in heavy flavor
suppression. We found that the 1 − RAA ratio for heavy fla-
vor reflects the mass hierarchy in the collisional energy loss,
which is a nontrivial and important result.

While the dead-cone effect is extensively studied within
different radiative energy loss models [9,29–32], the mass
hierarchy in collisional energy loss was not previously ad-
dressed. To our knowledge, no direct relationship between
collisional energy loss and heavy quark mass is established.
To this end, the analytical results provided here yielded a sim-
ple relation between collisional suppression/energy loss and
heavy quark mass. Also, through joint numerical and analyti-
cal analysis within our DREENA framework [35], we proposed
a novel observable for straightforwardly extracting the mass
hierarchy in collisional energy loss through heavy flavor
data, to be more rigorously tested by future high-precision
experiments. It is based on one of the most common jet
quenching observables, the high-p⊥ RAA, and is independent
of the collision centrality, collision system (size), and collision
energy, and therefore has general applicability for both RHIC
and LHC.

As an outlook, the analysis provides specific guidelines
on where future experimental efforts regarding this aim
should be focused. For instance, the mass hierarchy is more
pronounced at lower p⊥. This momentum region is experi-
mentally accessible for both RHIC and LHC in the upcoming
high-luminosity experiments, so data from both experiments
can be used to test this observable. Furthermore, it is undoubt-
edly useful to provide B meson suppression data. Finally, the
suppression measurement of both B (or nonprompt J/ψ , non-
prompt D) and D mesons in the same centrality bins would be
beneficial for readily extracting mass hierarchy in collisional
energy loss from the data.
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APPENDIX: APPROXIMATION OF COLLISIONAL
ENERGY LOSS AND 1 − RAA

In this Appendix, we first simplify the analytically tractable
collisional energy loss from [67], by assuming M/p⊥ � 1.
We start from

�Ecoll

E
∼ 1

Ev2

(
v + v2 − 1

2
ln

1 + v

1 − v

)
, (A1)

where v = p⊥/

√
p2

⊥ + M2 denotes magnitude of the velocity

of initial parton (
v). We Taylor expand Eq. (A1) for M/p⊥ �
1. Starting from v � 1 − M2

2p2
⊥

( 1

(1+x)
1
2

� 1 − x
2 ), first we obtain

�Ecoll

E
∼ 1

p⊥

1√
1 + M2

p2
⊥

(
1 + M2

p2
⊥

)

×
[

1 − M2

2p2
⊥

− M2

2p2
⊥
(
1 + M2

p2
⊥

) ln

(
4p2

⊥
M2

− 1

)]
.

(A2)

To further simplify the above expression, we frequently use
the same Taylor expansion (1 + x)−n � 1 − nx, as well as
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4p2
⊥/M2 � 1, while keeping the leading terms in M/p⊥ ex-

pansion. Thus, Eq. (A2) reduces to

�Ecoll

E
∼ 1

p⊥

(
1 − M2

p2
⊥

ln
2p⊥
M

)
. (A3)

Here we encounter nontrivial term x2 ln x, where x = M
p⊥

, for
which we are seeking the approximation for small x. We
start from the similar expression x ln x, and apply the trick of
raising the expression into the exponent

ex ln x = xx, (A4)

where we use the logarithm rules. Note, however, that
limx→0 x ln x = limx→0

ln x
1/x = limx→0

1/x
−1/x2 = 0, where we

applied L’Hôpital’s rule [70]. Since the exponent in Eq. (A4)
is close to zero, we may Taylor expand the left-hand side of
this equation, which leads to x ln (x) � xx − 1. Likewise,

x2 ln (x) � xx+1 − x. (A5)

By substituting Eq. (A5) in Eq. (A3) we obtain

�Ecoll

E
∼ 1

p⊥

[
1 − M2

p2
⊥

ln 2 +
(

M

p⊥

) M
p⊥ +1

− M

p⊥

]
. (A6)

Next we substitute Eq. (A6) in Eq. (5) resulting in

1 − RAA ∼ 2k
1√

p2
⊥ + M2

×
[
1 − M2

p2
⊥

ln 2 +
( M

p⊥

) M
p⊥ +1

− M

p⊥

]

= 2k

p⊥

[
1 − M2

p2
⊥

(
ln 2 + 1

2

)
+

( M

p⊥

) M
p⊥ +1

− M

p⊥

]
,

(A7)

where in the second line of this equation, we again utilized
1

(1+x2 )
1
2

� 1 − x2

2 .

This expression can be further simplified, since we explic-
itly checked that the second and third terms in Eq. (A7), on
one side, are of an opposite sign, and that their sum is much
smaller compared to the remaining terms on the other side.
Finally, we obtain a simple proportionality:

1 − RAA ∼ 2k

p⊥

(
1 − M

p⊥

)
. (A8)
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a novel and effective approach in revealing 
infection progression mechanisms that 
may be a valuable alternative to detailed 
numerical simulations.

We start by introducing our COVID-19 
dynamics model.  We then extract 
COVID-19 count data[7] and select those 
countries that systematically trace not 
only confirmed cases and fatalities, 
but also active cases (Andorra, Austria, 
Czechia, Croatia, Cuba, Germany, Israel, 
New Zealand, Switzerland and Turkey), 
which allows tight constraint of numer-
ical analysis. We observe three charac-
teristic growth regimes in confirmed 
case counts, show that our model is well 
constrained by these regimes for a wide 
range of countries, and provide an intui-
tive explanation behind the emergence 
of such regimes. Our analytical results 

for the characteristic (inflection and maximum) points of 
the infective curve will allow to i) explain the nearly constant 
value of the scaling exponent in the superlinear regime of 
confirmed counts; ii) understand the relation between the 
duration of this regime and strength of social distancing; iii) 
pinpoint changes in the reproduction number from outburst 
to extinguishing the infection, and iv) constrain the main 
parameter quantifying the effect of social distancing by ana-
lyzing scaling of the infection growth with time in the sub-
linear regime. The obtained constraints provide a basis for 
successful analysis of countries that did not continuously 
track the active cases (here demonstrated for France, Italy, 
Spain, United Kingdom, and Serbia). We will finally present 
the key infection parameters inferred through combined ana-
lytical and numerical analysis.

We develop a mechanistic model (nonlinear and nonhomoge-
neous), which takes into account gradual introduction of social 
distancing (as relevant for most countries’ response), in addi-
tion to other important infection progression mechanisms. We 
start from standard compartments for epidemiological models, 
that is, susceptible (S), exposed (E), infective (I), and recov-
ered (R).[2–4] To account for social distancing and observable 
quantities, we introduce additional compartments: protected  
(P)—where individuals effectively move from susceptible 
category due to social distancing; total number of diagnosed 
(confirmed and consequently quarantined) cases (D), active cases  
(A), and fatalities (F). D, A, and F correspond to directly observ-
able (measured) quantities, but are indirect observables of I, as 
only part of infective individuals gets diagnosed, due to a large 
number of mild/asymptomatic cases.[8]

Widespread growth signatures in COVID-19 confirmed case counts are 
reported, with sharp transitions between three distinct dynamical regimes 
(exponential, superlinear, and sublinear). Through analytical and numerical 
analysis, a novel framework is developed that exploits information in these 
signatures. An approach well known to physics is applied, where one looks 
for common dynamical features, independently from differences in other 
factors. These features and associated scaling laws are used as a powerful 
tool to pinpoint regions where analytical derivations are effective, get an 
insight into qualitative changes of the disease progression, and infer the 
key infection parameters. The developed framework for joint analytical and 
numerical analysis of empirically observed COVID-19 growth patterns can 
lead to a fundamental understanding of infection progression under strong 
control measures, applicable to outbursts of both COVID-19 and other 
infectious diseases.

© 2021 The Authors. Global Challenges published by Wiley-VCH GmbH. 
This is an open access article under the terms of the Creative Commons 
Attribution License, which permits use, distribution and reproduction in 
any medium, provided the original work is properly cited.

COVID-19 pandemic introduced unprecedented worldwide 
social distancing measures.[1] While interventions such as 
quarantine or vaccination have been extensively studied in 
quantitative epidemiology, effects of social distancing are 
not well understood,[2–4] and when addressed, they have been 
studied only numerically. Unique opportunity to understand 
these effects has been provided by COVID-19 tracing through 
confirmed case counts, active cases and fatalities, in a variety 
of countries with different demographic and environmental 
conditions.[5,6] We here show that focusing on analytical and 
numerical derivations in distinct epidemics growth regimes, is 

Global Challenges 2021, 5, 2000101
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We implement the model deterministically, as COVID-19 
count numbers are very high wherever reasonable testing 
capacities are employed. This makes model analytically trac-
table, and allows robust parameter inference through com-
bination of analytically derived expressions and tightly con-
strained numerical analysis, as we show below. Our analysis 
is applied separately to each country, as the effect of social 
distancing, initial numbers of infected and exposed cases, 
diagnosis/detection efficiency and transmission rates may 
be different. However, within a given country, we do not take 
into account different heterogeneities−demographic, spatial, 
population activity, or seasonality effects.[2,9,10] Alternatively, 
global dynamical properties of the outbreak can be analyzed 
in a probabilistic framework employing partial differential 
equations in an age-structured model.[11,12] These can readily 
be included in our model, but would lead to model structure 
which is not analytically tractable, so these extensions are left 
for future work.

Given this, the model equations are:

d /d / d /d ; d /d /(1 ( / ) )0β α= − − = +S t IS N P t P t t t Sn  (1)

d /d / ; d /d ; d /dβ σ σ γ εδ γ= − = − − =E t IS N E I t E I I R t I (2)

εδ εδ= = − − =d /d ; d /d ; d /dD t I A t I hA mA F t mA  (3)

where N  is the total population number; β-the transmis-
sion rate; σ -inverse of the latency period; γ -inverse of the 
infectious period; δ-inverse of the detection/diagnosis  
period; ε-detection efficiency; h—the recovery rate; m-the 
mortality rate. Social distancing is included through Equation 
(1) (second equation), which represents the rate at which the 

population moves (on average) from susceptible to protected 

category. The term 1 ( / )0

α
+ t t n  corresponds to a sigmoidal depend-

ence (similar to Fermi–Dirac function, in quantitative biology 
known as the Hill function[13]). Time 0t  determines the half-
saturation, so that well before 0t  the social distancing is negli-
gible, while well after 0t  the rate of transition to the protected 
category approaches α . Parameter n  (the Hill constant) deter-
mines how rapidly the social distancing is introduced, that is, 
large n  leads to rapid transition from OFF to ON state, and 
vice versa.[13] Equation (3) considers that only a fraction of the 
infected is diagnosed, so that εδI  takes into account the diag-
nosis and the subsequent quarantine process.

To make the problem analytically tractable, we approxi-
mate the Hill function in the first relation of Equation (1) by 
unit step function, so that after 0t  the second term in Equa-
tion (1) becomes α− S and dominates over the first term, that 
is, ( ) ≈ α−S t e t. We checked that this approximation agrees 
well with full-fledged numerical simulations (Figure 1D and 
Supporting Information). In all comparisons with analyt-
ical results, numerical analysis is done with the full model, 
allowing an independent check of both analytical deriva-
tions and employed approximations. Under this assumption, 
Equations (1) and (2) reduce to:

d ( )

d
( )

d ( )

d
[ ( ) ( )] ( ) ( )

2

2 0
( )

0
0γ εδ σ σ β θ θ γ εδ{ }+ + + = − + − − +α− −I t

t

I t

t
t t e t t I tt t

 
 (4)

We next introduce two time regions: I) 0≤t t  and II) 0>t t  
and solve Equations (4) separately within these regions, where 
corresponding solutions are denoted as ( )II t  and ( )III t . As in 
the above expressions γ εδ+  always appear together, we further 
denote γ εδ γ+ → .

Global Challenges 2021, 5, 2000101

Figure 1. Comparison of the model (dashed blue curves) with the data in the case of Germany (grey circles) for A) confirmed case counts, B) active 
cases, C) fatalities. D) Exponential, superlinear, and sublinear fit to confirmed case data, is shown. Arrows “weak” and “strong” indicate, respectively, 
the regions with a small and large magnitude of social distancing. The full grey curve denotes susceptibles ( ( )S t ), where the dashed grey curve shows 
an approximation to ( )S t . The dashed green curve denotes the number of infectious cases ( ( )I t ), where the dashed blue curve is ( )′I t , whose maxima 
indicate ( )I t  inflection points. The confirmed case counts in the three regimes are shown on E) log–linear, F) log–log and G) linear–log scale.
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For ( )II t , we take ( 0) 0= ≡I t I , and restrict to dominant  
(positive) Jacobian eigenvalue, leading to the exponential 
regime:

( )I 0

1
2

[ ( ) ( ) 4 ]2

=
γ σ γ σ βσ− + + − +

I t I e
t (5)

By shifting 0− →t t t, ( )III t  is determined by

d ( )

d
( )

d ( )

d
( ) ( )

2
II

2
II

IIγ σ σ β γ+ + = −α−I t

t

I t

t
e I tt  (6)

Equation  (6) is highly nontrivial, due to variable coefficient 

(σβ α−e t). By substituting variable 
2

2
βσ

α
→ = − α−

t x
i

e
t

 it can be 

shown that Equation (6) reduces to transformed form of Bessel 
differential equation:[14]

d
d

(1 2 )
d
d

02
2

2 1 1
2

1
2 2

1
2 2

1
21α β γ α ν γ( )+ − + + − =γx

y

x
x

y

x
x y  (7)

whose general solution for noninteger ν  is given by:

( ) , ,1 1 2 1
1 1 1ν β ν β( ) ( )= + − 

α γ γy x x C J x C J x  (8)

where ( , )νJ x  represents Bessel function of the first kind, and 
,1 2C C  are arbitrary constants. In our case 

1α γ σ
α= + , 11 1γ β= = , 

while ν γ σ
α= −  is indeed noninteger. If we return to t  variable, 

taking into account the following relation between standard 
and modified ( ( , )νI x ) Bessel functions of the first kind:[15,16] 
( , ) ( , )ν ν= ν−I x i J ix , the general solution of Equation (6) reads:

( ) ( 1) ,
2

1

( 1) ,
2

1

II 2

2

1

2

βσ
α

γ σ
α

βσ
α

γ σ
α

γ σ
α

βσ
α

γ σ
α

= 

 


 − −







Γ + −


 










+ − − −







Γ − −


 









α

γ σ
α

γ
α

α

σ
α

α

−

+
−

−

I t e C I
e

C I
e

t
t

t

 (9)

To determine 1C , 2C , we use the following boundary condi-
tions: (0) ( )II I 0=I I t  and (0) ( )II I 0=′ ′I I t , where the first derivative 
in region II has the following expression:

(0) ( 1) 1

,
2

1 ,
2

( 1) 1

,
2

1 ,
2

II 2

2

1

2

βσ
α

γ σ
α

γ γ σ
α

βσ
α

βσ γ σ
α

βσ
α

γ σ
α

σ γ σ
α

βσ
α

βσ γ σ
α

βσ
α

= 





 − Γ + −












−







 + + −





















+ − Γ − −







− −







+ − −



























γ σ
α

α γ
α

α σ
α

′

+
+

+

I C

I I

C

I I

 (10)

In obtaining the expression above, the following identities 
were frequently used:[15,16]

d ,

d
1, , ; 1, 1,

2 ,ν ν ν ν ν ν ν ν( ) ( ) ( ) ( ) ( ) ( )= − − − − + =I x

x
I x

x
I x I x I x

I x

x
 (11)

After derivations, where the following relation[16]

1, , , 1,
2sin( )ν ν ν ν πν

π
( ) ( ) ( ) ( )+ − − − − =I x I x I x I x

x
 (12)

together with sin(( 1) ) sin( )ν π νπ± = −  and the identity 
relating modified Bessel function of the first and second kind 

( , )
2

( , ) ( , )

sin
ν π ν ν

νπ
= − −

K x
I x I x

 are used,[15,16] we finally obtain a 

surprisingly simple result:

γ σ
α

βσ
α

γ σ
α

βσ
α

=

−









−









γ σ

α

− +

−

I t I t e

K
e

K

t

t

( ) ( )

,
2

,
2

II I 0
2  (13)

where ( , )νK x  is the modified Bessel function of the 
second kind.

At maximum and inflection points, 0II =′I  and 0II =′′I , 
respectively. After extensive simplification of the results, this 
leads to ( 0,free= α−y R e t, where /0,free β γ=R  is the basic reproduc-
tion number in the absence of social distancing:[6,17])

1,
2

,
2γ σ

α
γσ

α
γ
σ

γ σ
α

γσ
α

− +








 = −







yK y K y  (14)

1,
2

1

,
2γ σ

α
γσ

α
γ
σ

γ
σ

γ
σ

γ σ
α

γσ
α

− +








 =

+







+







−







yK y

y

K y  (15)

Equations  (14) and  (15) have to be solved numerically, but, 
as γ  and σ  are constants, we, interestingly, obtain that solu-
tions will depend only on α . Since, for the analysis of super-
linear and sublinear regimes, only the left inflection point and 
the maximum are important, we will further omit the second 
solution of Equation (15) (Equation (14) has one solution), and 
denote ( ) ( )1 α α= ≡y f fi i i , ( )m m α=y f  (these two solutions are 
presented as upper and lower curves on Figure  2C, respec-
tively), so that the effective reproduction numbers at inflection 
and maximum points ( e,iR  and e,mR ) are:

α
α

≡ =
≡ =

α

α

−

−

R R e f

R R e f

t

t

i

m

( ),

( ).
e, i 0,free i

e, m 0,free m

 (16)

From this follows the length of superlinear regime (between 
inflection and maximum points):

α
α
α

∆ ≡ − =








t t t

f

f

1
ln

( )

( )
m i

i

m

 (17)

We further Taylor expand ( )III t  around the inflection point:

Global Challenges 2021, 5, 2000101
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( ) ( )

,
2

( )

,
2

1 1 ( ) ( ) ( )

II I 0
2

2

γ σ
α

γσ
α

α

γ σ
α

βσ
α

γσ
γ σ

α ( )( )

=

−









−









−
+

− − + −










γ σ− +

O

I t I t e

K f

K

f t t t t

t
i

i i i

i

 (18)

In the superlinear regime ( ) ( )s≈ − υD t t t , where υ  is the 
scaling exponent and st  marks the beginning of this regime. By 
Taylor expanding ( )D t  around it , using Equations (18) and (3):

υ
α

γσ
γ σ

α α
α

= +
+

−










k
f

f

f
1

1
[ ( ) 1] ln

( )

( )
i

i

m

 (19)

which is always larger than 1, as expected for the superlinear 
regime. As ti  is localized toward the beginning of the regime, 
we estimate − ≈ ∆

i st t t
k

, where 3,4≈k .
Finally, to provide analytical constrain on α , we Taylor 

expand ( )I tII  around the maximum:

γ σ
α

γσ
α

α

γ σ
α

βσ
α

γσ α ( )( )

=

−









−









− − − + −





γ σ− +

I t I t e

K f

K

f t t t t

t
( ) ( )

,
2

( )

,
2

1
2

1 ( ) ( ) ( )

II I 0
2

m

m m
2

m
3

m

O

 (20)

As ( ) 0m α <f , we see that the quadratic term in Equation (20) 
is always negative, that is, ( )D t  curve enters sublinear 
regime around maximum of the infection. By fitting ( )D t  

to ( ) ( )m m
3+ − − −c d t t f t t  in this regime, and by using 

Equation (20) together with Equation (3), we obtain:

γσ α= −f

d
f

6
[1 ( )]m  (21)

which allows to directly constrain α.
We first numerically analyze outburst dynamics in the coun-

tries that continuously updated[18] three observable categories  
(D, A , and F). For a large majority of countries active cases were 
either not tracked or were not continuously updated, so the 
analysis is done for ten countries listed in the outline above.

In the exponential regime, the analytical closed-form solu-
tion is given by Equation  (5). From this, and the initial slope 
of ln( )D  curve (once the number of counts are out of the 
stochastic regime), β  can be directly determined, while the 
corresponding eigenvector sets the ratio of 0I  to 0E . The inter-
cept of the initial exponential growth of D  at 0=t  sets the 
product of 0I  and εδ . h  and m  can also be readily con-
strained, as from Equation (3), they depend only on integrals of 
the corresponding counts; here note that − − =d( )/dD A F t hA. 
Also,[17,19,20] 1/3σ =  day 1−  and 1/4γ =  day 1− , characterize fun-
damental infectious process, which we assume not to change 
between different countries.

Only parameters related with the intervention meas-
ures ( , , ,0α εδt n ) are left to be inferred numerically, leading 
to tightly constrained numerical results. For this, we indi-
vidually performed joint fit to all three observable quantities 
( , ,A D F) for each country. The errors are estimated through 
Monte-Carlo[21,22] simulations, assuming that count numbers 
follow Poisson distribution.

Representative numerical results are shown in Figure  1 for 
Germany, while other countries are shown in the Supporting 

Global Challenges 2021, 5, 2000101

Figure 2. The dependence on the effective social distancing strength (α ) of A) ∆t, the duration of the superlinear regime, B) υ , the scaling exponent 
of the superlinear regime, C) Re , effective reproduction number at the left inflection point (Re,i) and the maximum (Re,m) of I t( ). α∆ ≈t 1/  indicates 
that the time, in which the change from Re,i  to Re,m  is exhibited, is approximately inversely proportional to α . “ →exp sub” indicates the region of α  
where we predict a direct transition from exponential to sublinear growth. D) Comparison of α  constrained from analytical derivations (the grey bands) 
and numerical analysis, with countries indicated on the horizontal axis by their abbreviations. Results obtained by independent numerical analysis are 
presented by red dots with corresponding errorbars.
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Information. In Figure 1A–C (and Supporting Information) we 
see a good agreement of our numerical analysis with all three 
classes of the case counts. In Figure  1D, we see sharp transi-
tions between the three growth patterns indicated in the figure: 
i) exponential growth, observed as a straight line in log–linear 
plot in Figure 1E; ii) superlinear growth, a straight line in log–
log plot in Figure  1F; iii) sublinear growth, a straight line in 
linear–log plot in Figure 1G.

Transition between the growth patterns can be qualitatively 
understood from Equation (3), and ( )I t  curve in Figure  1D. 
The exponential growth has to break after the inflection point 
of ( )I t , that is, once the maximum of its first derivative ( ( )′I t  
in Figure 1D) is reached. In the superlinear regime, confirmed 
counts case ( ( )D t ) curve is convex ( ( ) 0′′ >D t ), so this regime 
breaks once ( )′I t  (dashed blue curve) becomes negative. Equiv-
alently, ( )D t  curve becomes concave (enters sublinear regime) 
once the maximum of the ( )I t  is reached. Note that the growth 
of ( )D t  can reemerge if the social distancing measures are alle-
viated. Our model can account for this by allowing transition 
from protected back to susceptible category, which is out of 
the scope of this study, but may improve the agreement with 
the data at later times (see Figure  1A–C). In addition to this 
numerical/intuitive understanding, we also showed that we 
analytically reproduce the emergence of these growth regimes 
(Equations  (6), (14), (15)). Can we also analytically derive the 
parameters that characterize these regimes?

The exponential regime is straightforward to explain, as 
described above. The superlinear regime is in between the 
left inflection point and the maximum of ( )I t , so that infec-
tive numbers grow, but with a decreasing rate. While the 
derivations are straightforward in the exponential regime, 
they are highly non-trivial during the subsequent subexpo-
nential (superlinear and sublinear) growth. As the superlinear 
regime spans the region between the left inflection point  
( , ( ) 0i i′′ =t I t ) and the maximum ( , ( ) 0m m′ =t I t ), its duration 
is ∆ = −t t tm i  given by Equation  (17), with 1/α≈  depend-
ence, so that weak measures lead to protracted superlinear 
growth (see Figure  2A). This tendency is also confirmed by 
independent numerical analysis in Figure  2A, where for each 
individual country we numerically infer α  and extract the 
length of the superlinear regime. Therefore, the duration of 
the superlinear regime indicates the effectiveness of introduced 
social distancing.

The scaling exponent υ  of the superlinear regime is given 
by Equation  (19), and shown in Figure  2B, where we predict 
that all countries are roughly in the same range of 1.2 1.5υ< <  
(surprisingly, weakly dependent on α ), despite significant dif-
ferences in the applied measures, demographic and environ-
mental factors. This result is (independently from our model) 
confirmed from case count numbers (the slope in Figure  1F, 
and equivalently for other countries, see Figure 2B).

How the effective reproduction number eR  changes during 
this regime, that is, between the left inflection point and the 
maximum of ( )I t ? eR  quantifies the average number of sec-
ondary cases per infectious case, so that 1e >R  signifies disease 
outburst, while for 1e <R  the disease starts to be eliminated 
from the population.[17] The Equation (16) provides expressions 
for e,iR  (at the inflection point) and e,mR  (at the maximum). 
Interestingly, from Figure  2C, we observe that e,iR  and e,mR  

do not depend on 0,freeR  and are, respectively, significantly larger 
and smaller than  1, which shows that transition from infec-
tion outburst to extinguishing happens during the superlinear 
growth. Consequently, the steepness of eR  change over the 
superlinear regime significantly increases (larger change over 
smaller time interval, see Figure 2C) with the measure strength.

Finally, in the sublinear regime, in a wide vicinity of ( )I t  
maximum (which marks the beginning of the sublinear 
growth) leading non-linear term of ( )D t  is cubic ( 3≈ t , with neg-
ative prefactor). This is consistent with the expansion of ( )I t  
around mt , which has leading negative quadratic ( 2t ) depend-
ence (see Equations (3) and (20)). The ratio between the prefac-
tors in ( )D t  expansion is given by Equation (21), from which we 
see that α  can be directly constrained, as shown in Figure 2D. 
For the ten countries with consistent tracking of ,D A, and F ,  
we independently numerically determined α  and compared 
it with analytical results coming from Equation (21), obtaining 
an excellent agreement between our derivations and numerical 
results. The obtained α  values should be understood as an 
effective epidemic containment measure—that is, estimating 
the true result of the introduced measures, which can be used 
to evaluate the practical effectiveness of the official policies.

To demonstrate how constraining α  can aid numerical anal-
ysis in the cases when A  is not continuously tracked, we next 
analyze five additional countries listed in the outline above, 
so that altogether our study covers majority of COVID-19 hot-
spots, which (at the time of this analysis) are close to satura-
tion in confirmed counts. Furthermore, in the specific cases of 
UK and Italy, where we analytically obtained both very low and 
very constrained α  (0.01 0.04α< < ), we chose five times larger 
parameter span in α  in the numerical analysis, to confirm 
that these low values are indeed preferred by the exhaustive 
numerical search. For example, the finally obtained α  for Italy 
(0.033 0.005)±  and UK (0.025 0.005± ), together with previously 
obtained agreements shown in Figure 2A–C, strongly confirm 
that the observed growth patterns provide invaluable informa-
tion for successful analysis of the infection progression data.

To further illustrate this, the synergy of analytical deriva-
tions and numerical analysis presented above enables us to, 
directly from the publicly available data, infer key infection 
parameters necessary to assess epidemics risks (provided in 
Table S1, Supporting Information). We estimate these param-
eters by the same model/analysis, for a number of diverse 
countries, allowing their direct comparison. In Figure  3, we 
show together case fatality rate (CFR), infected fatality rate 
(IFR) and infection attack rate (AR).[17,24] CFR is the number 
of fatalities per confirmed cases. CFR can, in principle, be 
inferred directly from the data, but since different coun-
tries are in different phases of infection, we project forward 
the number of confirmed cases until a saturation is reached 
for each country, from which we calculate CFR. IFR (crucial 
parameter for assessing the risks for infection progression 
under different scenarios) is the number of fatalities per total 
number of infected cases, which is a genuine model esti-
mate, due to the unknown total number of infected cases. 
AR (necessary for understanding the virus recurrence risk) 
is also determined from our model and provides an estimate 
of the fraction of the total population that got infected and 
possibly resistant.

Global Challenges 2021, 5, 2000101
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From Figure  3, we see that CFR takes very different values 
for different countries, from below 2%  (New Zealand) to above 
20%  (France). On the other hand, IFR is consistent with a con-
stant value (the dashed red line in the figure) of 0.3 0.4%≈ − . 
In distinction to IFR, AR also takes diverse values for different 
countries, ranging from 1%≈  to as high as 15%≈  (though 
with large errorbars). Although diverse, these AR values are 
well bellow the classical herd immunity threshold of 60–70%

To summarize, we here developed a novel quantitative frame-
work through which we showed that: i) The emergence of three 
distinct growth regimes in COVID-19 case counts can be repro-
duced both analytically and numerically. ii) Typically, a brief 
superlinear regime is characterized by a sharp transition from 
outburst to extinguishing the infection, where effective reproduc-
tion number changes from much larger to much smaller than 
one; more effective measures lead to shorter superlinear growth, 
and to a steeper change of the effective reproduction number. iii) 
Scaling exponent of the superlinear regime is surprisingly uni-
form for countries with diverse environmental and demographic 
factors and epidemics containment policies; this highly non-trivial 
empirical result is well reproduced by our model. iv) Scaling pref-
actors in the sublinear regime contain crucial information for 
analytically constraining infection progression parameters, so 
that they can be straightforwardly extracted through numerical 
analysis. Interestingly, we found that the number of COVID-19 
fatalities per total number of infected is highly uniform across 
diverse analyzed countries, in distinction to other (highly variable) 
infection parameters, and about twice higher than commonly 
quoted for influenza (0.3–0.4% compared to 0.1–0.2%), which 
may be valuable for direct assessment of the epidemics risks.

While state-of-the-art approach in epidemiological modeling 
uses computationally highly demanding numerical simu-
lations, the results above demonstrate a shift of paradigm 
toward simpler, but analytically tractable models, that can both 
explain common dynamical features of the system and be used 
for straightforward and highly constrained parameter infer-
ence. This shift is based on a novel framework that relates uni-
versal growth patterns with characteristic points of the infec-
tive curve, followed by analytical derivations in the vicinity 
of these points, in an approach akin to those in a number of 

physics problems. The framework presented here can be, in 
principle, further extended toward, for example, including sto-
chastic effects or different heterogeneities such as age-struc-
ture. However, these are non-trivial tasks, and it remains to 
be seen to what extent the analytical results can be obtained 
in those more complex models. Overall, as our approach does 
not depend on any COVID-19 specifics, the developed frame-
work can also be readily applied to potential outbursts of 
future infections.
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Figure 3. CFR, IFR, and AR, inferred for countries whose abbreviations are indicated on the horizontal axis, are denoted, respectively, by blue, grey, and 
green dots, with errorbars indicated by corresponding bands. The dashed red horizontal line stands for IFR consistent with a mean value (indicated in 
the legend). Values for PRC are from ref. [23].
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Extracting the temperature dependence in high-p⊥ particle energy loss
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The suppression of high-p⊥ particles is one of the main signatures of parton energy loss during its passing
through the quark-gluon plasma medium, and is reasonably reproduced by different theoretical models. However,
a decisive test of the reliability of a certain energy-loss mechanism, apart from its path length, is its temperature
dependence. Despite its importance and comprehensive dedicated studies, this issue is still awaiting more
stringent constraints. To this end, we here propose a novel observable to extract the temperature-dependence
exponent of a high-p⊥ particle’s energy loss, based on RAA. More importantly, by combining analytical argu-
ments, full-fledged numerical calculations, and comparison with experimental data, we argue that this observable
is highly suited for testing the long-standing �E/E ∝ L2T 3 paradigm. The anticipated significant reduction of
experimental errors will allow direct extraction of temperature dependence, by considering different centrality
pairs in A + A collisions (irrespective of the nucleus size) in the high-p⊥ region. Overall, our results imply that
this observable, which reflects the underlying energy-loss mechanism, is very important to distinguish between
different theoretical models.

DOI: 10.1103/PhysRevC.103.024908

I. INTRODUCTION

The main goal of the ultrarelativistic heavy-ion program
[1–4] at the Relativistic Heavy Ion Collider (RHIC) and the
Large Hadron Collider (LHC) is inferring the features of the
created novel form of matter—quark-gluon plasma (QGP)
[5,6]—which provides an insight into the nature of the hottest
and densest known medium. Energy loss of rare high-p⊥
partons traversing the medium is considered to be one of the
crucial probes [7] of the medium properties, which also had a
decisive role in QGP discovery [8]. Comparison of predictions
stemming from different energy-loss models with experimen-
tal data tests our understanding of the mechanisms underlying
the jet-medium interactions, thereby illuminating the QGP
properties. Within this, an important goal involves a search
for adequate observables for distinguishing the energy-loss
mechanisms.

Connected to this, it is known that the temperature (T )
dependence of the energy-loss predictions may be related
to the underlying energy-loss mechanisms; e.g., pQCD ra-
diative energy loss (Baier-Dokshitzer-Mueller-Peigne-Schiff
(BDMPS) and Armesto-Salgado-Wiedemann (ASW) [9–11],
Gyulassy-Levai-Vitev (GLV) [12], light-cone path integral
(LCPI) [13] and Arnold-Moore-Yaffe (AMY) [14], higher-
twist (HT) [15], and some of their extensions [16–20]) is
typically considered to have cubic T dependence (T 3, stem-
ming from entropy, or energy density dependence), while
collisional energy loss [7,21–23] is generally considered to be
proportional to T 2. Additionally, anti-de Sitter/conformal field

*magda@ipb.ac.rs

theory (AdS/CFT)-motivated jet-energy-loss models [24,25]
display even quartic (T 4) dependence on temperature. The
different functional dependences on T found in these mod-
els are the results of the considered energy-loss mechanism
(elastic or inelastic), different treatment of the QCD medium
(finite or infinite size), and inclusion or omission of finite
temperature effects (i.e., application of temperature-modified
or vacuumlike propagators). Therefore, assessing the accurate
temperature dependence is important for disentangling rele-
vant effects for adequate description of leading parton energy
loss, and consequently for understanding the QGP properties.

For a comprehensive study on temperature (and path-
length) dependence of different energy-loss models we refer
the reader to Ref. [18]. However, even this systematic study
could not single out local T dependence, as the attempt to
simultaneously describe high-p⊥ RAA and v2 data within these
models requires some more rigorous physical justifications.
Moreover, the current error bars at the RHIC and the LHC are
still too large to resolve between different energy-loss models.
Having this in mind, we here propose a novel observable to
extract the scaling of a high-p⊥ particle’s energy loss on the
local temperature. Note that, for extracting the exact value
of the temperature-dependence exponent, this new observable
relies on the previously extracted value of the path-length
dependence coefficient [26]. We expect that this observable
will allow direct extraction of T dependence from the data in
the upcoming high-luminosity third run at the LHC, where the
error bars are expected to notably decrease.

We also propose high-p⊥ h± as the most suitable probe
for this paper, as the experimental data for h± RAA are more
abundant and with smaller error bars, compared to heavier
hadrons for all centrality classes, where this is also expected

2469-9985/2021/103(2)/024908(10) 024908-1 ©2021 American Physical Society
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to hold in the future. Therefore, in this paper, we concentrate
on h± in 5.02-TeV Pb + Pb collisions at the LHC, with the
goal to elucidate this new observable, and test its robustness
to medium evolution and colliding system size. By combin-
ing full-fledged numerical predictions and scaling arguments
within our dynamical radiative and elastic energy-loss ap-
proach (DREENA) [27,28] framework, this new observable
yields the value of the temperature-dependence exponent,
which is in accordance with our previous estimate [29]. More
importantly, we utilize this observable to question the long-
standing �E/E ∝ L2T 3 paradigm, used in a wide range of
theoretical models [9–12,15–20].

II. THEORETICAL FRAMEWORK

In this paper, we use our state-of-the-art dynamical
energy-loss formalism [30–32], which includes several unique
features in modeling jet-medium interactions: (1) calculations
within the finite temperature field theory and generalized
hard-thermal-loop approach [33] (contrary to many models

which apply vacuumlike propagators [9,10,12,15]), so that
infrared divergences are naturally regulated in a highly non-
trivial manner; (2) finite size of created QGP; (3) the QCD
medium consisting of dynamical (moving) as opposed to
static scattering centers, which allows the longitudinal mo-
mentum exchange with the medium constituents; (4) both
radiative [30,31] and collisional [32] contributions calculated
within the same theoretical framework; (5) the inclusion of
a finite parton’s mass [34], making the formalism applicable
to both light and heavy flavor; and (6) the generalization
to a finite magnetic mass [35], running coupling [36], and
beyond soft-gluon approximation [37]. Note, however, that in
Ref. [37] we obtained that the effect of relaxing the soft-gluon
approximation on (fractional radiative energy loss and) RAA is
negligible, and thus can be omitted without losing the relia-
bility of the obtained results. Therefore, to avoid unnecessary
involvement of already complex expressions we here apply
their soft-gluon equivalents.

The analytical expression for the single gluon radiation
spectrum reads [27,30,35,36]

dNrad

dxdτ
= C2(G)CR

π

1

x

∫
d2q
π

d2k
π

μ2
E (T ) − μ2

M (T )

[q2 + μ2
E (T )][q2 + μ2

M (T )]
T αs(ET )αs

(
k2 + χ (T )

x

)
×

[
1 − cos

(
(k + q)2 + χ (T )

xE+ τ

)]
2(k + q)

(k + q)2 + χ (T )

[
k + q

(k + q)2 + χ (T )
− k

k2 + χ (T )

]
, (1)

where k and q denote transverse momenta of radiated and ex-
changed gluons, respectively; C2(G) = 3 and CR = 4/3 (CR =
3) for the quark (gluon) jet; while μE (T ) and μM (T ) are
electric (Debye) and magnetic screening masses, respectively.
The temperature-dependent Debye mass [27,38] is obtained
by self-consistently solving Eq. (5) from Ref. [27]. αs is the
(temperature-dependent) running coupling [27,36,39], E is

the initial parton energy, while χ (T ) = M2x2 + m2
g(T ), where

x is the longitudinal momentum fraction of the initial parton
carried away by the emitted gluon. M is the mass of the
propagating parton, while the gluon mass is considered to be
equal to its asymptotical mass mg = μE/

√
2 [40].

The analytical expression for collisional energy loss per
unit length is given by the following expression [27,32]:

dEcoll

dτ
= 2CR

πv2
αs(ET )αs

(
μ2

E (T )
)∫ ∞

0
neq(|�k|, T )d|�k|

×
[ ∫ |�k|/(1+v)

0
d|�q|

∫ v|�q|

−v|�q|
ωdω +

∫ |�q|max

|�k|/(1+v)
d|�q|

∫ v|�q|

|�q|−2|�k|
ωdω

]

×
[
|�L(q, T )|2 (2|�k| + ω)2 − |�q|2

2
+ |�T (q, T )|2 (|�q|2 − ω2)[(2|�k| + ω)2 + |�q|2]

4|�q|4 (v2|�q|2 − ω2)

]
, (2)

where neq(|�k|, T ) = N
e|�k|/T −1

+ Nf

e|�k|/T +1
is the equilibrium mo-

mentum distribution [22] including gluons, quarks, and
antiquarks. k is the four-momentum of the incoming medium
parton, v is the velocity of the initial jet, and q = (ω, �q) is the
four-momentum of the exchanged gluon. |�q|max is provided in
Ref. [32], while �T (q, T ) and �L(q, T ) are effective trans-
verse and longitudinal gluon propagators given by Eqs. (3)
and (4) from Ref. [27].

Despite the very complicated temperature dependence of
Eqs. (1) and (2), in Ref. [29] it was obtained that our dy-
namical energy-loss formalism [36] (which accommodates

some unique jet-medium effects mentioned above) has an
exceptional feature of near linear T dependence. That is,
while T 3 dependence for radiative energy loss is widely used
[9–12,14–20], from Eq. (1) it is evident that this simplified
relation is reproduced with approximations using vacuum
gluon propagators (leading to the absence of mg(T ) from the χ

expression) and neglecting running coupling. It is straightfor-
ward to show that in that case leading T dependence is �Erad

E ∝
μ2

E T ∝ T 3 (μE ∝ T ). However, Eq. (1) clearly demonstrates
that a more realistic T dependence is far from cubic, where
in Ref. [29] it was shown that asymptotic T dependence
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of our full radiative energy loss is between linear and
quadratic.

Additionally, commonly overlooked (due to being smaller
compared to radiative at high p⊥) collisional energy loss must
not be neglected in suppression predictions [41]. Moreover,
widely used dominant T 2 dependence of collisional energy
loss [7,21–23] can also be shown to be a consequence of
(i) using tree-level diagrams, and consequently introducing
artificial cutoffs to nonphysically regulate ultraviolet (and in-
frared) divergencies (e.g., in Ref. [7]) in the hard momentum
transfer sector [22]; or (ii) considering only soft momentum
exchange [21]. That is, it is straightforward to show that
Eq. (2) recovers leading T 2 dependence from Ref. [21] if
(1) only the soft gluon sector is considered, with the upper
limit of integration artificially set to |�q|max; (2) only forward
emission is accounted for (ω > 0); and (3) running coupling
is neglected. Accordingly, in Ref. [29] it was demonstrated
that complex T dependence of our collisional energy loss
(Eq. (2)) reduces not to commonly considered quadratic, but
rather to nearly linear dependence for asymptotically large
p⊥. Therefore, a state-of-the-art energy-loss model leads to a
much slower growth of the energy loss with temperature com-
pared to the common paradigm, where the widely assumed
faster growth can be reproduced only through quite drastic
simplifying assumptions.

Since the goal of this paper is the extraction of the
temperature-dependence exponent of the energy loss, this
paper will furthermore provide an opportunity to test our
dynamical energy-loss formalism on a more basic level.

III. NUMERICAL FRAMEWORK

In this paper, the predictions are generated within our fully
optimized DREENA [27,28] numerical framework, com-
prising (i) initial parton momentum distribution [42]; (ii)
energy-loss probability based on our dynamical energy-loss
formalism [30–32] (discussed in the previous section), which
includes multigluon [43] and path-length fluctuations [44],
where the path-length fluctuations are calculated according
to the procedure provided in Ref. [45] (see also Ref. [28]);
and (iii) fragmentation functions [46]. In this paper, we will
primarily use two implementations of this framework: (i)
DREENA-C, where C corresponds to constant temperature
medium; and (ii) DREENA-B, where B corresponds to one-
dimensional (1D) Bjorken QGP evolution [7].

In the first part of our paper, using the DREENA-C frame-
work, the average temperature is obtained according to the
procedure described in Refs. [28,47], which we briefly out-
line here. For each centrality region in 5.02-TeV Pb + Pb
collisions, the average temperature is estimated through T 3 ∼

dNg
dy

A⊥L [12,48], where A⊥ is the overlap area. dNg

dy is gluon ra-
pidity density, and is shown to be directly proportional to
charged particle multiplicity dNch

dη
, which is measured for all

relevant centralities in 5.02-TeV Pb + Pb collisions at the

LHC [49]. Thus, the required expression reads T = c(
dNch

dη

A⊥L )
1
3
,

where constant c can be fixed by effective temperature for
0–20% 2.76-TeV Pb+Pb collisions at LHC [50], leading to,
e.g., the average medium temperature of 348 MeV [47,50] in
most central 5.02-TeV Pb + Pb collisions at the LHC.

In the second part of this paper, where we use the
DREENA-B framework to test the sensitivity of the obtained
results, the initial temperature (T0) for each centrality is esti-
mated in accordance with Ref. [27]. That is, for each centrality

class, T0 is determined in accordance with T0 ∼ (
dNch

dη

A⊥
)

1
3

[51].
As a starting point, T0 = 500 MeV in most central 5.02-TeV
Pb + Pb collisions at the LHC is estimated from the average
medium temperature of 348 MeV [47,50] in these collisions
(see above), and a QCD transition temperature of Tc ≈ 155
MeV [52]. By knowing T0 in the most central 5.02-TeV Pb +
Pb collision, based on the expression above, it is straightfor-
ward to obtain T0s for different centralities. In both studies, the
average path lengths (L) for different centrality classes have
been calculated by integrating the path-length distributions
[28] which were obtained by following the procedure outlined
in Ref. [45], with an additional hard-sphere restriction r < RA

in the Woods-Saxon nuclear density distribution to regulate
the path lengths in the peripheral collisions.

In generating numerical predictions, all the parameters cor-
respond to standard literature values, i.e., we use no fitting
parameters. We consider a QGP with n f = 3 and 	QCD =
0.2 GeV. For the light quarks we assume that their mass is
dominated by the thermal mass M ≈ μE/

√
6. The magnetic

to electric mass ratio is assumed to be 0.4 < μM/μE < 0.6
[53,54].

IV. RESULTS AND DISCUSSION

In this section, we first address the choice of the suitable
observable for extracting energy-loss temperature depen-
dence. For this purpose, an observable which is sensitive only
to the details of jet-medium interactions (to facilitate extrac-
tion of T dependence), rather than the subtleties of medium
evolution (to avoid unnecessary complications and ensure ro-
bustness), would be optimal. RAA has such features, since it
was previously reported that it is very sensitive to energy-loss
effects [41] and the average medium properties, while being
practically insensitive to the details of medium evolution (as
opposed to v2) [26–28,55,56]. Therefore, it is plausible that
the appropriate observable should be closely related to RAA.

Our theoretical and numerical approaches described above
(where the dynamical energy loss explicitly depends on T )
are implemented in a fully optimized DREENA framework
[27,28], which makes it suitable for this paper. To more easily
interpret the obtained results, we start from a constant T
medium, i.e., DREENA-C [28]. In this framework, the local
temperature becomes the average (constant) temperature—
this makes the extraction of the temperature dependence
straightforward, which is the main advantage of that frame-
work. To confirm that, through such procedure, we indeed
extracted the local temperature dependence, we will use
DREENA-B [27] as a crosscheck, as this more complex model
incorporates medium evolution through 1D Bjorken longitu-
dinal expansion [7]. We here exploit that DREENA-C and
DREENA-B are analytically tractable, allowing us to derive
the appropriate scaling behavior. Finally, as a check of sensi-
tivity of our proposed observable to the details of the medium
evolution we employ our DREENA-A framework (“A” stands
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for “adaptive”), which employs state-of-the-art full three- plus
one-dimensional (3+1D) hydrodynamical evolution.

With the intention of extracting simple functional depen-
dence on T (of the otherwise analytically and numerically
quite complex dependence of the fractional energy loss; see
Eqs. (1) and (2)), we first provide the scaling arguments within
the DREENA-C [28] framework. These scaling (analytical)
arguments will then be followed by a full-fledged numerical
analysis. Namely, in Refs. [26–28,43] it was shown that, at
very large values of transverse momentum p⊥ and/or in pe-
ripheral collisions, the following estimates can be made:

�E/E ≈ ηT aLb,

RAA ≈ 1 − ξT aLb,
(3)

where η denotes a proportionality factor, depending on initial
parton transverse momentum and its flavor, while ξ = (n −
2)η/2, where n is the steepness of a power-law fit to the initial
transverse momentum distribution, i.e., dσ/d p2

⊥ ∝ p−n
⊥ . T

and L denote the average temperature (of the QCD medium)
along the jet path and the average path length traversed by
the energetic parton. The scaling factors for temperature and
path-length energy-loss dependence are denoted as a and b,
respectively.

We next formulate the quantity RT
AA, with the goal to isolate

the temperature dependence:

RT
AA = 1 − RAA

1 − Rref
AA

, (4)

which presents the (1 − RAA) ratio for a pair of two different
centrality classes. The centrality class that corresponds to Rref

AA
(i.e., the quantity in the denominator) is denoted as the referent
centrality, and is always lower (corresponding to a more cen-
tral collision) than centrality in the numerator. We term this
new quantity, given by Eq. (4), as a temperature-dependent
suppression ratio (RT

AA), which we will further elucidate be-
low.

Namely, by using Eq. (3), it is straightforward to isolate
average T and average path-length dependence of RT

AA:

RT
AA = 1 − RAA

1 − Rref
AA

≈ ξT aLb

ξT a
refL

b
ref

=
(

T

Tref

)a( L

Lref

)b

, (5)

which in logarithmic form reads

ln
(
RT

AA

) = ln

(
1 − RAA

1 − Rref
AA

)
≈ a ln

(
T

Tref

)
+ b ln

(
L

Lref

)
. (6)

However, the remaining dependence of the newly defined
quantity on the path length is undesired for the purpose of this
paper. So, in order to make use of the previous equation, we
first test how the two terms on the right-hand side of Eq. (6)
are related. To this end, in Fig. 1 we plot ln(L/Lref ) against
ln(T/Tref ) for several combinations of centralities, as denoted
in the caption of Fig. 1.

Conveniently, Fig. 1 shows a linear dependence
ln(L/Lref ) ≈ k ln(T/Tref ), with k ≈ 1.86. This leads to a
simple relation:

ln
(
RT

AA

) ≈ (a + kb) ln

(
T

Tref

)
, (7)

FIG. 1. ln(L/Lref ) vs ln(T/Tref ) in 5.02-TeV Pb+Pb collisions at
the LHC for various centrality pairs. The referent centralities (for
quantities in denominators) acquire one of the values 5–10, 10–20,
20–30, 30–40, or 40–50%, while the centralities in the numerator are
always higher (the highest one being 50–60%). The solid red line
corresponds to the linear fit to the calculated points.

so that with f = a + kb

RT
AA ≈

( T

Tref

) f
, (8)

where this simple form facilitates extraction of a.
In Eq. (8), RT

AA depends solely on T and effectively the
temperature-dependence exponent a (as k and b [26] are
known), which justifies the use of the “temperature-sensitive”
term with this new quantity. Therefore, here we propose RT

AA,
given by Eq. (4), as a new observable, which is highly suitable
for the purpose of this paper. Note, however, that this coupled
dependence of RT

AA on a and b exponents has its advantage,
since it allows using this new observable to shed light on
the underlying energy-loss mechanisms, by differentiating
between various energy-loss models on both their T and L
dependences.

The proposed extraction method is the following: We use
our full-fledged DREENA-C numerical procedure to gener-
ate predictions for RAA and thereby for the left-hand side
of Eq. (8). Calculation of average T is already outlined in
the previous section and described in detail above. We will
generate the predictions with a full-fledged procedure, where
we expect asymptotic scaling behavior (given by Eq. (8)) to be
valid at high p⊥ ≈ 100 GeV. Having in mind that values of k
and b parameters have been extracted earlier, the temperature-
dependence exponent a in the very high-p⊥ limit can then be
estimated from the slope ( f ) of a ln(RT

AA) vs ln(T/Tref ) linear
fit, done for a variety of centrality pairs.

However, before embarking on this task, we first verify
whether our predictions of RT

AA for different centrality classes,
based on the full-fledged DREENA-C framework, are con-
sistent with the available experimental data. In Fig. 2 we
compare our RT

AA vs p⊥ predictions for charged hadrons with
corresponding 5.02-TeV Pb + Pb LHC data from A Large Ion
Collider Experiment (ALICE) [57], Compact Muon Solenoid
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FIG. 2. Charged hadron RT
AA for different pairs of centrality classes as a function of p⊥. The predictions generated within our full-fledged

suppression numerical procedure DREENA-C [28] (black curves with corresponding gray bands) are compared with ALICE [57] (red
triangles), CMS [58] (blue squares), and ATLAS [59] (green circles) data. The lower (upper) boundary of each band corresponds to
μM/μE = 0.6 (μM/μE = 0.4). Centrality pairs are indicated in the upper-left corner of each plot.

(CMS) [58], and A Toroidal LHC ApparatuS (ATLAS) [59],
for different centrality pairs as indicated in the upper-left
corner of each plot. Despite the large error bars, for all cen-
trality pairs we observe consistency between our DREENA-C
predictions and experimental data, in the p⊥ region where our
formalism is applicable (p⊥ � 10 GeV). Moreover, we also
notice the flattening of each curve with increasing p⊥ (≈100
GeV), confirming that the expecting saturating (limiting) be-
havior is reached.

Furthermore, based on the analytical relation provided by
Eq. (7), we expect linear functional dependence between
ln RT

AA and ln(T/Tref ), which we test in Fig. 3. Note that
all quantities throughout the paper are determined at p⊥ =
100 GeV, and by calculating RT

AA for various centrality pairs

(see figure captions) within the full-fledged DREENA pro-
cedure. Remarkably, from Fig. 3, we observe that ln(RT

AA)
and ln(T/Tref ) are indeed linearly related, which confirms the
validity of our scaling arguments at high p⊥ and the proposed
procedure.

Linear fit to calculated points in Fig. 3 leads to the propor-
tionality factor f = a + kb = 3.79 ≈ 4. This small value of f
would lead to k smaller than 1 if (commonly assumed) a = 3
and b = 2 are used. Such k value seems, however, implausi-
ble, as it would require (T/Tref ) to change more slowly with
centrality compared to (L/Lref ).

More importantly, the temperature exponent can now be
extracted (b ≈ 1.4 as estimated in Ref. [26]), leading to a ≈
1.2. This indicates that temperature dependence of energetic
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FIG. 3. ln(RT
AA) vs ln(T/Tref ) relation. ln(RT

AA) and ln(T/Tref ) are
calculated from the full-fledged DREENA-C framework [28], for h±

at p⊥ = 100 GeV in 5.02-TeV Pb+Pb collisions at the LHC for
different centrality pairs. The referent centrality values are 10–20,
20–30, 30–40, and 40–50%, while their counterpart values are al-
ways higher, with the highest being equal to 50–60%. The red solid
line corresponds to the linear fit to the values. Remaining parameters
are the same as in Fig. 2.

particle energy loss (at very high p⊥) is close to linear (see
Eq. (3)), that is, certainly not quadratic or cubic, as commonly
considered. This is in accordance with previously reported
dependence of fractional dynamical energy loss on T some-
where between linear and quadratic [29], and as opposed to
commonly used pQCD estimate a = 3 for radiative [9–12,14–
20] (or even a = 2 for collisional [7,21–23]) energy loss.

The extraction of T dependence, together with previously
estimated path-length dependence [26], within the DREENA
framework, allows utilizing this new observable RT

AA in dis-
criminating between energy-loss models, with the aim of
better understanding QGP properties. To this end, in Fig. 4,
we (i) test sensitivity of RT

AA on different medium evolutions
(constant temperature, 1D Bjorken [60], and full 3+1D hy-
drodynamics [61]) and (ii) compare the asymptote derived
from this study ((T/Tref )1.2(L/Lref )1.4), with the commonly
used estimate of (T/Tref )3(L/Lref )2.

Several conclusions can be drawn from Fig. 4.
(i) With respect to different models of QGP expansion, we

see that, as expected, obtained RT
AA results are similar, i.e., not

very sensitive to the details of the medium evolution. As in
DREENA-C (and DREENA-B; see the next subsection) the
temperature dependence can be analytically tracked (which
is, however, not possible in more complex DREENA-A), this
result additionally confirms that the DREENA-C framework
is suitable for the extraction of energy-loss temperature de-
pendence.

(ii) Ideally, the T dependence exponent could be directly
extracted from experimental data, by fitting a straight line
to the very high-p⊥ part (≈100 GeV) of RT

AA for practically
any centrality pair (upon L the dependence exponent is de-
termined following Ref. [26]). However, the fact that data
from different experiments (ALICE, CMS, and ATLAS) are
not ideally consistent, and that the error bars are quite sizable,

currently prevents such direct extraction. The error bars in the
upcoming high-luminosity third run at the LHC are, however,
expected to significantly decrease, which would enable the
direct extraction of the exponent a from the data.

(iii) Finally, Fig. 4 also indicates that widely considered
energy-loss dependence T 3L2 may be inconsistent with the
experimental data. Future increase in measurements precision
could provide confidence in this observation and resolve the
exact form of these dependencies from the data, through our
proposed observable. This discriminative power of the RT

AA
quantity highlights its importance in understanding the under-
lying energy-loss mechanisms in QGP.

A. Effects of medium evolution

While in Fig. 4 we showed that RT
AA results are robust with

respect to the medium evolution, the analytical procedure for
extracting temperature dependence is different in DREENA-C
and DREENA-B frameworks. A comparison of scaling fac-
tors extracted from these two procedures can be used to test
reliability of the proposed procedure. In this subsection, we
consequently utilize the DREENA-B framework [27], where
medium evolution is introduced through Bjorken 1D hydrody-
namical expansion [60], i.e., there is the following functional
dependence of T on path length:

T = T0

(τ0

l

)1/3
, (9)

where T0 and τ0 = 0.6 fm [62,63] denote initial temperature
and thermalization time of the QGP.

Proceeding in a similar manner as in constant medium
case, RT

AA (given by Eq. (4)) in the evolving medium (for cou-
pled local T and l , where l stands for traversed path length)
reads

RT
AA =

∫ L
0 T alb−1dl∫ Lref

0 (Tref )a(lref )b−1dlref

= T a
0 τ

a/3
0

∫ L
0

lb−1

la/3 dl

T a
0,refτ

a/3
0

∫ Lref

0
(lref )b−1

(lref )a/3 dlref

=
(

T0

T0,ref

)a( L

Lref

)b− a
3

, (10)

where we used Eq. (9). Again, we assess whether there is
a simple relation between logarithms of the (now initial)
temperature ratio and average path-length ratio for different
centrality pairs. Similarly to the constant T case, from Fig. 5
we infer linear dependence between these two quantities,
where the slope coefficient now acquires the value κ ≈ 1.3.
Thus, we may write

L

Lref
=

(
T0

T0,ref

)κ

⇒ T0

T0,ref
=

(
L

Lref

)1/κ

, (11)

which ensures that the RT
AA quantity has a very simple form,

depending only on average path length and exponents a, b,
and κ:

RT
AA =

(
L

Lref

) a
κ
+b− a

3

. (12)

If we substitute the value of a ≈ 1.2 obtained in the con-
stant T medium case, previously estimated b ≈ 1.4 [26], and
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FIG. 4. The discriminative power of the RT
AA quantity in resolving the energy-loss mechanism. Four panels in Fig. 2 are extended to include

comparison of our asymptotic scaling behavior (T/Tref )1.2(L/Lref )1.4 (gray dashed horizontal line) with common assumption (T/Tref )3(L/Lref )2

(gray dot-dashed horizontal line). The figure also shows comparison of RT
AAs obtained by three different numerical frameworks: constant

temperature DREENA-C (black curve), 1D Bjorken expansion DREENA-B [27] (cyan curve), and full 3+1D hydrodynamics evolution [61]
DREENA-A (magenta curve). The remaining labeling is the same as in Fig. 2.

FIG. 5. ln(L/Lref ) vs ln(T0/T0,ref ) for various pairs of centralities
in evolving medium. The assumed centrality pairs are the same as in
Fig. 1. The red solid line corresponds to the linear fit to the values.

here inferred κ ≈ 1.3, we arrive at the following estimate:

RT
AA =

(
L

Lref

)1.93

⇒ ln(RT
AA) = 1.93 ln

(
L

Lref

)
. (13)

This equation is quite suitable for testing the robustness of
the procedure for extracting the exponent a to inclusion of
the evolving medium. Namely, value 1.93 in Eq. (13) stems
from coefficient a, which is extracted from the constant T
medium case. On the other hand, if we plot ln(RT

AA), generated
by full-fledged DREENA-B calculations (i.e., in the evolving
medium) which are fundamentally different from DREENA-
C, against ln(L/Lref ) for a variety of centrality pairs, again
we observe a linear dependence (see Fig. 6). Furthermore, a
linear fit to the values surprisingly yields the exact same slope
coefficient value of 1.93 (see also Table I).

Consequently, the procedure of extracting the temperature-
dependence exponent, introduced first in the case of the
constant T medium, is applicable to the expanding medium as
well. Moreover, the fact that the same coefficient a is obtained
through two different procedures leads us to conclude that
(i) for the purpose of this paper the DREENA-C framework
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FIG. 6. Testing the validity of our procedure for temperature-
dependence extraction in the case of the expanding QCD medium.
ln(RT

AA) vs ln(L/Lref ) for h± at p⊥ = 100 GeV for different pairs
of centrality classes is plotted. Suppression predictions are obtained
from full-fledged DREENA-B [27] calculations. Referent centrality
values are 5–10, 10–20, 20–30, 30–40, 40–50, and 50–60%, while
their counterpart values are always higher, with the highest being
60–70%. The red solid line corresponds to the linear fit to the values.

(assuming a constant temperature medium) is sufficient and
(ii) the same energy-loss scaling holds in an evolving medium
(i.e., for local temperature) as well. The displayed consistency
of the results provides confidence in the general applicability
of our procedure (suggesting robustness to the applied model
of the bulk medium) and supports the reliability of the value
of extracted T dependence exponent a ≈ 1.2.

It is worth noting that the definition of RT
AA relies on the fact

that we assume that RAA = 1 if no energy loss is encountered.
Related to this, we do not study the effect of (nuclear) parton
distribution function differences on RAA, as it is generally
studied under initial-state effects. However, it is known that
initial-state effects have a sizable impact only on the low- and
moderate-p⊥ sector (lower than 6 GeV) [64–70]. Since our
numerical predictions are generated above 8–10 GeV and the
temperature dependence is extracted at very high-p⊥ values
(p⊥ ∼ 100 GeV), these effects will be negligible in this p⊥
region, and should not influence the results obtained in our
paper.

B. Effects of colliding system size

We below extend our analysis to smaller colliding systems
in order to assess generality of the conclusions presented

TABLE I. Inferred temperature-dependence exponent across dif-
ferent frameworks.

Framework Temperature dependence exponent

DREENA-C a ≈ 1.2
DREENA-B Consistent with a ≈ 1.2
DREENA-A Not analytically tractable

above. Smaller colliding systems, such as Xe + Xe, Kr +
Kr, Ar + Ar, and O + O, are important to gradually re-
solve the issue of QGP formation in small systems (such as
pA), and (except Xe + Xe, which is already in a run) are
expected to be a part of the future heavy-ion program at the
LHC [71].

As already discussed in Ref. [26], for this analysis within
the DREENA-C framework [28] (which we employ here
for simplicity, since the robustness of the procedure to the
evolving medium was demonstrated above) note that RAA de-
pends on (i) initial high-p⊥ parton distribution, (ii) medium
average T , and (iii) path-length distribution. For different
colliding systems (probably at slightly different

√
sNN = 5.44

TeV compared to the Pb + Pb system) we employ the same
high-p⊥ distributions, since in Ref. [29] it was shown that
for almost twofold increase of the collision energy (from 2.76
to 5.02 TeV) the change in corresponding initial distributions
results in a negligible change (approximately 5%) in suppres-
sion.

Regarding the average temperature, one should note that
T is directly proportional to the charged particle multiplicity,
while inversely proportional to the size of the overlap area
and average medium size [26,28,47,48], i.e., T ∝ ( dNch/dη

A⊥L )1/3.
The transition to smaller colliding systems, for a certain
fixed centrality class, leads to the following scaling: A⊥ ∝
A2/3, L ∝ A1/3 [72,73], and dNch/dη ∝ Npart ∝ A [74,75],
where A denotes atomic mass. This leads to T ∼ ( A

A
2
3 A

1
3

)1/3 ∼
const, that is, we expect that average temperature does not
change, when transitioning from large Pb + Pb to smaller
systems, for a fixed centrality class. Lastly, path-length dis-
tributions for smaller systems and each centrality class are
obtained in the same manner as for Pb+Pb [28], and are
the same as in Pb + Pb collisions up to a rescaling factor
of A1/3.

By denoting all quantities related to smaller systems with a
tilde, with Pb + Pb quantities denoted as before, it is straight-
forward to show that the temperature sensitive suppression
ratio for smaller systems satisfies

R̃T
AA = 1 − R̃AA

1 − R̃ref
AA

≈ T̃ aL̃b

T̃ a
refL̃

b
ref

≈ T aLb

T a
refL

b
ref

(Ã/A)b/3

(Ã/A)b/3

= 1 − RAA

1 − Rref
AA

= RT
AA, (14)

where we used T̃ = T and L̃/L = (Ã/A)1/3.
To validate equality of RT

AAs for different system sizes,
predicted by analytical scaling behavior (Eq. (14)), in Fig. 7
we compare our full-fledged RT

AA predictions for h± in the
Pb + Pb system with those for smaller colliding systems.
We observe that, practically irrespective of system size, RT

AA
exhibits the same asymptotical behavior at high p⊥. This
not only validates our scaling arguments, but also demon-
strates the robustness of the new observable RT

AA to system
size. Consequently, since for fixed centrality range T should
remain the same for all these colliding systems, we ob-
tained that temperature-dependence exponent a should be the
same independently of the considered colliding system (see
Fig. 3). Therefore, the proposed procedure for extracting the
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FIG. 7. Dependence of RT
AA on a system size as a function of

p⊥. Predictions for h± generated within the full-fledged DREENA-C
[28] suppression numerical procedure are compared for different
colliding systems: Pb+Pb, Xe + Xe, Kr + Kr, Ar + Ar, and O
+ O (for lines specification see legend). For clarity, the results are
shown only for three centrality pairs, as specified in the plot, although
checked for all available centrality classes. The magnetic to electric
mass ratio is fixed to μM/μE = 0.4.

temperature dependence of the energy loss is also robust to
the collision system size. As a small exception, the O + O
system exhibits a slight departure from the remaining systems
at high p⊥, which might be a consequence of the fact that this
system is significantly smaller than other systems considered
here.

V. CONCLUSIONS AND OUTLOOK

One of the main signatures of the high-p⊥ particle’s energy
loss, apart from its path length, is its temperature dependence.
Although extensive studies on both issues were performed,
not until recently was the path-length dependence resolution
suggested [26]. Here we proposed a new simple observable for
extracting temperature dependence of the energy loss, based
on one of the most common jet quenching observables—the
high-p⊥ suppression. By combining full-fledged numerical
calculations with asymptotic scaling behavior, we surprisingly
obtained that temperature dependence is nearly linear, i.e., far
from quadratic or cubic, as commonly assumed. Further, we
verified its robustness and reliability on colliding system size
and evolving QGP medium. Moreover, we demonstrated that
the same observable, due to its joint dependence on T and L
exponents, can be utilized to discriminate between different
energy-loss models on both their temperature and path-length
dependence bases. Comparison with the experimental data
also indicated a need for revising the long-standing �E/E ∝
L2T 3 paradigm.

As an outlook, the expected substantial decrease of error
bars in the upcoming third run measurements at the LHC will
allow direct extraction of the temperature-dependence expo-
nent from high-p⊥ data of this observable. This will provide a
resolving power to temperature/path-length [26] dependence
of the energy loss and test our understanding of the underlying
QGP physics.
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Abstract

A number of models in mathematical epidemiology have been developed to account
for control measures such as vaccination or quarantine. However, COVID-19 has brought
unprecedented social distancing measures, with a challenge on how to include these in
a manner that can explain the data but avoid overfitting in parameter inference. We
here develop a simple time-dependent model, where social distancing effects are intro-
duced analogous to coarse-grained models of gene expression control in systems
biology. We apply our approach to understand drastic differences in COVID-19 infection
and fatality counts, observed between Hubei (Wuhan) and other Mainland China prov-
inces. We find that these unintuitive data may be explained through an interplay of
differences in transmissibility, effective protection, and detection efficiencies between
Hubei and other provinces. More generally, our results demonstrate that regional dif-
ferences may drastically shape infection outbursts. The obtained results demonstrate
the applicability of our developed method to extract key infection parameters directly
from publically available data so that it can be globally applied to outbreaks of COVID-19
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in a number of countries. Overall, we show that applications of uncommon strategies,
such as methods and approaches from molecular systems biology research to mathe-
matical epidemiology, may significantly advance our understanding of COVID-19 and
other infectious diseases.

1. Introduction

As the novel COVID-19 disease caused by the SARS-CoV-2 virus

took the world by a storm, the new pandemic quickly gained priority in sci-

entific research in a wide range of biological and medical science disciplines.

Despite that their prior expertise was in unrelated research fields, many

researchers have successfully adapted their approaches andmethods to exam-

ine various aspects of this viral infection and, thus, contributed to finding the

necessary solutions. The systems biology community is not an exception

(Alon, Mino, & Yashiv, 2020; Bar-On, Flamholz, Phillips, & Milo, 2020;

Djordjevic, Djordjevic, Ilic, Stojku, & Salom, 2021; Eilersen & Sneppen,

2020; Karin et al., 2020; Saad-Roy et al., 2021; Vilar & Saiz, 2020;

Wong et al., 2020): those involved in modeling the dynamics of biological

systems at the molecular and cellular level can directly apply the similar

methodology in epidemiological studying of the virus spread—and this

exactly is the central point of the present paper. In particular, dynamic

models of biochemical reaction networks, in which the reaction kinetics fol-

low the law of mass action, are analogous to compartmental epidemiological

models which, instead of concentrations of chemical species, track the

prevalence of individuals in defined population classes over time (Voit,

Martens, & Omholt, 2015). Moreover, gene expression dynamics is usually

a result of the interplay between the changing rate of cell growth, on which

the global physiological rates of molecule synthesis and degradation depend,

and complex transcription regulation (Djordjevic, Rodic, & Graovac,

2019). Therefore, modeling dynamics of gene circuits implies combining

kinetic models, often relying on the law of mass action, with appropriate

non-linear functions describing the regulation part. In the case of the

COVID-19 epidemic, one can note that the virus transmission in a popu-

lation, driven by the biological capacity of the particular virus in the given

environment, is coupled with strong, time-dependent regulation, represen-

ted by the epidemic mitigation measures imposed by governments. These

similarities between the modeled systems may facilitate the application of
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the systems biology techniques to the epidemiology field of research. In this

paper, we will show how such an approach can be used to assess the basic

parameters of the COVID-19 epidemic progression in a given population.

In particular, we will use the analogy outlined above to study the

COVID-19 spread inMainland China and test the hypothesis about possible

reasons for the uneven disease spread in China provinces.

Our interest inMainland China infection progression comes from Fig. 1.

The progression seems highly intriguing, as Hubei (with only 4% of China

population) shows an order of magnitude larger number of detected infec-

tion cases (Fig. 1A) and two orders of magnitude higher fatalities (Fig. 1B)

compared to the total sum in all other Mainland China provinces. The epi-

demic was unfolding well before the Wuhan closure (with the reported

symptom onset of the first patient on December 1, 2019) and within the

period of huge population movement, which started 2 weeks before

January 25 (the Chinese Lunar New Year) (Chen, Yang, Yang, Wang, &

B€arnighausen, 2020). As a rough baseline, a modeling study of the infection

spread from Wuhan (Wu, Leung, & Leung, 2020) estimated more than

105 new cases per day in Chongqing alone—instead, the actual (reported)

peak number for allMainland China provinces outside Hubei was just 831.

Fig. 1 Infection and fatality counts for Hubei vs all other provinces. The number of
(A) detected infections, (B) fatality cases. Zero on the horizontal axis corresponds to
the time from which the data (Hu et al., 2020) are taken (January 23), which also coin-
cides with the Wuhan closure. Red circles correspond to the observed Hubei counts.
Blue squares correspond to the sum of the number of counts for all other provinces.
The figure illustrates a puzzling difference in the number of counts between Hubei
alone and the sum of all other Mainland China provinces.
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Consequently, it is a notable challenge for computational modeling to

understand drastic differences in COVID-19 infection and fatality counts

observed between Hubei (Wuhan) and other Mainland China provinces.

These drastic differences may be a consequence of an interplay between

the virus transmissibility (influenced by environmental and demographic

factors) and the effectiveness of the protection measures. Both can signifi-

cantly change between different provinces (more generally different coun-

tries/regions), and the model has to infer this from available data (commonly

the number of confirmed cases, publicly available for a large number of

countries/regions).

The study presented here will therefore demonstrate the usefulness of the

systems biology approach to the analysis of non-trivial COVID-19 data from

China. In particular, the developed method will allow us to analyze the puz-

zling differences in dynamics trajectories in Mainland China provinces, and

it will also turn out to be more generally applicable for understanding

regional differences in outburst dynamics. The surprising differences in

COVID-19 progression in different provinces may put strong constraints

on the underlying infection progression parameters and allow us to

understand:

i. What interplay between the inherent disease transmissibility and the

effects of social distancing is responsible for the large difference in the

count numbers between Hubei and the rest of Mainland China?

Addressing this question in a proper way would make easier to compre-

hend how regional differences may shape the infection outbursts, which

is important both locally (for explaining this puzzle), and more generally

in the context of global COVID-19 pandemics progression.

ii. What is the Infected Fatality Rate (IFR, the number of fatalities per total

number of infected cases) in China? Case Fatality Rate (CFR, the number

of fatalities per confirmed/detected cases) can be obtained directly from the

data but is highly sensitive to the testing coverage. IFR is a more fun-

damental mortality parameter, as it does not depend on the testing cov-

erage, but is however much harder to determine, due to the unknown

number of infected cases.

Addressing these questions allows understanding both the different response

policies, and the inherent risks posed by the pandemics and will enable future

cross-country comparisons. The developed methodology (i) demonstrates

the usefulness of applying transdisciplinary expertise to efficiently analyze

problems of nationwide importance, (ii) allows to readily analyze future
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outbreaks of COVID-19 and other infectious diseases, as it depends only on

inference from straightforward and publically available data.

2. An overview of compartmental models of epidemic
progression

In epidemiology, for practical and ethical reasons, it is fairly impossible

to conduct scientific experiments in controlled conditions in order to inves-

tigate the spread of the disease in the human population (Brauer, 2008).

Therefore, epidemiologists usually resort to collecting data from clinical

reports on the observed situation in the field and, then, using mathematical

models to interpret these data, i.e., to infer the principles underlying the pro-

cess of disease spreading. These principles may point to potentially successful

control strategies, as well as to the probable future status of the disease in the

population. Epidemiological data can often be incomplete or inaccurate due

to poorly controlled or non-standardized collection methods, which signif-

icantly complicates modeling. However, even a qualitative agreement of the

model with the data can provide useful information of great practical impor-

tance. Hence, model predictions are widely used for making various esti-

mates and answering important questions about the seriousness of the

epidemic consequences. For example, how many people will be infected,

require treatment, or die, or how many patients should the public health

facilities expect at any given time? Also, how long will the epidemic last?

Towhat extent could quarantine and self-isolation of the infected contribute

to mitigating the effects of the epidemic?Model predictions guide the devel-

opment of strategies to control the epidemic spread, including vaccination

programs.

When the goal is to discover the general principles of epidemic progres-

sion, simple mathematical models, which can be solved and analyzed with a

“pencil on paper,” are a logical choice as they give insight into the properties

of the examined process despite failing to reproduce it in detail. In 1927,

Kermack and McKendrick formulated a simple model that predicted

behavior similar to that observed in numerous epidemics (Kermack &

McKendrick, 1927). It was a type of compartmental model describing the

infection spread in a population by analogy with a system of vessels con-

nected by pipes through which a fluid flows. Namely, the population is

divided into compartments, and assumptions are made about the nature

and the rate of the flow between them. The structure of the compartmental
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model—which sections and howmany of them it will contain and how they

will be connected—depends on the characteristics of transmission of a given

infectious disease and whether the past disease provides immunity to

re-infections or not. The model set by these two scientists is known as

SIR (from Susceptible–Infected–Recovered). It divides the population into

three classes which correspond to compartments (Fig. 2): Susceptible (S)

class includes healthy individuals susceptible to infection, which have never

been exposed to the virus; Those who are infected and can infect others

belong to the Infected (I) class; Recovered (R) class encompasses those

who are excluded from the population, either by quarantining the infected,

or by acquiring immunity through recovery from disease or immunization,

or by the death of the infected (Brauer, 2008).

Mathematically, this model is represented by a system of ordinary differ-

ential equations. The time derivative of the number of individuals in a

compartment, i.e., the rate of their change, is given by the difference between

the rates at which the compartment is filled and emptied. Analogous to the

processes in which chemical species (e.g., proteins) are degraded or converted

into others within a biochemical reaction network (Ingalls, 2013), the rate of

transition of individuals from one compartment to another follows the law of

mass action. For example, a person moves from compartment S to compart-

ment I at the rate which is proportional to the product of the S and I, as the

encounterwith an infected person enables virus transmission to the susceptible

one (Voit et al., 2015).

By formulating such (or similar) models, one assumes that the epidemic is

a deterministic process. Namely, the state of the population at all times is

completely determined by its previous state and the rules described by the

model. This is a reasonable approximation in cases where the numbers of

individuals in the compartments are large, i.e., in a commonly considered

Fig. 2 Schematic representation of the SIR model. Rectangles denote model compart-
ments containing susceptible (S), infected (I), and recovered (R) individuals in the pop-
ulation of size N. Permitted directions of flow between compartments are denoted by
arrows, with the rates of flow indicated above them. The rates are expressed according
to the law of mass action, where κ1 and κ2 are the rate constants. The dashed curve
corresponds to bimolecular reaction, where newly infected are generated through
interactions (contacts) between susceptible and already infected individuals.
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deterministic range (>10). Such approximation (i.e., deterministic model-

ing) is well suited for the spread of COVID-19, which is up to now known

for a large number of individuals in all compartments.

3. Systems biology approach to compartmental
modeling of the COVID-19 epidemic

The above-introduced SIR model is likely the simplest compartmen-

tal model in mathematical epidemiology and many subsequent models are

derivatives of this basic form. Among others, these extensions have also been

developed toward including control measures such as vaccination or quar-

antine (Diekmann, Heesterbeek, & Britton, 2012; Keeling &Rohani, 2011;

Martcheva, 2015). However, COVID-19 brought a challenge to account

for previously unprecedented social distancing measures, taken by most

countries. When included, these effects have been, up to now, accounted

for by the direct changes in the transmissibility term (Chowell, Sattenspiel,

Bansal, & Viboud, 2016; Tian et al., 2020), which, however, corresponds

to introducing a phenomenological dependence in otherwise mechanistic

models. That is, to be included consistently in the model, social distancing

should move individuals from one compartment to the other, just as vaccina-

tion and quarantine are usually implemented. On the other hand, it is neces-

sary to construct aminimal mechanistic model in terms of the ability to explain

the data with the smallest number of parameters, so that relevant infection pro-

gression properties can be inferredwithout overfitting.With this goal inmind,

we used our systems biology background to develop a minimal model that

accounts for all the main qualitative features of the SARS-CoV-2 infection

spread under epidemic mitigation measures. As outlined above, we opt for

a deterministic model due to the robust and computationally less demanding

parameter inference (Wilkinson, 2018).

To describe the COVID-19 epidemic, we developed SPEIRD model

depicted schematically in Fig. 3. It assumes that healthy persons susceptible

to infection (S), can be infected, but in the case of this (and many other)

viruses they do not immediately become contagious to other people, but

first spend some time in the compartment E (Exposed to the virus) and then

develop symptoms and pass to the compartment I. Infected persons can

either recover at home, moving to the compartment R, or they can be diag-

nosed with SARS-CoV-2 virus infection (Active detected cases).A (Active)

cases can, further, either become healed (H) or die from the disease (F ). To

consistently implement the social distancing within this model structure, we
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included a compartment P (Protected) in the model, which contains suscep-

tible persons who are protected from exposure to the virus as a result of the

epidemic mitigation measures, such as self-imposed isolation, social distanc-

ing, and advised changes in individual behavior.

The following differential equations describe how different categories

change with time:

dS=dt ¼ �β � I � S=N � α tð Þ � S (1)

dE=dt ¼ β � I � S=N � σ � E (2)

dI=dt ¼ σ � E � γ � I � ε � δ � I (3)

dA=dt ¼ ε � δ � I � h � A� m � A (4)

dH=dt ¼ h � A (5)

dF=dt ¼ m � A (6)

where β is the infection rate in a fully susceptible population; α(t), the
time-dependent protection rate, i.e., the rate at which the population moves

from susceptible to the protected category, quantifying the impact of the

social protection measures; σ, the inverse of the exposed period; γ, the
inverse of the infectious period; δ, the inverse of the period of the infection
diagnosis; ε, the detection efficiency; h, the healing rate of diagnosed cases;

m, the mortality rate.

Fig. 3 Schematic representation of the SPEIRDmodel. Compartments and the transition
rates are as indicated in the text, where transitions between different compartments are
marked by arrows. The time-dependent transition rate from susceptible to protected
category α(t) is indicated by the solid arrow. The infected can transition to the recovered
category either without being diagnosed (transition to R), or being diagnosed and then
transitioning to confirmed healed or fatality cases. The dashed rectangle indicates that
A, H, and F categories in the starting model are substituted for the cumulative case
counts (D), which removes h and m from the analysis, where D is fitted to the
observed data.
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The probability that an infected person will meet a susceptible person is

proportional to S/N, whereN is the total number of individuals in the pop-

ulation. The rate at which individuals move from S to E is obtained when

the product of I and S/N is multiplied by the infection rate, β, which quan-
tifies the efficiency of transmission of a particular virus in the population

with certain demographic characteristics and meteorological conditions,

and it does not depend on epidemic suppression measures. Thus, β is a char-
acteristic of the virus, the population, and the external conditions in which

the virus is transmitted. Since the compartment S is being emptied, the

corresponding rate in the first equation is specified with the minus sign.

S also decays by moving the individuals to P with a protection rate that

may vary with time. While mitigation measures are commonly accounted

for bymodels with time-independent terms (Martcheva, 2015), we note that

the social distancing term should depend on time, as this measure is intro-

duced at a certain point in epidemics and may also evolve gradually. We

denote the time point (more specifically, the date) of the onset of the social

distancing measures in the examined population with t0. The protection rate

α(t) is then taken as 0 before t0 and a constant value α afterwards.

One may notice a direct parallel between the model outlined above, and

e.g., modeling gene expression regulation in systems biology with a step

function that approximates the activity of a promoter to which repressor

proteins are highly cooperatively bound: the promoter is initially silenced

and upon receiving a signal which leads to the abrupt removal of repression,

promoter activity rises sharply to its maximum value. We notice that

the step function is a satisfactory approximation of the dynamics of social

distancing, i.e., it may not be necessary to further increase the number of

parameters by applying the Hill function (which describes a more gradual

activation), since governments quickly introduced these measures, together

with their effective implementation. Note however that in (Djordjevic

et al., 2021) we introduced a more complex model with Hill function,

and provided analytical results for key properties of this model.

Compartment E is filled by infecting the susceptibles and emptied by

moving the individuals to I, with the rate σ representing the inverse value

of the latent period during which the person is not contagious. While com-

partment I is filled with individuals from E, it is depleted through two chan-

nels. Individuals move toRwith the rate γ, which is the inverse of the period
of contagiousness, and to A with the rate δ, which is the inverse of the time

required for diagnosis, multiplied by ε, reflecting that only a fraction (likely

small due to many asymptomatic infections) of the total infected are
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detected. Note that case detection reduces the number of individuals in

I that can infect susceptibles: the model assumes that the detected cases

are quarantined and thus isolated from the general population. The numbers

in compartments A,H, and F change following the same logic described for

the other compartments.

We can further simplify the analysis by looking at the total number of

detected cases (D), which is the sum of A, H, and F. By adding the

Eqs. (4)–(6), we obtain:

dD=dt ¼ ε � δ � I , (7)

and thus lose two parameters, h and m. The total number of detected cases in

time is a measurable quantity from which we can determine the dynamics of

other model compartments since this is the data that is available for various

different regions and countries. Thereby, we assume that before t0 social

distancing does not take effect, and the measures introduced at t0 will take

effect on D�10 days later, as this is about the time that elapses between

infection and detection/diagnosis (Feng et al., 2020). Consequently, for

the first t0+10 days, the D curve reflects disease transmission without

epidemic suppression measures.

3.1 Virus transmission in the early stages of epidemics
Wewill now focus on the dynamics of the infection spread at the very begin-

ning of the epidemic, i.e., on the period before the introduction and practice

of any control measures (Salom et al., 2021). Regarding the model, we

assume that there is no social distancing (no transition from S to P), there

is no quarantine, and almost the entire population consists of people suscep-

tible to infection, so S/N¼1. This gives us an even simpler mathematical

model which appears to be very useful because it allows analytical derivation

of the expressions we need. Our system of Eqs. (1)–(3) and (7) is reduced to
two linear differential equations that we can write in matrix form

d

dt

E

I

� �
¼ �σ β

σ �γ

� �
E

I

� �
¼ A

E

I

� �
, (8)

determine the eigenvalues and eigenvectors of the matrix and, subsequently,

the solutions of the system,E(t) and I(t). Specifically, the cumulative number

of infected in time, I(t), is obtained according to the following equation:

I tð Þ ¼ C1 exp λ+tð Þ + C2 exp λ�tð Þ, (9)
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where λs are eigenvalues of the matrix. Since one of the eigenvalues, here

denoted by λ�, is negative, the corresponding term of the Eq. (9) will

decrease over time, and I(t) will be effectively described by the first term,

already after few days from the epidemic outbreak (Salom et al., 2021).

We can further derive this equation for the dependence of the logarithm

of the number of detected cases in time:

log D tð Þð Þ ¼ log ε � δ � I 0ð Þ=λ+ð Þ + λ+ � t (10)

This is the straight line equation whose slope is given by the value of λ+ (the

dominant, positive eigenvalue of the matrix in Eq. (8)).

Once we know λ+, we can calculate the value of the so-called basic

reproduction number, R0,free, by fixing mean values of the latency period

and the infectivity period (γ¼0.4 days�1, σ¼0.2 days�1), which are known

from the literature and characterize the fundamental infection processes

(Kucharski et al., 2020; Li et al., 2020):

R0,free ¼ β
γ
¼ 1 +

λ+ γ + σð Þ + λ2+
γσ

(11)

R0,free is an important epidemiological parameter that characterizes the

inherent biological transmission of the virus in a completely unprotected

population. In particular, it is the mean number of secondarily infected

by one infected person introduced in a completely susceptible population.

It depends on the biology of the specific virus, as well as the demographic

characteristics of the population and the environmental conditions, while it

does not depend on the applied infection control measures (Brauer, 2008).

In Salom et al. (2021) we utilized a bioinformatics analysis, akin to those

often used to understand complex data in systems biology, to pinpoint

demographic and meteorological factors that affect R0,free (i.e., inherent

virus transmissibility in population). This furthermore underlines that a rich

array of techniques developed and/or widely used within systems biology

can be successfully employed within infectious disease modeling.

4. Parameter analysis and inference

R0,free, α, t0, two initial conditions (I0 and E0), and the detection effi-

ciency ε, are unknown andmay differ between the provinces. Is it possible to

determine these unknown parameters from different properties of the

D curve? Early in the infection, almost the entire population is susceptible

(S�N), so Eqs. (2) and (3) become linear, and decoupled from the rest of the
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system, as discussed in the previous section. This sets the ratio of I0 to E0,

through the eigenvector components with the dominant (positive) eigen-

value of the Jacobian for this subsystem. This eigenvalue, corresponding

to the initial slope of the log(D) curve, sets the value of λ+ and subsequently,

ofR0,free (see Eq. 11). From Eq. (7) one can see that the product of I0 and ε�δ
is set by dD/dt at the initial time (t¼0). Later dynamics of the D curve is

determined solely by the combination tα¼ t0+1/α (which we denote as

protection time), setting the time at which �½ of the population moves

to the protected category. We also numerically checked this, and confirmed

that t0 can be lowered at the expense of increasing 1/α, without affecting the
fit quality.We allowed for t0 to vary in reasonable proximity of January 23, as

the social distancing was generally introduced close to Wuhan closure (e.g.,

on that date, all major events in Beijing were canceled) (Chen et al., 2020;

Du et al., 2020), but we cannot be sure when the measures effectively took

place. Our inferred t0 values are within a week from Wuhan closure, appe-

aring as reasonable. The remaining independent parameter (I0) is then left to

be determined fromD curve properties at the late infection stage, such as its

saturation time. The number of characteristic dynamics features is thus at

least equal to the number of fit parameters, leading to constrained numerical

analysis, so that overfitting is not expected. For few provinces, we however

observed that I0 can be decreased compared to the best fit value, without

noticeably affecting the fit quality. For these provinces, we chose the lowest

I0 value that still leads to a comparably good fit. This allows obtaining the

most conservative (i.e., as high as possible while still consistent with data)

IFR estimate, as the reported fatality counts for provinces other than

Hubei is surprisingly low.

Parameter inference and uncertainties are estimated separately for each

province. However, within a given province, demographic, special, or pop-

ulation activity (network effects) heterogeneities (Britton, Ball, & Trapman,

2020; Diekmann et al., 2012), or seasonality effects (Wong et al., 2020), are

not taken into account. These are potentially important, particularly for pro-

jections (longer-term predictions of infection dynamics under different sce-

narios), and can be readily included in our model. Such extensions would

however complicate parameter inference, due to an increase in parameter

number, as this may either lead to overfitting or require special/additional

data that may be available only for a limited number of countries/regions

(which would limit the generality of our proposed method). A more

complex model structure may also obscure a straightforward relationship

between the model parameters and distinct dynamical features of the
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confirmed case count curve analyzed above. While the inclusion of addi-

tional effects is left for future work, we here employ the model structure

and parameter inference introduced above on widely available case count

data, as proof of the principle for the generality of our proposed approach.

Moreover, a major advantage of our approach is that it allows consistent

analysis for all provinces with the same model, numerical procedure, and

parameter set, allowing an objective comparison of the obtained results.

Our model was numerically solved by the Runge-Kutta method

(Dormand & Prince, 1980) for each parameter combination. Parameter

values were inferred by exhaustive search over a wide parameter range, to

avoid reaching a local minimum of the objective function (R2). To infer

the unknown parameters, we fit (by minimizing R2) the model to the

observed total number of detected D for each province. As an alternative

to exhaustive search, some of many optimization techniques used in epi-

demics modeling, such as the Markov chain Monte Carlo (MCMC)

approach, can be used instead (Keeling & Rohani, 2011; Wong et al.,

2020)—exhaustive search is however straightforward, guarantees that the

global minimum is reached, and is in this case not computationally demand-

ing. Errors were estimated through Monte-Carlo simulations (Press,

Flannery, Teukolsky, & Vetterling, 1986), individually for each province

with the assumption that count numbers follow the Poisson distribution.

Monte-Carlo simulations were found as the most reliable estimate of the

fit parameter uncertainties for a non-linear fit (Cunningham, 1993). This

also serves as an independent check for overfitting, as in that case, data point

perturbations would lead to large parameter uncertainties. We find no indi-

cation of this in the results reported below, as the inferred uncertainties (con-

sistently indicated with all results) are reasonably small. In particular, the

differences in the inferred parameter values, which are relevant for the

reported results/conclusions, are statistically highly significant. P values

for extracted parameter differences between provinces are estimated by

the t-test.

5. Analysis of COVID-19 transmission in China

We used our SPEIRD model with the parameter inference described

above, to analyze all Mainland China provinces, except Tibet, where only

one COVID-19 case was reported. Parameters were estimated separately

for each of the 30 provinces by the same model and parameter set, which

enables an impartial comparison of the results presented below. To allow
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for a straightforward comparison of the infection progression between

different provinces, the starting date (i.e., t¼0) in our analysis is the same

for all the provinces and corresponds to January 23 (when the data for

all the provinces became publically available and continuously tracked

(Hu et al., 2020)).

In Fig. 4A and B, we show that our model can robustly explain the

observed D, in the cases of large outburst (Hubei on Fig. 4A), as well as

for all other provinces, where D is in the range from intermediate (e.g.,

Guangdong) to low (e.g., Inner Mongolia). Provinces in Fig. 2B were

selected to cover the entire range of observed D (from lower to higher

counts), while comparably good fits were obtained for other provinces,

which were all included in the further analysis. Our method is also robust

to data perturbations (which might be frequent), e.g., in the case of

Hubei (Wuhan), a large number of counts was added on February 12, based

on clinical diagnosis (CT scan) (Feng et al., 2020), which is apparent as a

discontinuity in observedD in Fig. 4A. Themodel however interpolates this

discontinuity, finding a reasonable description of the overall data.

We backpropagated the dynamics inferred for Hubei, to estimate that

January 5 (�4 days) was the onset of the infection’s exponential growth

in the population (not to be confused with the appearance of first infections,

which likely happened in December (Feng et al., 2020)). This agrees well

with (Feng et al., 2020) (cf. Fig. 3A), which tracked cases according to their

symptom onset (shifted for�12 days with respect to detection/diagnosis, cf.

Fig. 3B), and coincides with WHO reports on social media that there is a

cluster of pneumonia cases—with no deaths—in Wuhan (WHO, 2020).

Since our analysis does not directly use any information before January

23, this agreement provides confidence in our I0 estimate. Note that we infer

I0 separately for each province of interest, through which we also take into

account different times of the infection onset in different provinces (so that

earlier onset time would generally lead to a larger number of infected on

January 23).

Key parameters inferred from our analysis are summarized in Fig. 4C–F,
with individual results and errors for all the provinces shown in Table 1.

Fig. 4C shows the distribution of R0,free. Note that R0,free might depend

on demographic (population density, etc.) and climate factors (temperature,

humidity…), which are not controllable, but are unrelated to the applied

social distancing measures (see above). It is known that the R0 value can

strongly depend on the model, e.g., the number of introduced compart-

ments (Keeling & Rohani, 2011); accordingly, a wide range of R0 values
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Fig. 4 Model predictions: comparison with data and key parameter estimates. Predictions (compared to data) of detected infection counts for
(A) Hubei, (B) other Mainland China provinces. Zeros on the horizontal axis correspond to January 23, which is the initial time in our numerical
analysis for all the provinces. The observed counts are shown by dots and our model predictions by dashed curves. Names of the provinces
are indicated in the legend, with provinces selected to cover the full range of the observed total detected counts. The distribution with
respect to provinces of (C) the basic reproduction number in the absence of social distancing, R0,free, (D) the protection time tα. (E) Case
Fatality Rate, calculated directly from the reported data. (F) Infected Fatality Rate. The values for Hubei are indicated by the red bars.



Table 1 Inferred COVID-19 infection progression parameters for Mainland China provinces
Province tα (days) R0 E0 I0 IFR (%) CFR (%) Detected (%)

Anhui 6.6�0.5 5.5�0.8 920�30 220�20 0.04�0.02 0.6�0.3 6�3

Beijing 7.9�0.5 3.5�0.4 610�20 180�10 0.12�0.05 1.7�0.7 7�3

Chongqing 7.0�0.2 3.5�0.2 1900�40 560�20 0.04�0.03 1.0�0.5 4�2

Fujian 3.7�0.4 7�2 1660�40 360�20 0.007�0.003 0.3�0.4 2�1

Gansu 5�1 6�3 630�20 150�10 0.03�0.04 1�1 2�3

Guangdong 5.0�0.1 7�1 1360�40 290�20 0.04�0.01 0.6�0.2 7�2

Guangxi 7�1 3.8�0.8 1000�30 290�20 0.02�0.02 0.8�0.6 3�3

Guizhou 8.1�0.6 7�1 53�7 11�3 0.06�0.03 1�1 4�2

Hainan 7.6�0.8 3.3�0.7 300�20 90�10 0.21�0.09 4�2 6�3

Hebei 6.0�0.6 7�2 240�20 52�7 0.11�0.03 1.8�0.8 6�2

Heilongjiang 7�1 6�2 260�20 59�7 0.15�0.07 2.9�0.9 5�3

Henan 7.0�0.3 4.5�0.5 1780�40 460�20 0.09�0.04 1.7�0.4 5�2

Hubei 8.3�0.2 8.2�0.4 31,900�400 6600�200 0.15�0.09 6.5�0.1 2�2

Hunan 5.1�0.1 6.8�0.8 1430�40 310�20 0.02�0.01 0.4�0.2 5�2

I. Mongolia 10.0�0.8 2.8�0.4 940�30 300�20 0.01�0.03 1�1 1�3

Jiangsu 5.5�0.5 7�2 500�20 110�10 0�0 0�0 6�2



Jiangxi 7.0�0.2 5.6�0.9 890�30 210�10 0.005�0.002 0.1�0.1 5�2

Jilin 10.0�0.7 4.0�0.8 270�20 76�9 0.02�0.02 1�1 1�2

Liaoning 7�1 2.9�0.7 1240�40 390�20 0.02�0.04 2�2 1�2

Ningxia 5.3�0.9 7�3 72�9 15�4 0�0 0�0 6�23

Qinghai 6.1�0.6 4.0�0.5 2260�50 640�30 0�0 0�0 0�2

Shaanxi 5.2�0.5 6�1 380�20 90�10 0.07�0.03 1.3�0.8 6�2

Shandong 9�1 3.5�0.5 900�30 260�20 0.06�0.01 1.0�0.4 6�1

Shanghai 5.0�0.4 6�1 1570�40 370�20 0.02�0.02 0.8�0.5 2�3

Shanxi 5.2�0.5 6�2 1600�40 370�20 0�0 0�0 1�2

Sichuan 7.7�0.8 3.7�0.5 990�30 280�20 0.03�0.02 0.6�0.3 5�3

Tianjin 7�2 4�2 170�10 46�7 0.14�0.06 2�1 7�3

Xinjiang 7.3�0.9 6�1 42�7 10�3 0.25�0.09 3�2 8�2

Yunnan 4.0�0.2 7�2 360�20 76�9 0.06�0.03 1.2�0.9 5�2

Zhejiang 5.0�0.1 7.2�0.8 1340�40 290�20 0.005�0.002 0.1�0.1 7�3

tα, protection time;R0,free, basic reproduction number; E0, initial exposed; I0, initial infected; IFR, Infected Fatality Rate;CFR, Case Fatality Rate; detected %, fraction of
the infected population that has been detected. Error of the quantities correspond to one standard deviation.



were reported for China in the literature (Sanche et al., 2020; Wu, Leung,

Bushman, et al., 2020). Consequently, a clear advantage of our study is that

parameters for all China provinces were determined from the same model

and data set, which allows direct comparisons. Our obtained average R0,free

for provinces outside of Hubei is 5.3�0.3, in a reasonable agreement with a

recent estimate (�5.7) (Sanche et al., 2020). Furthermore, we observe that

R
0,free

for Hubei is a far outlier with a value of 8.2�0.4, which is notably

larger than for other provinces with p�10�11. This then strongly suggests

that demographic and climate factors that determineR0,free, played a decisive

role in a large outburst in Hubei vs other provinces, which we further

address below.

The distribution of protection time tα for the provinces is shown in

Fig. 4D, with the value for Hubei indicated in red. The mean for the other

provinces is 6.6�0.2 days. That is, we observe that the suppressionmeasures

were efficiently implemented, with �½ of the population moving to the

protected category within a week fromWuhan closure. The protection time

for Hubei of 8.3�0.2 days was longer, which is statistically significant at the

p�10�11 level. The estimated less efficient protection in the case of Hubei

may also be an important contributing factor in the surprising difference in

Hubei vs other provinces, which we further investigate below.

CFR distribution, based on the fatality numbers reported for Hubei and

other provinces is shown in Fig. 4E. These numbers are not based on the

model predictions, i.e., can be straightforwardly obtained by dividing the

total number of fatalities by the total number of detected cases. CFR for

other provinces with a mean of 1.2�0.4% is significantly smaller compared

to CFR for Hubei, which was 4.6% before the correction on April 17, and

6.5% after the correction (with 1290 fatalities added to Wuhan). This large

difference in CFR between Hubei and other provinces further accentuates

the differences noted in Fig. 1.

IFR is harder to determine than CFR, as a majority of COVID-19 infec-

tions correspond to asymptomatic or mild cases that are by large not diag-

nosed (Day, 2020). We consequently calculate IFR as the total number of

fatalities divided by the total number of infections (cumulative incidence) for

the entire outburst, where cumulative incidence is estimated from our

model. As the infections precede fatalities, both the total number of fatalities

and the cumulative incidence in our estimate correspond to the entire out-

burst, so that all the infections had a sufficient time to recover or lead to

fatalities—this is directly feasible for the provinces in China, where all

detected case counts reached saturation. Note that IFR calculated in this
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way corresponds to an averaged quantity so that it does not capture possible

time-dependent change over the outburst interval (in fact, for Wuhan it

is known that the fatality rate was larger at the very beginning of the out-

burst). Nevertheless, the estimated IFR’s present a reasonable measure of

COVID-19 mortality across China provinces.

IFR distribution, which provides a much less biased measure of the

infection mortality, is shown in Fig. 4F. In distinction to CFR, estimated

IFR shows a much smaller difference between Hubei (0.15�0.09%) and

other provinces (0.056�0.007%). Therefore, while Hubei is a clear outlier

with respect to CFR, we observe similar IFR values for all Mainland China

provinces, where few provinces have even higher IFR than Hubei. The

ratio of IFR to CFR equals the fraction of all infected that got detected

(detection coverage). We estimate that the mean detection coverage for all

provinces except Hubei is higher than detection coverage for Hubei

(4.5�0.9% vs 2�2%). This difference is responsible for a decrease by a

factor of two fromCFR to IFR for Hubei, compared to the other provinces,

and consequently for more uniform mortality estimates at the IFR level.

Xinjiang has the highest IFR of 0.25�0.09% so that Hubei is not an outlier

anymore. Estimated IFR’s of up to 0.3% in China provinces are in general

agreement with the estimates reported elsewhere (see e.g., (Bar-On et al.,

2020; Djordjevic et al., 2021; Mizumoto, Kagaya, & Chowell, 2020)).

In Fig. 5A, two key infection progression parameters are plotted against

each other: protection time tα vs basic reproduction number R0,free.

Unexpectedly, there is a high negative correlation, with Pearson correlation

coefficient R¼� 0.70, which is statistically highly significant p�10�5,

where these two are a priori unrelated (see above). Actually, stronger social

distancing measures—which by definition are not included in R0,free—

would lead to a decrease in effective transmissibility. This would then lead

to a tendency of transmissibility to positively correlate with tα, oppositely

from the strong negative correlation observed in Fig. 5A. Therefore, higher

basic reproduction number is genuinely related to a shorter protection time

(larger effect of the suppression measures). Intuitively, this could be under-

stood as a negative feedback loop, commonly observed in systems biology

(Alon, 2019; Phillips, Kondev, Theriot, & Garcia, 2012), where larger

R0,free leads to steeper initial growth in the infected numbers, which may

elicit stronger measures and better observing of these measures by the pop-

ulation faced with a more serious outbreak. Interestingly, similar negative

feedback was also obtained in the context of epidemics research other than

COVID-19 (Wang, Andrews, Wu, Wang, & Bauch, 2015).
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The twomain properties of the Hubei outburst are therefore higherR0,

free and tα compared to other provinces. In Fig. 5B, we investigate how

these two properties separately affect the Wuhan outburst for latent and

infected cases, where unperturbed Hubei dynamics is shown by the red full

curve.We first reduce onlyR0,free from the Hubei value, to the mean value

for all other provinces (the dash-dotted green curve). We see that this

reduction substantially lowers the peak of the curve, though it still remains

wide. Next, instead of decreasing R0,free, we decrease the protection time

tα to the mean value for all other provinces (dashed orange curve). While

reducing tα also significantly lowers the peak of the curve, its main effect is

in narrowing the curve, i.e., reducing the outburst time. Finally, when R0,

free and tα are jointly reduced, we obtain the (dotted purple) curve that is

both significantly lower and narrower than the original Hubei progression.

This curve comes quite close to the curve that presents the sum of all other

provinces (full blue curve)—the dotted curve remains somewhat above

this sum, mainly because the initial number of latent and infected cases

is somewhat higher for Hubei compared to the sum of all other provinces.

This synergy between the transmissibility and the control measures will be

further discussed below.

Fig. 5 The interplay of transmissibility and effective social distancing. (A) The correlation
plot of tα vs R0,free for all provinces, where the point corresponding to Hubei is marked in
red. (B) The effect (on the Hubei dynamics of infected and latent cases) of reducing R0,
free and tα to the mean values of other Mainland China provinces. Both the unperturbed
Hubei dynamics and the sum of infected and latent cases for all other provinces are
included as references.
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6. Conclusions

In this study, we applied a systems biology approach to develop a

novel method of COVID-19 transmission dynamics. The model includes

(time-dependent) social distancing measures in a simple manner, consistent

with the compartmental mechanistic nature of the underlying process. The

model has a major advantage that it is independent of the specific transmis-

sion process considered, and requires only commonly available count data as

an input. The model allows extracting key infection parameters from the

data that are readily available and publicly accessible (both for China and

other countries), so that, in a nutshell, our approach is of wide applicability.

To our best knowledge, such parameters (necessary to assess any future

COVID-19 risks), were not extracted by other computational approaches.

The developed method is subsequently applied to the problem that

appears highly non-trivial, i.e., to understand the puzzle created by the dras-

tic differences in the infection and fatality counts betweenHubei and the rest

of Mainland China. The goal was to determine if it is possible to consistently

explain such drastic differences by the same model, and what are the

resulting numerical estimates and conclusions. We found that Hubei was

a suitable ground for infection transmission, being an outlier with respect

to two key infection progression parameters: having significantly larger

R0,free, and a longer time needed to move a sizable fraction of the population

from susceptible to a protected category. While stricter measures were for-

mally introduced in Hubei, the initial phase of the outburst put a large strain

on the system, arguably leading to less effective measures compared to other

provinces.

The fact that the initial epidemic in Hubei was not followed by similar

outbursts in the rest ofMainland China may be understood as a serendipitous

interplay of the two factors noted above. While both smaller R0,free and

lower half-protection time (more efficient measures) significantly suppress

the infection curve, their effect is also qualitatively different.While lowering

R0,free more significantly suppresses the peak, decreasing the half-protection

time significantly reduces the outburst duration. Consequently, the synergy

of these two effects appears to lead to drastically suppressed infection dynam-

ics in other Mainland China provinces compared to Hubei. The number of

detected (diagnosed) cases in the entire Mainland China is, therefore,

though unintuitive, well consistent with the model, and is explainable by

a seemingly reasonable combination of circumstances. Our obtained
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negative feedback between transmissibility and effects of social distancing

may be understood in terms of larger transmissibility triggering more strin-

gent social distancing measures, where a similar conclusion was also obtained

through entirely different means (a combination of real-time human mobil-

ity data and regression analysis) (Kraemer et al., 2020).

In summary, we showed that unintuitive dissimilarity in the infection

progression for Hubei vs other Mainland China provinces is consistent with

our model, and can be attributed to the interplay of transmissibility and

effective protection, demonstrating that regional differences may drastically

shape the infection outbursts. This also shows that comparisons in terms of

the confirmed cases, or fatality counts (even when normalized for population

size), between COVID-19 and other infectious diseases, or between differ-

ent regions for COVID-19, are not feasible, and that parameter inference

from quantitative models (individually for different affected regions) is nec-

essary. Consequently, this paper illustrates that utilization of uncommon

strategies, such as systems biology application to mathematical epidemiol-

ogy, may significantly advance our understanding of COVID-19 and other

infectious diseases.
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Traditionally, the low-p⊥ sector is used to infer the features of initial stages before quark-gluon plasma
thermalization. On the other hand, a recently acquired wealth of high-p⊥ experimental data paves the way
to utilize the high-p⊥ particles’ energy loss in exploring the initial stages. We here study how four different
commonly considered initial-stage scenarios—which have the same temperature profile after thermalization, but
differ in the “temperature” profile before thermalization—affect predictions of high-p⊥ RAA and v2 observables.
Contrary to common expectations, we obtain that high-p⊥ v2 is insensitive to the initial stages of medium
evolution, being unable to discriminate between different conditions. On the other hand, RAA is sensitive to
these conditions; however, within the current error bars, the sensitivity is not sufficient to distinguish between
different initial stages. Moreover, we also reconsider the validity of the widely used procedure of fitting the
energy loss parameters, individually for different initial-stage cases, to reproduce the experimentally observed
RAA. We here find that previously reported sensitivity of v2 to different initial states is mainly a consequence of
the RAA fitting procedure, which may lead to incorrect conclusions. On the other hand, if a global property, in
particular the same average temperature, is imposed to tested temperature profiles, high sensitivity of high-p⊥
v2 is again obtained. We show, however, that this sensitivity would be a consequence of differences not in initial
stages but rather in final stages. Consequently, the simultaneous study of high-p⊥ RAA and v2, with consistent
energy loss parametrization and stringently controlled temperature profiles, is necessary to assess sensitivity of
different variables to differences in initial and final stages.

DOI: 10.1103/PhysRevC.101.064909

I. INTRODUCTION

It is by now firmly confirmed that a new state of matter—
the quark-gluon plasma (QGP) [1,2], in which quarks, anti-
quarks and gluons are deconfined—is formed at the Relativis-
tic Heavy Ion Collider (RHIC) and the Large Hadron Collider
(LHC). Rare high transverse momentum (high-p⊥) particles,
which are created immediately upon collision, are sensitive
to all stages of QGP evolution, and are considered to be
excellent probes [3–6] of this extreme form of matter. As these
probes traverse the QGP, they lose energy, which is commonly
assessed through high-p⊥ angular averaged (RAA) [7–14] and
high-p⊥ angular differential (v2) [15–19] nuclear modification
factors.

Commonly, high-p⊥ particles are used to study the nature
of jet-medium interactions, while low-p⊥ particles are used
to infer the bulk QGP properties. Accordingly, the scarce
knowledge of the features of initial stages before QGP ther-
malization (τ < τ0) was mostly inferred by utilizing data from
the low-p⊥ sector [20–22] (p⊥ � 5 GeV). However, since
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high-p⊥ partons effectively probe QGP properties, which in
turn depend on initial stages, the idea of utilizing high-p⊥
theory and data in exploring the initial stages emerged. This
idea acquired an additional boost, since a wealth of precision
high-p⊥ RAA [7–12] and v2 [15–19] data have recently be-
come available. Thus, the main goal of this paper is to assess
to what extent and through what observables the initial stages
of QGP evolution can be restrained by exploiting the energy
loss of high-p⊥ particles in the evolving medium.

While clarifying these issues is clearly intriguing, the
results of current theoretical studies on this subject are either
inconclusive or questionable [23–25] as, e.g., the energy loss
parameters are fitted to reproduce the experimentally observed
high-p⊥ RAA data individually for different analyzed initial
stages. The energy loss parametrization should, however,
clearly be a property of high-p⊥ parton interactions with
the medium, rather than of individual temperature profiles.
Consequently, to more rigorously study this issue, one needs a
high control on both the energy loss and the analyzed tempera-
ture (T ) profiles. To achieve this, we here use our state-of-the-
art dynamical energy loss formalism, embedded in Bjorken
one-dimensional (1D) medium evolution [26] (DREENA-B
framework). While Bjorken 1D medium evolution is not a
full bulk QGP evolution model, for this particular study it
has a major advantage, as it allows one to analytically intro-
duce different evolutions before thermalization, with the same
evolution after thermalization, which therefore allows one to
clearly isolate only the effects of different initial stages (which
would not be possible with full hydrodynamics models).
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Consequently, we will here consider the effects on high-
p⊥ RAA and v2 predictions of four common initial-stage
cases [23], which have the same T profiles after thermaliza-
tion, but differ in T profiles before the thermalization.

Furthermore, we recently demonstrated that the DREENA-
B framework [27] is able to accurately reproduce both high-
p⊥ RAA and v2 data for diverse colliding systems and energies
(Pb + Pb at 2.76 and 5.02 TeV and Xe + Xe at 5.44 TeV), for
both light and heavy flavors (h±, B, D) and all available cen-
tralities, without introducing new phenomena [28,29]. This
is distinct from many other formalisms, which employ more
advanced medium evolution models, but contain simplified
energy loss models, which have a tendency to underestimate
v2 relative to the experimental data; this is widely known as
the v2 puzzle [30,31]. Moreover, we recently obtained that
going from 1D Bjorken to full 3+1D hydrodynamics evolu-
tion [32] does not significantly change the agreement between
our predictions and experimental data, strongly suggesting
that, for high-p⊥ data, accurate energy loss description is
more important than the medium evolution. Consequently, for
this study, using 1D Bjorken evolution has a major advantage
of tight control over the temperature profiles used to mimic
different initial states, while, at the same time, providing a
reasonably realistic description of the data within our model.

The paper is organized as follows. In Sec. II, theoretical
and computational frameworks are outlined. In Sec. III, we
first assess the sensitivity of RAA and v2 to the aforementioned
initial stages. We then adopt the approach of fitting initial
temperature (T0) to reproduce the same RAA in all cases, and
then assess the effect of thus obtained “modified” temperature
profiles on RAA and v2. We finally reexamine the validity of
the widely used procedure [23–25] of fitting the energy loss
parameters for different initial-stage cases to reproduce the
same RAA. For all these studies, we analytically pinpoint the
origin of the obtained results. Our conclusions are presented
in Sec. IV.

II. THEORETICAL AND COMPUTATIONAL
FRAMEWORKS

To obtain the medium modified distribution of high-p⊥
light and heavy flavor particles, the generic pQCD convolution

formula [33,34] is utilized:

E f d3σ

d p3
f

= Eid3σ (Q)

d p3
i

⊗ P(Ei → E f ) ⊗ D(Q → HQ), (1)

where indexes f and i refer to the final hadron (HQ) and

initial parton (Q), respectively. Eid3σ (Q)
d p3

i
denotes the parton

initial momentum distribution, calculated according to [35].
P(Ei → E f ) represents the energy loss probability based on
our dynamical energy loss formalism (see below). D(Q →
HQ) stands for the fragmentation function of a parton into
a hadron (HQ), where for the light hadrons and D and B
mesons we apply fragmentation functions of de Florian, Sas-
sot, and Stratmann (DSS) [36], Braaten, Cheung, Fleming,
and Yuan (BCFY) [37], and Kartvelishvili, Likhoded, and
Petrov (KLP) [38], respectively.

The dynamical energy loss formalism [39–41] includes
several unique features in modeling jet-medium interactions,
whereby we previously showed [42] that all the ingredients are
important for accurately describing experimental data: (1) The
finite size QCD medium, that consists of dynamical (moving)
as opposed to static scattering centers, which allows longi-
tudinal momentum exchange with the medium constituents.
(2) The calculations are done within the finite temperature
generalized hard-thermal-loop approach [43], so that infrared
divergences are naturally regulated in a highly nontrivial
manner, contrary to many models which apply tree-level (vac-
uumlike) propagators [44–47]. (3) Both radiative [40,41] and
collisional [39] contributions are calculated within the same
theoretical framework. (4) The generalizations to a finite mag-
netic mass [48], running coupling [33], and beyond the soft-
gluon approximation [49] are performed. In this paper, for the
magnetic to electric mass ratio we assume the value μM/μE =
0.5, since various nonperturbative [50,51] approaches re-
ported it to be in the range 0.4–0.6. (5) The energy loss prob-
ability comprises also multigluon [52] and path-length [34]
fluctuations. The path-length fluctuations are calculated ac-
cording to the procedure presented in [53], and are provided
in Ref. [54].

As outlined in Ref. [27], the analytical expression for a
single gluon radiation spectrum, in an evolving medium, reads

dNrad

dx dτ
= C2(G)CR

π

1

x

∫
d2q
π

d2k
π

μ2
E (T ) − μ2

M (T )[
q2 + μ2

E (T )
][

q2 + μ2
M (T )

]T αs(ET )αs

(
k2 + χ (T )

x

)

×
[

1 − cos

(
(k + q)2 + χ (T )

xE+ τ

)]
2(k + q)

(k + q)2 + χ (T )

[
k + q

(k + q)2 + χ (T )
− k

k2 + χ (T )

]
, (2)

where k and q denote transverse momenta of radiated and exchanged gluons, respectively, C2(G) = 3, CR = 4/3 (CR = 3) for
the quark (gluon) jet, while μE (T ) and μM (T ) are electric (Debye) and magnetic screening masses, respectively. Temperature
dependent Debye mass [55] is obtained by self-consistently solving Eq. (5) from Ref. [27]. αs is the (temperature dependent)
running coupling [56], E is the initial jet energy, while χ (T ) = M2x2 + m2

g(T ), where x is the longitudinal momentum fraction

of the jet carried away by the emitted gluon, M is the mass of the quark (Mu,d,s ≈ μE (T )/
√

6, i.e., the thermal mass, whereas
Mc = 1.2 GeV and Mb = 4.75 GeV) or gluon jet, and mg(T ) = μE (T )/

√
2 [57] is the effective gluon mass in finite temperature

QCD medium. Note that for all parameters we use standard literature values, i.e., we do not include additional fitting parameters
when comparing our predictions with experimental data.
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The analytical expression for the collisional energy loss per unit length in the evolving medium is given by [27]

dEcoll

dτ
= 2CR

πv2
αs(ET )αs

(
μ2

E (T )
)∫ ∞

0
neq(|�k|, T )d|�k|

[∫ |�k|/(1+v)

0
d|�q|

∫ v|�q|

−v|�q|
ωdω +

∫ |�q|max

|�k|/(1+v)
d|�q|

∫ v|�q|

|�q|−2|�k|
ω dω

]

×
[
|�L(q, T )|2 (2|�k| + ω)2 − |�q|2

2
+ |�T (q, T )|2 (|�q|2 − ω2)[(2|�k| + ω)2 + |�q|2]

4|�q|4 (v2|�q|2 − ω2)

]
, (3)

where neq(|�k|, T ) = N
e|�k|/T −1

+ Nf

e|�k|/T +1
is the equilibrium mo-

mentum distribution [58] comprising gluons, quarks, and
antiquarks (N = 3 and Nf = 3 are the numbers of colors
and flavors, respectively). k is the four-momentum of the
incoming medium parton, v is velocity of the initial jet, and
q = (ω, �q) is the four-momentum of the exchanged gluon.
|�q|max is provided in Ref. [39], while �T (T ) and �L(T ) are
effective transverse and longitudinal gluon propagators given
by Eqs. (3) and (4) in Ref. [27].

One of the assets of our energy loss formalism is the fact
that energy loss explicitly depends on T , which makes it natu-
rally suited for examining the QGP properties via implemen-
tation of various temperature profiles. In this paper, the tem-
perature dependence on proper time (τ ) is taken according to
the ideal hydrodynamical 1D Bjorken expansion [26] T (τ ) ∼

3
√

(τ0/τ ), with thermalization time τ0 = 0.6 fm [59,60]. The
initial QGP temperature T0 for the chosen centrality bin is not
a free parameter, i.e., it is constrained starting from the ALICE
effective temperature [61] and following the numerical proce-
dure outlined in Ref. [62]. In this paper, we will concentrate on
mid-central 30–40% centrality region at 5.02 TeV Pb + Pb at
the LHC, which corresponds to T0 = 391 MeV [27]. However,
we performed an extensive study on all centrality regions
(as in [27]), and checked that the results and conclusions
obtained here are the same irrespectively of the centrality
region (results not shown for brevity). The QGP transition
temperature is considered to be TC ≈ 160 MeV [63].

The DREENA-B framework is applied to generate predic-
tions for two main high-p⊥ observables: RAA and v2. RAA is
defined as the ratio of the quenched A + A spectrum to the
p + p spectrum, scaled by the number of binary collisions
Nbin:

RAA(pT ) = dNAA/d pT

NbindNpp/d pT
; (4)

while for intuitive understanding of the underlying effects we
also use [54]

RAA ≈ Rin
AA + Rout

AA

2
, (5)

where Rin
AA and Rout

AA denote in-plane and out-of-plane nu-
clear modification factors, respectively. The expression for the
high-p⊥ elliptic flow is derived in [23] (see also [54,64,65]),
under the assumption of negligible higher harmonics at high
p⊥ � 10 GeV, leading to

v2 ≈ 1

2

Rin
AA − Rout

AA

Rin
AA + Rout

AA

. (6)

The advantage of using Eq. (6) for high-p⊥ predictions is
that it is computationally significantly less demanding than the
commonly used v2 expression (see, e.g., Eq. (1) from [15]).
However, to explicitly verify its applicability, we checked that,
for average temperature profiles, Eq. (6) will lead to the same
result (up to less than 1% difference) as the commonly used
azimuthally dependent expression.

We also note that the approach to experimentally infer
v2 (see, e.g., Eq. (16) in [15]) is different from the above-
mentioned theoretical approaches. However, that approach
could lead to different v2 predictions only if event-by-event
fluctuations are considered (which we do not do in this study).
We also note that the importance of event-by-event fluctua-
tions in adequately addressing high-p⊥ v2 is currently an open
question; i.e., in [30], it was proposed that event-by-event
fluctuations may increase the high-p⊥ v2, while this was not
supported by two subsequent independent studies [29,66].

III. RESULTS AND DISCUSSION

In the first part of this section we address how different
initial stages (before the thermalization time τ0) affect our
predictions of high-p⊥ RAA and v2. To this end, we consider
the following four common cases of initial stages [23], which
assume the same 1D Bjorken hydro temperature (T ) pro-
file [26] upon thermalization (for τ � τ0), but have different
T profiles before the thermalization (for τ < τ0):

(a) T = 0, the so-called free-streaming case, which cor-
responds to neglecting interactions (i.e., energy loss)
before the QGP thermalization.

(b) The linear case, corresponding to linearly increasing T
with time from transition temperature (TC = 160 MeV
at τC = 0.25 fm) to the initial temperature T0.

(c) The constant case, T = T0.
(d) The divergent case, corresponding to 1D Bjorken ex-

pansion from τ = 0.

These initial stages are depicted in Fig. 1, and it is clear
that (a)–(d) case ordering corresponds to gradually increasing
prethermal interactions. Note that we use this classification
(a)–(d) consistently throughout the paper to denote initial
stages (for τ < τ0), as well as for the entire evolution. Also,
note that in this part of the study we will include experimental
data for comparison with our predictions. However, to allow
better visualization of our obtained numerical results, in the
other two parts of the study we will omit the comparison
with the data, as the error bars are large and the data re-
main the same. Intuitively, one would expect that introducing
these prethermal interactions would increase the energy loss
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FIG. 1. Four temperature evolution profiles, which differ at the initial stages. At τ � τ0, all profiles assume the same temperature
dependence on the proper time (1D Bjorken [26]). At the initial stage, i.e., for 0 < τ < τ0, the temperature is considered to be (a) equal
to zero; (b) increasing linearly from TC to T0 between τC and τ0, otherwise zero; (c) constant and equal to T0; and (d) a continuous function of
τ matching the dependence for τ � τ0. Note that, in each panel, T0 has the same value at τ0.

compared to the commonly considered free-streaming case,
and consequently lead to smaller RAA. In Fig. 2 we indeed
observe that RAA is sensitive to the initial stages for all types
of particles. That is, as expected, we see that the suppression
progressively increases from case (a) to case (d). However,
these differences are not very large, and the current error
bars at the LHC do not allow distinguishing between these
scenarios, as can be seen in Fig. 2 (left).

In contrast to RAA, the effect of initial stages on v2 is
intuitively less clear, as this observable nontrivially depends
on the energy loss or RAA’s (see Eq. (6)). From Fig. 3, we
surprisingly infer that v2 is insensitive to the presumed initial
stage for all types of particles (in distinction to the results
obtained in [24]), so that v2 is unable to distinguish between
different initial-stage scenarios.

To quantitatively understand this unexpected observation,
in Fig. 4 we show transverse momentum dependence of Rin

AA,
Rout

AA, and RAA in i = b, c, d cases relative to the baseline case
(a) for charged hadrons. The conclusions for heavy particles
are the same and therefore omitted. We distinguish three sets
of curves, which correspond to the ratio of RAA’s in linear
(b), constant (c), and divergent (d) cases relative to the free-
streaming (a) case. Note that the free-streaming case is used

as a baseline, as it corresponds to the most commonly used
scenario, both in low- and high-p⊥ calculations.

Each set of curves in Fig. 4 contains three lines, repre-
senting proportionality functions γ (p⊥), which are defined as
follows:

γ in
ia = Rin

AA,i

Rin
AA,a

, γ out
ia = Rout

AA,i

Rout
AA,a

, γia = RAA,i

RAA,a
, (7)

where i = b, c, d denotes the corresponding cases from Fig. 1.
From Fig. 4 we see that for the same i (i.e., within the same set
of curves (b), (c), or (d)) the proportionality functions γia(p⊥)
are practically identical for the relations involving in-plane,
out-of-plane, and angular averaged RAA’s:

γ in
ia ≈ γ out

ia ≈ γia. (8)

Note also that γia < 1, while γias from distinct sets signif-
icantly differ from one another (i.e., for i 
= j → γia(p⊥) 
=
γ ja(p⊥)).

Consequently, by implementing Eq. (7) in Eq. (6) and
acknowledging Eq. (8), we obtain

v2,i ≈ 1

2

γia
(
Rin

AA,a − Rout
AA,a

)
γia

(
Rin

AA,a + Rout
AA,a

) = v2,a, (9)
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FIG. 2. RAA dependence on p⊥ for four different initial stages depicted in Fig. 1 is shown for charged particles (left panel), D mesons
(central panel) and B mesons (right panel). For charged hadrons, the predictions are compared with 5.02 TeV Pb + Pb ALICE [7] (red circles),
ATLAS [8] (green triangles), and CMS [9] (blue squares) h± RAA experimental data. In each panel, temperature profiles from Fig. 1 are
represented by a full red curve (case (a)), by a dashed blue curve (case (b)), by a dot-dashed orange curve (case (c)), and by dotted green curve
(case (d)). The results correspond to the centrality bin 30–40%, and μM/μE = 0.5.
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FIG. 3. v2 dependence on p⊥ for four different initial stages depicted in Fig. 1. Left, central, and right panels correspond to charged
hadrons, D mesons and B mesons, respectively. For charged hadrons, the predictions are compared with 30–40% centrality 5.02 TeV Pb + Pb
ALICE [15] (red circles), ATLAS [16] (green triangles), and CMS [17] (blue squares) h± v2 experimental data. The labeling and remaining
parameters are the same as in Fig. 2.

for any choice of i = b, c, d , as observed in Fig. 3. Therefore,
we here showed that initial stages alone do not affect v2, i.e.,
they affect only RAA. RAA susceptibility to the initial stages is
in qualitative agreement with papers [27,67,68], where RAA is
shown to be only sensitive to the averaged properties of the
evolving medium, i.e., average temperature (T ). Since RAA

is proportional to T , and since for all four initial-stage cases
(a)–(d) the T value is different (T a < T b < T c < T d ), it is
evident that RAA will be different in these cases.

RAA

RAA
in

RAA
out

0 20 40 60 80 100
0.6

0.8

1.0

p (GeV)

R
A
A
,i/

R
A
A
,a

h±

FIG. 4. Transverse momentum dependence of in-plane (dashed),
out-of-plane (dot-dashed), and angular averaged (full curves) RAA

relative to the free-streaming (a) case for charged hadrons. Blue (up-
per), orange (middle), and green (lower) sets of curves correspond,
respectively, to (b), (c) and (d) cases. The remaining parameters are
the same as in Fig. 2.

The fact that RAA depends on the average temperature of
the medium, motivates us to further explore the case in which
we modify the above temperature profiles to reproduce the
same average temperature. This is equivalent to reevaluating
the initial temperatures for different cases from Fig. 1, and,
based on the reasoning above, it is evident that new initial
temperatures should satisfy the following ordering: T0,d ′ <

T0,c′ < T0,b′ < T0,a′ . This leads to T profiles, which do not
differ only at early times (τ < τ0), but represent different evo-
lutions altogether. These new evolutions, that are illustrated
in Fig. 5 (which is a counterpart of Fig. 1 for the second

C
,

0

TC

T0

T
Lin L Lout

FIG. 5. Temperature dependence on the proper time in the setup
with the same average temperatures. The labeling is the same as in
Fig. 1, apart from the fact that initial temperatures (T0’s) now differ
in these four cases. As in Fig. 1, TC = 160 MeV, τ0 = 0.6 fm, and
τ ′

C = 0.27 fm. Vertical gray dashed lines correspond to average in-
medium path length (L), and to the path lengths along in-plane (Lin)
and out-of-plane (Lout) directions, as labeled in the figure.

064909-5



ZIGIC, ILIC, DJORDJEVIC, AND DJORDJEVIC PHYSICAL REVIEW C 101, 064909 (2020)

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

1.0

p (GeV)

R
A
A

h±

0 20 40 60 80 100

p (GeV)

D

0 20 40 60 80 100

p (GeV)

B

30−40%

FIG. 6. RAA dependence on p⊥ for four different medium evolutions depicted in Fig. 5. Left, central, and right panels correspond to charged
hadrons, D mesons, and B mesons, respectively. In each panel, the T profile corresponding to the case (a′) from Fig. 5 is represented by a full
red curve, case (b′) by a dashed blue curve, case (c′) by a dot-dashed orange curve, and case (d′) by a dotted green curve. The results correspond
to the centrality bin 30–40%, and μM/μE = 0.5.

part of this section), are denoted as (a′)–(d′) and referred to
as “modified” T profiles ((a) ≡ (a′)).

In this second T -profiles setup, we first verify from Fig. 6
that RAAs in all four cases practically overlap, as expected.
We next address how these modified evolution cases (a′)–(d′)
affect v2. From Fig. 7 we see that v2 is now very sensitive to
the transition from the free-streaming case to other modified
T profiles. More accurately, for all types of particles, the
lowest v2 is observed in the modified divergent case, while
the highest v2 is observed in the free-streaming case.

The observation from Fig. 7 leads to the following two
questions: (i) Why is v2 altered by these modified T profiles
(a′)–(d′)? (ii) Are these discrepancies a consequence of dif-
ferent initial stages? To answer these questions, we first note
that, within this setup, the differences between v2 (observed in
Fig. 7) are proportional to Rin

AA − Rout
AA, as the denominator in

Eq. (6) (as a starting premise) remains practically unchanged
(see Fig. 6). The transverse momentum dependence of Rin

AA −

Rout
AA is further shown in Fig. 8 for charged hadrons (as results

for D and B mesons will lead to the same conclusion). We see
a clear hierarchy, i.e., the largest Rin

AA − Rout
AA for free stream-

ing, descending towards the divergent case. To quantitatively
understand this observation, we note that for Rin

AA the high-p⊥
probes traverse, on average, the medium up to Lin, while
for Rout

AA the medium is traversed up to Lout. Consequently,
if we refer to Fig. 5, Rin

AA − Rout
AA comes from the T -profile

difference in the time region between Lin and Lout, i.e., upon
thermalization. Since in this region T d ′ < T c′ < T b′ < T a′

holds, Rin
AA − Rout

AA is the largest for the free-streaming case
and the smallest for the divergent case, as observed in Fig. 8,
and in agreement with v2 ordering in Fig. 7. This therefore
provides clarification of why Rin

AA − Rout
AA, and consequently

v2, is affected by these four different QGP evolution profiles,
and that this difference originates primarily from the interac-
tions of high-p⊥ partons with thermalized QGP and not the
initial stages. This agrees with the first part of this section
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FIG. 7. v2 dependence on p⊥ for four different medium evolutions depicted in Fig. 5. Left, central, and right panels correspond to charged
hadrons, D mesons, and B mesons, respectively. The labeling and remaining parameters are the same as in Fig. 6.
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FIG. 8. Rin
AA − Rout

AA dependence on p⊥ for charged hadrons. The
labeling and remaining parameters are the same as in Fig. 6.

(Figs. 2 and 3), where we showed and explained insensitivity
of v2 to different initial stages. It is worth emphasizing that,
contrary to the first part of this section, in the second part we
tested the effects on RAA and v2 not from distinctive initial
stages but instead from four entirely different evolutions of
the QCD medium (related by the same global property, i.e.,
average temperature).

In the final, third part of this section we adopt a commonly
used approach, in which the energy loss is fitted through
change of multiplicative fitting factor in the energy loss, to
reproduce the desired high-p⊥ RAA, e.g., the one that best fits
the experimental data (see, e.g., [24,30,65,69–71]). To this
end, we use the same four T profiles from the first part of

TABLE I. Fitting factors values.

T profile case Cfit
i

Free-streaming case (a) 1
Linear case (b) 0.87
Constant case (c) 0.74
Divergent case (d) 0.67

this section (Fig. 1), while in our full-fledged calculations (see
Sec. II) we introduce an additional multiplicative fitting factor
(free parameter) Cfit

i , i = b, c, d . Cfit
i is then estimated for each

initial-stage case as a best fit to the free-streaming RAA (see
Table I). Thus-obtained RAAs are shown in the left panel of
Fig. 9 only for the representative case of h±, as the same con-
clusions stand for both light and heavy flavor hadrons. From
the left panel of this figure we observe practically overlapping
RAAs in all (a)–(d) cases, as anticipated, which is obtained
by decreasing Cfit

i consistently from the free-streaming to the
divergent case (each Cfit

i � 1) in order to compensate for the
higher energy losses in the corresponding cases compared to
the case (a).

The effect of different T profiles from Fig. 1 after intro-
duction of multiplicative fitting factor Cfit

i in the full-fledged
numerical procedure on v2 is depicted in the right panel of
Fig. 9, where we see that elliptic flow in (a)–(d) cases notably
differs; i.e., it is the highest in the free-streaming case while it
is the lowest in the divergent case. Based on this observation,
one could naively infer that initial stages, i.e., the τ < τ0

region (the only region in which T profiles differ), have a
significant effect on v2, as recently observed by an alternative
approach [24].

However, this kind of reasoning is inconsistent with our
analysis outlined in the first two parts of this section, as
well as with intuitive expectation that introduction of the
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FIG. 9. RAA (left panel) and v2 (right panel) dependence on p⊥ for charged hadrons, when an additional energy loss multiplicative factor is
introduced to reproduce the free-streaming RAA, in four different initial-stage cases depicted in Fig. 1. The labeling and remaining parameters
are the same as in Fig. 2.
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FIG. 10. Comparison of four fitting factors defined by Eq. (16) with the Cfit
i value, obtained from full-fledged numerical procedure, in linear

(b) (left), constant (c) (central) and divergent (d) (right panel) cases. C factors represented by full, long-dashed, dot-dashed, and dot-dot-dashed
curves correspond to h± angular averaged, in-plane, and out-of-plane RAA and v2 cases, respectively. The horizontal gray dashed line represents
the energy loss fitted value Cfit

i . The results correspond to the centrality bin 30–40%, and μM/μE = 0.5.

energy loss at the initial stage affects RAA. To quantitatively
understand this result, we introduce asymptotic scaling behav-
ior [27,54,72]. That is, for higher p⊥ of the initial jet, and for
higher centralities (where fractional energy loss is expected to
be small), we can make the following estimates:

�E/E ≈ χT
m

L
n
, RAA ≈ 1 − l − 2

2

�E

E
= 1 − ξT

m
L

n
,

(10)
where m, n are proportionality factors, T is the average
temperature of the QGP, L denotes the average path length
traversed by the jet, χ is a proportionality factor (that depends
on p⊥ and flavor of the jet). ξ = l−2

2 χ , where l is the steepness
of a power law fit to the transverse momentum distribution.

If �E/E is fitted by additional multiplicative factor C, the
new Rfit

AA becomes

Rfit
AA,i ≈ 1 − CiξT

m
i L

n
i ≈ 1 − Ci(1 − RAA,i ), (11)

where i = b, c, d and Ci (Ci < 1,∀i) denotes the fitting factor,
and the last part of Eq. (11) is obtained by using Eq. (10),
leading to

Ci ≈ 1 − Rfit
AA,i

1 − RAA,i
. (12)

We note that Eq. (12) is applicable to the average, in-plane and
out-of-plane RAAs, since the same fitting factor is consistently
applied in all three cases. By imposing the condition (which
quantifies the equivalence of fitted RAA in (b)–(d) cases to the
free-streaming case)

Rfit
AA,i = RAA,a, (13)

and by applying Eqs. (5)–(8) and (13), together with Eqs. (10)
and (11) and their in-plane and out-of-plane analogs, we
obtain

vfit
2,i ≈ 1

2

Ci
(
Rin

AA,i − Rout
AA,i

)
2RAA,a

= 1

2

Ciγia
(
Rin

AA,a − Rout
AA,a

)
Rin

AA,a + Rout
AA,a

= Ciγiav2,a, (14)

which can also be written as

Ci ≈ vfit
2,i

γiav2,a
. (15)

From Eq. (14), we see that decrease of vfit
2 in (b)–(d) cases

compared to (a) is a result of a fitting factor Ci(p⊥) (which is
smaller than 1), as well as the proportionality function γi(p⊥)
(also smaller than 1). However, note that Eq. (14) describes
asymptotic behavior at very high p⊥, where, as shown earlier,
γ s approach 1. Consequently, the diminishing of elliptic flow
compared to the case (a) is predominantly due to a decrease of
the artificially imposed fitting factor C. Therefore, we obtain
that, contrary to [24], initial stages are not mainly responsible
for the obtained differences (the right panel of Fig. 9) in the
vfit

2 curves for different T profiles. Moreover, this argument,
as well as the obtained inconsistency of the results in this
and the first two parts of the paper, implies that application of
multiple fitting procedure for each different initial stage may
result in incorrect energy loss estimates and in misinterpreting
the underlying physics.

To asses if this qualitative conclusion indeed holds, i.e.,
that v2 susceptibility observed in Fig. 9 (as well as in [24])
is indeed mainly a consequence of a fitting factor in the
energy loss, in Fig. 10 we check the consistency of Eqs. (12)
and (15) with the full-fledged numerical calculations. That is,
a nontrivial consequence of Eqs. (12) and (15) is that Ci factors
for the average, in-plane, and out-of-plane RAA’s (Eq. (12))
and v2 (Eq. (15)), should be the same in high-p⊥ limit, and
moreover overlap with Cfit

i in this limit. To this end, we define
the C factors (originating from Eqs. (12) and (15))

Cin
i = 1 − Rin,fit

AA,i

1 − Rin
AA,i

, Cout
i = 1 − Rout,fit

AA,i

1 − Rout
AA,i

,

Cav
i = 1 − Rfit

AA,i

1 − RAA,i
, Cv2

i = 1

γia

vfit
2,i

v2,a
(16)
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and compare them with Cfit
i , for each separate initial-stages

case, i = b, c, d . Note that, while terms themselves on the
right-hand side of each expression in Eq. (16) are obtained
from Eqs. (12) and (15) in the high-p⊥ limit (and consequently
are expected to overlap in this limit, if our analytical estimate
is valid), we calculate Cfit

i , and the terms on the right-hand side
of each expression in Eq. (16), through full-fledged numerical
procedure. We indeed observe that, for each i and at high-p⊥,
Cin

i , Cout
i , Cav

i , and Cv2
i factors are practically overlapping, and

approach the value Cfit
i . Consequently, this highly nontrivial

observation confirms that our qualitative conclusion is valid,
and that v2 susceptibility in this case is indeed mainly a
consequence of an additionally introduced fitting factor.

IV. CONCLUSIONS

Traditionally, the features of initial stages before QGP ther-
malization are explored through comparison of bulk medium
simulations and low-p⊥ data. On the other hand, the recent
abundance of high-p⊥ experimental data motivates exploiting
the high-p⊥ energy loss in studying the initial stages. We
here utilized state-of-the-art dynamical energy loss embedded
in analytical 1D Bjorken medium expansion (DREENA-B
framework), which allowed us to tightly control the ana-
lyzed temperature profiles. In particular, we considered four
temperature profiles, which are identical after thermalization
but are different before thermalization, corresponding to four
commonly considered initial-stage cases. This allowed us to
study the effects of different initial-stage cases on high-p⊥

RAA and v2 predictions, under highly controlled conditions,
by combining full-fledged numerical results and analytical
estimates used to interpret the experimental results.

We found that high-p⊥ RAA is sensitive to the prether-
malized stages of the medium evolution; however, within the
current error bars, the sensitivity is not sufficient to distinguish
between different scenarios. On the other hand, the high-p⊥
v2 is unexpectedly insensitive to the initial stages. We further-
more found that previously reported sensitivity [24] of high-
p⊥ v2 to initial stages is mainly a consequence of the fitting
procedure in which the parameters in the energy loss are ad-
justed to reproduce experimentally observed RAA individually
for different initial-stage cases. On the other hand, if the same
global property, in particular the same average temperature,
is imposed to tested temperature profiles, high sensitivity of
high-p⊥ v2 is again obtained. This sensitivity is, however, a
consequence of differences in final rather than initial stages.
Overall, our results underscore that the simultaneous study of
high-p⊥ RAA and v2, with consistent that is, fixed energy loss
parameters across the entire study and controlled temperature
profiles (reflecting only the differences in the initial stages), is
crucial to impose accurate constraints on the initial stages.
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The soft-gluon approximation, which implies that radiated gluon carries away a small fraction of initial
parton’s energy, is a commonly used assumption in calculating radiative energy loss of high momentum partons
traversing quark-gluon plasma created at the Relativistic Heavy Ion Collider and the Large Hadron Collider.
While the soft-gluon approximation is convenient, different theoretical approaches have reported significant
radiative energy loss of high-p⊥ partons, thereby questioning its validity. To address this issue, we relaxed the
soft-gluon approximation within Djordjevic–Gyulassy–Levai–Vitev (DGLV) formalism. The obtained analytical
expressions are quite distinct from the soft-gluon case. However, numerical results for the first order in opacity
fractional energy loss lead to small differences in predictions for the two cases. The difference in the predicted
number of radiated gluons is also small. Moreover, the effect on these two variables has an opposite sign,
which when combined results in almost overlapping suppression predictions. Therefore, our results imply that,
contrary to the commonly held doubts, the soft-gluon approximation in practice works surprisingly well in DGLV
formalism. Finally, we also discuss generalizing this relaxation in the dynamical QCD medium, which suggests
a more general applicability of the conclusions obtained here.

DOI: 10.1103/PhysRevC.99.024901

I. INTRODUCTION

One of the main assumptions in the radiative energy loss
calculations of energetic partons (referred to as jet) traversing
the quark-gluon plasma (QGP) medium is the soft-gluon
approximation, which assumes that the radiated gluon carries
away a small portion of initial jet energy, i.e., x = ω/E � 1,
where E is the energy of initial jet and ω is the radiated gluon
energy.

Such assumption was widely used in various energy
loss models: (i) the multiple soft-scattering-based
Amesto–Salgado–Wiedemann (ASW) model [1–3]; (ii)
Baier–Dokshitzer–Mueller–Peigne–Schiff (BDMPS) [4,5],
and Baier–Dokshitzer–Mueller–Peigne–Schiff–Zakharov
(BDMPS-Z) [6,7]; (iii) the opacity-expansion-based
Gyulassy–Levai–Vitev (GLV) model [8,9], and (iv)
multigluon evolution-based Higher-Twist (HT) approach
[10,11], etc. These various energy loss models predict a
significant medium-induced radiative energy loss, questioning
the validity of the soft-gluon approximation. To address this
issue, a finite x (or large x limit) was introduced in some
of these models [12,13] or their extensions [14]. However,
introduction of finite x lead to different conclusions on the
importance of relaxing the soft-gluon approximation, which
was assessed from relatively small [14], but noticeable, to
moderately large [13] importance.

The soft-gluon approximation was also used in the de-
velopment of our dynamical energy loss formalism [15–17],
specifically in its radiative energy loss component. This for-

*bojanab@ipb.ac.rs

malism was comprehensively tested against the angular av-
eraged nuclear modification factor RAA [18,19] data, where
we obtained robust agreement for a wide range of probes
[17,20], centralities [21], and beam energies [20,22], includ-
ing clear predictions for future experiments [23,24]. This
might strongly suggest that our energy loss formalism can
well explain the jet-medium interactions in QGP, making this
formalism suitable for the tomography of QCD medium.

However, the soft-gluon approximation obviously breaks
down for (i) intermediate momentum ranges (5 < p⊥ <

10 GeV) where the experimental data are most abundant and
with the smallest error bars, and (ii) gluon energy loss, since
due to the color factor of 9/4 gluons lose significantly more
energy compared to quark jets, which therefore questions the
reliability of our formalism in such cases. Because of this,
and for precise predictions, it became necessary to relax the
soft-gluon approximation and consequently test its validity in
dynamical energy loss formalism.

This paper presents our first step toward this goal. Since the
dynamical energy loss is computationally very demanding, we
will, in this study, start with relaxing this approximation on its
simpler predecessor, i.e., Djordjevic–Gyulassy–Levai–Vitev
(DGLV) [25] formalism. Within this, we will concentrate on
gluon jets, since, because of their color factor, the soft-gluon
approximation has the largest impact for this type of parton.
For the gluon jets, we perform the radiative energy loss
calculation to the first order in the number of scattering centers
(opacity), where we consider that the radiation of one gluon is
induced by one collisional interaction with the medium.

Our calculation is done within the pQCD approach for
a finite size, optically thin QCD medium and since it is
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technically demanding it will be divided into several steps:
(i) First, the calculation will be done in the simplest case
of massless gluons in the system of static scattering centers
[26] within GLV. (ii) Then it will be extended toward the
gluons with the effective mass [27], which presents expansion
of DGLV [25] toward larger loss of jet energy via radiated
gluon. (iii) Finally, we will discuss the impact of finite x on
the radiative energy loss, when dynamical medium [17] (i.e.,
a recoil with the medium constituents) is accounted for.

In that manner, we will assess the validity of the soft-gluon
assumption for gluon jets, and this will also provide insight
into whether a finite x has to be implemented in quark-
jet radiative energy loss calculations within our formalism.
Namely, if the relaxation of the soft-gluon approximation only
slightly modifies gluon-jet radiative energy loss, then even
smaller modification would be expected in the quark-jet case,
thus making this relaxation redundant. Otherwise, if the effect
of a finite x appears to be significant in gluon-jet case, then the
relaxation in the quark-jet case may also be required, which
would represent an important future task.

Second, as stated above, the relaxation of the soft-gluon
approximation is needed in order to extend the applicability
of our model [17] toward an intermediate momentum region.
Thus, the another benefit of this relaxation would be to extend
the p⊥ range in which our predictions are valid.

The sections are organized as follows: In Sec. II, we
provide the theoretical framework. In Sec. III, we outline the
computation of the zeroth order in opacity gluon-jet radiative
energy loss in a static QCD medium, beyond the soft-gluon
approximation, in the cases of both massless and massive glu-
ons. For x � 1, the results from Refs. [9,25] are reproduced.

Section IV contains a concise description of relaxing the
soft-gluon approximation to calculate the first order in opacity
radiative energy loss for a massless gluon jet in a static QCD
medium. In the limit of very small x, the result from Ref. [9]
is recovered.

In Sec. V, we explain the computation of the first order
in opacity gluon-jet energy loss in static QCD medium, with
effective gluon mass [27] included, and beyond soft-gluon
approximation. This presents an extension of the calculations
from Ref. [25] toward finite x, so that results from Ref. [25]
can be recovered in the x � 1 limit. The detailed calculations
corresponding to Secs. III–V are presented in the Appendixes
C–J.

In Sec. VI, we outline the numerical estimates based on
our beyond soft-gluon calculations for gluon jet and the
comparison with our previous results from Ref. [25], i.e., the
results with soft-gluon approximation. In particular, we inves-
tigate the effect of finite x on gluon-jet fractional radiative
energy loss, number of radiated gluons, fractional differential
radiative energy loss (intensity spectrum), single-gluon radi-
ation spectrum, and gluon suppression [28]. Conclusions and
outlook are presented in Sec. VII.

II. THEORETICAL FRAMEWORK

In this work, we concentrate on relaxing the soft-gluon
approximation in calculating the first-order opacity radiative
energy loss of high p⊥ eikonal gluon jets within (GLV) DGLV

[25] formalism. That is, we assume that a high p⊥ gluon jet
is produced inside a “thin” finite QGP medium at some initial
point (t0, z0, x0) and that the medium is composed of static
scattering centers [26]. Therefore, we model the interactions
in QGP assuming a static (Debye) colored-screened Yukawa
potential, whose Fourier and color structure acquires the
following form ([9,25,26]):

Vn = V (qn)eiqnxn

= 2πδ
(
q0

n

)
v(�qn)e−i�qn·�xnTan

(R) ⊗ Tan
(n), (1)

v(�qn) = 4παs

�q2
n + μ2

, (2)

where xn denotes time-space coordinate of the nth scatter-
ing center, μ is the Debye screening mass, αs = g2

s /4π is
the strong coupling constant, and Tan

(R) and Tan
(n) de-

note the generators in the SU(Nc = 3) color representation
of the gluon jet and target (scattering center), respectively.

For consistency with Refs. [9,25], we use the same notation
for four-dimensional (4D) vectors (e.g., momenta), which is
described in detail in Appendix A, and proceed throughout
using light-cone coordinates. The same appendix contains al-
gebraic manipulation and identities for the SU(Nc ) generators
and the Feynman rules used in these calculations.

The approximations that we assume throughout the paper
are stated in Appendix B.

The small transverse momentum transfer elastic cross sec-
tion for interaction between gluon jet and target parton in the
Gyulassy–Wang (GW) approach [8,26] is given by

dσel

d2q1
= C2(G)C2(T )

dG

|v(0, q1)|2
(2π )2

, (3)

where q1 corresponds to transverse momentum of exchanged
gluon, C2(G) represents the Casimir operator in adjoint repre-
sentation (G) of gluons SU(Nc = 3) with dimension dG = 8
and C2(T ) denotes Casimir operator in target (T ) representa-
tion.

Since this formalism assumes optically thin plasma, the
final results are expanded in powers of opacity, which are
defined as the mean numbers of collisions in the medium:
L/λ = Nσel/A⊥ [9], where L is the thickness of the QCD
medium, λ is a mean free path, and N denotes the number of
scatterers (targets) in transverse area A⊥. Note that we restrict
our calculations to the first order in opacity, which is shown to
be the dominant term ([29,30]).

III. ZEROTH-ORDER RADIATIVE ENERGY LOSS

To gradually introduce technically involving beyond soft-
gluon calculations, we first concentrate on massless gluons
traversing static QCD medium.

We start with the M0 Feynman diagram, which corresponds
to the source J that produces off-shell gluon with momentum
p + k, radiates on-shell gluon with momentum k without
interactions with QCD medium, and emerges with momentum
p. We will further refer to these two outgoing gluons as the
radiated (k) and the final (p) gluon. Note that in both this and
consecutive sections that involve interactions with one and
two scattering centers we consistently assume that the initial
jet propagates along the longitudinal z axis. The detailed
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calculation of M0 for finite x in the massless case is presented
in Appendix C, with all assumptions listed in Appendix B.

We also assume that gluons are transversely polarized
particles, and although we work in covariant gauge, we can
choose any polarization vector for the external on-shell glu-
ons [14]. So, in accordance with Refs. [9,14,25], we choose
nμ = [0, 2, 0] (i.e., ε(k) · k = 0, ε(k) · n = 0 and ε(p) · p =
0, ε(p) · n = 0). Likewise, we assume that the source has also
the physical polarization as real gluons [14] (i.e., ε(p + k) ·
(p + k) = 0, ε(p + k) · n = 0). Thus, for massless gluon’s
momenta, we have

p + k = [E+, E−, 0],

k =
[
xE+,

k2

xE+ , k
]
, (4)

p =
[

(1 − x)E+,
p2

(1 − x)E+ , p
]
,

where E+ = p0 + k0 + pz + kz, E− = p0 + k0 − pz − kz,
and due to 4-momentum conservation

p + k = 0. (5)

The polarization vectors read

εi (k) =
[

0,
2εi · k
xE+ , εi

]
,

εi (p) =
[

0,
2εi · p

(1 − x)E+ , εi

]
, (6)

εi (p + k) = [0, 0, εi],

where i = 1, 2, and we also make use of Eq. (5). So, the
amplitude that gluon jet, produced at x0 inside QCD medium,
radiates a gluon of color c without final-state interactions and
reads

M0 = Ja (p + k)ei(p+k)x0 (−2igs )(1 − x + x2)
ε · k
k2

(T c )da.

(7)

The radiation spectrum is obtained when Eq. (7) is substituted
in

d3N (0)
g d3NJ ≈ Tr〈|M0|2〉 d3�p

(2π )32p0

d3�k
(2π )32ω

, (8)

where ω = k0, and where d3NJ reads

d3NJ = dG|J (p + k)|2 d3�pJ

(2π )32EJ

. (9)

Here EJ = E = p0 + k0 and �pJ denotes energy and three-
dimensional (3D) momentum of the initial gluon jet, respec-
tively. Note that E retains the same expression for other
diagrams as well. The jet part can be decoupled by using the
equality

d3�p
(2π )32p0

d3�k
(2π )32ω

= d3�pJ

(2π )32EJ

dxd2k
(2π )32x(1 − x)

, (10)

which is obtained by substituting pz, kz → pJ
z , xE. Finally,

energy spectrum acquires the form

xd3N (0)
g

dxdk2
= αs

π

C2(G)

k2

(1 − x + x2)2

1 − x
, (11)

which recovers the well-known Altarrelli-Parisi [31] result.

We now briefly concentrate on generating result in finite
temperature QCD medium, since in Ref. [27], it was shown
that gluons in finite-temperature QGP can be approximated as
a massive transverse plasmons with mass mg = μ/

√
2, where

μ is the Debye mass. In this case, M0 amplitude becomes

M0 = Ja (p + k)ei(p+k)x0 (−2igs )(1 − x + x2)

× ε · k
k2 + m2

g (1 − x + x2)
(T c )da, (12)

leading to

xd3N (0)
g

dxdk2
= αs

π

C2(G) k2[
k2 + m2

g (1 − x + x2)
]2

× (1 − x + x2)2

1 − x
. (13)

IV. FIRST-ORDER RADIATIVE ENERGY
LOSS IN MASSLESS CASE

In accordance with Ref. [25], we compute the first order in
opacity radiative energy loss of a gluon jet for finite x starting
from the expression

d3N (1)
g d3NJ =

(
1

dT

Tr〈|M1|2〉 + 2

dT

Re Tr〈M2M
∗
0 〉
)

× d3�p
(2π )32p0

d3�k
(2π )32ω

, (14)

where M0 corresponds to the diagram without final-state inter-
actions with a QCD medium, introduced in previous section,
M1 is the sum of all diagrams with one scattering center,
M2 is the sum of all diagrams with two scattering centers in
the contact-limit case, while dT denotes the dimension of the
target color representation (for pure gluon medium dT = 8).
In obtaining the expression for differential energy loss, we
again incorporate (9) in Eq. (14).

The assumption that initial jet propagates along z axis takes
the following form in the two cases stated below:

(1) One interaction with QCD medium (M1),

p + k − q1 = [E+ − q1z, E
− + q1z, 0], (15)

where p + k − q1 corresponds to the initial jet, while
k and p retain the same expressions as in Eq. (4),
with the distinction that now p �= −k, since due to 4-
momentum conservation, the following relation holds:

q1 = p + k. (16)

The rest of the notation is the same as in Eq. (4).
(2) Two interactions with QCD medium (M2),

p + k − q1 − q2

= [E+ − q1z − q2z, E
− + q1z + q2z, 0], (17)

where p + k − q1 − q2 corresponds to the initial jet
and qi = [qiz,−qiz, qi] corresponds to exchanged glu-
ons, i = 1, 2 with q0

i = 0, while p, k retain the same
expressions as in Eq. (4). Also, due to 4-momentum
conservation, the following relation between gluon
transverse momenta holds:

p + k = q1 + q2, (18)
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which in the contact-limit case (when q1 + q2 = 0)
reduces to p + k = 0.

Note that Eq. (16) has to be satisfied for M1 diagrams
in order to claim that initial jet propagates along the z axis;
i.e., for M1 diagrams p + k is different from 0. This is an
important distinction between the calculations presented in
our study and the calculations done within Soft-Collinear
Effective Theory (SCET) formalism (see, e.g., Ref. [14]),
where p + k = 0 was used in calculation of both M1 and M2

diagrams, though the assumption that initial jet propagates
along the z axis was used in that study as well.

The transverse polarization vectors εi (k) and εi (p) for both
M1 and M2 amplitudes are given by the same expression
as in the previous section (with an addition that in the M1

case p �= −k, as discussed above), while ε for initial jets
consistently has the same form as in Eq. (6), i.e., εi (p + k −
q1) = [0, 0, εi] for M1 amplitudes and εi (p + k − q1 − q2) =
[0, 0, εi] for M2 amplitudes.

The detailed calculation of the remaining 10 Feynman
diagrams, under the approximations stated in Appendix B,
contributing to the first order in opacity radiative energy
loss, is given in Appendixes D–H, whereas thorough deriva-
tion of the single-gluon radiation spectrum beyond the
soft-gluon approximation in the massless case is given in
Appendix I and reads as follows (energy loss expression
can be straightforwardly extracted by using dE(1)/dx ≡
ωdN (1)

g /dx ≈ xEdN (1)
g /dx):

dN (1)
g

dx
= C2(G)αs

π

L

λ

(1 − x + x2)2

x(1 − x)

∫
d2q1

π

μ2(
q2

1 + μ2
)2

×
∫

dk2

{
(k − q1)2[ 4x(1−x)E

L

]2 + (k − q1)4

[
2 − k · (k − q1)

k2
− (k − q1) · (k − xq1)

(k − xq1)2

]

+ k2[ 4x(1−x)E
L

]2 + k4

[
1 − k · (k − xq1)

(k − xq1)2

]
+
[

1

(k − xq1)2
− 1

k2

]}
, (19)

where we assumed a simple exponential distribution 2
L
e

−2�z
L

of longitudinal distance between the gluon-jet production
site and target rescattering site, emerging as ( 4x(1−x)E

L
)2

in the denominators of the integrand. Beside facilitating
the calculations, this assumption is in accordance with
Refs. [8,25,29,32], which allows direct comparison of our
results with the corresponding (GLV) DGLV results. Specif-
ically, as the calculations from this paper present a general-
ization of the previous GLV (DGLV) toward finite x, in the
soft-gluon limit they should recover GLV (DGLV) results. To
this end, note that Eq. (19) reduces to the massless case of
Eq. (11) from Ref. [25] in the x → 0 limit, as expected.

Additionally, we tested the robustness of all results from
this paper, by taking into account the alternative (opposite)
assumption of uniform distribution of scattering centers (as
done in Refs. [15,16]). The same results with the respect to the
importance of soft-gluon approximation are obtained; i.e., the
conclusions presented in this paper are robust to the presumed
longitudinal distance distribution (formulas and data shown in
Appendix K).

It is straightforward to show that our result is symmetric
under the exchange of radiated (k) and final (p) gluon, as
expected beyond the soft-gluon approximation, and as a result
of the inability to distinguish between these two identical
gluons.

V. GLUON RADIATIVE ENERGY LOSS IN
FINITE-TEMPERATURE QCD MEDIUM

Next, we note that in ultrarelativistic heavy ion collisions,
a finite-temperature QCD medium is created that modifies
the gluon self-energies and can consequently significantly

influence the radiative energy loss results. It is therefore es-
sential to include finite-temperature effects in gluon radiative
energy loss calculations beyond soft-gluon approximation,
which is the main goal of this section. To address this issue,
we note that in Ref. [27], it was shown that gluons can be
approximated as massive transverse plasmons with effective
mass mg (for gluons with the hard momenta k � T ) equal to
its asymptotic value. The assumption of initial jet propagating
along the z axis, for a massive case, leads to the following
form of momenta, in the three cases stated below:

(1) No interaction with QCD medium (M0):

p + k = [E+, E−, 0],

k =
[
xE+,

k2 + m2
g

xE+ , k

]
, (20)

p =
[

(1 − x)E+,
p2 + m2

g

(1 − x)E+ , p

]
,

where Eq. (5) holds.
(2) One interaction with QCD medium (M1):

k and p retain the same expressions as in Eq. (20), with
addition that (as in the previous section) Eq. (16) holds
due to conservation of 4-momentum, while the initial
jet has the momentum of the same form as in Eq. (15).

(3) Two interactions with QCD medium (M2):
p, k have the same expressions as in Eq. (20). Also,
due to 4-momentum conservation, Eq. (18) holds and
in the contact-limit case reduces to p + k = 0, while
initial jet momentum retains the same form as in
Eq. (17).
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The transverse polarization vectors remain the same as in
the massless case.

We retain all approximations from the previous section,
which are reviewed in Appendix B, and recalculate the same

11 diagrams from Appendixes C–H, also beyond the soft-
gluon approximation. The overview of all intermediate results
is contained in Appendix J. Thus, Eq. (19) in the massive case
acquires a more complex form, given by

dN (1)
g

dx
= C2(G)αs

π

L

λ

(1 − x + x2)2

x(1 − x)

∫
d2q1

π

μ2(
q2

1 + μ2
)2

×
∫

dk2

{
(k − q1)2 + χ[ 4x(1−x)E

L

]2 + [(k − q1)2 + χ ]2

[
2

(k − q1)2

(k − q1)2 + χ
− k · (k − q1)

k2 + χ
− (k − q1) · (k − xq1)

(k − xq1)2 + χ

]

+ k2 + χ[ 4x(1−x)E
L

]2 + (k2 + χ )2

[
k2

k2 + χ
− k · (k − xq1)

(k − xq1)2 + χ

]
+
[

(k − xq1)2

[(k − xq1)2 + χ ]2
− k2

(k2 + χ )2

]}
, (21)

where χ = m2
g (1 − x + x2). It can easily be verified that,

in the soft-gluon limit, we recover Eq. (11) from Ref. [25]
(note that for gluon jet M ≡ mg , so that the term M2x2 from
Ref. [25] should be neglected) and that in the massless limit
Eq. (21) reduces to Eq. (19).

To our knowledge, this result presents the first introduction
of effective gluon mass beyond-soft-gluon-approximation ra-
diative energy loss. Additionally, we again verified that the
single-gluon radiation spectrum is symmetric to substitution
of p and k gluons, as necessary (see the previous section and
Appendix J). Furthermore, note that the analytical form of
Eq. (21) is quite different from the corresponding expression
with the soft-gluon approximation (Eq. (11) from Ref. [25]).
In the next section, we will evaluate the extent of numerical
differences to which these two different analytical expressions
lead.

In particular, we are interested in what is the effect of finite
x on gluon fractional radiative energy loss ( �E(1)

E
), number

of radiated gluons (N (1)
g ), and the suppression (RAA). We

accordingly note that dE(1)

dx
≡ ω

dN
(1)
g

dx
≈ xE

dN
(1)
g

dx
from which

we can further straightforwardly numerically evaluate �E(1)

E
,

as well as the number of radiated gluons (N (1)
g ).

VI. NUMERICAL RESULTS

We next assess how the relaxation of the soft-gluon ap-
proximation modifies gluon-jet energy loss to the first order
in opacity. We consequently compare the predictions based on
the results derived in this paper with the one obtained in the
soft-gluon limit from Ref. [25] (applied to gluons); the com-
parison is done for gluons with effective mass mg = μ/

√
2,

where μ = √4παs (1 + nf /6)T and nf = 3 is the number of
the effective light-quark flavors. For all figures, we use the fol-

lowing set of parameters, constant αs = g2
s

4π
= 0.3, L = 5 fm,

λ = 1 fm, and T = 300 MeV, to mimic standard Large
Hadron Collider (LHC) conditions.

The comparison of the fractional radiative energy loss
�E(1)

E
for calculations beyond the soft-gluon approximation,

and with the soft-gluon approximation, as a function of ini-
tial jet transverse momentum (p⊥) is shown in Fig. 1(a);

note that in this paper we concentrate on midrapidity jets
in relativistic heavy-ion collisions, where gluons energy is
approximately equal to their transverse momentum, due to
negligible effective gluon mass compared to the transverse
momentum. More specifically, the curve corresponding to the
beyond soft-gluon approximation (bsg) case is obtained from
Eq. (21) multiplied by xE and integrated over x, while the
curve corresponding to soft-gluon approximation (sg) case is
obtained by numerically integrating Eq. (11) from Ref. [25].
These two curves almost overlap and even converge toward
one another at higher p⊥. Note that the upper limit of x
integration is equal to 1/2 instead of 1, in order to avoid
double counting. The upper limits of integration for |k| and
|q1|, determined kinematically, are 2x(1 − x)E and

√
4ET ,

respectively [25].
The comparison of the number of radiated gluons in bsg

and sg cases is presented in Fig. 1(c). These two curves also
nearly overlap, with a slight disagreement at higher p⊥.

Quantitative assessment of relaxing the soft-gluon approx-
imation on these two variables can be observed in Figs. 1(b)
and 1(d). We see that finite values of x slightly increase
fractional radiative energy loss by maximum of ∼3% up to
p⊥ ≈ 10 GeV compared to sg case. Afterward, the difference
between bsg and sg �E(1)

E
steeply decreases toward 0%. Ad-

ditionally, finite x also decreases number of radiated gluons
for a small amount (up to 5%) compared to the sg case for
very low transverse momenta. Further, the relative difference
reaches a peak of −2% also at p⊥ ≈ 10 GeV, and for higher
transverse momenta remains nearly constant somewhat below
−2%. Consequently, the overall conclusion from Fig. 1 is that
the effect on both variables is small and with opposite signs.

The effect of finite x value is further assessed on the
fractional differential radiative energy loss ( 1

E
dE(1)

dx
= x

dN
(1)
g

dx
)

and on single-gluon radiation spectrum ( dN
(1)
g

dx
) and its relative

change. These effects are shown as a function of x in Fig. 2,
for different values of initial jet transverse momentum p⊥;
bsg curves for 1

E
dE(1)

dx
are obtained from Eq. (21) multiplied

by x, whereas sg curves correspond to Eq. (11) in Ref. [25].
From Fig. 2, we observe a small difference between bsg and
sg results for x � 0.3 (roughly up to 0.4), i.e., for smaller
x, as expected. We also recognize x ≈ 0.3 as a crossover
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FIG. 1. The effect of relaxing the soft-gluon approximation on integrated variables to the first order in opacity of DGLV formalism,
as a function of p⊥. (a) Comparison of gluon’s fractional radiative energy loss without (solid curve) and with (dashed curve) soft-gluon
approximation. (b) The relative change of the radiative energy loss when the soft-gluon approximation is relaxed with respect to the soft-
gluon limit. (c) Comparison of number of radiated gluons without (solid curve) and with (dashed curve) the soft-gluon approximation. (d) A
percentage of radiated gluon number change when the soft-gluon approximation is relaxed.

value, below which fractional differential radiative energy loss
and single-gluon radiation spectrum are somewhat lower in
bsg compared to sg cases, and above which the opposite is
true. At a high value of x, i.e., 0.4 < x � 0.5, the differences
between our bsg fractional differential radiative energy loss
and previously obtained sg [25] ascend to notable values
(∼50%) and increase with increasing p⊥.

To investigate the effect of relaxing the soft-gluon approxi-
mation on the single-gluon radiation spectrum in more detail,
the third column is added in Fig. 2, i.e., Figs. 2(c), 2(f),

and 2(i) (see also Fig. 3), showing relative change of dN
(1)
g

dx
.

This quantitative estimation (difference smaller than 10%
for x � 0.4) is in agreement with the previous discussion.
In particular, at higher x values, there is a notably larger
spectra in the bsg compared to sg cases, and this difference
increases (up to 60% at p⊥ = 50 GeV) with increasing p⊥.

Nevertheless, for both variables ( 1
E

dE(1)

dx
and dN

(1)
g

dx
) bsg and sg

cases lead to similar results for x � 0.4.
The effect of relaxing the soft-gluon approximation on

single-gluon radiation spectrum for different transverse mo-
mentum values of the initial gluon jet is further addressed in
Fig. 3. We observe that a notable (i.e., tenfold) increase of

p⊥ leads to a modest increase (less than 25%) of dN
(1)
g

dx
in the

bsg compared to sg cases. Note that the same dependence is

obtained for ( 1
E

dE
(1)
bsg

dx
)/( 1

E

dE
(1)
sg

dx
) − 1 (since 1

E
dE(1)

dx
= x

dN
(1)
g

dx
, so

that x cancels when taking the relative ratio). Therefore, we
conclude that the relaxation of the soft-gluon approximation

has nearly the same effect on dN
(1)
g

dx
and 1

E
dE(1)

dx
(across the

whole x region) independent of the p⊥ of the initial jet.
Although we showed that relaxing the soft-gluon ap-

proximation has small numerical impact on both integrated
(�E(1)

E
, N (1)

g , across the whole x region) and differential

( 1
E

dE(1)

dx
,

dN
(1)
g

dx
, up to x ≈ 0.4) variables, the difference be-

tween bsg and sg cases can go up to 10% (and with different
signs), and moreover can be quite large for x > 0.4. This,
therefore, leads to the question of how the relaxation of the
soft-gluon approximation affects predictions for measured ob-
servables, such as the angular averaged nuclear modification
factor RAA [18,19]. Comparing RAA with and without soft-
gluon approximation allows us to assess the adequacy of this
approximation in obtaining reliable numerical predictions.

To that end, we next concentrate on generating the predic-
tions for bare gluon RAA, based only on radiative energy loss,
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FIG. 2. The effect of relaxing the soft-gluon approximation on differential variables to the first order in opacity of DGLV formalism, as a
function of x. The comparison of (i) fractional differential gluon radiative energy loss ((1/E) × (dE(1)/dx )) and (ii) single-gluon radiation
(spectrum) distribution in momentum fraction (dN (1)

g /dx) between bsg (solid curve) and sg (dashed curve) case, for different values of initial
jet transverse momenta (5, 10, and 50 GeV, as indicated in panels) is shown in the first column ((a), (d), and (g)) and second column ((b), (e),
and (h)), respectively. The relative change of the single-gluon radiation spectrum with respect to the soft-gluon limit is shown in panels (c), (f),
and (i).

with and without soft-gluon approximation. RAA is defined
as the ratio of the quenched A + A spectrum to the p + p
spectrum, scaled by the number of binary collisions Nbin:

RAA(p⊥) = dNAA/dp⊥
NbindNpp/dp⊥

. (22)

In order to obtain gluon quenched spectra, we use generic
pQCD convolution [33]:

Ef d3σ (g)

dp3
f

= Eid
3σ (g)

dp3
i

⊗ P (Ei → Ef ), (23)

where Eid
3σ (g)

dp3
i

denotes the initial gluon spectrum, which is

computed according to Refs. [34,35], while P (Ei → Ef )

denotes radiative energy loss probability, which includes
multigluon [29] and path-length [33] fluctuations. In accor-
dance with Ref. [29], the multigluon fluctuations are intro-
duced under the assumption that the fluctuations of the gluon
number are uncorrelated and therefore presented via Poisson
distribution. Specifically, the energy loss probability takes into
account that the jet, during its propagation through QGP, can
independently radiate the number of gluons (for more details
on the implementation procedure, please see Ref. [29]).

Regarding the path-length fluctuations, we take into ac-
count that jets can be produced anywhere in the nuclei over-
lapping area, can go in any direction, and consequently can
travel different distances (and can lose different amounts of
energy) in QGP. The path length probability is calculated
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FIG. 3. The effect of relaxing the soft-gluon approximation on
dN (1)

g /dx for different p⊥ values. The relative change of the single-
gluon radiation spectrum with respect to soft-gluon case, calculated
to the first order in opacity of DGLV formalism, for different values
of initial p⊥ (as indicated in the legend) is depicted as a function of
x. The curves fade as transverse momentum increases.

according to the procedure described in Ref. [19], where one
assumes the Glauber model [36] for the collision geometry,
with implementation of Woods-Saxon nuclear density [37].

Note that we omitted fragmentation and decay functions,
because we are considering the parton’s quenching, as we are
primarily interested in how the relaxation of the soft-gluon
approximation in energy loss affects RAA. Thereupon, we will
also investigate how the initial gluon distribution influences
RAA.

Therefore, Fig. 4(a) compares RAA predictions with and
without soft-gluon approximation accounted for, while the
percentage change arising from relaxing the approximation
is given by Fig. 4(b) as a function of the final p⊥. We
observe that this relaxation barely modifies RAA; in particular,
the relative change drops to somewhat less than −1% at
p⊥ ≈ 10 GeV and further rises to the constant value of 2%,
with increasing p⊥. This very good agreement (with even

smaller differences compared to previously studied variables)
between bsg and sg RAA raises questions of (i) why relaxing
the soft-gluon approximation has a negligible effect on RAA

and (ii) why the large discrepancy observed in Figs. 2 and 3
for high x values does not lead to a larger difference in RAA.

Regarding question (i) above, we argue that this pattern is
expected, as it is well known that in suppression calculations
both �E(1)

E
and N (1)

g nontrivially affect the RAA. Namely, by
comparing Figs. 1(b) and 1(d) with Fig. 4(b), we observe that
relaxing the soft-gluon approximation has the opposite effects
on �E(1)

E
and N (1)

g , while their interplay is responsible for the
negligible effect on RAA; i.e., the effect on RAA is qualitatively
a superposition of the effects on �E(1)

E
and N (1)

g .
To answer (ii) above, it is convenient to recall that suppres-

sion of gluon jet (see Eq. (23)) depends not only on the energy
loss probability but also on the initial gluon distribution. In
order to intuitively interpret the role of the initial gluon dis-
tribution, we refer to the descriptive Fig. 5, which represents
its dependence on initial transverse momentum. The concept
considered is the following: Some parent gluon with unknown
initial momentum traverses QGP, loses its energy by gluon
bremsstrahlung, and emerges with final momentum p⊥ =
30 GeV. This final gluon can descend from the parent gluon
with any p⊥ higher than its own, but we restrict ourselves
to five different initial momenta, corresponding to different
fractional momentum loss x ∈ {0.1, 0.2, 0.3, 0.4, 0.5}. For
instance, x = 0.5 corresponds to initial gluon momentum
of 30/(1 − 0.5) GeV = 60 GeV, i.e., to the parent gluon
that lost half of its momentum. Which of these five gluons
is the most likely to be the parent one, and how is this
probability correlated with x? From Fig. 5, we infer that,
due to the exponentially decreasing initial gluon momentum
distribution, the initial gluon corresponding to x = 0.1 has the
highest probability to be the parent one, and as x increases the
probability sharply decreases (i.e., for x � 0.4 it diminishes
for two orders of magnitude compared to the x = 0.1 case).
Thus, based on initial distribution, the main contribution to
the suppression predictions comes from the x � 0.4 region,
making this region the most relevant one for differentiating
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FIG. 4. The effect of relaxing the soft-gluon approximation on gluon nuclear modification factor RAA vs p⊥. (a) The suppression of the
gluon jet beyond the soft-gluon approximation (solid curve) is compared to the soft-gluon RAA (dashed curve) as a function of transverse
momentum. (b) Quantification of the effect and its expression in percentage.
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FIG. 5. The role of initial gluon distribution in constraining the
relevant x region. The solid black curve represents initial gluon
distribution as a function of p⊥ at the LHC [34,35]. The dot-dashed
gray line marks the final gluon transverse momentum, while dotted
arrows link parent gluons that lost momentum fraction equal to x

with their corresponding initial transverse momenta. The arrows fade
as x increases, as indicated in the legend.

between bsg and sg RAA. In this region, bsg and sg
dN

(1)
g

dx

(and equivalently 1
E

dE(1)

dx
) curves are very similar (according to

Figs. 2 and 3), which intuitively explains nearly overlapping
RAA in Fig. 4. Also, the relevant x region qualitatively re-
solves the issue of why the large inconsistency between these
curves at higher x does not affect RAA.

Note, however, that we cannot simply reject the x > 0.4
region in the suppression calculations, since non-negligible
dN

(1)
g

dx
contribution to RAA (see Figs. 2(b), 2(e), and 2(h)) comes

from it. Therefore, for reliable suppression results, one has to
take into account the entire x region, while from the above
analysis, we claim that only the x � 0.4 region is relevant
for studying the importance of the soft-gluon approximation.
In order to support this in more rigorous way, we compared
suppressions obtained from bsg expression for the entire x �
0.5 region, with results obtained from the bsg expression
for x � 0.4 combined with the sg expression for x > 0.4.
As expected from the discussion presented in the previous
paragraph, these two approaches lead to almost the same
results (with negligible differences), confirming that the re-
gion above x = 0.4 is not relevant for the importance of the
soft-gluon approximation (data shown in Appendix L for two
scenarios).

Additionally, the effect of relaxing the soft-gluon approxi-

mation on dN
(1)
g

dx
and 1

E
dE(1)

dx
is practically insensitive to initial

transverse momentum (see Fig. 3), which is the reason why
finite x affects equivalently gluon RAA regardless of its trans-
verse momentum, as observed in Fig. 4.

Finally, we also recalculated our finite x results, when
running coupling αs (Q2), as defined in Refs. [38], instead of
constant value αs = 0.3, is introduced in radiative energy loss
formula. The obtained predictions lead to the same conclu-
sions as obtained above (and are consequently omitted), which
supports the generality of the obtained results.

VII. CONCLUSIONS AND OUTLOOK

The main theoretical goal of this paper was to investi-
gate what effect relaxing the soft-gluon approximation has
on radiative energy loss, and consequently on suppression,
which depends only on initial distribution and energy loss of
high-momentum partons in QGP. In particular, we chose a
high p⊥ gluon, as due to the color factor of 9/4 compared
to the quarks, this assumption affects gluons the most. To
this end, we analytically calculated all Feynman diagrams
contributing to the first order in opacity radiative energy
loss beyond the soft-gluon approximation, first within GLV
[9] (massless case) and later within DGLV [25] (massive
case) formalism, and numerically predicted the following:
fractional integrated and differential energy loss, number of
radiated gluons, single-gluon radiation spectrum, and gluon’s
suppression. Unexpectedly, we found that although the ana-
lytic results significantly differ from the corresponding soft-
gluon results, the numerical predictions are nearly indistin-
guishable, i.e., within a few percent. We then explained that
due to exponentially decreasing initial gluon distribution, only
the x � 0.4 region effectively contributes to the differences
between bsg and sg integrated variable predictions. We also
showed that negligible suppression change is due to an inter-
play between the finite x effects on (i) fractional energy loss
and (ii) number of radiated gluons that have opposite sign.
The presented comparisons were done under the assumption
of fixed strong coupling constant but were also tested with
running coupling, leading to the same conclusions. Since we
showed that gluon quenching in QCD medium composed
of static scattering centers is not affected by the soft-gluon
assumption, quark radiative energy loss is even less likely to
be notably altered, though this remains to be further tested.

This, to our knowledge, presents the first opportunity to
assess the effect of relaxing the soft-gluon approximation on
radiative energy loss within DGLV formalism. Some other
radiative energy loss formalisms, which also imply static
scatterers, generated their results on a finite x. However,
contrary to the conclusions derived for these formalisms,
where significant difference in the radiative energy loss was
obtained, we found that relaxing soft-gluon approximation
brings negligible change to the results. Consequently, this
implies that, within DGLV formalism, there is no need to
go beyond the soft-gluon approximation. Furthermore, we
also obtained that the conclusions regarding the importance
of the soft-gluon approximation are robust to the presumed
longitudinal distance distribution of the scattering centers.

Based on the results of this paper, we also expect that
the soft-gluon approximation can be reliably applied to the
dynamical energy loss formalism, as implicitly suggested by
the previous robust agreement [17,20–22] of our theoretical
predictions with a comprehensive set of experimental data. In
particular, the effective cross section v(q) (which corresponds
to interaction between the jet and exchanged gluon) [39] does
not depend on x, so introduction of finite x will not affect
this term. We also expect that the rest of the energy loss
expression (i.e., f (k, q, x), which corresponds to interaction
between the jet and radiated gluon [39]) will be modified in
a manner similar to the static case, since when x → 0, these
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two expressions coincide. However, relaxing the soft-gluon
approximation in the dynamical energy loss model is out of
the scope of this paper, and this claim still remains to be
rigorously tested in the future.
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APPENDIX A: NOTATIONS AND USEFUL FORMULAS

In this paper we used the following notation for vectors, in
consistency with both Refs. [9,25]:

(1) �p denotes momentum 3D vector,
(2) p denotes transverse momentum 2D vector,
(3) pz denotes component of momentum vector along the

initial jet,
(4) p = (p0, pz, p) = [p+, p−, p] denotes momentum

4D vector in Minkowski and light-cone coordinates,
respectively, where p+ = p0 + pz and p− = p0 − pz.

For simplicity, we here consider a QCD medium consisting
of static partons and model the interactions of the gluon jet
with the medium via static color-screened Yukawa potential,
whose Fourier and color structure acquires the following form
([9,26]):

Vn = V (qn)eiqnxn

= 2πδ
(
q0

n

)
v(�qn)e−i�qn·�xnTan

(R) ⊗ Tan
(n), (A1)

v(�qn) = 4παs

�q2
n + μ2

, (A2)

where xn denotes the space-time coordinate of the nth scat-
terer (target), Tan

(R) and Tan
(n) denote generators in the

SU(Nc = 3) color representation of jet and target, respec-
tively, μ is Debye screening mass, and αs = g2

s /4π is strong
coupling constant. In the following lines, we will briefly
display the identities and algebra that SU(Nc = 3) generators

meet:

Tr(T a (n)) = 0, (A3)

Tr(T a (i)T b(j )) = δij δ
ab C2(i)di

dG

, (A4)

where dG = 8 is the dimension of the adjoint representation
(G). We assume that all target partons are in the same dT -
dimensional representation (T ) with Casimir operator C2(T ),
while the gluon jet is in the adjoint representation (G), with
Casimir operator C2(G).

In SU(Nc = 3) color algebra, the following identities hold
as well,

[T a, T b] = if abcT c, (A5)

while in the adjoint representation, we have

(T b )ac = if abc, (A6)

T a (G)T a (G) = C2(G)I, (A7)

where I denotes identity matrix of dimension dG and the
SU(Nc = 3) structure constants f abc are completely antisym-
metric to indices permutations, which we frequently apply. In
the adjoint representation, the following equalities also stand:

C(G) = C2(G) = Nc = 3, (A8)

Tr(T a (G)T a (G)) = dGC2(G). (A9)

And finally, in our computations we frequently make use of
the fact that trace is invariant under cyclic permutations and
that generators are Hermitian matrices.

Since our extensive calculations are done in pQCD at finite
temperature and include only gluon interactions, below we
list the necessary Feynman rules in covariant gauge that we
employ:

(1) massless gluon propagator in Feynman gauge; note
that all diagrams in this paper are plotted by using [40]
the following:

a,μ b,νp = −iδabgμν

p2 + iε
, (A10)

(2) three-gluon vertex:

a,μ

b,ν

c,ρ

p1

p2

p3

= gsf
abc(gμρ (p1 − p3)ν + gμν (p2 − p1)ρ + gνρ (p3 − p2)μ). (A11)

Since only physical transverse gluon states must be ac-
counted for, the transverse projector in the finite-temperature
case reduces to Eq. (57) from [31]

P ij =
∑
pol

εi (k)εj (k) = δij − kikj

�k2
, (A12)

where i, j = 1, 2, 3 correspond to spacial components of the
4-vector.

APPENDIX B: ASSUMPTIONS

Throughout the paper, we assume that initial gluon jet
propagates along the z axis, i.e., has transverse momentum
equal to zero, while the radiated gluon carries away a finite
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rate x of initial gluon longitudinal momentum and energy, and
the final gluon emerges with momentum p. Therefore, instead
of assuming soft-gluon approximation (x � 1), as was done
in Refs. [9,25], we allow x to acquire finite nonzero values,
thus relaxing the soft-gluon approximation.

Since we are calculating radiative energy loss within the
(GLV) DGLV formalism apart from abandoning the soft-
gluon approximation, the following assumptions remain:

(1) The soft-rescattering approximation. Consistent with
Refs. [9,25], we assume that parton’s energies and lon-
gitudinal momenta are high compare to its transverse
momenta, which prevents the radiated and the final
gluon from digressing much from the initial longitu-
dinal direction (the eikonal approximation),

E+ ∼ (1 − x)E+ ∼ xE+ � |p|, |k|, |qi |. (B1)

(2) The first-order approximation. The gluon-jet radiative
energy loss is calculated up to the first order in opacity
expansion, as argued in Refs. [9,29,30].

(3) Scattering centers’ distribution and ensemble aver-
age. We consider that all scattering centers xi are
distributed with the same transversely homogeneous
density:

ρ(�x) = N

A⊥
ρ̄(z), (B2)

where
∫

dzρ̄(z) = 1 and also that impact parameter
(i.e., relative transverse coordinate) b = xi − x0 alters
within a large transverse area A⊥ compared to the
interaction area 1

μ2 . Therefore, the ensemble average
over the scattering center locations reduces to an im-
pact parameter average:

〈...〉 =
∫

d2b
A⊥

. . . , (B3)

which in our case is mainly used in the following form:

〈e−i(qi+qj )·b〉 = (2π )2

A⊥
δ2(qi + qj ). (B4)

We also assume that the energy of initial hard probe is large
compared to the potential screening scale:

E+, (1 − x)E+, xE+ � μ. (B5)

Next, we assume that the distance between the source J
and the scattering centers is large relative to the interaction
length,

zi − z0 � 1

μ
, (B6)

then, that source current varies slowly with momentum,

J (p + k − q ) ≈ J (p + k), (B7)

and that the source current can be written explicitly in terms
of polarization vector,

Jμ
a (p + k − q ) ≡ Ja (p + k − q )εμ(p + k − q )

≈ Ja (p + k)εμ(p + k − q ). (B8)

In the following sections, first we assume that gluons
are massless (GLV) in order to make the comprehensive
derivations more straightforward and easier to follow, but later
we recalculate all the results with gluon mass [27] included
(DGLV) (Appendix J).

It is worth noting that all diagrams are calculated by taking
into account that each gluon can be in either of the two
helicity states and that final results are obtained by sum-
ming over helicities of final gluons p and k and averaging
over helicity of the initial gluon. Note, however, that we
obtained that the calculated 〈|M0|2〉, 〈|M1|2〉, and 〈M2M

∗
0 〉

(for variables definition, see the following appendixes) co-
incide with the corresponding quantities, when helicity (i.e.,
polarization) is considered unchanged during the process of
gluon bremsstrahlung (which was the usual assumption in
soft-gluon calculations [9,25]). We will explicitly demonstrate
the equality of the results in these two approaches in the case
of 〈|M0|2〉 (see Appendix C), while in the consecutive sections
(Appendixes D to J), for simplicity and easier comparison
with previous studies, we assume that polarization does not
change during the process, though we again note that the same
results are obtained when helicity is explicitly accounted for
in the calculation.

APPENDIX C: GLUON JET M0

First, we calculate gluon-jet radiation amplitude to emit a
gluon, carrying a finite fraction x of initial jet energy, with
momentum, polarization and color (k, ε(k), c) and without
interactions with the medium M0.

We assume that initial gluon (p + k) propagates along the
z axis. By using M0 amplitude as an example, we will im-
plement the aforementioned assumptions in order to acquire
momentum and polarization expressions. Thus, the initial
gluon 4-momentum reads

p + k = (p0 + k0, pz + kz, 0),

p + k = [E+, E−, 0], (C1)

where E+ =p0+k0+pz+kz and E− =p0+k0−pz−kz.
Assuming massless (real) gluons for simplicity, the mo-

mentum vectors of the radiated (k) and the final (p) gluons
acquire the following form:

k2 = 0 ⇒ k =
[
xE+,

k2

xE+ , k
]
, (C2)

p2 = 0 ⇒ p =
[

(1 − x)E+,
p2

(1 − x)E+ , p
]
. (C3)

We also assume that gluons are transversely polarized parti-
cles. Although we work in covariant gauge, we can choose
any polarization vector for the external on-shell gluons, so in
accordance with [9,14,25] we choose nμ = [0, 2, 0], as stated
above:

ε(k) · k = 0, ε(k) · n = 0, ε(k)2 = −1,

ε(p) · p = 0, ε(p) · n = 0, ε(p)2 = −1, (C4)
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while we assume that the source has also the physical polar-
izations as the real gluons [14]:

ε(p + k) · (p + k) = 0,

ε(p + k) · n = 0, (C5)

ε(p + k)2 = −1.

Using Eqs. (C2) to (C5), we can now obtain the following
expressions for the gluon polarizations:

ε
μ
i (k) =

[
0,

2εi · k
xE+ , εi

]
,

ε
μ
i (p) =

[
0,

2εi · p
(1 − x)E+ , εi

]
, (C6)

ε
μ
i (p+k) = [0, 0, εi],

where i = 1, 2 counts for polarization vectors. Note that ε1

and ε2 from Eq. (C6) are orthonormal [41]. Also, the 4-
momentum is conserved, which leads to the relation

p + k = 0 (C7)

Jμ
a a,μ

d,σ

c,ρM0

z0 z
p + k

p

k

FIG. 6. Zeroth-order diagram that includes no interaction with
the QCD medium and contributes to gluon radiation amplitude to the
first order in opacity L/λ. The dashed circle represents the source
J , which at longitudinal coordinate z0 produces an off-shell gluon
jet, propagating along the z axis. z denotes longitudinal coordinate
at which the gluon is radiated. Latin indices denote color charges,
while Greek indices denote components of 4-vectors. k denotes 4-
momentum of the radiated gluon carrying the color c, and p denotes
4-momentum of the final gluon jet carrying the color d .

that we implement in Eqs. (C3) and (C6) in order to en-
sure that everything is expressed in terms of k. Also, E+ ≈
2E, E− = k2

x(1−x)E+ , where E = p0 + k0 is the energy of
initial jet.

Using the notation from Fig. 6, we obtain

M0 = ε∗
σ,i (p)ε∗

ρ,j (k)gsf
acd [gμσ (2p + k)ρ + gμρ (−p − 2k)σ + gρσ (−p + k)μ]

−iδaa′gμμ′

(p + k)2 + iε
iJa′ (p + k)ei(p+k)x0ε

μ′
l (p + k)

= Ja (p + k)ei(p+k)x0gs

f acd

(p + k)2 + iε
{[εi (p) · εl (p + k)][εj (k) · (2p + k)]

+ [εj (k) · εl (p + k)][εi (p) · (−p − 2k)] + [εi (p) · εj (k)][εl (p + k) · (−p + k)]}

= Ja (p + k)ei(p+k)x0 (igs )
(T c )da

(p + k)2 + iε
{(−εi · εl )[εj (k) · (2p)] + (−εj · εl )[εi (p) · (−2k)]

+ (−εi · εj )[εl (p + k) · (−p + k)]}, (C8)

where i, j, l = 1, 2 now count for helicities, and where we used polarizations given by Eq. (C6). Then, the averaged value of
|M0|2 reads

〈|M0|2〉 = 1

2

2∑
i,j,l=1

Ja (p + k)ei(p+k)x0 (igs )J ∗
a (p + k)e−i(p+k)x0 (−igs )

(T c )da (T c )ad

k4 x2(1 − x)2

[
−δil

(
2
εj · k

x

)

− δjl

(
2

εi · k
1 − x

)
− δij (−2εl · k)

][
−δil

(
2
εj · k

x

)
− δjl

(
2

εi · k
1 − x

)
− δij (−2εl · k)

]

=
∑[

Ja (p + k)ei(p+k)x0 (−2igs )(1 − x + x2)
ε · k
k2

(T c )da

][
J ∗

a (p + k)e−i(p+k)x0 (2igs )(1 − x + x2)
ε · k
k2

(T c )ad

]

= |J (p + k)|2(4g2
s

)C2(G)dG

k4 (1 − x + x2)2
∑

(ε · k)2

= |J (p + k)|2(4g2
s

)C2(G)dG

k2
(1 − x + x2)2, (C9)

where we used Eqs. (C1)–(C3) and (C6). Note that ε in the
third and fourth lines of Eq. (C9) (and in the further text)
denotes either of the two vectors ε1 and ε2, and the summation
is done over these two orthonormal polarizations (helicity
states), where

∑
(ε · k)2 = k2. Additionally, from the third

line of this equation, it is evident that the summation over
helicities of the final and radiated gluons, and averaging over
helicity of the initial gluon, are equivalent to summation over

two helicity states of M0M
∗
0 , when M0 is expressed in the

following simplified form:

M0 = Ja (p + k)ei(p+k)x0 (−2gs )(1 − x + x2)
ε · k
k2

f acd

= Ja (p + k)ei(p+k)x0 (−2igs )(1 − x + x2)
ε · k
k2

(T c )da,

(C10)
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Jμ
a

c,ρ

d,σ

a1,0

M1,1,0
(a)

a,μ b ,ν b,ν

z0 z1 z

p

k

q1

J

q1,a1

k,c

p,d

M1,0,0
(b)

z0 z1z
J

q1,a1

k,c

p,d

M1,0,1
(c)

z0 z1z

FIG. 7. Three diagrams, corresponding to interaction with one static scattering center, that contribute to gluon-jet radiation amplitude to the
first order in opacity L/λ. z1 denotes longitudinal coordinate of the interactions with one scattering center. Crossed circle represents scatterer
that exchanges 3D momentum �q1 with the jet. Note that all three diagrams assume equivalently ordered Latin and Greek indices as indicated
in panel (a). Remaining labeling is the same as in Fig. 6.

which is widely accepted notation used in Refs. [9,25] and
which is considered unchanged polarization in the process.
After multiplying Eq. (C10) by the complex conjugate value,
the summation over two helicity states gives

〈|M0|2〉=|J (p+k)|2(4g2
s

)C2(G)dG

k2
(1−x+x2)2, (C11)

which is equivalent to Eq. (C9). Thus, as already explained
in the last paragraph of Appendix B, in order to make the
calculations easier to follow, throughout this paper we adopt
this condensed form (such as Eq. (C10)) of expressing the
amplitudes, while summation is done in the end (see Eqs. (I3),
(I5), (J11), and (J12)).

Next we substitute Eq. (C11) in

d3N (0)
g d3NJ ≈ Tr 〈|M0|2〉 d3�p

(2π )32p0

d3�k
(2π )32ω

. (C12)

Note that, contrary to the soft-gluon approximation [25],
where

d3NJ ≈ dG|J (p + k)|2 d3�p
(2π )32p0

, (C13)

now p, denoting the momentum of the final gluon jet, is not
approximately equal to the momentum of the initial gluon jet
(i.e., the radiated gluon can carry away a substantial amount
of the initial jet energy and longitudinal momentum). Thus,
instead of Eq. (C13), throughout this paper we use the general
one,

d3NJ = dG|J (p + k)|2 d3�pJ

(2π )32EJ

, (C14)

where EJ = E and �pJ denotes energy and 3D momentum of
the initial gluon jet, respectively. Knowing that the substitu-
tion of variables (pz, kz → pJ

z , xE) gives

d3�p
(2π )32p0

d3�k
(2π )32ω

= d3�pJ

(2π )32EJ

dxd2k
(2π )32x(1−x)

, (C15)

and by substituting Eqs. (C11), (C14), and (C15) in Eq. (C12),
for radiation spectrum we now obtain

xd3N (0)
g

dxdk2
= αs

π

C2(G)

k2

(1 − x + x2)2

1 − x
, (C16)

which recovers the well-known Altarelli-Parisi result [31] and
for x � 1 reduces to the massless soft-gluon limit of Eq. (9)
from Ref. [25].

APPENDIX D: DIAGRAMS M1,1,0, M1,0,0, M1,0,1

In this section, we provide detailed calculations of Feyn-
man amplitudes, corresponding to gluon-jet interaction with
one scattering center, which are depicted in Fig. 7. Again for
consistency, we assume that initial jet (p + k − q) propagates
along the z axis. Throughout this section, momentum and
polarization vector for initial gluon read as

p + k − q1 = [E+ − q1z, E
− + q1z, 0], (D1)

εi (p + k − q1) = [0, 0, εi], (D2)

where q1 = [q1z,−q1z, q1], with q0
1 = 0, denotes the momen-

tum of exchanged gluon, while p, k, and corresponding po-
larization vectors retain the same expression as in Eqs. (C2),
(C3), and (C6), with the distinction that the following rela-
tion between gluon transverse momenta, due to 4-momentum
conservation, holds:

q1 = p + k. (D3)

1. Computation of M1,1,0 diagram

We chose to start with thorough derivation of the expres-
sion for M1,1,0 amplitude, simply because it has no counterpart
regarding the symmetry under (p ↔ k, x ↔ (1 − x), c ↔ d)
substitutions, and it provides all necessary steps for calcu-
lating the remaining two amplitudes from this chapter, apart
from having one less singularity compared to the amplitudes
M1,0,0 and M1,0,1. Thus, using the notation from Fig. 7(a),
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we write

M1,1,0 =
∫

d4q1

(2π )4
ε∗
σ (p)ε∗

ρ (k)gsf
bcd [gνσ (2p + k)ρ + gνρ (−p − 2k)σ + gρσ (−p + k)ν]

(−i)δbb′gνν ′

(p + k)2 + iε

× f ab′a1 [gμ0(p + k − 2q1)ν
′ + gμν ′

(−2p − 2k + q1)0 + gν ′0(p + k + q1)μ]Ta1V (q1)eiq1x1

× (−i)δaa′gμμ′

(p + k − q1)2 + iε
iJa′ (p + k − q1)εμ′

(p + k − q1)ei(p+k−q1 )x0

≈ Ja (p + k)ei(p+k)x0f bcdf a1abTa1 (−i)(1 − x + x2)
∫

d2q1

(2π )2
e−iq1·(x1−x0 )(2gs )

(1 − x) ε · k − x ε · p
x(1 − x)

× E+
∫

dq1z

2π

v(q1z, q1)e−iq1z (z1−z0 )

[(p + k − q1)2 + iε][(p + k)2 + iε]
, (D4)

where we used the equation

(p + k)2 = [(1 − x)k − xp]2

x(1 − x)
(D5)

and assumed that J varies slowly with momentum q1, i.e., Eq. (B7). The longitudinal momentum transfer integral

I1(p, k, q1, z1 − z0) ≡
∫

dq1z

2π

v(q1z, q1)e−iq1z (z1−z0 )

(p + k − q1)2 + iε
(D6)

has to be performed in the lower half-plane of the complex plane, since z1 > z0. In order to determine the pole arising from
potential, we rewrite Eq. (A2) in a more appropriate form:

v(�qn) = 4παs

(qnz + iμn⊥)(qnz − iμn⊥)
, (D7)

where μ2
n⊥ = μ2 + q2

n, with n denoting the corresponding scattering center.
Aside from the pole originating from Eq. (D7) (q1z = −iμ1⊥), there is also a singularity emerging from the gluon propagator:

q̄1 = − k2

xE+ − p2

(1 − x)E+ − iε = − k2

2ω
− x

1 − x

(k − q1)2

2ω
− iε, (D8)

where ω = k0 ≈ xE+
2 . The residue around the pole at q̄1 is computed as (the negative sign is due to the clockwise orientation of

the closed contour in the complex plain)

Res(q̄1) ≈ − v

(
− k2

xE+ − p2

(1 − x)E+ , q1

)
i

E+ e
i[ k2

xE+ + p2

(1−x)E+ ](z1−z0 )

= − v

(
− k2

2ω
− x

1 − x

(k − q1)2

2ω
, q1

)
i

E+ e
i

2ω
[k2+ x

1−x
(k−q1 )2](z1−z0 ). (D9)

The pole originating from the potential (q1z = −iμ1⊥) does not contribute to the longitudinal integral, since the residue around
that pole is exponentially suppressed due to Eq. (B6), i.e., μ(z1 − z0) � 1 (and μ ∼ μ1⊥),

Res(−iμ1⊥) ≈ −i
4παs

(−2iμ1⊥)E+(−iμ1⊥)
e−μ1⊥(z1−z0 ) → 0, (D10)

where we assumed that E+ � μ and the soft-rescattering approximation.
This makes only q̄1 singularity relevant for calculating longitudinal integral. Therefore, I1 coincides with Eq. (D9), i.e.,

I1(p, k, q1, z1 − z0) ≈ −v

(
− k2

xE+ − p2

(1 − x)E+ , q1

)
i

E+ e
i[ k2

xE+ + p2

(1−x)E+ ](z1−z0 )

≈ −v(0, q1)
i

E+ e
i[ k2

xE+ + p2

(1−x)E+ ](z1−z0 ) = −v(0, q1)
i

E+ e
i

2ω
[k2+ x

1−x
(k−q1 )2](z1−z0 ), (D11)

where we used eikonal approximation (i.e., for a finite x, k2

(xE+ )2 � 1 and p2

((1−x)E+ )2 � 1). Finally, M1,1,0 amplitude reads

M1,1,0 = Ja (p + k)ei(p+k)x0 (−i)(1−x+x2)f bcdf a1abTa1

∫
d2q1

(2π )2
v(0, q1)e−iq1·b1 (−2igs )

ε · [(1−x)k − xp]

[(1 − x)k − xp]2
e
i[ k2

xE+ + p2

(1−x)E+ ](z1−z0 )

= Ja (p + k)ei(p+k)x0 (−i)(1−x+x2)(T cT a1 )daTa1

∫
d2q1

(2π )2
v(0, q1)e−iq1·b1 (−2igs )

ε · (k − xq1)

(k − xq1)2
e

i
2ω

[k2+ x
1−x

(k−q1 )2](z1−z0 ),

(D12)
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where we denoted b1 ≡ x1 − x0. In this subsection, we constantly make use of Eq. (D3) in the following form,

p2 = (k − q1)2, (D13)

and also manipulate with SU(Nc = 3) structure constants by using Eqs. (A5) and (A6). Note from Fig. 7(a) that, as expected,
M1,1,0 is symmetric under the substitutions (p ↔ k, x ↔ (1 − x), c ↔ d), where the symmetry can be straightforwardly verified
by implementing these substitutions in the first two lines of Eq. (D12).

2. Computation of M1,0,0 and M1,0,1 diagrams

Applying the same procedure as in the previous subsection, we proceed with calculating M1,0,0. Note that the order of the
color and Dirac indices denoting vertices is the same for all three diagrams in Fig. 7 and are therefore omitted in Figs. 7(b) and
7(c):

M1,0,0 =
∫

d4q1

(2π )4
ε∗
σ (p)f bda1 [gν0(p − 2q1)σ + gνσ (−2p + q1)0 + gσ0(p + q1)ν]Ta1V (q1)eiq1x1

(−i)δbb′gνν ′

(p − q1)2 + iε

× gsf
acb′

[gμν ′
(2p + k − 2q1)ρ + gμρ (−p − 2k + q1)ν

′ + gρν ′
(−p + k + q1)μ]ε∗

ρ (k)
(−i)δaa′gμμ′

(p + k − q1)2 + iε

× iJa′ (p + k − q1)εμ′
(p + k − q1)ei(p+k−q1 )x0

≈ Ja (p + k)ei(p+k)x0f bda1f acbTa1 (−i)(1 − x + x2)E+
∫

d2q1

(2π )2
e−iq1·b1 (2gs )

ε · k
x

I2, (D14)

where

I2(p, k, q1, z1 − z0) ≡
∫

dq1z

2π

v(q1z, q1)e−iq1z (z1−z0 )

(p + k − q1)2 + iε

1

(p − q1)2 + iε
. (D15)

In order to calculate the previous integral, due to z1 > z0 we again have to close the contour below the real axis. As in the
M1,1,0 amplitude, again only the poles originating from the propagators contribute to the integral: (− k2

xE+ − p2

(1−x)E+ − iε) and

( k2−p2

(1−x)E+ − iε), while (−iμ1⊥) is exponentially suppressed (due to μ(z1 − z0) � 1). Therefore, we obtain

I2(p, k, q1, z1 − z0) ≈ ix

E+k2
v(0, q1)

[
e
i( k2

xE+ + p2

(1−x)E+ )(z1−z0 ) − e
i (p2−k2 )

(1−x)E+ (z1−z0 )
]

≈ ix

E+k2
v(0, q1)

[
e

i
2ω

(k2+ x
1−x

(k−q1 )2 )(z1−z0 ) − e
i

2ω
x

1−x
[(k−q1 )2−k2](z1−z0 )

]
, (D16)

leading to

M1,0,0 = Ja (p + k)ei(p+k)x0 (−i)(1 − x + x2)f bda1f acbTa1

∫
d2q1

(2π )2
v(0, q1)e−iq1·b1 (2igs )

ε · k
k2

×
{
e
i[ k2

xE+ + p2

(1−x)E+ ](z1−z0 ) − e
i (p2−k2 )

(1−x)E+ (z1−z0 )
}

= Ja (p + k)ei(p+k)x0 (−i)(1 − x + x2)(T a1T c )daTa1

∫
d2q1

(2π )2
v(0, q1)e−iq1·b1 (2igs )

ε · k
k2

×
{
e

i
2ω

[k2+ x
1−x

(k−q1 )2](z1−z0 ) − e− i
2ω

x
1−x

[k2−(k−q1 )2](z1−z0 )
}
. (D17)

By applying a similar procedure for M1,0,1, we obtain

M1,0,1 = Ja (p + k)ei(p+k)x0 (−i)(1 − x + x2)f bca1f adbTa1

∫
d2q1

(2π )2
v(0, q1)e−iq1·b1 (2igs )

ε · p
p2

×
{
e
i[ k2

xE+ + p2

(1−x)E+ ](z1−z0 ) − ei (k2−p2 )
xE+ (z1−z0 )

}

= Ja (p + k)ei(p+k)x0 (−i)(1 − x + x2)[T c, T a1 ]daTa1

∫
d2q1

(2π )2
v(0, q1)e−iq1·b1 (2igs )

ε · (k − q1)

(k − q1)2

×
{
e

i
2ω

[k2+ x
1−x

(k−q1 )2](z1−z0 ) − e
i

2ω
[k2−(k−q1 )2](z1−z0 )

}
. (D18)

Notice from Figs. 7(b) and 7(c) that M1,0,1 and M1,0,0 are symmetric under the following substitutions: (p ↔ k, x ↔ (1 −
x), c ↔ d ); it can be straightforwardly verified that Eqs. (D17) and (D18) are symmetric under these substitutions.
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Jμ
a

d,σ
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c,ρM2,2,0
(a)

a,μ b ,ν b,ν e ,ξ e,ξ

z0 z1 z2 z

p

k

q1 q2

Jμ
a

d,σ

a1,0 a2,0

c,ρMc
2,2,0

(b)

a,μ b ,ν b,ν e ,ξ e,ξ

z0 z1 z1 z

p

k

q1 q2

FIG. 8. (a) Feynman diagram M2,2,0 and its contribution to the first order in opacity gluon-jet radiative energy loss: (b) contact-limit Mc
2,2,0.

zi , where i = 1, 2, denotes longitudinal coordinate of the interactions with the consecutive scattering centers (or in the contact limit z1 = z2).
Crossed circles represent scatterers that exchange 3D momentum �qi with the jet, which in the contact-limit case merge into one gridded ellipse.
Note that all the following figures assume equivalently ordered Latin and Greek indices as in this figure. Remaining labeling is the same as in
Figs. 6 and 7.

APPENDIX E: DIAGRAM M2,2,0

Next, we concentrate on the diagrams containing two interactions with the static scattering centers, since they also contribute
to the gluon radiative energy loss to the first order in opacity, when multiplied by M∗

0 . There are seven such diagrams that
we gather into four groups, each of which contains two (or one) diagrams symmetric under (p ↔ k, x ↔ (1 − x), c ↔ d )
substitutions.

For consistency, the initial gluon jet (with momentum p + k − q1 − q2) propagates along the z axis, i.e.,

p + k − q1 − q2 = [E+ − q1z − q2z, E
− + q1z + q2z, 0], (E1)

εi (p + k − q1 − q2) = [0, 0, εi], (E2)

where qi = [qiz,−qiz, qi], i = 1, 2 with q0
i = 0 denote momenta of exchanged gluons, while p, k, and corresponding polariza-

tions retain the same expressions as in Eqs. (C2), (C3), and (C6), with the distinction that, due to 4-momentum conservation, the
following relation between gluon transverse momenta holds:

p + k = q1 + q2. (E3)

Again, from seven diagrams, we chose one model diagram M2,2,0, based on the same reason as in Appendix D, for thorough
derivation of the final amplitude expression. From Fig. 8, where the gluon jet after two consecutive interactions with scattering
centers radiates a gluon with momentum k, we observe that there are two limiting cases that we consider.

Using the notation from Fig. 8, we write

M2,2,0 =
∫

d4q1

(2π )4

d4q2

(2π )4
ε∗
σ (p)ε∗

ρ (k)gsf
ecd [gξσ (2p + k)ρ + gξρ (−p − 2k)σ + gρσ (−p + k)ξ ]

−iδee′gξξ ′

(p + k)2 + iε

× f be′a2 [gν0(p + k − 2q2)ξ
′ + gνξ ′

(−2p − 2k + q2)0 + gξ ′0(p + k + q2)ν]Ta2V (q2)eiq2x2
−iδbb′gνν ′

(p + k − q2)2 + iε

× f ab′a1 [gμ0(p + k − 2q1 − q2)ν
′ + gμν ′

(−2p − 2k + q1 + 2q2)0 + gν ′0(p + k + q1 − q2)μ]Ta1V (q1)eiq1x1

× −iδaa′gμμ′

(p + k − q1 − q2)2 + iε
iJa′ (p + k − q1 − q2)εμ′

(p + k − q1 − q2)ei(p+k−q1−q2 )x0

≈ iJa (p + k)ei(p+k)x0f ecdf bea2f aba1Ta2Ta1 (1 − x + x2)(−i)
∫

d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
(2igs )

ε · ((1 − x)k − xp)

[(1 − x)k − xp]2

× e−iq1·b1e−iq2·b2 (E+)2
∫

dq1z

2π

dq2z

2π

v(q1z, q1)v(q2z, q2)e−iq1z (z1−z0 )e−iq2z (z2−z0 )

[(p + k − q1 − q2)2 + iε][(p + k − q2)2 + iε]
, (E4)

where bi ≡ xi − x0, i = 1, 2, denote transverse impact parameters. We used Eq. (D5) and assumed that J varies slowly with
momentum qi , i.e., J (p + k − q1 − q2) ≈ J (p + k).

Regarding the longitudinal q1z integral, we introduce a new variable, qz = q1z + q2z throughout this and the following sections
involving Feynman amplitudes which include interactions with two scattering centers. Therefore, we rewrite the exponent in the
following manner: e−iq1z (z1−z0 )e−iq2z (z2−z0 ) = e−iqz (z1−z0 )e−iq2z (z2−z1 ). By rewriting q1z longitudinal integral in terms of qz, i.e.,
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changing the variables, we obtain

I2(p, k, q1, �q2, z1 − z0) =
∫

dqz

2π

v(qz − q2z, q1)e−iqz (z1−z0 )

(p + k − q1 − q2)2 + iε
. (E5)

Again, due to z1 > z0, the contour must be closed in the lower half-plane of complex qz plane, so an additional minus sign
arises from the negative orientation of the contour and also we neglect the pole at qz = −iμ1⊥ + q2z, since it is exponentially
suppressed due to Eq. (B6). Thus, only one pole, originating from the gluon propagator, contributes to the first longitudinal
integral:

q̄ = − k2

xE+ − p2

(1 − x)E+ − iε = − k2

2ω
− x

1 − x

(k − q1 − q2)2

2ω
− iε, (E6)

where we used throughout Appendixes F–H the relation between transverse momenta Eq. (E3). The residue at Eq. (E6) then
gives

I2(p, k, q1, �q2, z1 − z0) ≈ −v

(
−q2z − k2

2ω
− x

1 − x

(k − q1 − q2)2

2ω
, q1

)
i

E+ e
i

2ω
[k2+ x

1−x
(k−q1−q2 )2](z1−z0 ). (E7)

Next we need to solve the remaining q2z longitudinal momentum transfer integral:

I3(p, k, q1, q2, z2 − z1) =
∫

dq2z

2π

v(q2z, q2)e−iq2z (z2−z1 )

(p + k − q2)2 + iε
v

(
−q2z − k2

2ω
− x

1 − x

(k − q1 − q2)2

2ω
, q1

)
. (E8)

Luckily, we are interested only in two limiting cases:

(1) the limit of well-separated scattering centers z2 − z1 � 1/μ, where poles originating from Yukawa potentials are
exponentially suppressed,

(2) the contact limit z1 = z2, where these poles contribute to the final results.

In the case of two distinct scatterers (z1 �= z2) and in the limit of well-separated scattering centers there is only one pole that
contributes to the residue (the singularities originating from Yukawa potential once again are exponentially suppressed):

q̄2z = − k2

xE+ − p2

(1 − x)E+ + q2
1

E+ − iε = − k2

2ω
− x

1 − x

(k − q1 − q2)2

2ω
+ q2

1

E+ − iε. (E9)

Since z2 > z1, again we close the contour below the real q2z axis and thus obtain

I3(p, k, q1, q2, z2 − z1) ≈ −v(0, q1)v(0, q2)
i

E+ e
i

2ω
[k2+ x

1−x
(k−q1−q2 )2−xq2

1](z2−z1 ). (E10)

In the special case of contact limit, i.e., when z1 = z2, instead of Eq. (E8), we need to calculate the following q2z integral:

I c
3 (p, k, q1, q2, 0) =

∫
dq2z

2π

v(q2z, q2)

(p + k − q2)2 + iε
v

(
−q2z − k2

2ω
− x

1 − x

(k − q1 − q2)2

2ω
, q1

)
. (E11)

Now, the contributions from Yukawa singularities (q2z = −iμ1⊥, q2z = −iμ2⊥) are not negligible and need to be included
together with Eq. (E9). By choosing the same integration contour, we obtain

I c
3 (p, k, q1, q2, 0) ≈ −i

E+

[
v(0, q1)v(0, q2) − (4παs )2

2

1

μ2
2⊥ − μ2

1⊥

(
1

μ2
1⊥

− 1

μ2
2⊥

)]
= −v(0, q1)v(0, q2)

i

2E+ , (E12)

which is exactly 1
2 of the strength of Eq. (E10). Note that in previous calculations we applied soft-rescattering approximation

and also assumed E+ � μi⊥, i = 1, 2.
Finally, the contact limit of this amplitude reads

Mc
2,2,0 = − iJa (p + k)ei(p+k)x0f ecdf bea2f aba1Ta2Ta1 (1 − x + x2)(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× 1

2
(2igs )

ε · [(1 − x)k − xp]

[(1 − x)k − xp]2
e
i[ k2

xE+ + p2

(1−x)E+ ](z1−z0 )

= −Ja (p + k)ei(p+k)x0 (T cT a2T a1 )daTa2Ta1 (1 − x + x2)(−i)
∫

d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× 1

2
(2igs )

ε · [k − x(q1 + q2)]

[k − x(q1 + q2)]2
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2](z1−z0 ), (E13)
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(b)
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FIG. 9. Feynman diagrams M2,0,3 and M2,0,0 in well-separated ((a) and (c)) and in contact-limit case (z1 = z2), which contributes to the
first order in opacity of gluon-jet radiative energy loss: Mc

2,0,3 and Mc
2,0,0 ((b) and (d)). Remaining labeling is the same as in Fig. 8.

where we applied Eq. (E3) and manipulated with SU(Nc = 3) structure constants by using Eqs. (A5) and (A6). Also, we assumed
that x1 = x2, since diagrams with two different centers will not contribute to the final result due to Eqs. (A3) and (A4).

Note from Fig. 8 that M2,2,0 is symmetric under the substitutions (p ↔ k, x ↔ (1 − x), c ↔ d ), which can be straightfor-
wardly verified by implementing these substitutions in the first two lines of Eq. (E13).

APPENDIX F: DIAGRAMS M2,0,3 and M2,0,0

Next, we consider the M2,0,3 diagram, where the radiated gluon suffers two consecutive interactions with the QCD medium
(Figs. 9(a) and 9(b)).

Note that the order of the color and Dirac indices denoting vertices is the same for all the remaining diagrams containing two
interactions with the scatterers as in Fig. 8, and therefore omitted onward.

M2,0,3 =
∫

d4q1

(2π )4

d4q2

(2π )4
ε∗
ρ (k)f eca2 [gξ0(k − 2q2)ρ + gξρ (−2k + q2)0 + gρ0(k + q2)ξ ]Ta2V (q2)eiq2x2

−iδee′gξξ ′

(k − q2)2 + iε

× f be′a1 [gν0(k − 2q1 − q2)ξ
′ + gνξ ′

(−2k + q1 + 2q2)0 + gξ ′0(k + q1 − q2)ν]Ta1V (q1)eiq1x1
−iδbb′gνν ′

(k − q1 − q2)2 + iε

× ε∗
σ (p)gsf

adb′
[gμν ′

(p + 2k − 2q1 − 2q2)σ + gμσ (−2p − k + q1 + q2)ν
′ + gσν ′

(p − k + q1 + q2)μ]

× −iδaa′gμμ′

(p + k − q1 − q2)2 + iε
iJa′ (p + k − q1 − q2)εμ′

(p + k − q1 − q2)ei(p+k−q1−q2 )x0

≈ iJa (p + k)ei(p+k)x0f eca2f bea1f adbTa2Ta1

(1 − x + x2)

1 − x
(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
(2igs ) ε · p e−iq1·b1e−iq2·b2

×
∫

dq1z

2π

dq2z

2π

E+k+v(q1z, q1)v(q2z, q2)e−iq1z (z1−z0 )e−iq2z (z2−z0 )

[(p + k − q1 − q2)2 + iε][(k − q1 − q2)2 + iε][(k − q2)2 + iε]
. (F1)

Next, again by changing the variables q1z → qz = q1z + q2z, we define the following integral:

I2(p, k, q1, �q2, z1 − z0) =
∫

dqz

2π

v(qz − q2z, q1)e−iqz (z1−z0 )

[(p + k − q1 − q2)2 + iε][(k − q1 − q2)2 + iε]
. (F2)

Again, as explained in the previous section, we close the contour in lower half-plane, and since μ(z1 − z0) � 1 the pole at qz =
−iμ1⊥ + q2z is again exponentially suppressed. Therefore, the remaining qz singularities originating from gluon propagators are
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the following:

q̄1 = − k2

xE+ − p2

(1 − x)E+ − iε = − k2

2ω
− x

1 − x

(k − q1 − q2)2

2ω
− iε,

q̄2 = − k2

xE+ + p2

xE+ − iε = − k2

2ω
+ (k − q1 − q2)2

2ω
− iε. (F3)

After performing the integration, i.e., summing the residues at these two poles, I2 now reads as

I2(p, k, q1, �q2, z1 − z0) ≈ v(−q2z, q1)
i(1 − x)

E+(k − q1 − q2)2

{
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2](z1−z0 ) − e
i

2ω
[k2−(k−q1−q2 )2](z1−z0 )

}
. (F4)

The remaining integral over q2z is

I3(p, k, q1, q2, z2 − z1) =
∫

dq2z

2π

v(q2z, q2)e−iq2z (z2−z1 )

(k − q2)2 + iε
v(−q2z, q1), (F5)

and since we are interested only in the contact-limit case (i.e., z1 = z2), we need to calculate

I c
3 (p, k, q1, q2, 0) =

∫
dq2z

2π

v(q2z, q2)v(−q2z, q1)

(k − q2)2 + iε
, (F6)

which gives

I c
3 (p, k, q1, q2, 0) ≈ −v(0, q1)v(0, q2)

i

2xE+ , (F7)

which can readily be shown to represent exactly 1
2 of the strength of the well-separated limit Eq. (F5), as for M2,2,0 amplitude.

The contact limit of this amplitude reduces to

Mc
2,0,3 = iJa (p + k)ei(p+k)x0f eca2f bea1f adbTa2Ta1 (1 − x + x2)(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× 1

2
(2igs )

ε · p
p2

{
e
i[ k2

xE+ + p2

(1−x)E+ ](z1−z0 ) − ei (k2−p2 )
xE+ (z1−z0 )

}

= Ja (p + k)ei(p+k)x0 [[T c, T a2 ], T a1 ]daTa2Ta1 (1 − x + x2)(−i)
∫

d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× 1

2
(2igs )

ε · (k − q1 − q2)

(k − q1 − q2)2

{
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2](z1−z0 ) − e
i

2ω
[k2−(k−q1−q2 )2](z1−z0 )

}
. (F8)

Proceeding in the same manner, for Mc
2,0,0 amplitude (Figs. 9(c) and 9(d)), we obtain

Mc
2,0,0 = iJa (p + k)ei(p+k)x0f eda2f bea1f acbTa2Ta1 (1 − x + x2)(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× 1

2
(2igs )

ε · k
k2

{
e
i[ k2

xE+ + p2

(1−x)E+ ](z1−z0 ) − e
i (p2−k2 )

(1−x)E+ (z1−z0 )
}

= Ja (p + k)ei(p+k)x0 (T a2T a1T c )daTa2Ta1 (1 − x + x2)(−i)
∫

d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× 1

2
(2igs )

ε · k
k2

{
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2](z1−z0 ) − e
i

2ω
x

1−x
[(k−q1−q2 )2−k2](z1−z0 )

}
. (F9)

From Fig. 9, we infer that M2,0,3 and M2,0,0 are symmetric under the following substitutions: (p ↔ k, x ↔ (1 − x), c ↔ d ),
which can be straightforwardly verified by implementing these substitutions in Eqs. (F8) and (F9).

APPENDIX G: DIAGRAMS M2,0,1 and M2,0,2

Here we consider the case when both initial gluon jet and radiated gluon interact with one scattering center. We provide only
the contact-limit case diagrams Mc

2,0,1 and Mc
2,0,2 (Fig. 10), since, in the end, only they are used in calculating radiative energy
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J p,d
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k,c
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2,0,2
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FIG. 10. Topologically indistinct Feynman diagrams: (a) Mc
2,0,1 and (b) Mc

2,0,2 in contact limit (z1 = z2), which contribute to the first order
in opacity of gluon-jet radiative energy loss. Remaining labeling is the same as in Fig. 8.

loss to the first order in opacity:

M2,0,1 =
∫

d4q1

(2π )4

d4q2

(2π )4
ε∗
σ (p)f eda2 [gξ0(p − 2q2)σ + gξσ (−2p + q2)0 + gσ0(p + q2)ξ ]Ta2V (q2)eiq2x2

× −iδee′gξξ ′

(p − q2)2 + iε
gsf

ae′b′
[gμν ′

(p + 2k − 2q1 − q2)ξ
′ + gμξ ′

(−2p − k + q1 + 2q2)ν
′ + gξ ′ν ′

(p − k + q1 − q2)μ]

× ε∗
ρ (k)f bca1 [gν0(k − 2q1)ρ + gνρ (−2k + q1)0 + gρ0(k + q1)ν]Ta1V (q1)eiq1x1

−iδbb′gνν ′

(k − q1)2 + iε

× −iδaa′gμμ′

(p + k − q1 − q2)2 + iε
iJa′ (p + k − q1 − q2)εμ′

(p + k − q1 − q2)ei(p+k−q1−q2 )x0

≈ −iJa (p + k)ei(p+k)x0f eda2f aebf bca1Ta2Ta1 (1 − x + x2)(−i)
∫

d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
(2igs ) ε · (k − q1) e−iq1·b1

× e−iq2·b2 (E+)2
∫

dq1z

2π

dq2z

2π

v(q1z, q1)v(q2z, q2)e−iq1z (z1−z0 )e−iq2z (z2−z0 )

[(p + k − q1 − q2)2 + iε][(k − q1)2 + iε][(p − q2)2 + iε]
. (G1)

Again, by changing the variables q1z → qz = q1z + q2z, we define the following integral:

I2(p, k, q1, �q2, z1 − z0) =
∫

dqz

2π

v(qz − q2z, q1)e−iqz (z1−z0 )

(p + k − q1 − q2)2 + iε

1

(k − q1)2 + iε
. (G2)

Since z1 > z0, we must close the contour in lower half-plane, and since μ(z1 − z0) � 1 again we neglect the pole at qz =
−iμ1⊥ + q2z. Therefore, the remaining qz singularities originating from gluon propagators are

q̄1 = − k2

2ω
− x

1 − x

(k − q1 − q2)2

2ω
− iε, q̄2 = − k2

2ω
+ (k − q1)2

2ω
+ q2z − iε. (G3)

Summing the residues gives

I2(p, k, q1, �q2, z1 − z0) ≈ iei k2

2ω
(z1−z0 )

E+k+[q2z + (k−q1 )2

2ω
+ x

1−x

(k−q1−q2 )2

2ω

]
{
v

(
−q2z − k2

2ω
− x

1 − x

(k − q1 − q2)2

2ω
, q1

)

× ei x
1−x

(k−q1−q2 )2

2ω
(z1−z0 ) − v

(
(k − q1)2

2ω
− k2

2ω
, q1

)
e−i[q2z+ (k−q1 )2

2ω
](z1−z0 )

}
. (G4)

The remaining q2z integral is

I3(p, k, q1, q2, z2 − z0, z2 − z1) =
∫

dq2z

2π

1

q2z + (k−q1 )2

2ω
+ x

1−x

(k−q1−q2 )2

2ω

v(q2z, q2)

(p − q2)2 + iε

×
{
e−iq2z (z2−z1 )e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2](z1−z0 )v

(
−q2z − k2

2ω
− x

1 − x

(k − q1 − q2)2

2ω
, q1

)

− e−iq2z (z2−z0 )e− i
2ω

[(k−q1 )2−k2](z1−z0 )v

(
(k − q1)2

2ω
− k2

2ω
, q1

)}
, (G5)
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−a•

IPV

=

−a•

IB

−
−a•

IC

− •−a

ID

FIG. 11. Illustration of calculating Cauchy principal value (IPV ) in the case when singularity (−a) on the real (horizontal) axis arises.

where the singularity on q2z real axis, q2z = − (k−q1 )2

2ω
− x

1−x

(k−q1−q2 )2

2ω
≡ −a (a > 0), has to be avoided by taking Cauchy

principal value of I3 according to the Fig. 11, i.e.,

I3 ≡ IPV = IB − IC − ID, (G6)

where IB = −2πi
∑

i Res(I3(q̄i )), with i counting the poles in the lower half-plane. Additionally, IC = 0, and it is straightfor-
ward to show that after the substitution q2z = −a + reiϕ , where r → 0, also ID = 0. Therefore, the principal value of I3 reduces
to IB , i.e., −2πi

∑
i Res(I3(q̄i )).

In the well-separated case, Eq. (G5), poles originating from Yukawa potentials (q2z = − k2

2ω
− x

1−x

(k−q1−q2 )2

2ω
− iμ1⊥ and q2z =

−iμ2⊥) are again exponentially suppressed (e−μi⊥(z2−z0,1 ) → 0, i = 1, 2) and therefore can be neglected, so only the pole from
the propagator survives q2z = x

1−x
[ (k−q1 )2

2ω
− (k−q1−q2 )2

2ω
] − iε. However, since we are interested only in the contact-limit case

(i.e., z1 = z2), instead of Eq. (G5) we need to calculate the principal value of the following integral:

I c
3 (p, k, q1, q2, z1 − z0) =

∫
dq2z

2π

1

q2z + (k−q1 )2

2ω
+ x

1−x

(k−q1−q2 )2

2ω

×
{

e
i

2ω
[k2+ x

1−x
(k−q1−q2 )2](z1−z0 )

(p − q2)2 + iε
v

(
−q2z − k2

2ω
− x

1 − x

(k − q1 − q2)2

2ω
, q1

)
v(q2z, q2)

− e−iq2z (z1−z0 )e− i
2ω

[(k−q1 )2−k2](z1−z0 )

(p − q2)2 + iε
v

(
(k − q1)2

2ω
− k2

2ω
, q1

)
v(q2z, q2)

}
, (G7)

which again reduces to the sum of residua, with −a effectively not being a pole (Fig. 11). Particularly, for the second term in the
bracket of Eq. (G7), only the propagator pole survives, while for the first term in the bracket all three poles have to be accounted,
although residues at poles from potentials sum to the order of O

( (k−q1 )2

x(1−x)E+(μ1⊥+μ2⊥ )

)
, and thus can be neglected compared to the

remaining residue.
Finally, in the contact-limit case, we obtain

Mc
2,0,1 ≈ −iJa (p + k)ei(p+k)x0f eda2f aebf bca1Ta2Ta1 (1 − x + x2)(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× (2igs )
ε · (k − q1)

(k − q1)2

{
e
i[ k2

xE+ + p2

(1−x)E+ ](z1−z0 ) − e
i[ k2

xE+ + p2

(1−x)E+ − (k−q1 )2

x(1−x)E+ ](z1−z0 )
}

= Ja (p + k)ei(p+k)x0 (T a2 [T c, T a1 ])daTa2Ta1 (1 − x + x2)(−i)
∫

d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× (2igs )
ε · (k − q1)

(k − q1)2

{
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2](z1−z0 ) − e
i

2ω
[k2− (k−q1 )2

1−x
+ x

1−x
(k−q1−q2 )2](z1−z0 )

}
. (G8)

Notice that, in contrast to the previous three amplitudes that also included two scattering centers, in Eq. (G8) no factor 1
2 appears

when comparing to a well-separated limit.
Proceeding in the same manner, for Mc

2,0,2 we obtain

Mc
2,0,2 ≈ iJa (p + k)ei(p+k)x0f eca2f abef bda1Ta2Ta1 (1 − x + x2)(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× (2igs )
ε · (p − q1)

(p − q1)2

{
e
i[ k2

xE+ + p2

(1−x)E+ ](z1−z0 ) − e
i[ k2

xE+ + p2

(1−x)E+ − (p−q1 )2

x(1−x)E+ ](z1−z0 )
}
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J p,d

q1,a1 q2,a2

k,cMc
2,1,0

(a)

z0 z1 z1z1
J p,d

q1,a1 q2,a2

k,c

Mc
2,1,1

(b)

z0 z1 z1z1

FIG. 12. Feynman diagrams: (a) Mc
2,1,0 and (b) Mc

2,1,1 in contact limit (z1 = z2), which have negligible contribution to the first order in
opacity gluon-jet radiative energy loss. Remaining labeling is the same as in Fig. 8.

= Ja (p + k)ei(p+k)x0 (T a1 [T c, T a2 ])daTa2Ta1 (1 − x + x2)(−i)
∫

d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× (2igs )
ε · (k − q2)

(k − q2)2

{
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2](z1−z0 ) − e
i

2ω
[k2− (k−q2 )2

1−x
+ x

1−x
(k−q1−q2 )2](z1−z0 )

}
. (G9)

Similarly to Mc
2,0,1 amplitude, no factor of 1

2 appears in the above expression. From well-separated analogon of Fig. 10, we could
infer that M2,0,1 and M2,0,2 are symmetric under the following substitutions, (p ↔ k, x ↔ (1 − x), c ↔ d), which can readily
be verified by implementing these substitutions in the first two lines of either Eqs. (G8) or (G9) and by using structure constant
asymmetry. Note that in Eq. (G9) we applied Eq. (E3). Also, since in contact-limit case these two diagrams are topologically
indistinct, we need to either omit one of them in order to avoid over counting, or to include both, but multiply each by a factor 1

2
(we will do the latter).

APPENDIX H: DIAGRAMS M2,1,0 and M2,1,1

The contact-limit case of the remaining two diagrams is presented in Fig. 12. These diagrams correspond to the case when
one interaction with the scattering center located at �x1 occurs before and the other interaction at the same place occurs after the
gluon has been radiated.

In order to avoid redundant derivations (i.e., repetition of the above calculations), we briefly outline our derivation of Feynman
amplitudes for only the contact-limit case.

In the light of time-ordered perturbation theory from Refs. [8,42], these two diagrams are identically equal to zero, since∫ t1
t1

dt... = 0, but for the consistency we will provide a brief verification of this argument:

M2,1,0 =
∫

d4q1

(2π )4

d4q2

(2π )4
ε∗
σ (p)f eda2 [gξ0(p − 2q2)σ + gξσ (−2p + q2)0 + gσ0(p + q2)ξ ]Ta2V (q2)eiq2x2

−iδee′gξξ ′

(p − q2)2 + iε

× ε∗
ρ (k)gsf

bce′
[gνξ ′

(2p + k − 2q2)ρ + gνρ (−p − 2k + q2)ξ
′ + gρξ ′

(−p + k + q2)ν]
−iδbb′gνν ′

(p + k − q2)2 + iε

× f ab′a1 [gμ0(p + k − 2q1 − q2)ν
′ + gμν ′

(−2p − 2k + q1 + 2q2)0 + gν ′0(p + k + q1 − q2)μ]Ta1V (q1)eiq1x1

× −iδaa′gμμ′

(p + k − q1 − q2)2 + iε
iJa′ (p + k − q1 − q2)εμ′

(p + k − q1 − q2)ei(p+k−q1−q2 )x0

≈ iJa (p + k)ei(p+k)x0f eda2f bcef aba1Ta2Ta1

(1 − x + x2)

x
(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
(2igs ) ε · (k − xq1) e−iq1·b1

× e−iq2·b2 (E+)2
∫

dq2z

2π

v(q2z, q2)e−iq2z (z2−z1 )

[(p + k − q2)2 + iε][(p − q2)2 + iε]

∫
dqz

2π

v(qz − q2z, q1)e−iqz (z1−z0 )

(p + k − q1 − q2)2 + iε

≈ Ja (p + k)ei(p+k)x0f eda2f bcef aba1Ta2Ta1 (1 − x + x2)(−i)
∫

d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
(2igs ) ε · (k − xq1) e−iq1·b1

× e−iq2·b2 (E+)2
∫

dq2z

2π

v(q2z, q2)e−iq2z (z2−z1 )

[(p + k − q2)2 + iε][(p − q2)2 + iε]

1

k+ v

(
− k2

2ω
− x

1 − x

(k − q1 − q2)2

2ω
− q2z, q1

)

× e
i

2ω
[k2+ x

1−x
(k−q1−q2 )2](z1−z0 ). (H1)
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In the contact-limit case, there are four q2z poles of the above integral in the lower half-plane: − k2

2ω
− x

1−x

(k−q1−q2 )2

2ω
+ xq2

1
2ω

−
iε, x

1−x
[ (k−q1 )2

2ω
− (k−q1−q2 )2

2ω
] − iε, −iμ1⊥ and −iμ2⊥, which give

Mc
2,1,0 = iJa (p + k)ei(p+k)x0 (T a2T cT a1 )daTa2Ta1 (1 − x + x2)(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× (igs )
ε · (k − xq1)

(k − xq1)2
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2](z1−z0 ) μ
2
1⊥ + μ1⊥μ2⊥ + μ2

2⊥
μ1⊥μ2⊥

(k − xq1)2

x(1 − x)E+(μ1⊥ + μ2⊥)
, (H2)

where the residues at first two poles (i.e., originating from the gluon propagators) cancel each other exactly, leading to the result
Eq. (H2) that is suppressed by a factor of O

( (k−xq1 )2

x(1−x)E+(μ1⊥+μ2⊥ )

)
compared to the all previous amplitudes (note that x is finite), as

in the case of soft-gluon approximation [9,25].
The same conclusion applies to the Mc

2,1,1 amplitude, which can be straightforwardly verified by repeating the analogous
procedure as for Mc

2,1,0, and by the fact that these two amplitudes are symmetric (see Fig. 12) to the exchange (p ↔ k, x ↔
(1 − x), c ↔ d ).

APPENDIX I: CALCULATION OF RADIATIVE ENERGY LOSS

In this section, we provide a concise outline of calculating the first order in opacity radiative energy loss. We start with the
equation

d3N (1)
g d3NJ =

(
1

dT

Tr〈|M1|2〉 + 2

dT

Re Tr〈M2M
∗
0 〉
)

d3�p
(2π )32p0

d3�k
(2π )32ω

, (I1)

where M1 is sum of all diagrams with one scattering center from Appendix D, M2 is sum of all diagrams with two scattering
centers in the contact limit from Appendixes E–G, and M∗

0 is obtained from Appendix C.
The final results from Appendix D yield

M1 = M1,1,0 + M1,0,0 + M1,0,1

= Ja (p + k)ei(p+k)x0 (1 − x + x2)Ta1 (−i)
∫

d2q1

(2π )2
v(0, q1)e−iq1·b1 (2igs )

×
{(

ε · (k − q1)

(k − q1)2
[T c, T a1 ]da − ε · (k − xq1)

(k − xq1)2
(T cT a1 )da + ε · k

k2
(T a1T c )da

)
e

i
2ω

(k2+ x
1−x

(k−q1 )2 )(z1−z0 )

− ε · (k − q1)

(k − q1)2
[T c, T a1 ]dae

i
2ω

[k2−(k−q1 )2](z1−z0 ) − ε · k
k2

(T a1T c )dae
i

2ω
x

1−x
[(k−q1 )2−k2](z1−z0 )

}
, (I2)

leading to

1

dT

Tr〈|M1|2〉

=
∑

N |J (p + k)|2(4g2
s

) 1

A⊥
(1 − x + x2)2

∫
d2q1

(2π )2
|v(0, q1)|2 C2(T )

dG

{[
ε · (k − xq1)

(k − xq1)2

]2

Tr((T c )2(T a1 )2)

+ 2α

[
2
ε · (k − q1)

(k − q1)2
− ε · k

k2
− ε · (k − xq1)

(k − xq1)2

]
ε · (k − q1)

(k − q1)2
− α

ε · k
k2

ε · (k − q1)

(k − q1)2
2 cos

(
k2 − (k − q1)2

x(1 − x)E+ (z1 − z0)

)

+ 2

[
ε · k
k2

Tr[(T c )2(T a1 )2] − ε · (k − xq1)

(k − xq1)2
Tr(T cT a1T cT a1 )

]
ε · k
k2

− 2α

[
ε · (k − q1)

(k − q1)2
− 1

2

ε · k
k2

− 1

2

ε · (k − xq1)

(k − xq1)2

]
ε · (k − q1)

(k − q1)2
2 cos

(
(k − q1)2

x(1 − x)E+ (z1 − z0)

)

+
[
α

ε · (k − q1)

(k − q1)2
− ε · k

k2
Tr[(T c )2(T a1 )2] + ε · (k − xq1)

(k − xq1)2
Tr(T cT a1T cT a1 )

]
ε · k
k2

2 cos

(
k2

x(1 − x)E+ (z1−z0)

)}
,

(I3)

where the number of scattering centers N comes from summation over scattering centers Eqs. (B2) and (B3), then α ≡
Tr((T c )2(T a1 )2 − T cT a1T cT a1 ), and we also used the definition of the commutator, the fact that trace is invariant under the
cyclic permutations, Eq. (A4) (with i = j and di = dT ), and the relation E+ ≈ 2E. We verified that this result is also symmetric
under the substitutions (p ↔ k, x ↔ (1 − x), c ↔ d ) when written in terms of structure constants.
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Next, we summarize contact limits of all diagrams that contain two scattering centers from Appendixes E–G and then take
their ensemble average according to Eqs. (B2) to (B4) in order to obtain M2:

M2 = Mc
2,2,0 + Mc

2,0,3 + Mc
2,0,0 + 1

2

(
Mc

2,0,1 + Mc
2,0,2

)
= 1

2
NJa (p + k)ei(p+k)x0 (−2igs )

1

A⊥
(1 − x + x2)Ta2Ta1

×
∫

d2q1

(2π )2
|v(0, q1)|2

{
ε · k
k2

[
e

i
2ω

k2

1−x
(z1−z0 )([[T c, T a2 ], T a1 ]da + [T a2T a1 , T c]da ) − [[T c, T a2 ], T a1 ]da − (T a2T a1T c )da

]

+ ε · (k − q1)

(k − q1)2

[
e

i
2ω

k2

1−x
(z1−z0 ) − e

i
2ω

k2−(k−q1 )2

1−x
(z1−z0 )

]
((T a2 [T c, T a1 ])da + (T a1 [T c, T a2 ])da )

}
. (I4)

Then, by multiplying the previous expression by M∗
0 , we obtain

2

dT

Re Tr〈M2M
∗
0 〉 =

∑
N |J (p + k)|2(4g2

s

) 1

A⊥
(1 − x + x2)2

∫
d2q1

(2π )2
|v(0, q1)|2 C2(T )

dG

×
[(

ε · k
k2

)2{
2α cos

(
k2

x(1 − x)E+ (z1 − z0)

)
− 2α − Tr((T c )2(T a1 )2)

}

− 2α
ε · k
k2

ε · (k − q1)

(k − q1)2

(
cos

(
k2

x(1 − x)E+ (z1 − z0)

)
− cos

(
k2 − (k − q1)2

x(1 − x)E+ (z1 − z0)

))]
, (I5)

which can easily be verified to be symmetric to the exchange (p ↔ k, x ↔ (1 − x), c ↔ d), when written in terms of structure
constants. By summing the expressions Eqs. (I3) and (I5), we obtain

1

dT

Tr〈|M1|2〉 + 2

dT

Re Tr〈M2M
∗
0 〉

= NdG|J (p + k)|2(4g2
s

)C2(T )

dG

C2
2 (G)

1

A⊥
(1 − x + x2)2

∑∫
d2q1

(2π )2
|v(0, q1)|2

×
({

1 − cos

(
k2

x(1 − x)E+ (z1 − z0)

)}[
ε · k
k2

− ε · (k − xq1)

(k − xq1)2

]
ε · k
k2

+
{[

ε · (k − xq1)

(k − xq1)2

]2

−
(

ε · k
k2

)2
}

+
{

1 − cos

(
(k − q1)2

x(1 − x)E+ (z1 − z0)

)}[
2
ε · (k − q1)

(k − q1)2
− ε · k

k2
− ε · (k − xq1)

(k − xq1)2

]
ε · (k − q1)

(k − q1)2

)
, (I6)

which in the soft-gluon approximation coincides with massless limit of Eq. (82) from [25] and where we used the following
equalities that are valid in adjoint representation: Tr(T cT a1T cT a1 ) = 1

2C2
2 (G)dG = α = 1

2 Tr((T c )2(T a1 )2), which follow from
Eqs. (A4) to (A9) and the commutator definition.

Since we are considering optically thin QCD plasma, it would be convenient to expand energy loss in powers of opacity,
which is defined by the mean number of collisions in QCD medium [9],

n̄ = L

λ
= Nσel

A⊥
, (I7)

where the small transverse momentum transfer elastic cross section between the jet and the target partons is taken from GW
model (Eq. (6) from Ref. [9]), which in our case reads

dσel

d2q1
= C2(G)C2(T )

dG

|v(0, q1)|2
(2π )2

. (I8)

Combining Eqs. (I7) and (I8), we obtain

L

λ
= N

A⊥

C2(G)C2(T )

4πdG

(4παs )2

μ2
. (I9)

Next we incorporate Eq. (I9) in Eq. (I6), substitute obtained expression in Eq. (I1), keeping in mind that �p is the 3D momentum
of a final jet, and that we need to apply Eqs. (C14) and (C15).
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Thus, in the case of simple exponential distribution 2
L
e−2 z1−z0

L of the scattering centers (as in Ref. [25]), the single-gluon
radiation spectrum in the first order in opacity becomes

dN (1)
g

dx
= C2(G)αs

π

L

λ

(1 − x + x2)2

x(1 − x)

∑∫
d2q1

π

μ2(
q2

1 + μ2
)2
∫

d2k
π

(
−ε · (k − q1)

(k − q1)2

[
ε · k
k2

+ ε · (k − xq1)

(k − xq1)2
− 2

ε · (k − q1)

(k − q1)2

]

×
∫

dz1

{
1 − cos

(
(k − q1)2

x(1 − x)E+ (z1 − z0)

)}
2

L
e− 2(z1−z0 )

L + ε · k
k2

[
ε · k
k2

− ε · (k − xq1)

(k − xq1)2

]

×
∫

dz1

{
1 − cos

(
k2

x(1 − x)E+ (z1 − z0)

)}
2

L
e− 2(z1−z0 )

L +
{[

ε · (k − xq1)

(k − xq1)2

]2

−
(

ε · k
k2

)2
}∫

dz1
2

L
e− 2(z1−z0 )

L

)
,

(I10)

and the differential radiative energy loss dE(1)

dx
≡ ω

d3N
(1)
g

dx
≈ xE

d3N
(1)
g

dx
acquires the form

dE(1)

dx
= C2(G)αs

π

L

λ
E

(1−x+x2)2

1 − x

∑∫
d2q1

π

μ2(
q2

1 + μ2
)2
∫

d2k
π

(
−ε · (k − q1)

(k − q1)2

[
ε · k
k2

+ ε · (k − xq1)

(k − xq1)2
− 2

ε · (k − q1)

(k − q1)2

]

×
∫

dz1

{
1 − cos

(
(k − q1)2

x(1 − x)E+ (z1 − z0)

)}
2

L
e− 2(z1−z0 )

L + ε · k
k2

[
ε · k
k2

− ε · (k − xq1)

(k − xq1)2

]

×
∫

dz1

{
1 − cos

(
k2

x(1 − x)E+ (z1 − z0)

)}
2

L
e− 2(z1−z0 )

L +
{[

ε · (k − xq1)

(k − xq1)2

]2

−
(

ε · k
k2

)2
}∫

dz1
2

L
e− 2(z1−z0 )

L

)
.

(I11)

So we finally obtain

dN (1)
g

dx
= C2(G)αs

π

L

λ

(1 − x + x2)2

x(1 − x)

∫
d2q1

π

μ2(
q2

1 + μ2
)2

×
∫

dk2

{
(k − q1)2[ 4x(1−x)E

L

]2 + (k − q1)4

[
2 − k · (k − q1)

k2
− (k − q1) · (k − xq1)

(k − xq1)2

]

+ k2[ 4x(1−x)E
L

]2 + k4

[
1 − k · (k − xq1)

(k − xq1)2

]
+
[

1

(k − xq1)2
− 1

k2

]}
, (I12)

which is symmetric to the exchange of p and k gluons, and

dE(1)

dx
= C2(G)αs

π

L

λ
E

(1 − x + x2)2

1 − x

∫
d2q1

π

μ2(
q2

1 + μ2
)2

×
∫

dk2

{
(k − q1)2[ 4x(1−x)E

L

]2 + (k − q1)4

[
2 − k · (k − q1)

k2
− (k − q1) · (k − xq1)

(k − xq1)2

]

+ k2[ 4x(1−x)E
L

]2 + k4

[
1 − k · (k − xq1)

(k − xq1)2

]
+
[

1

(k − xq1)2
− 1

k2

]}
, (I13)

which in soft-gluon approximation reduces to massless limit of Eq. (84) from Ref. [25].

APPENDIX J: DIAGRAMS AND RADIATIVE ENERGY LOSS IN FINITE T QCD MEDIUM

Next we recalculate the results from Appendixes C–H when the gluon mass mg = μ√
2

is included, i.e., the gluon propagator
has the following form [27]:

Gluon propagator with mass mg in Feynman gauge:

a,μ b,νp = iδabPμν

p2 − m2
g + iε

, (J1)
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where Pμν , given by Eq. (12) from Ref. [27] (specifically Pμν = −(gμν − pμpνn
2+nμnνp

2−nμpν (np)−nνpμ(np)
n2p2−(np)2 ), which reduces to

Eq. (A12)), represents the transverse projector. Note that since the transverse projectors act directly or indirectly on transverse
polarization vectors, one may immediately replace Pμν with −gμν in gluon propagators, in order to facilitate the calculations.
This observation is obvious for off-shell gluon propagator, whereas the derivation for the remaining internal gluon lines is
straightforward.

Consistently throughout this section, the initial jet propagates along the z axis, 4-momentum is conserved, and minus
light cone coordinates of p and k momenta acquire an additional term +m2

g in the numerator compared to massless case
(Appendixes C–H), due to relations k2 = p2 = m2

g , while the polarizations remain the same.
We provide only the final expressions for all 11 Feynman diagrams beyond the soft-gluon approximation, when the gluon

mass is included, since its derivation is similar to the case of massless gluons and in order to avoid unnecessary repetition
(Appendixes C–H).

Thus, for M0 we obtain

M0 = Ja (p + k)ei(p+k)x0 (−2igs )(1 − x + x2)
ε · k

k2 + m2
g (1 − x + x2)

(T c )da. (J2)

The expression for M1,1,0 now reads

M1,1,0 = Ja (p + k)ei(p+k)x0 (−i)(1 − x + x2)(T cT a1 )daTa1

∫
d2q1

(2π )2
v(0, q1)e−iq1·b1

× (−2igs )
ε · (k − xq1)

(k − xq1)2 + m2
g (1 − x + x2)

e
i

2ω
[k2+ x

1−x
(k−q1 )2+ m2

g (1−x+x2 )

1−x
](z1−z0 ), (J3)

which differs from Eq. (D12) in the term χ ≡ m2
g (1 − x + x2), which now appears in the denominator and in exponent,

accompanying the squared transverse momentum. Further on, we will use the shorthand notation χ .
Similarly, for M1,0,0 and M1,0,1 we obtain, respectively,

M1,0,0 = Ja (p + k)ei(p+k)x0 (−i)(1 − x + x2)(T a1T c )daTa1

∫
d2q1

(2π )2
v(0, q1)e−iq1·b1

× (2igs )
ε · k

k2 + χ

{
e

i
2ω

[k2+ x
1−x

(k−q1 )2+ χ
1−x

](z1−z0 ) − e− i
2ω

x
1−x

[k2−(k−q1 )2](z1−z0 )
}
, (J4)

M1,0,1 = Ja (p + k)ei(p+k)x0 (−i)(1 − x + x2)[T c, T a1 ]daTa1

∫
d2q1

(2π )2
v(0, q1)e−iq1·b1

× (2igs )
ε · (k − q1)

(k − q1)2 + χ

{
e

i
2ω

[k2+ x
1−x

(k−q1 )2+ χ
1−x

](z1−z0 ) − e
i

2ω
[k2−(k−q1 )2](z1−z0 )

}
. (J5)

Proceeding in a similar manner, we obtain the following expressions for contact-limit diagrams which include interactions
with two scattering centers:

Mc
2,2,0 = −Ja (p + k)ei(p+k)x0 (T cT a2T a1 )daTa2Ta1 (1 − x + x2)(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× 1

2
(2igs )

ε · [k − x(q1 + q2)]

[k − x(q1 + q2)]2 + χ
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2+ χ
1−x

](z1−z0 ), (J6)

Mc
2,0,3 = Ja (p + k)ei(p+k)x0 [[T c, T a2 ], T a1 ]daTa2Ta1 (1 − x + x2)(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× 1

2
(2igs )

ε · (k − q1 − q2)

(k − q1 − q2)2 + χ

{
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2+ χ
1−x

](z1−z0 ) − e
i

2ω
[k2−(k−q1−q2 )2](z1−z0 )

}
, (J7)

Mc
2,0,0 = Ja (p + k)ei(p+k)x0 (T a2T a1T c )daTa2Ta1 (1 − x + x2)(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× 1

2
(2igs )

ε · k
k2 + χ

{
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2+ χ
1−x

](z1−z0 ) − e
i

2ω
x

1−x
[(k−q1−q2 )2−k2](z1−z0 )

}
, (J8)

Mc
2,0,1 = Ja (p + k)ei(p+k)x0 (T a2 [T c, T a1 ])daTa2Ta1 (1 − x + x2)(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× (2igs )
ε · (k − q1)

(k − q1)2 + χ

{
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2+ χ
1−x

](z1−z0 ) − e
i

2ω
[k2− (k−q1 )2

1−x
+ x

1−x
(k−q1−q2 )2](z1−z0 )

}
, (J9)
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Mc
2,0,2 = Ja (p + k)ei(p+k)x0 (T a1 [T c, T a2 ])daTa2Ta1 (1 − x + x2)(−i)

∫
d2q1

(2π )2
(−i)

∫
d2q2

(2π )2
v(0, q1)v(0, q2)e−i(q1+q2 )·b1

× (2igs )
ε · (k − q2)

(k − q2)2 + χ

(
e

i
2ω

[k2+ x
1−x

(k−q1−q2 )2+ χ
1−x

](z1−z0 ) − e
i

2ω
[k2− (k−q2 )2

1−x
+ x

1−x
(k−q1−q2 )2](z1−z0 )

)
. (J10)

The amplitudes Mc
2,1,0 and Mc

2,1,1 are omitted as they are suppressed compared to the remaining amplitudes.
After adding Eqs. (J3) to (J5), we obtain

1

dT

Tr〈|M1|2〉

=
∑

N |J (p + k)|2(4g2
s

) 1

A⊥
(1 − x + x2)2

∫
d2q1

(2π )2
|v(0, q1)|2 C2(T )

dG

([
ε · (k − xq1)

(k − xq1)2 + χ

]2

Tr((T c )2(T a1 )2)

+ 2α

[
2

ε · (k − q1)

(k − q1)2 + χ
− ε · k

k2 + χ
− ε · (k − xq1)

(k − xq1)2 + χ

]
ε · (k − q1)

(k − q1)2 + χ
− α

ε · k
k2 + χ

ε · (k − q1)

(k − q1)2 + χ

× 2 cos

(
k2 − (k − q1)2

x(1 − x)E+ (z1 − z0)

)
+ 2

{
ε · k

k2 + χ
Tr((T c )2(T a1 )2) − ε · (k − xq1)

(k − xq1)2 + χ
Tr(T cT a1T cT a1 )

}
ε · k

k2 + χ

− 2α

[
ε · (k − q1)

(k − q1)2 + χ
− 1

2

ε · k
k2 + χ

− 1

2

ε · (k − xq1)

(k − xq1)2 + χ

]
ε · (k − q1)

(k − q1)2 + χ
2 cos

(
(k − q1)2 + χ

x(1 − x)E+ (z1 − z0)

)

+
{
α

ε · (k−q1)

(k − q1)2+χ
− ε · k

k2+χ
Tr((T c )2(T a1 )2)+ ε · (k−xq1)

(k − xq1)2+χ
Tr(T cT a1T cT a1 )

}
ε · k

k2 + χ
2 cos

(
k2+χ

x(1−x)E+ (z1−z0)

))
.

(J11)
Likewise, after adding Eqs. (J6) to (J10), we obtain

2

dT

Re Tr〈M2M
∗
0 〉 =

∑
N |J (p + k)|2(4g2

s

) 1

A⊥
(1 − x + x2)2

∫
d2q1

(2π )2
|v(0, q1)|2 C2(T )

dG

×
((

ε · k
k2 + χ

)2{
2α cos

(
k2 + χ

x(1 − x)E+ (z1 − z0)

)
− 2α − Tr((T c )2(T a1 )2)

}

− 2α
ε · k

k2 + χ

ε · (k − q1)

(k − q1)2 + χ

{
cos

(
k2 + χ

x(1 − x)E+ (z1 − z0)

)
− cos

(
k2 − (k − q1)2

x(1 − x)E+ (z1 − z0)

)})
, (J12)

leading to

1

dT

Tr〈|M1|2〉 + 2

dT

Re Tr〈M2M
∗
0 〉

= NdG|J (p + k)|2(4g2
s

)C2(T )

dG

C2
2 (G)

1

A⊥
(1 − x + x2)2

∑∫
d2q1

(2π )2
|v(0, q1)|2

×
({

1− cos

(
k2 + χ

x(1 − x)E+ (z1 − z0)

)}[
ε · k

k2 + χ
− ε · (k − xq1)

(k − xq1)2 + χ

]
ε · k

k2 + χ
+
{[

ε · (k − xq1)

(k − xq1)2 + χ

]2

−
(

ε · k
k2 + χ

)2
}

+
{

1 − cos

(
(k − q1)2 + χ

x(1 − x)E+ (z1 − z0)

)}[
2

ε · (k − q1)

(k − q1)2 + χ
− ε · k

k2 + χ
− ε · (k − xq1)

(k − xq1)2 + χ

]
ε · (k − q1)

(k − q1)2 + χ

)
. (J13)

In the soft-gluon approximation, the previous expression coincides with Eq. (82) from Ref. [25] (note that in contrast to the
cited paper, we here consider the gluon jet, so that M no longer denotes heavy quark mass, but instead M ≡ mg and therefore
the term M2x2 is also negligible).

If we further apply the same procedure as in Appendix I, and again assume the simple exponential distribution 2
L
e−2 z1−z0

L of
the scattering centers, we obtain

dN (1)
g

dx
= C2(G)αs

π

L

λ

(1 − x + x2)2

x(1 − x)

∫
d2q1

π

μ2(
q2

1 + μ2
)2

×
∫

dk2

(
(k − q1)2 + χ[ 4x(1−x)E

L

]2 + [(k − q1)2 + χ ]2

[
2

(k − q1)2

(k − q1)2 + χ
− k · (k − q1)

k2 + χ
− (k − q1) · (k − xq1)

(k − xq1)2 + χ

]

+ k2 + χ[ 4x(1−x)E
L

]2 + (k2 + χ )2

[
k2

k2 + χ
− k · (k − xq1)

(k − xq1)2 + χ

]
+
{

(k − xq1)2

[(k − xq1)2 + χ ]2
− k2

(k2 + χ )2

})
, (J14)
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which is symmetric to the exchange of p and k gluons, and which for mg → 0 coincides with Eq. (I12). Also,

dE(1)

dx
= C2(G)αs

π

L

λ
E

(1 − x + x2)2

1 − x

∫
d2q1

π

μ2(
q2

1 + μ2
)2

×
∫

dk2

(
(k − q1)2 + χ[ 4x(1−x)E

L

]2 + [(k − q1)2 + χ ]2

[
2

(k − q1)2

(k − q1)2 + χ
− k · (k − q1)

k2 + χ
− (k − q1) · (k − xq1)

(k − xq1)2 + χ

]

+ k2 + χ[ 4x(1−x)E
L

]2 + (k2 + χ )2

[
k2

k2 + χ
− k · (k − xq1)

(k − xq1)2 + χ

]
+
{

(k − xq1)2

[(k − xq1)2 + χ ]2
− k2

(k2 + χ )2

})
, (J15)

which, in the soft-gluon approximation, reduces to Eq. (84) from Ref. [25], and which for mg → 0 coincides with our massless
beyond soft-gluon approximation expression, Eq. (I13).

Further, we display the beyond soft-gluon approximation expressions needed for numerical evaluation of the corresponding
variables. So, the number of radiated gluons to the first order in opacity for gluons with effective mass mg and for finite x reads

N (1)
g = C2(G)αs

π

L

λ

∫ 1
2

0
dx

(1 − x + x2)2

x(1 − x)

∫
d2q1

π

μ2(
q2

1 + μ2
)2

×
∫

dk2

(
(k − q1)2 + χ[ 4x(1−x)E

L

]2 + [(k − q1)2 + χ ]2

[
2

(k − q1)2

(k − q1)2 + χ
− k · (k − q1)

k2 + χ
− (k − q1) · (k − xq1)

(k − xq1)2 + χ

]

+ k2 + χ[ 4x(1−x)E
L

]2 + (k2 + χ )2

[
k2

k2 + χ
− k · (k − xq1)

(k − xq1)2 + χ

]
+
{

(k − xq1)2

[(k − xq1)2 + χ ]2
− k2

(k2 + χ )2

})
. (J16)

Similarly, the fractional radiative energy loss is given by

�E(1)

E
= C2(G)αs

π

L

λ

∫ 1
2

0
dx

(1 − x + x2)2

1 − x

∫
d2q1

π

μ2(
q2

1 + μ2
)2

×
∫

dk2

(
(k − q1)2 + χ[ 4x(1−x)E

L

]2 + [(k − q1)2 + χ ]2

[
2

(k − q1)2

(k − q1)2 + χ
− k · (k − q1)

k2 + χ
− (k − q1) · (k − xq1)

(k − xq1)2 + χ

]

+ k2 + χ[ 4x(1−x)E
L

]2 + (k2 + χ )2

[
k2

k2 + χ
− k · (k − xq1)

(k − xq1)2 + χ

]
+
{

(k − xq1)2

[(k − xq1)2 + χ ]2
− k2

(k2 + χ )2

})
. (J17)

APPENDIX K: UNIFORM DISTRIBUTION OF STATIC SCATTERING CENTERS

In this section, we assess how the choice of distribution of longitudinal distance between the gluon-jet production site and
target rescattering site affects our results and conclusions. To this end, we here concentrate on the limit opposite to the exponential
one (which mimics a rapidly evolving medium, and which was used throughout this paper)—the uniform distribution, as was
done in Refs. [15,16]. Thus, similar to the procedure in Appendix I, after incorporating Eq. (I9) in Eq. (I6), substituting the
obtained expression in Eq. (I1) (also keeping in mind that �p is 3D momentum of a final jet, and that we need to apply Eqs. (C14)
and (C15)), we obtain the following expression for single-gluon radiation spectrum in the limit of uniformly distributed static
scattering centers for massless gluons:

dN (1)
g

dx
= C2(G)αs

π

L

λ

(1 − x + x2)2

x(1 − x)

∫
d2q1

π

μ2(
q2

1 + μ2
)2

×
∫

dk2

⎛
⎝
⎧⎨
⎩1 −

sin
( (k−q1 )2

2x(1−x)E L
)

(k−q1 )2

2x(1−x)E L

⎫⎬
⎭ 1

(k − q1)2

[
2 − k · (k − q1)

k2
− (k − q1) · (k − xq1)

(k − xq1)2

]

+
{

1 −
sin
( k2

2x(1−x)E L
)

k2

2x(1−x)E L

}
1

k2

[
1 − k · (k − xq1)

(k − xq1)2

]
+
[

1

(k − xq1)2
− 1

k2

]⎞⎠, (K1)
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which is also symmetric to the exchange of radiated and final gluons, while the differential radiative energy loss for massless
gluons in the case of the uniform distribution acquires the form

dE(1)

dx
= C2(G)αs

π

L

λ
E

(1 − x + x2)2

(1 − x)

∫
d2q1

π
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×
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}
1

k2

[
1 − k · (k − xq1)

(k − xq1)2

]
+
[

1

(k − xq1)2
− 1

k2

]⎞⎠. (K2)

Note that the L dependence in the case of uniform distribution of dN
(1)
g

dx
and dE(1)

dx
(given by Eqs. (K1) and (K2)) is quite distinct

from the one in the case of exponential distribution (given by Eqs. (I12) and (I13)).
In the same manner as in Appendix J, the single-gluon radiation spectrum and differential radiative energy loss for gluon-jet

embedded in a finite-temperature QCD medium, i.e., for gluon with effective mass mg [27], in the case of uniformly distributed
scattering centers read as follows:

dN (1)
g

dx
= C2(G)αs
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]
+
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− k2

(k2 + χ )2

}⎞⎠ (K3)

and

dE(1)

dx
= C2(G)αs

π

L
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E
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∫
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}⎞⎠. (K4)

Note that Eq. (K3) is also symmetric to the exchange of radiated and final gluons, and in massless case reproduces Eq. (K1),
whereas Eq. (K4) for mg → 0 coincides with our massless beyond soft-gluon approximation expression, Eq. (K2). Again, by
comparing analytical expressions given by Eqs. (K3) and (K4) with Eqs. (J14) and (J15), we observe significantly different L
dependences in these two opposite cases of longitudinal distance distribution.

Finally, the number of radiated gluons and fractional radiative energy loss to the first order in opacity and beyond the soft-
gluon approximation for gluons with effective mass mg in the limit of uniform longitudinal distance distribution, respectively,
read

N (1)
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FIG. 13. The counterpart of Fig. 1, when uniform longitudinal distance distribution is considered. The effect of relaxing the soft-gluon
approximation on integrated variables to the first order in opacity of DGLV formalism, as a function of p⊥. (a) Comparison of gluon’s
fractional radiative energy loss in the bsg (solid curve) case with the sg (dashed curve) case. (b) The percentage change of the radiative energy
loss when the soft-gluon approximation is relaxed with respect to the sg case. (c) Comparison of number of radiated gluons in bsg (solid curve)
with sg (dashed curve) case. (d) The relative change of radiated gluon number when the soft-gluon approximation is relaxed with respect to
the sg case.
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Note that Eq. (K6) in the soft-gluon limit reduces to
Eq. (2.13) from Ref. [16] (or equivalently, to static case of
Eq. (1) from Ref. [15]) for gluons, where likewise the uniform
distribution was used.

The above obtained notably different expressions for uni-
form (compared to the exponential) distribution of static
scattering centers require assessing the sensitivity of our
conclusions on the importance of the soft-gluon approxima-

tion to the considered distribution. Therefore, in this section
we also use the uniform distribution case and display the effect
of finite x on the numerical predictions for the same variables
as in Sec. VI.

By comparing Figs. 13–15 with the corresponding figures
from Sec. VI (i.e., Figs. 1, 2, and 4), we infer that the results
obtained in this section are quite similar to the ones obtained
with exponential distribution in Sec. VI. From this, it follows
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FIG. 14. The counterpart of Fig. 2, when uniform longitudinal distance distribution is considered. The effect of relaxing the soft-gluon
approximation on differential variables to the first order in opacity of DGLV formalism, as a function of x. The comparison of (1/E) ×
(dE (1)/dx ) and dN (1)

g /dx between the bsg (solid curve) case and the sg (dashed curve) case, for different values of initial jet p⊥ (5, 10, and
50 GeV, as indicated in panels) is shown in the first ((a), (d), and (g)) and second ((b), (e), and (h)) columns, respectively. The quantification
of the effect on the single-gluon radiation spectrum and its expression in percentage is shown in panels (c), (f) and (i).

that our conclusions with respect to the importance of the soft-
gluon approximation, presented in Secs. III to VII, are robust
to the presumed longitudinal distance distribution. Note that
curves forming in this section are less smooth compared to
the one from Sec. VI, due to oscillating sine functions in the
corresponding analytical expressions (Eqs. (K3) to (K6)).

APPENDIX L: RELEVANT REGION FOR THE
IMPORTANCE OF THE SOFT-GLUON APPROXIMATION

Based on the reasoning outlined in Sec. VI (see Fig. 5 and
the corresponding intuitive explanation), we marked x � 0.4
as the relevant region for the importance of the soft-gluon
approximation; in this section, we study this issue in more

detail. We first note that claiming that a certain region is
not relevant for relaxing the soft-gluon approximation does
not mean that this whole region can be rejected, but that the
beyond soft-gluon expression does not have to be applied in
that region.

Therefore, for reliable suppression predictions, one has to
take into account the entire x region, while in the following
lines we address the necessity of relaxing the soft-gluon
approximation in a certain region.

To address this goal, we first note that Figs. 2 and 3 high-
light both more “conservative” x ≈ 0.4 and x ≈ 0.3 values
as the upper limit of the relevant region. Thus, in the text,
we want to address which of the following two points is
better to define as a border point of the relevant region for
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FIG. 15. The counterpart of Fig. 4, when uniform longitudinal distance distribution is considered. The effect of relaxing the soft-gluon
approximation on gluon RAA as a function of final p⊥. (a) Comparison of gluon-jet RAA between the bsg (solid curve) case and the sg (dashed
curve) case. (b) The quantification of the effect and its expression in percentage.

differentiating between bsg and sg RAA predictions. Thus,
in Fig. 16 we compare suppressions obtained from the bsg
expression for the entire x � 0.5 region, first with (i) results

obtained from the bsg expression for x � 0.4 combined with
the sg expression for x > 0.4 (Figs. 16(a) and 16(b)) and then
with (ii) results obtained from the bsg expression for x � 0.3

FIG. 16. The two scenarios of relevant x regions for the importance of the soft-gluon approximation. The effect of relaxing the soft-gluon
approximation on RAA as a function of p⊥. The suppression of gluon jet beyond the soft-gluon approximation (solid curve) is compared to the
combined RAA (dot-dashed curve), obtained from (i) bsg expression for x � 0.4 combined with sg expression for x > 0.4 in panel (a) ((ii) bsg
expression for x � 0.3 combined with sg expression for x > 0.3 in panel (c)). The quantification of the effect and its expression in percentage
for these two scenarios are presented in panels (b) and (d), respectively.
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combined with the sg expression for x > 0.3 (Figs. 16(c) and
16(d)).

From Fig. 16, we observe that both x = 0.3 and x = 0.4
can be defined as a border point for the importance of the
soft-gluon approximation. However, based on the fact that
the difference between bsg and combined RAA for case (i) is

smaller than for case (ii), and that taking into account that

the 0.3 < x � 0.4 region balances negative and positive dN
(1)
g

dx
contributions of relaxing the soft-gluon approximation (see,
e.g., Fig. 3), it is safer to claim that more “conservative” region
x � 0.4 (i) is the relevant one.
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Bacterial immune systems, such as CRISPR-Cas or restriction-modification (R-M)

systems, affect bacterial pathogenicity and antibiotic resistance by modulating horizontal

gene flow. A model system for CRISPR-Cas regulation, the Type I-E system from

Escherichia coli, is silent under standard laboratory conditions and experimentally

observing the dynamics of CRISPR-Cas activation is challenging. Two characteristic

features of CRISPR-Cas regulation in E. coli are cooperative transcription repression

of cas gene and CRISPR array promoters, and fast non-specific degradation of full

length CRISPR transcripts (pre-crRNA). In this work, we use computational modeling

to understand how these features affect the system expression dynamics. Signaling

which leads to CRISPR-Cas activation is currently unknown, so to bypass this step,

we here propose a conceptual setup for cas expression activation, where cas genes

are put under transcription control typical for a restriction-modification (R-M) system and

then introduced into a cell. Known transcription regulation of an R-M system is used

as a proxy for currently unknown CRISPR-Cas transcription control, as both systems

are characterized by high cooperativity, which is likely related to similar dynamical

constraints of their function. We find that the two characteristic CRISPR-Cas control

features are responsible for its temporally-specific dynamical response, so that the

system makes a steep (switch-like) transition from OFF to ON state with a time-

delay controlled by pre-crRNA degradation rate. We furthermore find that cooperative

transcription regulation qualitatively leads to a cross-over to a regime where, at higher

pre-crRNA processing rates, crRNA generation approaches the limit of an infinitely abrupt

system induction. We propose that these dynamical properties are associated with rapid

expression of CRISPR-Cas components and efficient protection of bacterial cells against

foreign DNA. In terms of synthetic applications, the setup proposed here should allow

highly efficient expression of small RNAs in a narrow time interval, with a specified

time-delay with respect to the signal onset.

Keywords: CRISPR-Cas activation, pre-crRNA processing, CRISPR regulation, crRNA generation, biophysical

modeling
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INTRODUCTION

CRISPR-Cas are adaptive immune systems, which defend
prokaryotic cells against foreign DNA, including viruses and
plasmids. A CRISPR-Cas system consists of a CRISPR (Clustered
Regularly Interspaced Short Palindromic Repeats) array and
associated cas genes (Makarova et al., 2006; Barrangou et al.,
2007; Brouns et al., 2008; Hille and Charpentier, 2016). CRISPR
arrays consist of identical direct repeats (R) of about 30 bp
in length, interspaced with spacers (S) of similar length and
variable sequence. Spacer sequences are often complementary
to fragments of viral or plasmid DNA. A match between a
CRISPR spacer and invading phage (bacterial virus) sequence
provides immunity to infection (Barrangou et al., 2007; Hille
and Charpentier, 2016). The entire CRISPR locus is initially
transcribed as a long transcript (called pre-crRNA) (Pougach
et al., 2010; Pul et al., 2010), which is further processed by
Cas proteins to small protective CRISPR RNAs (called crRNAs)
(Brouns et al., 2008; Pougach et al., 2010; Djordjevic et al.,
2012). crRNAs are responsible for recognition and, together
with Cas proteins, inactivation of invading foreign genetic
elements (Brouns et al., 2008; Al-Attar et al., 2011). Cas proteins
also take part in CRISPR adaptation, which is a process in
which new spacers from viral genomes are inserted in CRISPR
array. Figure 1 shows a schematic gene diagram for Type
I-E CRISPR-Cas from E. coli, (Mojica and Diez-Villasenor,
2010; Patterson et al., 2017), which we consider in this paper.
The cas genes and the CRISPR array are transcribed from
separate promoters, which are located inside of the intergenic
regions here denoted by IGLB and L (the leader sequence),
respectively (see Figure 1; Pougach et al., 2010; Pul et al.,
2010).

Promoters for cas operon and the CRISPR array are repressed
in Type I-E CRISPR-Cas in E. coli (Pougach et al., 2010; Pul
et al., 2010; Westra et al., 2010), which makes this system
silent under standard conditions. Consequently, to generate
crRNAs that can protect the bacterial cell, CRISPR-Cas has
to be activated. Thus, to understand the system function
it is crucial to understand the main features that control
dynamics of CRISPR-Cas activation (Mojica andDiez-Villasenor,
2010; Richter et al., 2012; Patterson et al., 2017). However,
approaching this problem experimentally is complicated due to
the following:

FIGURE 1 | A scheme of a Type I-E CRISPR-Cas system from E coli (Al-Attar et al., 2011; Makarova et al., 2011, 2015). The cas genes and the CRISPR array are

indicated. R and S within the CRISPR array correspond, respectively, to repeats and spacers; note that the spacer sequences differ from each other, and are labeled

by consecutive numbers (1, 2, 3...). IGLB and L correspond to intergenic regions where promoters for the Cascade complex genes (cse1,2, cas7,5,6e) and the

Cas1,2 adaptation proteins (IGLB) and the CRISPR array (L) are located. The two promoters within IGLB and L are indicated by arrows. One of the Cas proteins

(Cas6e) is responsible for processing pre-crRNA to crRNA. The effector Cascade complex is composed of proteins encoded by genes marked with yellow color. It

binds crRNA, which recognizes invading DNA. Once recognized, foreign DNA is destroyed by the product of cas3 (Brouns et al., 2008).

i. It requires direct experimental observation of in vivo
dynamics ofmolecular species (proteins or RNA) in a cell (see
e.g., Morozova et al., 2015).

ii. The signaling which leads to system induction is currently
unclear (Ratner et al., 2015; Patterson et al., 2017), e.g., even a
viral infection, an obvious trigger, is not sufficient to activate
the system.

iii. To understand the roles of the key system features in
its response/dynamics these features would have to be
perturbed, which may require extensive reengineering of the
system.

A complementary approach is to use mathematical/biophysical
modeling to assess how different features of CRISPR-Cas
expression affect system dynamics. Moreover, in silico analysis
allows one to study alternative system architectures, and/or to
perturb the natural system (see e.g., Rodic et al., 2017), which in
turn allows understanding the role of its key regulatory features.

Experimental research has led to a consistent picture of
the main CRISPR-Cas regulatory features in closely related
E. coli and Salmonella enterica (Pul et al., 2010; Westra et al.,
2010; Medina-Aparicio et al., 2011). Under standard conditions,
promoters for both CRISPR array and cas genes are repressed by
global regulators (H-NS and LRP). Repression by these regulators
is highly cooperative, as their binding is nucleated at certain
position, and then extends along the DNA through cooperative
interactions between repressor molecules (Bouffartigues et al.,
2007). Additional regulators, such as CRP, may also be involved
in the repression of cas operon (Yang et al., 2014). While
the exact signaling mechanism remains unclear, this repression
must be relieved upon appropriate external signal (e.g., envelope
stress that may signal bacteriophage invasion), through the

action of transcription activators (LexA, LeuO, and BaeR-S are
likely involved) (Richter et al., 2012; Patterson et al., 2017).
In particular, for Type I-E CRISPR-Cas in E. coli, it was

shown that cooperative repression by H-NS can be relieved
by elevated amount of LeuO (Pul et al., 2010; Westra et al.,

2010). Thus, highly cooperative repression, which is abolished by
transcription activators, emerges as a major feature of CRISPR-

Cas transcription control in E. coli and its relatives.

Another crucial mechanism in CRISPR-Cas expression is pre-
crRNA transcript processing (Brouns et al., 2008; Pougach et al.,
2010). Experiments in E. coli, reported that overexpression of
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FIGURE 2 | (A) A scheme of CRISPR transcript processing: CRISPR array is transcribed (i.e., pre-crRNA is generated) with rate ϕ, and the transcript is either

(non-specifically) degraded with rate λpre, or processed to crRNAs by Cas6e with rate k; individual crRNAs are then degraded with rate λcrRNA (Djordjevic et al.,

2012). (B) The proposed model system for CRISPR-Cas activation: cas genes (including cas6e, whose product processes pre-crRNA to crRNA), and the transcription

factor (C), are transcribed from ϕCas promoter. To reproduce the same qualitative features of transcription regulation as in a native CRISPR-Cas system (cooperative

regulation), ϕCas is put under control of C protein, in the same manner as in a well-studied AhdI R-M system (Bogdanova et al., 2008). The system is induced when

the plasmid expressing cas genes and C protein enters a bacterial cell, as indicated in Figure 3. Gradual expression of cas genes, leading to Cas6e protein synthesis

(gray oval), then increases k (this is indicated by the full arrow in the figure), which in turn results in crRNA generation.

FIGURE 3 | A scheme of the basic setup: pre-crRNA is transcribed in a cell from CRISPR array with rate ϕ. Transcription of cas genes occurs from a plasmid, which

enters the cell, inducing crRNA generation. A transcription regulator (C) is transcribed together with cas genes, regulating transcription of the ϕCas promoter in a same

qualitative manner as exhibited in native CRISPR-Cas system. To achieve this, C protein controls transcription of ϕCas promoter in the same way as in a well-studied

R-M system. This leads to a gradual synthesis of Cas6e and C protein, leading to system activation, as schematically shown in Figure 2B.

Cas6e (which is responsible for pre-crRNA processing) generates
highly abundant crRNAs from pre-crRNAwhich is present at low
abundance (Pougach et al., 2010). We previously showed that
a simple quantitative model—whose relevant kinetic scheme is
shown in Figure 2A—explains this observation (Djordjevic et al.,
2012), so that a small decrease in pre-crRNA abundance leads to a
much larger (around two orders ofmagnitude) increase in crRNA
abundance. Interestingly, the main mechanism responsible for
this strong amplification is fast non-specific degradation of pre-
crRNA (see Figure 2) by unidentified nuclease(s). In particular,
when cas genes expression increases, processing of pre-crRNA
by Cas6e is favored and diverts the entire pre-crRNA molecule
away from the path of non-specific degradation. Therefore, the
fast non-specific degradation of pre-crRNA should be considered
as a second major regulatory feature of CRISPR-Cas expression.

The modeling described in Djordjevic et al. (2012) took into
account only the transcript processing step, i.e., it was assumed
that there is an infinitely abrupt (stepwise) increase of pre-crRNA

to crRNA processing rate, and pre-crRNA generation rate. This
is, however, a clear idealization of the induction mechanism,
as transcription regulation of cas genes and CRISPR array
promoters is neglected. That is, in reality, pre-crRNA processing
rate can be increased only gradually, as it takes time to synthesize
the needed Cas proteins. The rate of Cas proteins synthesis is
in turn directly related to the transcription control of the cas
gene promoter in the IGLB region (see Figure 1). Similarly, the
rate by which pre-crRNA is synthesized is determined by the
transcription control of the CRISPR array promoter (L region).

Consequently, a more realistic model of CRISPR-Cas
expression dynamics has to take into account both the regulation
of CRISPR array and Cas protein synthesis, and CRISPR
transcript processing. However, a major obstacle in achieving
such model is that signaling which leads to the system induction,
and detailedmechanism of CRISPR-Cas transcription regulation,
is still unclear. We here propose a model system for CRISPR-Cas
induction by assuming that activation of crRNA production
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is put under transcriptional control exhibited in a restriction-
modification (R-M) immune system (Pingoud et al., 2014). As
argued below, such model system would have qualitative features
of transcription regulation expected for a CRISPR-Cas, and will
keep the same transcript processing mechanism as that described
for native system. On the other hand, this model system allows
bypassing the currently unknown signaling that leads to CRISPR-
Cas activation, and can be readily analyzed in silico, since
transcription regulation of a well-studied R-M system (AhdI, see
Bogdanova et al., 2008)—for which we previously showed that
it can be reliably modeled (see below)—is used as a proxy for
transcription regulation of CRISPR-Cas system.

Through this approach, we expect to:

i. Obtain quantitatively more realistic model of CRISPR-
Cas induction dynamics, in which the transcription
regulation, i.e., the gradual synthesis of relevant enzymes
and transcription regulators is explicitly taken into account.

ii. Qualitatively understand the main features of CRISPR-Cas
induction, in particular the roles of cooperative transcription
regulation, and of fast non-specific degradation of pre-
crRNA.

iii. Propose an experimental setup for CRISPR-Cas induction
that mimics the main qualitative features of the native
system.

The setup of the model will be explicitly considered in the next
subsection.

RESULTS

In silico Experiment Setup
The Model System
We start from a CRISPR transcript processing scheme, which
is shown in Figure 2. According to this scheme, pre-crRNA is
generated with rate ϕ, and subsequently either non-specifically
degraded (due to activity of an unspecified nuclease) with
rate λpre, or is processed by Cas6e to crRNAs with rate k.
crRNAs are subsequently degraded with rate λcrRNA. All the
parameters in the scheme are experimentally determined in
(Djordjevic et al., 2012) (for Type I-E CRISPR-Cas in E. coli)
and explicitly stated in Methods. In particular, the main feature
of the transcript processing is a large (non-specific) pre-crRNA
degradation rate (with λpre ∼ 1 1/min), which is much larger
than crRNA degradation rate (with λcrRNA ∼ 1/100 1/min).
In the experiments, crRNA production is artificially activated,
by overexpressing Cas6e from a plasmid, which increases pre-
crRNA processing rate (k) for between one and two orders of
magnitude (between 10λpre and 100λpre). While the repression
of the cas promoter in IGLB region (see Figure 1) is very strong,
with very small amount of Cas6e synthesized when the system
is uninduced, the repression of the CRISPR array promoter is
significantly weaker, with rather strong basal rate of pre-crRNA
generation (ϕ ∼ 10 1/min) (Pougach et al., 2010; Pul et al., 2010;
Westra et al., 2010; Djordjevic et al., 2012).

As indicated in the Introduction, we previously modeled the
transcript processing mechanism (Djordjevic et al., 2012), where
we took that k is increased abruptly, i.e., as a step function
at t = 0. This neglects the transcription regulation of cas

and CRISPR array promoters. Such abrupt increase of k will
provide a baseline for our predictions, which will now take into
account that Cas6e (the enzyme which processes pre-crRNA
to crRNA) is synthesized gradually. While in the experiments
crRNA generation is activated by overexpressing Cas6e from a
plasmid (see e.g., Pougach et al., 2010), it is likely that in the
native system the expression of CRISPR array is activated as well
(Pul et al., 2010). Consequently, we will also take into account a
gradual synthesis of the regulator [in our case, a C-protein (Tao
et al., 1991; Bogdanova et al., 2008)], which can activate CRISPR
array transcription by increasing the basal rate ϕ to a higher
value.

To include transcription regulation of the cas promoter, i.e.,
the gradual synthesis of Cas6e and C transcriptional regulator,
we here propose the model system whose setup is schematically
shown in Figures 2, 3. This setup includes a CRISPR array
which is expressed from a promoter with basal transcription
activity ϕ (Figure 3). The second component is a vector (plasmid,
virus) which expresses cas genes and the control protein C
that are jointly transcribed from a promoter with transcription
activity ϕCas. While Cas3 is not directly relevant for the problem
considered here (dynamics of crRNA generation), as it does
not take part in crRNA biogenesis, it is necessary for CRISPR
interference (Hille and Charpentier, 2016). We therefore include
it in the setup to allow expression of all cas genes, i.e. to have a
fully functional CRISPR-Cas system.

As detailed below, ϕCas is regulated by C. To mimic the
qualitative features of transcription regulation in native CRISPR-
Cas system, we employ the transcription regulation found in
some R-M systems, as explained in the next subsection. The
system is activated when the vector enters a bacterial cell
lacking its own cas genes, which leads to a gradual synthesis
of Cas proteins (including Cas6e), therefore increasing the
processing rate k, which in turn leads to crRNA generation
(see Figure 2B—the full arrow) by pre-crRNA processing.
Gradual increase of pre-crRNA generation rate can be also
considered through this model, through activation of CRISPR
array promoter by gradually synthesized C.

Note that the setup above, where cas genes are introduced
in a cell on a vector, allows bypassing the unknown signaling
step in CRISPR-Cas induction. That is, the vector entering
the cell marks the start of the system activation (setting zero
time in the dynamics simulations), and mimics the signaling
which starts synthesis of the transcription activator. Therefore,
the key regulatory features which characterize the downstream
steps (CRISPR array transcription and transcript processing)
can be studied both in silico (which will be done here),
and also potentially experimentally. In terms of experimental
implementation, introducing cas genes in a cell on a virus also
allows synchronizing the cell population, which is an approach
previously implemented to visualize R-M protein kinetics (Mruk
and Blumenthal, 2008).

Putting CRISPR-Cas under Transcription Control of

an R-M System
As discussed above, cas promoter will be put under transcription
control exhibited by R-M systems. Below, the main elements
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necessary for modeling the system transcription regulation are
introduced.

R-M systems are often mobile, and can spread from one
bacterial host to the other (Mruk and Kobayashi, 2013).
When a plasmid carrying R-M system genes enters a naive
bacterial host, the host genome is initially unmethylated,
and can consequently be cut by the restriction enzyme.
It is, therefore, evident that expression of the restriction
enzyme and methyltransferase must be tightly regulated in
order to ensure that bacterial genome is protected by the
methyltransferase (“antidote”), before it is cut by the restriction
enzyme. This tight regulation is often achieved through a
dedicated control (C) proteins (Tao et al., 1991; Vijesurier et al.,
2000).

We here concentrate on the AhdI R-M system, whose
transcription control by C protein has been well-studied
(Bogdanova et al., 2008). The activation of AhdI by C protein
is reminiscent of CRISPR-Cas activation, as strong cooperative
interactions are involved in both cases. In particular, C proteins
bound at promoter-proximal and promoter-distal operators
interact with high binding cooperativity, so that configuration
in which only one operator is occupied cannot be observed
in the absence of RNA polymerase (RNAP). At lower C
protein concentrations, RNAP can outcompete C protein bound
at promoter-proximal operator, leading to transcriptionally
active configuration (Bogdanova et al., 2009). Moreover,
another feature exhibited in AhdI transcription control, i.e.,
autoregulation by C protein, is also likely found in CRISPR-Cas
transcription regulation. That is, LeuO that activates CRISPR-
Cas expression (Westra et al., 2010) also regulates its own
transcription. In particular, similarly to transcription regulation
of cas genes, leuO is repressed by H-NS, while this repression is
abolished by LeuO (Chen et al., 2001). At high concentrations,
C protein is bound at both promoter-proximal and promoter-
distal position, leading to the promoter repression—see Figure 5
in (Bogdanova et al., 2009) and the scheme of the transcription
configurations shown in Figure 5 (framed in the figure).
Negative autoregulation is also exhibited by LeuO, as it inhibits
transcription activation of its gene by BglJ-RcsB (Stratmann et al.,
2012). Therefore, putting cas genes under transcription control
found in AhdI mimics the main qualitative features of CRISPR-
Cas transcription regulation, namely, gradual synthesis of Cas
proteins, cooperativity in transcription regulation, and putative
autoregulation.

Another advantage of this setup is that we previously
showed that biophysical modeling can be used to:(i) explain in
vitro measurements of the wild type and mutant R-M system
transcription control (Bogdanova et al., 2008), (ii) explain in
vivo measurements of the system dynamics (Morozova et al.,
2015), (iii) effectively perturb the main R-M system features
and relate these perturbations with the system dynamics (Rodic
et al., 2017). Consequently, transcription control of a well-studied
AhdI R-M system, whose transcription regulation can be reliably
modeled (Bogdanova et al., 2008), will serve as a proxy for the
transcription control of a much less understood CRISPR-Cas
system.

In silico Analysis of the Main System Features
The baseline for our predictions will be provided by a model
in which the increase of pre-crRNA to crRNA processing rate
k is infinitely abrupt—we will call this the baseline model.
Comparing the baseline model with predictions that take into
account the system transcription regulation (as schematically
shown in Figures 2, 3), allows analyzing how gradual synthesis
of Cas6e affects kinetics of crRNA generation.

While in the native CRISPR-Cas both cas genes and CRISPR
array promoters are repressed by global regulators, the repression
of cas genes was found to be much stronger (Pul et al.,
2010; Westra et al., 2010)—consequently, when the system is
(experimentally) artificially induced, this is commonly done by
expressing only cas genes (Pougach et al., 2010; Semenova et al.,
2016; Musharova et al., 2017). However, in the native system,
it is likely that expression of both CRISPR array and cas genes
is activated when the appropriate induction signal(s) is received
(Pul et al., 2010). We will therefore investigate the system
dynamics when only cas genes are activated (i.e., only pre-crRNA
processing rate is gradually increased), and when cas genes and
CRISPR array promoter transcription are jointly (and gradually)
increased. Consequently, in both of the models introduced below
(constitutive and cooperative), we will consider two options.
First, when only transcription of cas genes is activated, while
transcription activity of CRISPR array remains constant. Second,
we will consider the case when the transcription activity of
CRISPR array is increased as well.

We further introduce two models of cas gene and CRISPR
array transcription regulation:

i The constitutive model (Figure 4). In this model cas genes
are expressed from a constitutive promoter, so that they
are transcribed with the constant rate once the plasmid
enters a cell. In the case when we consider that the system
is activated by only increasing pre-crRNA processing rate,
the transcription activity ϕ is kept constant. When CRISPR
array transcription rate is increased as well, increasing ϕ is
exhibited in the simplest manner, by binding of a single C
protein activator. Note that, in accordance with its name,
no cooperativity is exhibited for transcription regulation
described by this model.

ii The cooperative model (Figure 5). In this model, C protein
regulates the transcription of cas genes, and its own
transcription, in the same manner as in AhdI R-M system. As
noted above, such transcription regulation is characterized by
strong cooperative interactions. CRISPR array transcription
rate is either kept constant, or in the case when it is increased,
we take that it is exhibited in the same way as for cas promoter
transcription (the dashed arrow in Figure 5).

Studying of the two models allows one to assess how the
cooperative transcription regulation (which also characterizes the
native CRISPR-Cas system) compares to the activation in which
no cooperativity is exhibited, and therefore allows us to assess the
role of this key system feature. Also, considering the two models
when ϕ is first kept constant, and then increased together with
k, allows assessing significance of CRISPR array transcription
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FIGURE 4 | Transcription regulation of cas and CRISPR array promoters in the

constitutive model. C and cas genes are transcribed from a constitutive

promoter of constant strength ϕcas. The CRISPR array promoter is either

considered constitutive, with constant transcription activity (ϕ), or is regulated

by C protein (indicated by the dashed arrow), where a scheme corresponding

to this regulation is framed. The scheme shows possible configurations of

CRISPR array promoter, where activation of CRISPR array transcription is

achieved in the simplest manner, through the binding of a single C protein

which acts as a transcription activator to the CRISPR array promoter.

Transcriptionally active configurations are denoted by arrows, with thicker

arrow indicating larger transcription activity.

control. To allow a direct comparison of models dynamics,
the overall strength of ϕCas is adjusted so that the same value
of maximal pre-crRNA processing rate is achieved. Similarly,
when the transcription rate of CRISPR array is increased, the
interaction parameters are adjusted so that the same equilibrium
increase of ϕ is achieved in both models (see Methods).

Modeling Results
Kinetics of Pre-crRNA and crRNA Production
We first consider the situation in which crRNA generation is
activated by expressing Cas proteins, such that the processing rate
k is gradually increased, while the CRISPR array transcription
activity remains constant. In this case, we compare the system
dynamics for: (i) baseline model, in which the processing rate k
is increased as a step function, which corresponds to the limit
of infinitely fast system induction, (ii) constitutive model (see
Figure 4), and (iii) cooperative model (see Figure 5).

In constitutive and cooperative models, the gradual synthesis
of Cas6e leads to gradual change of transcript processing rate k
(k∗ is a processing constant):

k (t) = [Cas6e] (t) · k∗ (1)

FIGURE 5 | Transcription regulation of cas and CRISPR array promoters in the

cooperative model. The framed scheme shows promoter configurations,

where transcription regulation is exhibited in the same manner as for AhdI

system, through cooperative interactions. Arrows in the scheme denote

transcriptionally active configurations, with thicker arrow indicating larger

promoter transcription activity. The full gray arrow indicates that cas promoter

is regulated as described by the scheme, with the same parameters as in AhdI

R-M system (Pougach et al., 2010). The dashed arrow indicates that the same

transcription regulation is also exhibited for CRISPR array promoter, in the

case when its transcription activity ϕ is not assumed constant.

Figure 6 illustrates how the processing rate (k) changes with
time, when the baseline, constitutive, and cooperative models
of cas gene expression are assumed. For the constitutive
model (the dash-dotted curve), the processing rate uniformly
increases and reaches an equilibrium value, for all values of
keq considered in three panels of Figure 6. On the other hand,
for cooperative model (the dashed curve) and at higher values
of keq (Figures 6B,C), we see a rapid increase of k at initial
times, followed by a fast return to the equilibrium value due to
repression at higher C protein concentrations.

In Figure 7, we address how different k dynamics (shown in
Figure 6), affects pre-crRNA and crRNA generation. Specifically,
ϕ is held constant at its initial value (10 1/min), while k changes
according to the baseline, constitutive, or cooperative models
until reaching the same equilibrium value of 10λpre, 100λpre,
and 1,000λpre (left, central, and right columns of Figure 7,
respectively). The model of abrupt Cas6e expression serves as
a baseline for assessing the dynamics in the other two models
(constitutive and cooperative), in which Cas6e is realistically
(gradually) expressed.

In Figures 7A–D, we see that cooperative model leads to
the steepest transition from ON to OFF state (in the case
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FIGURE 6 | Comparing the dynamics of the pre-crRNA processing rate change. The change of the processing rate k with time is shown for: the baseline model (solid

gray curve), the constitutive model (dash-dotted gray curve) and the cooperative model (dashed black curve). (A–C) correspond to different keq values (keq = 10λpre,

100λpre, 1,000λpre, respectively). CRISPR transcription activity is constant (10 1/min).

FIGURE 7 | Kinetics of pre-crRNA and crRNA generation. The columns correspond to keq values of 10λpre (A,D), 100λpre (B,E), and 1,000λpre (C,F), which are

reached through the baseline model (the gray solid curve), the constitutive model (the gray dash-dotted curve) or cooperative model (the black dashed curve). The

upper (A–C) and the lower (D–F) rows correspond, respectively, to pre-crRNA and crRNA kinetics. CRISPR array promoter transcription activity is kept constant

at 10 1/min.

of pre-crRNA), and from OFF to ON state (in the case of
crRNA). Furthermore, we can distinguish between two different
regimes in Figure 7. At lower keq (left column in Figure 7), there
is a noticeably slower accumulation of crRNA at early times
in both cooperative and constitutive models compared to the

baseline model of infinitely abrupt processing rate (k) increase
(Figure 7D). On the other hand, at higher keq (keq ≥ 100 1/min,
the central and right columns in Figure 7), the dynamics of
crRNA accumulation for cooperative model becomes faster
compared to constitutive model dynamics at early times, and
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approaches the limit of infinitely abrupt k increase (see the
inserts in Figures 7E,F). The faster kinetics of crRNA increase in
cooperative model is due to the fast increase of k at early times in
this model (Figures 6B,C).

Effects of cas Genes Regulation
From Figure 7, we observe that transcripts reach their steady-
state levels quite late, i.e., >100min post-induction. Such late
time is, however, not relevant for cell response to phage infection,
since infected E. coli lyse ∼20min post-infection, while shut-off
of essential cell functions happens earlier (Kruger and Schroeder,
1981). Therefore, in Figure 8 we estimate pre-crRNA and crRNA
levels for all three models at 20min post-induction, as the
maximal value of pre-crRNA processing rate keq is changed from
very low to high values (>100λpre, characteristic for artificial
Cas6e induction), while keeping the level of CRISPR array
transcription constant (ϕ = 10 1/min).

The following features emerge from Figure 8:

i. A switch-like system behavior for both pre-crRNA and
crRNA curves in the cooperative model, while the constitutive
and baseline models yield much more gradual responses
to changes in keq. For crRNA, the cooperative model leads
to a rapid transition from the OFF state (with essentially
no crRNA generated at 20min), to the ON state (with
high abundance of crRNA), and reciprocal situation for pre-
crRNA. Consequently, for small amounts of synthesized Cas6e
(i.e., small keq values), which can be caused by leaks in cas
promoter activity, the system remains in OFF state. On the
other hand, once the system is activated when the processing
rate (directly related to the amount of Cas6e available) reaches
a certain threshold (keq >

∼

50), a large amount of crRNA is

generated at early times, which should allow protection from
foreign DNA invasion. The significance of this behavior is
considered in Discussion.

ii. An interesting cross-over behavior in the cooperative model,
where at low keq values crRNA amounts are low, while at
high keq values the synthesized crRNA amounts become
larger than in the constitutive model, and approach the
baseline model curve. Therefore, at high k-values (∼100
1/min), which are encountered in experiments, (Pougach
et al., 2010; Djordjevic et al., 2012) the model of cooperative
cas gene expression leads to accumulation of protective crRNA
amounts close to those achievable in the limit of infinitely
abrupt k increase. Consequently, the high cooperativity in
transcription regulation, characteristic for native CRISPR-Cas
system regulation, leads to a highly efficient crRNA generation
at high transcript processing rates.

iii. Sufficient crRNA levels are generated to protect host cell
against bacteriophage infection, at early times post-induction,
even at relatively low values of pre-crRNA processing rate.
That is, keq somewhat larger than 11/min leads to∼10 crRNAs
which already corresponds to the amount that negatively
affects phage development (Pougach et al., 2010); moreover,
a small additional keq increase leads to a large increase in
generated crRNAs in the cooperative model, due to the rapid
transition from OFF to ON state.

iv. A saturation in generated crRNA amounts at early times post-
induction. That is, for keq∼100 1/min the amount of generated
crRNAs at 20min stops significantly increasing with further
increase in keq. This saturation can be relieved (leading to
increase in the amount of generated crRNA), if CRISPR array
transcription activity is increased, which is further analyzed
below.

Perturbing Pre-crRNA Degradation Rate
We next perturb the second key feature of CRISPR-Cas
regulation—fast non-specific degradation of pre-crRNA. The
consequence of pre-crRNA degradation rate λpre decrease at
constant ϕ was next investigated for all three models. The

FIGURE 8 | Pre-crRNA and crRNA amounts early post-induction for different models of cas gene transcription regulation. The figure shows (A) pre-crRNA and (B)

crRNA amounts 20min post-induction (i.e., 20min after introduction of the vector expressing cas genes), as a function of the maximal (equilibrium) value of the

transcript processing rate k. CRISPR promoter transcription activity is kept constant (ϕ = 10 1/min). The gray solid, the gray dash-dotted, and the black dashed

curves correspond, respectively, to baseline, constitutive, and cooperative models of cas regulation.
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decrease was followed at different keq values (i.e., at different
levels of Cas6e activity), where ϕ is held constant.

The effects of λpre decrease are similar for all three models,
so in Figure 9 we show the results only for the cooperative
model. For all keq values we see that abolishing the fast decay
of pre-crRNA (decreasing λpre), significantly decreases the time
delay of the onset of crRNA generation. This effect is most
pronounced at high keq values (Figure 9C). Also, perturbing
the degradation rate deforms crRNA dynamics curve with
respect to the standard Hill (sigmoidal) shape that is exhibited
at high λpre such as λpre = 1/50. Furthermore, analogously
to Figure 8, in Figure S1 (Supplementary Material), we show
how crRNA amount at 20min after induction depends on pre-
crRNA degradation rate λpre. One can clearly observe that as
λpre decreases, the amount of generated crRNA early post-
induction significantly increases, consistently with the decrease
of the time delay of onset of crRNA generation observed in
Figure 9.

Relieving crRNA Production Saturation by Increasing

Pre-crRNA Generation
In addition to cas genes, CRISPR array promoter is also repressed
(though more weakly) by global transcription regulators (Pul
et al., 2010;Westra et al., 2010). Consequently, crRNA generation
can be also augmented by increasing CRISPR array transcription
activity. Therefore, we next assess how joint increase of k
(achieved by activating cas gene transcription) and ϕ (achieved
by increasing CRISPR array transcription) affects generated
crRNA amount 20min post-induction for all three regulatory
models.

As can be seen from Figure 10, increasing ϕ robustly relieves
crRNA saturation (see also discussion of Figure 8). Moreover,
one can see that a relatively modest, factor of two increase of ϕ

(from 10 1/min to 20 1/min) can abolish the need of a significant,
order of magnitude, k increase to produce the same amount
or crRNA. As above, we observe a switch-like behavior for the
cooperative model (compare Figure 10C with Figures 10A,B),

with cooperative model curves exhibiting the steepest transition
from OFF to ON state for all ϕ values.

Regulation of CRISPR Array Transcription Activity
We next consider how different models of regulation of CRISPR
array transcription affect crRNA dynamics. For all three models,
the transcription activity ϕ is increased by an order of magnitude
(from ϕ = 10 1/min to ϕ = 100 1/min), for different keq values
(keq = λpre, 10λpre, and 100λpre), see Figure S2 (Supplementary
Material). We obtain that the cooperative model leads to a
more controlled (attenuated) pre-crRNA dynamics, which is due
to the presence of repressing mechanism at high C protein
amounts (see Figure S3). For crRNA dynamics, we observe that
the cooperative model exhibits the steepest transition from OFF
to ON state. Moreover, this model leads to the largest delay
in crRNA generation. Consequently, in addition to pre-crRNA
degradation rate, the cooperative transcription regulation also
contributes to the delay between the activating signal and the
onset of crRNA generation.

We previously (Figure 9) perturbed pre-crRNA degradation
rate while keeping the transcription rate ϕ constant. Finally, we
now also decrease λpre under the conditions when both cas genes
and CRISPR array transcription is activated according to all three
models (see Figure S4). The results are qualitatively similar to
Figure 9 (where ϕ is constant), i.e., decreasing λpre diminishes
the switch-like system response and/or decreases the time-delay
in the onset of pre-crRNA generation.

DISCUSSION AND SUMMARY

One of the most prominent problems in understanding
CRISPR-Cas function is assessing dynamics of the system
activation, i.e., understanding the roles of the key features of
CRISPR-Cas regulation. Addressing this problem is complicated
by the fact that exact conditions for system activation
remain unclear. In fact, for Type I-E CRISPR-Cas system in
E. coli, even bacteriophage infection itself is not sufficient

FIGURE 9 | The effect of perturbing pre-crRNA degradation rate on the dynamics of crRNA generation. The pre-crRNA processing rate increases to its equilibrium

value through the cooperative model, while ϕ is held constant (at 10 1/min). Different curves correspond to different λpre values: 1 (solid black), 1/10 (dashed black),

1/50 (solid gray), and 1/100 1/min (dashed gray). (A–C), correspond to different keq values indicated at the top of each panel.
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FIGURE 10 | Relieving saturation in generated crRNA amounts through joint k and ϕ increase. crRNA amount as a function of keq at 20min post-induction, obtained

for (A) baseline, (B) constitutive, and (C) cooperative models. Curves marked with diamonds, filled squares, circles, and filled triangles, correspond, respectively, to ϕ

of 10, 20, 50, and 100 1/min.

to induce the system. We here proposed a synthetic setup
which allows inducing CRISPR-Cas with qualitative features
that correspond to native system regulation, while bypassing
currently unclear conditions under which the system is activated.
This setup involves putting cas genes and/or CRISPR array
under transcription control found in a well-studied R-M system,
which exhibits cooperative transcription regulation that is also
characteristic of CRISPR-Cas regulation (Bouffartigues et al.,
2007; Westra et al., 2010). A major advantage of the setup
is that it can be readily experimentally implemented, e.g.,
by introducing cas genes and the regulator (C protein) in
a cell on a virus. This would allow synchronizing the cell
population, and experimentally observing the system dynamics,
where such measurements could be directly compared with
the predictions provided here. Another advantage is that
major parameters in the setup have been inferred from
experimental data, as both CRISPR transcript processing, and
AhdI transcription regulation, have been experimentally well-
studied (Bogdanova et al., 2008; Pougach et al., 2010; Djordjevic
et al., 2012).

Consequently, this setup allows us to directly (in silico) address
how the system regulation contributes to its dynamical response.
In particular, previous experimental and computational work
point to cooperative regulation of cas gene and CRISPR array
transcription, and fast non-specific degradation of pre-crRNA,
as two main system regulatory features (Pougach et al., 2010;
Pul et al., 2010; Westra et al., 2010; Djordjevic et al., 2012). We
therefore investigated two alternative regulatory architectures,
one with constitutive, and the other with cooperative cas
gene regulation. The dynamics corresponding to these two
architectures was then compared with the baseline model, in
which pre-crRNA processing rate is increased infinitely abruptly.
We assessed the dynamics in the case when only cas genes
are activated (i.e., only pre-crRNA processing rate is gradually
increased), and when cas genes and CRISPR array promoter
transcription is jointly increased. We focused on early system
dynamics (within the first 20min post-induction), as this period
is most relevant for defending the cell against invading viruses.
Finally, we also perturbed the high pre-crRNA non-specific

degradation rate, under different system conditions described
above, and assessed what effect such perturbation has on system
dynamics.

The main result of the analysis is that the system regulation
leads to a clear switch-like behavior, characterized by an initial
delay of crRNA synthesis, followed by a steep transition from
OFF to ON state. Unexpectedly, it is not only the cooperative
transcription regulation, but also fast non-specific pre-crRNA
degradation, which leads to such dynamics. That is, decreasing
the high pre-crRNA degradation rate effectively abolishes the
delay in crRNA generation, and deforms the crRNA kinetics
from the standard sigmoidal (Hill) shape (Hill, 2013) typical
for switch-like system response (Figure 9). Interestingly, we also
found that, when pre-crRNA processing rate and CRISPR array
transcription rate are jointly (and gradually) increased, as likely
exhibited in the native system, the system is more robust to
perturbations in the degradation rate (Figure S4).

The cooperative transcription regulation leads to an
interesting cross-over behavior in the early system dynamics.
At low pre-crRNA processing rates, cooperative regulation
leads to much smaller crRNA amounts at early times compared
to constitutive expression. On the other hand, at higher
processing rates, there is a large increase in synthesized
crRNA amounts, which approach the limit of infinitely abrupt
system induction. Interestingly, when the system is artificially
activated by overexpressing cas genes, pre-crRNA processing
rates correspond to the regime of the highly enhanced crRNA
production (Djordjevic et al., 2012). While the parameters of the
native system induction are unclear, it is tempting to hypothesize
that they may also reach this cross-over, allowing the system to
generate crRNAs with the rate close to the limit of infinitely fast
induction at times when they are needed.

The rapid transition of the system from OFF to ON state is
straightforward to interpret in terms of its function in immune
response. When a potential signal indicating infection is received
by the cell, CRISPR-Cas has a very short time to generate
sufficient crRNA amounts to protect the cell, as bacteriophages
are typically highly efficient in shutting-down essential cell
functions. Thus, there is a question whether enough crRNA can
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be generated in a model which accounts for gradual synthesis
of proteins that process pre-crRNA and/or are responsible for
gradual CRISPR array activation. We robustly obtained that
enough crRNA can be generated at early times, even when the
system is activated by only increasing the pre-crRNA processing
rate. Moreover, a much smaller increase of the processing
rate is needed to achieve certain crRNA amount, if CRISPR
array transcription is activated as well. Therefore, these results
may explain the relatively inefficient repression of CRISPR
array promoter, since even a small increase of CRISPR array
transcription rate efficiently increases generated crRNA amounts.
In fact, the need to rapidly produce large amounts of crRNAsmay
be a major constraint on system dynamics.

In distinction to the rapid transition of the system from “OFF”
to “ON” state, interpretation of the delay in crRNA generation,
which comes as a model prediction, is less straightforward. One
possibility is that such delay is related with primed adaptation
in CRISPR-Cas, which relies on a pre-existing (priming) spacer
that enables a biased uptake of new spacers—therefore serving
to minimize infection by phage escape mutants that would
otherwise evade the interference (Sternberg et al., 2016). In
particular, it has been found that priming is facilitated by slow
or delayed CRISPR interference, leading to a steady-state flux of
substrates from which new spacers can be acquired (Kunne et al.,
2016; Severinov et al., 2016;Musharova et al., 2017). Such delay in
CRISPR interference can clearly be achieved by a delay in crRNA
generation that is predicted in our work.

It has been proposed that Type I-E CRISPR-Cas in E. coli
may have functions other than immunity. For example, it was
found by bioinformatics analysis that the system is changing very
slowly, in distinction to rapid diversification of CRISPR arrays in
other species, indicating that the system is not taking an active
role in defense against immediate viral threats (Touchon et al.,
2011). In this respect, it may be useful to view the dynamical
properties inferred here in a more general terms, namely of a
capability of expressing a large number of molecules in a narrow
time interval, with a specific time-delay with respect to reception
of an external signal. It is clear that such highly efficient, and
temporally specific response, may be highly desirable for multiple
cellular functions. It would be very interesting to find out how
functions of E. coli Type I-E CRISPR-Cas, yet to be discovered
in the future, would fit within the dynamical properties inferred
here.

METHODS

We start from a previously introduced model of CRISPR
transcript processing by Cas proteins (Djordjevic et al., 2012).
In this model (see Figure 2A), a short-living transcript [pre-
crRNA] is synthesized with a promoter transcription activity
ϕ, and further, either quickly degraded with a degradation rate
λpre, or processed (cut) into shorter, long-living RNAs [crRNA]
with a processing rate k. Processed transcripts are degraded
with a rate λcrRNA. In the equations below, we assume that the
processing rate depends linearly on the substrate (pre-crRNA)
amount, since the amount of pre-crRNA is small [<10 molecules
per cell (Pougach et al., 2010)], so that the corresponding kinetic

equations are:

d[pre− crRNA]

dt
= ϕ − (λpre + k) · [pre− crRNA] (2)

d[crRNA]

dt
= k · [pre− crRNA]− λcrRNA · [crRNA]

(3)

The equations above are further solved deterministically, as
both CRISPR array and cas genes are expressed from promoters
with strong basal transcription. Furthermore, the small pre-
crRNA amount is due to fast non-specific degradation, i.e., due
to the transcript processing step. With respect to this, note
that there is an access of enzyme (Cas6e) over substrate (pre-
crRNA) (Djordjevic et al., 2012), so the equations describing the
transcript processing are linear. Therefore, their deterministic
solution accurately describes the mean of the stochastic
simulations.

In the previous study (Djordjevic et al., 2012), we considered
a model in which transcription regulation is neglected, so
that k and ϕ increase in an idealized manner, i.e., infinitely
abruptly. We now introduce models where the relevant enzymes
and transcription regulators are synthesized in a realistic (i.e.,
gradual) manner. Specifically, k in Equation now explicitly
depends on time, and is proportional to the enzyme (the
processing protein, Cas6e) concentration, i.e., k = [Cas6e] · k∗,
where k∗ is processing constant. We here consider that this
processing rate k can change with time in the following ways:

1) Infinitely abruptly, from 0 to its equilibrium value, keq at t =
0, which we refer to as the baseline model.

2) Gradually, with [Cas6e](t), where Cas6e is expressed from a
constitutive promoter (promoter with constant transcription
activity), see Figure 4.

3) Also gradually with [Cas6e](t), where Cas6e is now expressed
from an AhdI-like regulated promoter (see Figure 5).

As noted above, we either keep the CRISPR array transcription
rate ϕ constant (which allows us investigating the dynamics in
response to changing only pre-crRNA processing rate), or allow
ϕ to change:

1) Infinitely abruptly (the baseline model), so that at t = 0 it
increases from its starting value (10 1/min) to the equilibrium
value.

2) Gradually, through the simplest activation mechanism, where
a single C protein activates transcription from the CRISPR
array promoter (the dashed arrow in Figure 4).

3) Also gradually with C(t), where the same transcription
regulation as in AhdI RM system is exhibited (the dashed
arrow in Figure 5).

In constructing Cas6e andCRISPR expressionmodels, we refer to
our existing model of AhdI restriction-modification (RM) system
control (Bogdanova et al., 2008), which describes expression of
the control protein (C) and the restriction endonuclease (R)—
C and R are co-transcribed in AhdI RM system. We here use a
thermodynamical model of CR operon transcription regulation,
and a dynamical model of transcript and protein expression.
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For t = 0 we take the moment when plasmid carrying C
and cas genes enters the naïve host. Thus, all initial conditions
are set to zero, except for [pre-crRNA](t = 0) = ϕ/λpre =

10 (1/min)(Djordjevic et al., 2012), as extracted from the
Equation in equilibrium. Note that while C and cas genes enter
the cell on a plasmid, CRISPR array is expressed within the cell,
with the transcription rate ϕ.

Constitutive Model of cas Gene and
CRISPR Array Expression
We assume that C and cas genes are co-transcribed from a
constitutive (unregulated) cas promoter (see above and Figure 4).
C and cas transcript and protein concentrations change with
time:

d[c− cas](t)

dt
= ϕCas − λCas · [c− cas](t) (4)

dC(t)

dt
= kC · [c− cas](t)− λC · C(t) (5)

d[Cas6e](t)

dt
= kCas6e · [c− cas](t)− λCas6e · [Cas6e](t). (6)

Note that all the notation (including in the equation
above), is introduced in Table 1. The first terms on the
right-hand side represent transcript/protein synthesis by
transcription/translation, while the second terms represent
transcript/protein decay by degradation. The parameter values
are as in AhdI RM system model (with Cas6e now replacing R in
AhdI system), and are also provided in the table at the end of the
methods. Since C and Cas6e protein degradation rates are taken
to be the same, it follows:

[Cas6e](t) =
kCas6e

kC
C(t), (7)

So that the differential equation for Cas6e dynamics can be
omitted. We set the value of ϕCas to one (see the next subsection)
so that the equilibrium processing rate is the same for the
constitutive and the cooperative models (see e.g., Figure 6),
which allows a direct comparison of the dynamics in these two
models. Consequently, we set k∗ so that keq = [Cas6e]eq · k

∗
=

10 (1/min). Regarding CRISPR array transcription ϕ, we keep it
constant, in the case when we consider the system activation by
overexpression of cas genes. In the case when we also consider
activation of CRISPR transcription, we introduce a simple model
of CRISPR expression regulation (the dashed arrow in Figure 4),
where CRISPR promoter, apart from being unoccupied, can
be found in the following three configurations, which are
represented by the reactions shown below: (i) RNAP alone bound
to the promoter (8), (ii) a C monomer alone bound to its binding
site (9), and (iii) RNAP recruited by a C monomer bound to its
binding site, acting as a transcription activator —note that these
configurations correspond to the second, third and fourth line in
the framed part of Figure 4, respectively.

DNA+ RNAP←−−−−−−−−→
K1A

RNAP − DNA (8)

DNA+ C←−−−−−−−−→
K2A

C − DNA (9)

C − DNA+ RNAP←−−−−−−−−→
K3A

C − DNA− RNAP (10)

TABLE 1 | Notations used in model equations.

Variables Description

ϕCas Transcription activity of cas promoter

ϕ Transcription activity of CRISPR promoter

[c-cas] Concentration of cas operon transcript

[pre-crRNA] Concentration of unprocessed CRISPR array transcript

[crRNA] Concentration of processed CRISPR array transcript

C Concentration of control protein

[Cas6e] Concentration of processing protein

KINETIC MODEL CONSTANTS

k* CRISPR transcript processing constant 0.02

kC Translation constant for control protein 0.60

kCas6e Translation constant for processing protein 3.00

λCas Rate of cas transcript decay 0.20

λpre Rate of unprocessed CRISPR transcript decay 1.00

λcrRNA Rate of processed CRISPR transcript decay 0.01

λC Rate of control protein decay 0.033

λCas6e Rate of Cas6e processing protein decay 0.033

TRANSCRIPTION REGULATION MODELS CONSTANTS

α Proportionality constants 1.663

γ 110

α′ 110

a Constants which absorb the relevant

equilibrium dissociation constants and RNA

polymerase concentration

1.60 × 10−1

p 9.25 × 10−1

q 1.41 × 10−5

d 1.00 × 10−1

e Adjusted

f 2.00 × 102

a′ 1.00 × 10−1

p′ Adjusted

q′ 2.50 × 10−5

KD 6.50 × 102

The equilibrium dissociation constants of the above reactions are
given by:

K1A = [DNA] [RNAP] / [RNAP − DNA] (11)

K2A = [DNA] [C] / [C − DNA] (12)

K3A = [C − DNA] [RNAP] / [C − DNA− RNAP] . (13)

Using the Shea-Ackers based approach, i.e. assuming that the
transcription activity is proportional to the equilibrium promoter
occupancy by RNAP, we derive the expression for CRISPR
promoter transcriptional activity:

ϕ = γ
ZRNAP + ZC−RNAP

1+ ZRNAP + ZC + ZC−RNAP
(14)

where γ is a proportionality constant, while
configuration statistical weights correspond to: ZRNAP =

[RNAP − DNA] / [DNA] − RNAP alone bound to the promoter,
ZC = [C − DNA] / [DNA]–C monomer alone bound to its
binding site, ZC−RNAP = [C − DNA− RNAP] / [DNA] − RNAP
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recruited to the promoter by a bound C monomer. We can
obtain ϕ dependence on C concentration:

ϕ (C) = γ
d + def [C]

1+ d + e [C]+ def [C]
(15)

If we introduce parameters expressed in terms of the equilibrium
binding constants and RNAP concentration:

d = [RNAP] /K1A (16)

e = 1/K2A (17)

f = K1A/K3A. (18)

To estimate the parameters, we use a condition:

ϕ(0) = 10
1

min
(19)

which corresponds to the value in Djordjevic et al. (2012), and:

ϕ(Ceq) = 100
1

min
(20)

Another (evident) condition is that the fraction, which appears
on the right-hand side of the Equation (15), has to be smaller
than 1. By adjusting the parameters to satisfy the conditions (19)
and (20), we obtain d < 1/9, which allows setting the values of
d and γ. Further, we notice that e = 99/

(

[C]eq ·
(

f − 100
))

and,
having fixed the value of f, we can adjust e with respect to [C]eq.

The unprocessed [pre-crRNA] and processed [crRNA]
transcript amounts change with time according to the Equations
(2) and (3), where ϕ is given by .

Cooperative Model of cas and CRISPR
Expression
As opposed to the constitutive cas operon expression, we here
assume that the cas promoter is regulated by C as in the
wild type AhdI RM system (Bogdanova et al., 2008), through
cooperative interactions (see Figure 5). The following set of
reactions describes the transcriptional regulation of the cas
promoter by the C protein (note the promoter configurations
shown in Figure 5):

C + C←−−−−−−−−→
K1

D (21)

DNA+ RNAP←−−−−−−−−→
K2

RNAP − DNA (22)

D+ DNA←−−−−−−−−→
K3

D− DNA (23)

D− DNA+ D←−−−−−−−−→
K4

T − DNA (24)

D− DNA+ RNAP←−−−−−−−−→
K5

D− DNA− RNAP (25)

where C and D stand for C protein monomers and dimers,
respectively.

The reactions (21)–(25) represent:

– (21) Cmonomers dimerization;
– (22) RNAP binding to the cas promoter forming RNAP-DNA
complex;

– (23) D binding to the distal binding site forming D-DNA
complex;

– (24) D recruitment to the proximal binding site forming T-
DNA complex;

– (25) RNAP recruitment to the cas promoter forming D-DNA-
RNAP complex.

In equilibrium the above reactions lead to the following equations
of the equilibrium dissociation constants:

K1 =
[C]2

[D]
(26)

K2 =
[DNA][RNAP]

[RNAP − DNA]
(27)

K3 =
[D][DNA]

[D− DNA]
(28)

K4 =
[D][D− DNA]

[T − DNA]
(29)

K5 =
[RNAP][D− DNA]

[D− DNA− RNAP]
(30)

Taking into account the aforementioned Shea-Ackers assumption
we obtain:

ϕCas = α
ZRNAP + ZD−RNAP

1+ ZRNAP + ZD−RNAP + ZT
, (31)

α is a proportionality constant, ZRNAP = [RNAP−DNA]/[DNA],
ZD−RNAP = [D − DNA − RNAP]/[DNA] and ZT = [T −
DNA]/[DNA] denote the statistical weights of only RNAP bound
to the promoter, RNAP recruited to the promoter by a C dimer
bound to the distal binding site, and a C tetramer repressing
transcription, respectively.

By using Equations (26)–(30), the Equation (31) can be
rewritten in terms of C monomer concentration (following the
notation in Bogdanova et al., 2008; Rodic et al., 2017):

ϕCas (C) = α
a+ b[C]2

1+ a+ b[C]2 + c[C]4
(32)

which can be expressed, by using the redefined parameters, in the
following form:

ϕCas (C) = α
a+ ap[C]2

1+ a+ ap[C]2 + p2q[C]4
. (33)

We set α so that the equilibrium value of cas transcription activity
corresponds to one (adapted from Bogdanova et al., 2008).
Parameters a, p, and q depend on the equilibrium dissociation
constants and RNAP concentration and are given by:

a = [RNAP]/K2 (34)

p =
K2

K1K3K5
(35)

q =
1

K2
1K3K4p2

=
K3K

2
5

K2
2K4

(36)

Frontiers in Microbiology | www.frontiersin.org 13 November 2017 | Volume 8 | Article 2139

https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org
https://www.frontiersin.org/journals/microbiology#articles


Rodic et al. CRISPR-Cas Dynamics

While their values are deduced from the already determined a, b,
and c, that correspond to the best fit to the AhdI experimentally
measured transcription activity vs. C (Bogdanova et al., 2008).

Regarding the dynamics, note that C and Cas6e transcript and
protein amounts change with time according to the Equations
(4)–(6), where ϕCas is given by .

Similarly as for the constitutive model, we keep ϕ constant,
in the case when we consider inducing the system through
increasing pre-crRNA processing rate. When we also consider
regulation of CRISPR array transcription, we assume that
CRISPR promoter is regulated by C in the same way as cas
promoter. Thus, following the same procedure we obtain for the
CRISPR promoter transcription activity:

ϕ = α′
a′ + a′p′[C]2

1+ a′ + a′p′[C]2 + p′2q′[C]4
(37)

where constants α′, a′, p′, and q′ are determined by imposing the
same constraints on ϕ as above (-). Specifically, these constraints
lead to the condition a′ < 1

9 , which allows setting parameters
a′ and α′. Further, from Equation (20) we express p′ in terms of
q′ and get q′ < 1

400∗99 (deduced from the real roots criterion of
quadratic equation), based on which we set q′, and subsequently
obtain the relation for adjusting p′ with respect to keq (i.e., Ceq).
Again, the unprocessed [pre-crRNA] and processed [crRNA]
transcript amounts change with time according to the Equations
(2) and (3), where ϕ is replaced with (37).

Changing Pre-crRNA Processing Rate
From Equation (1) we have that

keq = [Cas6e]eq · k
∗, (38)

where we adjust the equilibrium value of k in the constitutive
and the cooperative case by varying the concentration of Cas6e in
equilibrium. The equilibriumCas6e concentration can be derived
from the steady-state conditions for Equations and :

[Cas6e]eq =
kCas6e

λCasλCas6e
ϕCas(Ceq). (39)

In the model of constitutive C and Cas6e expression, the
equilibrium concentration of Cas6e is adjusted through the
change of ϕCas (being constant with time). In the case of
cooperative C and Cas6e expression, [Cas6e]eq is adjusted
through the change of α in Equation (33), i.e., through the change
of overall cas promoter strength, taking into account that [C]eq is
proportional to [Cas6e]eq according to (7).

Joint Change of k and ϕ
We here investigate how the joint change of k and ϕ, which
corresponds to the joint increase of cas6e and CRISPR array gene
expression, affects the dynamics of [pre-crRNA] and [crRNA]
transcripts. We start from the baseline model of infinitely abrupt
increase of k and ϕ. We then compare the baseline model to the
more realistic case of constitutive and the cooperative models.
We take ϕ change from the initial value of 10 1/min to 100
1/min in equilibrium, while keq takes on values λpre, 10λpre, and

100λpre. Note that the change in keq, implies joint change of ϕCas

in Equation (4) and e in Equation (15) in the constitutive case;
in the cooperative case it implies joint change of α and p in
Equation (33) and p′ in Equation (37), which ensures the same
functional dependency ϕ(t), for different values of keq.

Perturbing Pre-crRNA Degradation Rate
λpre
The pre-crRNA degradation rate λpre is perturbed (decreased) in
the following two cases:

i. With the transcription rate ϕ (10 1/min) held constant. The
equilibrium value of k is then adjusted by varying ϕCas in the
constitutive, and α in the cooperative model.

ii. When both ϕ and the processing rate k reach the equilibrium
value (100 1/min) gradually, with the effect of the change
assessed in all three models (baseline, constitutive and
cooperative). keq reaches the value 100 1/min through the
change of ϕCas in the constitutive, and α and p in the
cooperative model, while ϕ increases from ϕ(0) = 10 1/min
to ϕ

(

Ceq

)

= 1, 001/min through adjusting the parameters e
in the constitutive, and p′ in the cooperative model.

Note that changing λpre affects the initial amount of pre-
crRNA (which is an initial condition for the differential
equations) according to the relation [pre− crRNA]eq (t = 0) =

ϕ (t = 0) /λpre (see Equation 2), which follows from the
steady-state condition for pre-crRNA when the system is not
activated.
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Abstract

Background: Restriction-modification (R-M) systems are rudimentary bacterial immune systems. The main
components include restriction enzyme (R), which cuts specific unmethylated DNA sequences, and the
methyltransferase (M), which protects the same DNA sequences. The expression of R-M system components is
considered to be tightly regulated, to ensure successful establishment in a naïve bacterial host. R-M systems are
organized in different architectures (convergent or divergent) and are characterized by different features, i.e.
binding cooperativities, dissociation constants of dimerization, translation rates, which ensure this tight regulation. It
has been proposed that R-M systems should exhibit certain dynamical properties during the system establishment,
such as: i) a delayed expression of R with respect to M, ii) fast transition of R from “OFF” to “ON” state, iii) increased
stability of the toxic molecule (R) steady-state levels. It is however unclear how different R-M system features and
architectures ensure these dynamical properties, particularly since it is hard to address this question experimentally.

Results: To understand design of different R-M systems, we computationally analyze two R-M systems,
representative of the subset controlled by small regulators called ‘C proteins’, and differing in having convergent or
divergent promoter architecture. We show that, in the convergent system, abolishing any of the characteristic
system features adversely affects the dynamical properties outlined above. Moreover, an extreme binding
cooperativity, accompanied by a very high dissociation constant of dimerization, observed in the convergent
system, but absent from other R-M systems, can be explained in terms of the same properties. Furthermore, we
develop the first theoretical model for dynamics of a divergent R-M system, which does not share any of the
convergent system features, but has overlapping promoters. We show that i) the system dynamics exhibits the
same three dynamical properties, ii) introducing any of the convergent system features to the divergent system
actually diminishes these properties.

Conclusions: Our results suggest that different R-M architectures and features may be understood in terms of
constraints imposed by few simple dynamical properties of the system, providing a unifying framework for
understanding these seemingly diverse systems. We also provided predictions for the perturbed R-M systems
dynamics, which may in future be tested through increasingly available experimental techniques, such as re-
engineering R-M systems and single-cell experiments.
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Background
Restriction-modification systems are rudimentary bacterial
immune systems, whose main components are the restric-
tion enzyme (R), and the methyltransferase (M). We here
consider Type II restriction-modification (R-M) systems
[1], where R cuts the same DNA sequences that are pro-
tected by M. Consequently, R and M act, respectively, as a
toxic molecule and its antidote, and analogies of R-M and
toxin-antitoxin systems are often made [2]. R-M present
rudimentary “bacterial immune systems”, as they protect
the host bacterial cell against infection by foreign DNA,
such as viruses (bacteriophages) [3–6]. The protection
mechanism is straightforward, as the foreign DNA enter-
ing bacterial cell is unmethylated, and is consequently cut
(destroyed) by R. On the other hand, the host DNA is
methylated due to presence of M, and is therefore not cut
by R, which prevents autoimmunity. In fact, many bacte-
riophages are under pressure from R-M systems with
whom they have common hosts [7, 8], and have developed
different mechanisms to avoid restriction [9–11]. Conse-
quently, expression of the toxic molecule and its antidote
provides an effective protection of the bacterial cell against
foreign DNA infection [12].
R-M systems are often mobile [2, 12, 13], spreading

from one bacterial host to the other, so that a bacterial
host, which initially did not contain the R-M system (a
naïve host), can acquire it through horizontal transfer. Ex-
pression of R and M was directly observed in single cells
only very recently, for the Esp1396I system [14], and it is
still unclear how different R-M system features affect this
expression. It is however assumed that R-M expression
has to be tightly regulated during its establishment in a
naïve host [15]. For example, as the naïve host genome is
initially unmethylated, R must be, and where tested actu-
ally is, expressed after a delay with respect to M, so that
the host’s genomic DNA can be protected before the ap-
pearance of R [14, 16, 17]. To ensure such tight regulation,
a significant subset of R-M systems contains a third gene,
which expresses the control protein (C) [5, 6, 18–23]. C is
a transcription factor, which regulates expression of genes
in R-M system, including its own expression. In fact, C is
typically co-transcribed with R from a common promoter
(CR promoter), while M is transcribed from a separate
promoter (M promoter) [5, 6, 24].
With respect to the organization of the transcription

units, two different architectures are exhibited, which cor-
respond to the convergent (Fig. 1a), and the divergent
(Fig. 1b) orientation of CR and M promoters [5, 6, 14, 20,
21, 23, 25, 26]. Despite R-M systems being known for few
decades now, with numerous biotechnological uses of re-
striction enzymes, control of expression of these systems
has been insufficiently studied. Two relatively well studied
examples are AhdI (a representative of the convergent
architecture) [6], and EcoRV (a divergent architecture

representative) [5]. For both systems, the core promoters
(binding sites of RNA polymerase), and the binding sites of
C protein, are experimentally mapped. In addition, for AhdI
system, the transcription activity of CR promoter was mea-
sured as a function of C protein amount. We previously
showed that a thermodynamic model of CR promoter regu-
lation provides a good agreement with this measurement
[6]. We also recently showed [14] that a similar thermo-
dynamic model, coupled with a dynamical model of tran-
script and protein synthesis, can reasonably explain the
dynamics of the enzyme synthesis measured by single-cell
experiments in another convergent R-M system (Esp1396I).
This strongly suggests that quantitative modeling presented
here can realistically explain R-M system transcription con-
trol. Additionally, thermodynamical modeling of transcrip-
tion regulation was successfully applied to a number of
different biological problems [27–30], while dynamical
modeling was applied to explain both more and less com-
plex gene circuits including control of other convergent R-
M systems [31–33].
As we detail below on the example of AhdI (convergent

system), and EcoRV (divergent system), it is experimentally
firmly established that R-M systems exhibit both different
architectures, and different features that characterize their
gene expression regulation [1, 15]. On the other hand, the
regulation should yield the same three dynamical proper-
ties, so that the host genome is protected, while the system
is efficiently established. In particular, as discussed above,
there would have to be a significant expression of M before
R is expressed, to ensure that the host genome is protected.
Furthermore, once the host genome is protected, the sys-
tem should likely turn to “ON” state as rapidly as possible,
so that the host genome becomes “immune” to the virus in-
fections – this would then require that after an initial delay,
R is rapidly generated. Finally, we also previously proposed
that, once the toxic molecule (R) reaches a steady-state, its
fluctuations should be low – otherwise a high fluctuation in
the toxic molecule (R) may not be matched by the antidote
(M), which could destroy the host genome [34].
It is however unclear how the diverse system features

and architectures, relate with the constraints on the dy-
namical response of the system stated above. Experimen-
tally, one could, in principle, address this issue by
mutating the relevant features (or introducing them in
the system where they do not exist), and then measuring
how the resulting system dynamics is perturbed. This
would however be very hard, as the system would have
to be extensively experimentally mutated and/or rede-
signed, and the resulting protein dynamics measured in-
vivo during the system establishment. In that respect,
note that the in-vivo dynamics of R and M expression
were directly observed for only two Type II systems – in
PvuII via nearly simultaneous introduction into a culture
using bacteriophage M13 [17], and in Esp1396I, via
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transformation followed by single cell analysis [14]. Even
in these cases, the measurements are done only on the
wild-type (wt) system, i.e. perturbations were not intro-
duced in the system.
Therefore, the main purpose of this paper is to investigate

the relationship between different system features/architec-
tures, and the dynamical properties which the system is ex-
pected to exhibit during its establishment. In particular, it is
our hypothesis that the diverse features exhibited in R-M
systems may largely be explained in terms of the three dy-
namical properties discussed above. To start testing this hy-
pothesis, we will here biophysically model the control of
AhdI and EcoRV, and assess the resulting dynamics when
the characteristic system features are either perturbed (in
AhdI case) or (artificially) introduced (in EcoRV case) in
the system. This is analogous to a classical approach in mo-
lecular biology, where the system is analyzed by mutating
its main features, or introducing new features in the system
where they do not exist, and consequently observing what
effect these perturbations have on the presumed system
function. The difference is that we here analyze the system
computationally instead of experimentally, where we build
on the fact that we previously showed that the modeling
approach that we employ here can reasonably explain the
available equilibrium measurements [6], and the available
single cell experiments [14]. Therefore, the ability of the
modeling to explain the measured wild-type data in R-M
systems provides a reasonable confidence that our predic-
tions for the perturbed system will also be realistic. More-
over, with the advancement of sophisticated experimental
approaches, such as single cell experiments, or possibility
to reengineer the system, there comes a prospect of directly
experimentally testing these predictions in the future.
Specifically, we will here start by reviewing the rele-

vant experimental information for AhdI and EcoRV

systems (the structure of their promoter regions and
their regulatory features), which will provide a bases for
our theoretical modeling. We will then quantify the gen-
eral principles discussed above, i.e. introduce what we
here call the dynamical property observables, which will
allow us quantifying the delay between R and M, how
fast the system makes the transition from OFF to ON
state, and the stability of R steady-state levels. We will
then investigate if abolishing the characteristic features
of AhdI also diminishes these observables, i.e. negatively
affects the dynamical properties discussed above. Fur-
thermore, we will also study if these dynamical proper-
ties also apply to the system (EcoRV) where AhdI
features are absent, but a new feature is present (the
overlapping promoters). We will then ask what happens
if the AhdI features are (computationally) introduced in
wild-type EcoRV system, where they originally do not
exist. That is, we will investigate if introducing these fea-
tures leads to (at least) some of the three dynamic prop-
erty observables being diminished – therefore explaining
why they are absent from EcoRV. Overall, we will here
systematically investigate how perturbing (or introducing
new) features in two characteristic R-M systems affects
the resulting system dynamics.

Methods
In the first subsection, we provide in detail the experi-
mentally available information on AhdI (the convergent
system) and EcoRV (the divergent system), on which we
base our quantitative modeling. The main properties of
the model, including the observables through which we
assess the system dynamical properties, are provided in
the second subsection. We note that the model itself is
provided in details in Additional files 1 and 2, where all

Fig. 1 Typical gene arrangement and promoter orientation in convergent and divergent R-M systems. a Convergent systems, a representative of
which is AhdI, where other studied systems encoding C protein include Esp1396I, Kpn2I, Csp231I, PvuII [14, 23, 47–49]. Note that C and R genes are
transcribed together from PCR promoter. Transcription of M is exhibited from the separate PM promoter. b Divergent systems, a representative of which
is EcoRV, where BamHI is another studied divergent system that encods C protein [20]. C and R genes are also co-transcribed, but now share a
common promoter region with M gene. In EcoRV the two divergent promoters (PCR and PM) have overlapping RNA polymerase binding sites
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the parameters (including their experimental/theoretical
support) are listed.

Experimentally determined configurations of AhdI and
EcoRV
For AhdI, the positions of different promoter elements (C
protein and RNAP binding sites) were experimentally
mapped for both CR and M promoters [6] (see Fig. 1a). In
addition, the binding affinities and the transcription activ-
ities for both the wild type and mutant systems (where C
protein binding sites were mutated) were measured [6].
These measured values, together with the standard litera-
ture values for the kinetic parameters (the translation and
the degradation rates), were used to parameterize the
model, as provided in detail in Additional file 1.
As indicated in Fig. 2a, C binds to CR promoter, regu-

lating both its own transcription and the transcription of
R [6, 19]. C binds to promoter DNA as a dimer, where
binding to the distal binding site (configuration K3),
when C is present at relatively low concentration, leads
to transcription activation, as C dimer bound to this
position recruits RNAP binding to the promoter (config-
uration K5). On the other hand, when C is present at
high concentration, C dimer bound to the distal binding
site recruits another C dimer to the proximal binding
site (the tetramer configuration, K4), thus repressing the
transcription, as RNAP cannot bind to the promoter.
Note that the configuration in which C dimer binds only
to the proximal binding site (equivalent to K3) is not
shown, as the binding affinity to the proximal binding

site is much lower compared to the distal binding site,
making this configuration much less probable. As for M
gene, its transcription is controlled by a negative feed-
back loop, i.e. M methylates specific sites in its own core
promoter thereby repressing the transcription (Fig. 2b).
There are three features which characterize control of

AhdI expression [6]. First, there is a very high coopera-
tivity in binding of the C protein dimers to the distal
and the proximal positions in CR promoter, so that C
dimer bound only to the distal site (K3 configuration)
exists only very transiently in the wild-type (wt) AhdI
system. That is, in the absence of RNAP, a C dimer
bound to the distal position immediately recruits an-
other C dimer to the proximal binding site. Second, the
C dissociation constant of dimerization for AhdI is very
high, so that almost all C protein in the solution is in
the form of monomers. Finally, C protein is translated
from a leaderless transcript (i.e. a transcript which does
not contain a ribosome binding site), which was in E.
coli shown to be associated with lower translation initi-
ation rate [35, 36].
For EcoRV, CR and M promoters are divergently ori-

ented, as schematically shown in Fig. 1b. Consequently, the
promoter elements are located in the intergenic region that
separates CR and M genes, and these elements are also ex-
perimentally mapped [5]. Some of the binding affinities
were also measured [5], while the others were eliminated
by rescaling the equations (see Additional file 2) – note that
we can rescale the equations, as we are interested only in
the relative protein amounts. The kinetic parameters (the

Fig. 2 AhdI R-M system promoter regions. The arrangement of the promoter elements for AhdI CR and M promoters is based on the experimental infor-
mation provided in [6]. The regions which are schematically shown correspond to (a) PCR promoter. Circles indicate C monomers, the rectangles indicates
RNAP, while the arrows indicate transcriptionally active configurations. K2 – K5 denote the dissociation constants (see Additional file 1) corresponding to
different promoter configurations (K1 denotes the dissociation constant of dimerization), where ω and ω’ denote, respectively, the binding cooperativity
between the two C dimers bound to DNA, and between C dimer bound to the distal binding site and RNAP. C binds to the promoter as either dimer
(K3) or tetramer (K4). The bound dimer recruits RNAP to the promoter (K5). On the other hand, the tetramer configuration corresponds to the repression,
as it prevents RNAP binding to the promoter. b Transcription is repressed by DNA methylation due to M binding [6], i.e. M methylates specific sites in M
promoter that overlap RNAP binding site – for simplicity this is in the figure represented as M being bound to the promoter DNA
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translation and the degradation rates), correspond to the
standard literature values, and are taken to be the same as
for AhdI (with the exception of C translation rate, see
below).
In contrast to AhdI, the main feature of EcoRV is the

partially overlapping CR and M core promoters, as sche-
matically shown in Fig. 3. Consequently, RNAP cannot
simultaneously bind to and initiate transcription from
both PM and PCR. Moreover, the characteristic features
of AhdI are not found in EcoRV [5]. In particular, while
the transcription control of the CR promoter by C pro-
tein is similar as in AhdI, the main difference is that the
large cooperativity between the C dimers at the distal
and the proximal binding site is now absent, in fact it
was found in EcoRV that the two dimers bind to DNA
with no cooperativity [5]. Furthermore, the transcription
from PM is not directly influenced by C protein binding,
i.e. C binding does not directly affect RNAP binding to
PM. However, the influence of C on PM transcription is
indirect, as the regulation by C of RNAP binding to PCR,
also affects when RNAP can bind to PM. Consequently,
while in AhdI transcription of CR and M was independ-
ent from each other, in EcoRV we have a more complex
system where their transcription is strongly coupled.
Similar regulation through overlapping CR and M core
promoters is also found in CfrBI R-M system [26, 37].
Finally, C transcript is not leaderless in EcoRV, so the
feature which was associated with lower translation initi-
ation rate in E. coli, and which is present in AhdI, is
now absent from EcoRV.

Modeling AhdI and EcoRV dynamics
We model R and M synthesis upon introducing AhdI
and EcoRV in naïve bacterial hosts. The models are
based on the experimental knowledge of AhdI and
EcoRV transcription regulation, which is summarized
in Figs. 2 and 3, respectively. The models are provided
in detail in Additional files 1 and 2, and are briefly
based on:

(i) A thermodynamic model, which takes into account
the activation and the repression of CR promoter by
C, and the repression of M gene by its own product
(which was experimentally shown in [6]). The model
assumes that the promoter transcription activity is
proportional to the equilibrium binding probability
of RNAP to promoter, which is a general
assumption initially proposed by the classical Shea-
Ackers approach [38].

(ii)Equations that predict how the transcription activity
of CR and M promoters depends on C-protein con-
centration, which further allows modeling the dy-
namics of transcript and protein expression. That is,
the modeled transcription activities provide the main

input for a kinetic model, which calculates R, C and
M transcript and protein synthesis. Also, note that
R-M systems are characterized by very high expres-
sion of R and M proteins [14] so that on the order
of thousands of molecules are present in the cell.
Consequently, the system is expected to be well in
the limit where deterministic modeling can be used
to realistically describe the system.

We previously showed that such modeling can well ex-
plain the wild-type measurements for AhdI [6] - in par-
ticular the measured dependence of the transcription
activity on C protein concentration – as well as the most
recent measurements in single-cell experiments allowing
directly observing the dynamics of R and M synthesis

Fig. 3 Transcription regulation of EcoRV R-M system. The promoter
configuration in the figure is based on the experimentally mapped
promoter elements from [5]. Note that the promoters for CR (PCR) and
M (PM) genes are divergent, as schematically shown in Fig. 1b. C and R
genes are co-transcribed from the rightward promoter (PCR, see Fig. 1b),
with RNAP bound to the promoter as indicated in the first and the
third configuration (from top to bottom). M gene is transcribed from
the divergent PM promoter (see Fig. 1b), with RNAP bound to the pro-
moter as indicated in the last three configurations. PM and PCR core
promoters partially overlap each other, so that RNAP cannot simultan-
eously bind to PM and PCR. The explanations for the first four configura-
tions are equivalent as in Fig. 2a. Note that ω′ denotes the binding
cooperativity between the dimer bound at the distal position and
RNAP. For the last three configurations, note that binding of C does
not directly influence binding of RNAP to PM [5]
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[14]. Our aim here is to computationally analyze how
systematically abolishing individual system features af-
fects the system’s dynamics, focusing on the following
properties:

i. the time delay between R and M accumulation,
ii. the transition speed of the system from “OFF” to

“ON”,
iii. the stability of R steady-state levels.

For this, we will introduce observables (which we call
the dynamical property observables) that can quantify
these properties. To reasonably define them, it is useful
to visualize the predicted system dynamics, and the sta-
bility of R steady-state levels in wild-type AhdI system,
which is shown in Fig. 4 and calculated from Eqs. (1.12),
(1.22) and (1.24)–(1.27) (see Additional file 1).

The first dynamical property observable (delay)
From Fig. 4a, we see that the system features lead to
a significant delay in the expression of R compared
to M, in accordance with the first dynamical prop-
erty. To quantify how the delay changes upon
perturbing these features, we introduce the first dy-
namical property observable, which corresponds to
the ratios of the shaded areas in the perturbed sys-
tem and in wt AhdI, at an initial interval post-
system entry.

The second dynamical property observable (OFF to ON
transition speed)
Furthermore, in Fig. 4a, we see that R expression curve
has a sigmoidal shape. Consequently, the maximal slope
of this curve (indicated in the figure) provides a reason-
able measure of transition velocity from “OFF” (low R
value) to “ON” (high R value) state. Therefore, as the sec-
ond dynamical property observable, we introduce the
maximal slope of this curve. The changes of this slope will
allow assessing how the transition velocity – which deter-
mines the time window between the host genome being
methylated, and the cell being protected against viruses –
will be affected when the system features are perturbed.

The third dynamical property observable (R steady-state
level stability)
Finally, the third dynamical property relates with fluctu-
ations of the toxic R molecule, which we propose should
be small in the steady-state [34]. The fluctuations are
directly related with the stability of the steady-state, so
that smaller fluctuations imply larger steady-state stabil-
ity, which we introduce as the third dynamical property
observable.
Different (in-silico) perturbations of the wild-type sys-

tem – i.e. gradually abolishing the existing or introdu-
cing new features – will be introduced in either the
thermodynamic model, or in the kinetic equations (see
Additional files 1 and 2).

Fig. 4 a Dynamics of R and M expression. R and M expression upon the system entry in a naïve bacterial host (0 min corresponds to the system entry).
The shaded area corresponds to the difference of the surface areas below M (dashed curve) and R (solid curve) expression curves for the first 10 min post-
system entry; the area presents a measure of the delay between M and R expression. The dash-dot line corresponds to the maximal slope of the sigmoidal
R expression curve, measuring the transition velocity from OFF to ON state. b Steady-state and its stability. The steady-state (indicated by Ceq) is obtained
as an intersection of the transcription activity (the solid black line), and the dash-dot line whose slope is determined by the transcript decay and the protein
translation rate (Eq. (1.33)). The stability of the steady-state is related with the difference of the dash-dot line slope, and the slope of the transcription activity
(the dotted line in the figure) at the point of their intersection Ceq (Eq. (1.34))
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Results and discussion
We will start by gradually abolishing the three character-
istic AhdI features introduced above, and assess how this
will affect the dynamical property observables. We will
next model the dynamics of EcoRV establishment in a
naïve bacterial host, to see if the proposed dynamical
properties also apply to a system with different architec-
ture and transcription regulation features. This will pro-
vide, to our knowledge, the first quantitative model of a
divergent R-M system control, and an opportunity to as-
sess dynamics of R and M expression, which was up to
now not experimentally observed for the divergent sys-
tems. Finally, we will in-silico introduce to EcoRV the
regulation features that exist in AhdI, but are not found
in EcoRV, to investigate how this effects the dynamical
property observables, and why these features are not
present in EcoRV.

Perturbing AhdI system features
The three characteristic AhdI features are the high C sub-
unit dissociation constant of dimerization, the large coop-
erativity between C dimers bound at the distal and the
proximal position, and the low C transcript translation ini-
tiation rate. It was previously discussed that these features
serve to limit the amount of the synthesized toxic mol-
ecule (R) [6]. However, it is not clear that this amount
per-se should be limited, as a too small steady-state
amount of R may compromise the immune response – i.e.
it can lead to the virus genome being protected by M be-
fore it can be destroyed by R [39]. As we discussed above,
it would be very hard to experimentally investigate the ef-
fect of these AhdI features on the system dynamics, this
can be readily predicted from the model that we formu-
lated above.

Decreasing the dissociation constant of dimerization
The dissociation constant of dimerization K1 is very high
for AhdI, leading to almost all C subunits being present
as monomers in solution [6, 40] – e.g. for another con-
vergent R-M system (Esp1396I), the measured dissoci-
ation constant of dimerization was found to be
significantly (four times) lower [41]. We start by grad-
ually decreasing this high dissociation constant of
dimerization, in the range that corresponds to the wild-
type (all monomers in the solution) to the opposite limit
of lower K1, in which only dimers are present in the so-
lution. In Fig. 5a, we see that this perturbation has a sig-
nificant effect on R synthesis dynamics – note that the
M dynamics curve, which is also indicated in the figure
for reference, is not affected by perturbing the three
characteristic AhdI features. One can observe the three
main effects from Fig. 5a: The decrease of the delay be-
tween R and M expression, the slower transition from
OFF to ON state, and the decrease in the steady-state

level of R. The first two effects are further quantified in
Fig. 5b and c, as discussed below.
In Fig. 5b, we see that decreasing K1 leads to a signifi-

cant, more than twofold, decrease in the relative delay
between R and M expression. This perturbation can
then significantly impact the ability of the system to pro-
tect the host genome from being cut during R-M estab-
lishment, with the necessary lag also depending on the
specific activity of the M protein and the propensity for
R to nick hemimethylated sites. Furthermore, in Fig. 5c
we see that decreasing K1 also leads to a significantly
slower transition from OFF to ON state, so that the
maximal slope is decreased for almost two-fold. There-
fore, decreasing the wt dissociation constant of
dimerization also significantly impacts the time window
in which the host will be protected from foreign DNA
infection. However, perturbing K1 has no significant ef-
fect on the steady-state stability of R levels (Fig. 5d).
Overall, decreasing the high dissociation constant of
dimerization characteristic for wt AhdI, has a significant
adverse effect on two of the three proposed design
principles.

Increasing C protein translation rate
In AhdI C transcript is leaderless [6], which was in E. coli
[35, 36] shown to be associated with a significantly smaller
translation initiation rate – consequently in [6] a five times
smaller C transcript translation rate kC, compared to R and
M was assumed. We now test the effect of perturbing this
system feature, i.e. increasing kC towards those of R and M
transcripts, which is shown in Fig. 6. We see that the main
effect of this perturbation is on decreasing the steady-state
level of R and the delay between R and M expression (for
~ 40%), as shown in Fig. 6a-b. Intuitively, this can be under-
stood that by a more efficient C transcript translation, C ac-
cumulates faster, facilitating the formation of the activating
and the repressing complexes on the CR promoter, so that
R is expressed with a smaller delay, and reaches the lower
steady-state level. On the other hand, the effect on the
other two design-observables, i.e. on the transition velocity
and the stability of R steady-state levels, is rather small
(Fig. 6c-d). Consequently, increasing the low C transcript
translation rate adversely affects one of the dynamical prop-
erty observables, i.e. the delayed expression of R with re-
spect to M, which is considered crucial for the protection
of the host genome.

Decreasing cooperativity in the dimer binding
A rather drastic feature of AhdI is a very large cooperativ-
ity ω in binding of the two dimers to the distal and the
proximal position in the promoter [6], which is either not
present (EcoRV) [5], or significantly smaller (Esp1396I)
[41], in other R-M systems. We therefore investigate how
gradually abolishing this high cooperativity affects the
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system dynamics and the design observables. In Fig. 7a,
we see that abolishing ω affects only the late dynamics of
R, so that the first two dynamical properties are not af-
fected (and not shown in Fig. 7). On the other hand, we
see that the steady-state amount of R significantly in-
creases as the cooperativity ω decreases. This can be intui-
tively understood by the fact that perturbing the
cooperativity affects only the efficiency of forming the re-
pressor tetramer complex. As the probability of forming
this complex is proportional to C4 (see Additional file 1),
it becomes significant only in the later period, when a
large enough amount of C is synthesized. Furthermore, in
accordance with the perturbation affecting the late dy-
namics, from Fig. 7b, we see that decreasing the coopera-
tivity significantly impacts the stability of R steady-state
levels, leading to its 50% decrease.
Importantly, the first two AhdI features (the large

dissociation constant of dimerization, and the small C
translation initiation rate) have an opposite effect on the
steady-state amount of R, as compared to the large

cooperativity in C dimer binding. That is, while we
showed that the first two features significantly increase
the steady-state R amount, the third feature (the large
cooperativity) significantly decreases it. On the other
hand, all three features generally have the same effect on
the three dynamical properties that we consider, i.e. abol-
ishing these features either decreases the values of the dy-
namical property observables (making the corresponding
dynamical property less optimal), or do not significantly
affect them. This can then explain the extremely large
binding cooperativity that was experimentally observed, as
on the one side it allows controlling the steady-state
amount of the toxic protein due to the opposite effect
from the other two features, while at the same time work-
ing together with the first two features to ensure more op-
timal dynamical properties. In particular, note that both
the large dissociation constant of dimerization and the
large binding cooperativity significantly increase the stabil-
ity of R steady-state levels, while having a significant - but
opposite – effects on the steady-state R amounts.

Fig. 5 Decreasing AhdI dissociation constant of dimerization. K1 is decreased from the high value corresponding to mostly monomers in the
solution, to the low value corresponding to mostly dimers in the solution, and the effect is assessed on a The dynamics of the protein synthesis.
The black line corresponds to all monomers in the solution (wt), while the light gray line corresponds to all dimers in the solution. The curves in-
between (in different shades of gray) correspond to the gradually decreasing values of K1. The relative protein amounts for a wt system (on the
vertical axis) are derived from in-vitro transcription activity measurements in [6]. x indicated in the legend corresponds to the relative decrease of
K1 (e.g. x = 4 is a four-fold decrease). b The first dynamical property observable, corresponding to the relative delay of R with respect to M expres-
sion. The delay is normalized with respect to the wild type (corresponding to one). c The second dynamical property observable, corresponding
to the transition velocity from “OFF” to “ON” state, represented by the maximal slope of the R expression curve. d The third dynamical property
observable, corresponding to the stability of R steady-state levels (see Methods)
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EcoRV wild-type dynamics
EcoRV is an example of R-M system with a divergent
organization of CR and M transcription units. Overlap-
ping CR and M promoters is the most distinctive feature
of this system (presenting its main difference with re-
spect to AhdI), which is, together with C protein bind-
ing, responsible for control of EcoRV transcription. That
is, high occupancy of M promoter by RNAP, prevents
RNAP binding to CR promoter, leading to lower CR
transcription activity, and vice versa. In modeling the
gene expression regulation, we consider that CR pro-
moter transcription is controlled by C, while C binding
has little to none direct effect on M promoter transcrip-
tion activity, as shown in [5]. In distinction to AhdI [6],
which shows an extremely high cooperativity in C dimer
binding, no coperativity was found in EcoRV [5]. We
also assume that C dissociation constant of dimerization
is significantly lower than the relevant range of C con-
centration, so that the majority of C molecules in solu-
tion exist as dimers. Note that in another R-M system
(Esp1396I), which has a much lower cooperativity in C
dimer binding compared to AhdI, a significantly lower
dissociation constant of dimerization is also observed

[41]. Finally, in distinction to AhdI, C transcript in
EcoRV is not leaderless, so for EcoRV we assume that C
has the same translation initiation rate as R and M.
Consequently, EcoRV does not have the three features

that control transcription in AhdI, but has instead an-
other characteristic feature, i.e. the overlapping CR and
M promoters. We therefore ask if EcoRV, with different
architecture and the regulation features, can also meet
the three dynamical properties that we consider. To that
end, we modeled the synthesis of R and M during the
system establishment in wild-type EcoRV, under the as-
sumptions stated above, and following the scheme of the
transcription configurations shown in Fig. 3. The model
is provided in detail in Additional file 2, and is based on
the same thermodynamics assumptions as the one for
AhdI dynamics. To our knowledge, this presents the first
model of expression dynamics for a divergent R-M sys-
tem, which has a more complex regulation due to over-
lapping nature of their promoters. This model moreover
presents the first opportunity to assess the dynamics of
R and M synthesis for a divergent R-M system, as, to
our knowledge, either their regulation or their expres-
sion dynamics was not previously measured.

Fig. 6 Increasing C transcript translation rate: kC is increased from the lower value (3/5 1/min) as taken in [6] to the value which equals those for
R and M transcripts (3 1/min). The effect of this decrease is assessed for: a The dynamics of the protein synthesis, with the black curve
corresponding to the lowest (wt) kC, and the light gray curve corresponding to the highest kC (which equals those of R and M transcripts). The
curves in different shades of gray correspond to the gradually increasing kC values. b The relative delay (normalized with respect to wt) of R with
respect to M expression. c The maximal slope of the R expression curve, reflecting the transition velocity from “OFF” to “ON” state. d The stability
of R steady-state levels, is shown on the vertical axis
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The predictions for R and M accumulation in wild-
type EcoRV are shown by the full black curve (for R)
and by the black dashed curve (for M), in Fig. 8 below.
From the figure we see that, regardless of lacking the
characteristic AhdI regulatory features, the synthesis of R
and M is well in accordance with the three dynamical
properties. Namely, by comparing Fig. 4 (the dynamics
of AhdI) with the EcoRV dynamics, we see that: i) the
time delay for EcoRV is even larger compared to AhdI,
ii) there is a clear switch-like behavior of R expression
in EcoRV, i.e. the speed of transition from “OFF” to
“ON” state is comparable to the one in AhdI, iii) the
system reaches the steady-state level (Ω2 > 0), where the
reached stabilities of R steady-state levels are comparable
(compare Fig. 5d with Fig. 8c). Therefore, we see that
the design principles which we showed are inherent to
AhdI R-M system, are retained in EcoRV R-M system,
despite the apparent distinction in gene expression
regulation.

Introducing AhdI control features to EcoRV
Next, there is a question of why the characteristic AhdI
features are absent from EcoRV. That is, could we get
even more optimal design-observables if AhdI control
features are introduced in wild-type EcoRV? Therefore,
we next use our model, to individually introduce each of
the three control features of AhdI, on the top of the
existing wt EcoRV regulation (i.e. the overlapping pro-
moters). Specifically, in the wild-type EcoRV, we will
perturb: i) the dissociation constant of dimerization to-
wards the high values characteristic for AhdI, ii) coop-
erativity in C dimer binding to the promoter, also

towards the high values observed in AhdI, iii) C protein
translation rate kC, towards the low values characteristic
for leaderless AhdI C transcripts.

Introducing the high dissociation constant of
dimerization to EcoRV
We first perturb the wt EcoRV system by increasing the
rescaled equilibrium dissociation constant of dimerization
K 1 (see Fig.8 and Additional file 2), which corresponds to
a gradual transition from the solution containing mostly C
dimers to the solution containing mostly C monomers.
Note that the dynamics of both R and M expression is
now affected by the perturbation, in distinction to AhdI
where only R expression is changed. This is because CR
and M promoters overlap in EcoRV, so that changing
transcription from one promoter, necessarily impacts tran-
scription from the other.
We observe that this perturbation does not signifi-

cantly affect the early accumulation of R and M (during
the first ~10 min), but that the dynamics at later times is
significantly affected (see Fig. 8a). In particular, we see
that increasing the dissociation constant of dimerization
leads to a significantly slower switch from “OFF” to
“ON” state, so that the transition velocity decreases as
much as four times (Fig. 8b). Furthermore, in Fig. 8c, we
see that increasing K 1 also significantly decreases the
stability of R steady-state levels Ω2, which drops almost
three times. Consequently, introducing the high dissoci-
ation constant of dimerization to EcoRV, which is char-
acteristic for AhdI, has a significant adverse effect on
two of the three dynamical properties.

Fig. 7 Decreasing cooperativity in C dimer binding to CR promoter. The cooperativity in binding ω is gradually abolished from the very high value
corresponding to wt AhdI [6] to ω corresponding to the absence of the binding cooperativity. We predict the effect of this decrease on: a The dynamics
of R protein synthesis, where the black line corresponds to the high ω, the light gray to no cooperativity, and the values of cooperativity in-between are
shown in different shades of gray. b The stability of R steady-state levels, corresponding to different ω values shown in a
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Introducing the high C dimer binding cooperativity
We next modify wt EcoRV by increasing the cooperativity
ω of C dimer binding to the proximal and the distal bind-
ing site, while keeping the other wt EcoRV features un-
changed. Note that the experimental measurements in wt
EcoRV show an absence of C dimer binding cooperativity
(ω = 1) [5], as opposed to the extremely large binding
cooperativity that is observed in AhdI [6]. In Fig. 9, we
see that increasing ω has the following effects: i) the time
delay remains nearly the same (Fig. 9a), ii) the transition
velocity decreases (Fig. 9b), where we see that increasing
ω for a relatively moderate factor (24), leads to a signifi-
cant (somewhat less than twofold) decrease of vmax, iii)
stability of R steady-state levels slightly increases. Conse-
quently, we see that perturbing wt EcoRV cooperativity
towards the higher values characteristic for AhdI, has a
significant adverse effect on one of the dynamical proper-
ties (the transition velocity), while not significantly affect-
ing the other two.

Decreasing C translation rate in EcoRV
Finally, we perturb wt EcoRV by decreasing C transcript
translation rate kC, towards the value characteristic for
AhdI. Note that C transcript is leaderless in AhdI [6],
which is not the case for EcoRV [5], so that we assume
the same translation rate for all three transcripts (C, R
and M) in EcoRV, while kC is taken as five times lower
in AhdI according to [6]. In Fig. 10a we observe that de-
creasing kC does not impact the initial R and M accumu-
lation (during the first ~10 min). On the other hand, at
later times the perturbation significantly decreases both
the transition velocity that decreases two times (see
Fig. 10b), and the stability of R steady-state levels that
decreases somewhat less than twofold (see Fig. 10c).
Consequently, we see that again two of the three dynam-
ical properties are significantly adversely affected by
introducing a control feature from AhdI.
Overall, introducing AhdI characteristic features to

EcoRV has a significant adverse effect on at least one of

Fig. 8 Increasing the dissociation constant of dimerization of wt EcoRV system. The rescaled dissociation constant of dimerization K 1 is increased
from the lower value with dimers in the solution corresponding to wt system, to the high value, where mostly monomers are in the solution. The
effect of the increasing dissociation constant of dimerization is assessed on: a The dynamics of R and M synthesis. The solid and the dashed line
correspond to R and M dynamics, respectively. Different shades of gray correspond to the increasing value of the dissociation constant of
dimerization, with the black line and the light gray line corresponding to the wild type and the monomer case, respectively. b The transition
velocity vmax from “OFF” to “ON” state. c The stability of R steady-state levels
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the dynamical properties, which may explain why those
features are not found in EcoRV. Additionally, perturb-
ing EcoRV wt parameters towards the AhdI values
(Figs. 8a, 9a and 10a) changes M to R ratio in the same
direction for each introduced feature (consistently in-
creasing the ratio). This is in distinction to AhdI, where
the high cooperativity of C dimer binding has an oppos-
ite effect on this ratio, compared to the other two fea-
tures. Consequently, we argue that another reason for
why the characteristic AhdI features are not observed in
EcoRV, is because they do not allow balancing the
amounts of R and M in the host cell.

Conclusion
R-M systems are characterized by different architectures
and control features. We here test a hypothesis that
these diverse features can be explained by constraints
imposed by few dynamical properties. We started from a
relatively well studied AhdI system, and computationally
abolished three of its characteristic control features,
showing that this has a clear adverse effect on the three

dynamical properties. We then modeled a system with
different architecture (EcoRV), and showed that its ex-
pression dynamics also satisfies the same properties. The
EcoRV model has significance in its own right, as the ex-
pression dynamics of the divergent R-M systems was, to
our knowledge, not studied before, either theoretically
or experimentally. Finally, we computationally intro-
duced to EcoRV the control features that exist in AhdI,
and showed that this diminishes at least some of the
proposed dynamical properties, consistent with the fact
that these features do not appear in wt EcoRV. More-
over, increasing the binding cooperativity has the same
effect on M to R ratio in EcoRV as increasing the dis-
sociation constant of dimerization, or lowering the
translation rate, which prevents balancing M to R ratio
upon introducing these perturbations – this then pro-
vides another argument for why AhdI control features
are absent from wt EcoRV.
Furthermore, dynamical properties proposed here can

provide an explanation for a surprisingly large value of
the cooperativity in C protein binding, accompanied by

Fig. 9 Increasing C dimer binding cooperativity in wt EcoRV. The binding cooperativity ω is increased from the absence of cooperativity (ω = 1,
corresponding to wt EcoRV), to the higher values corresponding to cooperative C dimer binding. For each curve, ω is increased in steps by a
factor of 2, and the effect is assessed on: a The dynamics of R and M synthesis. The solid and the dashed curves correspond, respectively, to the
dynamics of R and M synthesis. The black curve corresponds to wt (no cooperativity), with the curves fading, as the cooperativity increases (with
the light gray corresponding to maximal ω). b The transition velocity vmax. c The stability of R steady-state levels
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the large dissociation constant of dimerization that was
observed in wt AhdI. We here showed that these two
features have an opposite effect on the steady-state levels
of the toxic molecule (R), allowing balancing the steady-
state R amount, while at the same time leading to more
optimal dynamical properties. In support of this pro-
posal, a similar convergent system with lower binding
cooperativity (Esp1396I) was also found to have a lower
value of the dissociation constant of dimerization. As a
prediction, it will be interesting to test if, in other R-M
systems, the value of the dissociation constant of
dimerization and the binding cooperativity are also re-
lated in this way.
Overall, this work provides an example that the system

properties that may appear “random” or even surprising
(such as the extremely large binding cooperativity) may be
explained by constraints imposed by few general princi-
ples (in this case the system dynamical properties). Add-
itionally, some of these system properties may serve other
functions, e.g. the leaderless C transcripts might be related
with a need for preferential translation under specific

physiological conditions [42]. Analyzing other R-M sys-
tems can further test relation of the system features with
the simple dynamical properties, where the main obstacle
is that their transcription regulation is generally not well
studied. In particular, investigating up to now poorly
understood linear R-M systems, which have different
architecture compared to the convergent and the diver-
gent systems studied here, and which do not encode C
proteins – but may exhibit control by antisense RNAs or
at the level of translation initiation efficiency - may be par-
ticularly useful [43, 44]. As a further outlook, it will be in-
teresting investigating if properties of other bacterial
immune systems, such as recently discovered CRISPR/Cas
systems [45], can also be explained by similar dynamical
properties [34]. With that respect note that CRISPR/Cas
is more advanced, i.e. adaptive bacterial immune system,
which retains a memory of the past infections incorpo-
rated as spacers in the CRISPR array [46].
Also, in this work we follow a standard approach in

molecular biology, where features of the system are per-
turbed/mutated (which is here done in-silico), and the

Fig. 10 Decreasing C transcript translation rate of wt EcoRV system. The translation rate of C transcript is decreased towards the low value
characteristic for wt AhdI, and the effect is assessed on a The dynamics of R and M synthesis. The solid curves correspond to R, while the dashed
curves correspond to M. The curves fade as kC decreases, so that the black curve, and the light gray curve, correspond, respectively, to the
maximal (wt) and the minimal kC. b The transition velocity from “OFF” to “ON” state. c The stability of R steady-state levels
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effect of these perturbations on the presumed system
function is assessed. In addition to such “single muta-
tions”, a computational equivalent of “double” or “triple”
mutations can be exhibited, where more than one sys-
tem feature would be simultaneously perturbed. This
would address the question if perturbations in one fea-
ture, can be rescued by also perturbing the other fea-
ture(s), which is related to the system robustness. While
this question is out of the scope of this work, it also pro-
vides an interesting outlook for future research.
Finally, the recent advancement of experimental tech-

niques, such as single-cell experiments, allows directly
observing the protein dynamics during the system estab-
lishment. While in principle arduous, it would be inter-
esting to experimentally observe how the relevant
dynamics is perturbed when some of the key system fea-
tures are abolished. This would then directly put to test
some of the prediction from the computational model-
ling, which we provided here.
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We here show that at lower momentum (i.e., p⊥ ∼ 10 GeV) single particle suppression for different types
of probes exhibit a clear mass hierarchy, which is a direct consequence of the differences in the energy loss,
rather than the differences in the initial distributions. On the other hand, we predict that the mass hierarchy is
not expected at high momentum (i.e., p⊥ ∼ 100 GeV); i.e., while we surprisingly predict that suppression for
charged hadrons will be somewhat smaller than the suppression for heavy mesons, we find that this difference
will be a consequence of fragmentation functions, not the finite mass effects. That is, apart from the fragmentation
functions, the probes of different masses exhibit nearly the same suppression in the high momentum region. We
also argue that the same insensitivity on the probe types also appears for jets. In particular, the experimental
data in the momentum regions where they exist for both types of probes, show similar suppressions of charged
hadrons and inclusive jet data. Interestingly, we also find that our state-of-the-art suppression predictions for
high momentum single particles are also in agreement with the jet suppression data, where the reasons behind
this agreement yet remain to be understood. Finally, the available jet data also show (though with large error
bars) an overlap between b jets (heavy) and inclusive jets (light) probes. Consequently, our results suggest that
single particles in the momentum region below 50 GeV present an excellent tool for mass tomography, while
high momentum single particles and (possibly) jets are somewhat insensitive to the details of the interaction with
quark-gluon plasma.

DOI: 10.1103/PhysRevC.94.044908

I. INTRODUCTION

Quark-gluon plasma (QGP) is a new state of matter [1,2]
consisting of interacting quarks, antiquarks, and gluons. Such
new state of matter is created in ultrarelativistic heavy ion
collisions at Relativistic Heavy Ion Collider (RHIC) and Large
Hadron Collider (LHC). Rare high momentum probes, which
are created in such collisions and which transverse QGP, are
excellent probes of this extreme form of matter [3–5]. As these
probes have different masses and consequently interact with
the medium in a different manner, such mass tomography
allows investigating properties of the interactions with the
medium [6–8]. Furthermore, as higher momentum ranges
become increasingly available at the LHC experiments, there
are both different probes and a wide range of their momentum,
which become available for such mass tomography. However,
there is now a question which exactly probes, and momentum
ranges, are optimal for such tomography, i.e., will lead to
different behavior that can provide new information about
interactions with the medium. To address this question, we
will in this paper concentrate on the nuclear modification
factor (RAA), as suppression is traditionally considered to be
an excellent observable for mass tomography.

As an example, it was previously widely expected that
such clear distinction between the suppression patterns will
be provided by the measurements of charged hadron (light)
and D-meson (heavy) probes (see, e.g., [7,8]). However, as
shown by both the experimental data [9,10] and theoretical
predictions [11], these two probes have the same suppression
at least in the momentum region between 10 and 50 GeV,
which is a consequence of a serendipitous interplay between

*Corresponding author: magda@ipb.ac.rs

energy loss and fragmentation functions. Below 10 GeV,
there exists a small difference in the RAAs between D
mesons and charged hadrons; however, this difference in
the suppressions is both small and somewhat influenced by
the fragmentation functions [11], so it is, unfortunately, not
suitable for extracting any reliable conclusions. Furthermore,
at high momentum, recent jet measurements indicate (though
with large error bars) the same suppression for b jets [12], and
inclusive (light) jets [13,14]. Consequently, there is a nontrivial
question of what exactly probes and momentum ranges can
be used for obtaining new information on probe-medium
interactions. Addressing this will, in turn, allow optimally
exploiting experimental efforts and provide further tests of
our understanding of QCD matter. Systematically testing the
mass tomography effects, for different probes, and at wide
momentum ranges, will be the main goal of this paper.

To achieve this goal, we will here use our state-of-the-art
dynamical energy loss formalism [15,16], which removes
a widely used static approximation and takes into account
interactions of the probe with the moving (dynamical)
medium constituents. Through this, it consistently treats both
radiative [15,16] and collisional [17] energy loss, which
was shown to be crucial for quantitatively and qualitatively
explaining the experimental data [18]. Additionally, the
formalism also takes into account finite magnetic mass [19]
and running coupling [20], and is integrated in an up-to-date
numerical procedure, which includes path-length [21] and
multigluon [22] fluctuations. The formalism was previously
shown to be consistent with the wide range of suppression
data corresponding to different probes and experimental
conditions [11,20,23]. Importantly, no free parameters are
used in comparing predictions with the experimental data. The
same parameter set, corresponding to the standard literature
values, will be used in this paper, so that the generated
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predictions will be also constrained by an agreement with
a wealth of previous data.

We will here generate single particle RAA predictions
at both lower momentum (i.e., p⊥ ∼ 10 GeV) and high
momentum (i.e., p⊥ ∼ 100 GeV) regions. Our predictions
are applicable for both 2.76 TeV and 5.02 TeV collision
energies, because we here predict the same suppression
at these two collision energies for light flavor, while we
previously [24] predicted the same suppression at these
energies for heavy flavor. Comparing these predictions with
single particle RAA measurements will allow investigating
how suppression depends on the mass hierarchy in different
momentum regions, particularly because high precision single
particle RAA measurements are (or will soon become) available
at both lower and high momentum ranges. In the high
momentum range, we will generate predictions for 5.02-TeV
collision energy, where preliminary experimental data are
currently becoming available. The high momentum single
particle predictions are not available for 2.76 TeV, so in
this range, we will compare our single particle predictions
for 5.02 TeV (which are also applicable to 2.76 TeV; see
above) with the available jet measurements. The comparison
of the single particle predictions with the available jet data
is motivated by the fact that, in the momentum region where
both (limited) single particle and jet RAA data exist, these two
observables show the same suppression within the error bars,
as we present below. This observation leads to a question of
how the leading particle RAA predictions, done with state-of-
the-art dynamical energy loss model, compare with the whole
jet RAA, which we will here address. Consequently, we will
here provide a systematic investigation of how the predicted
suppression depends on the probe type, the momentum and
collision energy range, and how these predictions compare
with various available data.

II. METHODS

The numerical framework for generating suppression pre-
dictions is presented in detail in [20]. We below briefly outline
the main steps in this procedure.

We study the angular averaged nuclear modification factor
RAA, which is established as an excellent probe for studying
the interaction of high-momentum particles with QGP. RAA is
the ratio of the quenched spectrum in A + A collisions to the
spectrum in p + p collisions, scaled by the number of binary
collisions Nbin:

RAA(p⊥) = dNAA/dp⊥
NbindNpp/dp⊥

. (1)

To calculate the quenched spectra of light and heavy probes,
we use the generic pQCD convolution, which consists of the
following steps:

Ef d3σ

dp3
⊥,f

= Eid
3σ (Q)

dp3
⊥,i

⊗ P (Ei → Ef ) ⊗ (2)

⊗D(Q → HQ) ⊗ f (HQ → J/ψ). (3)

Here “i” and “f” subscripts correspond, respectively, to
“initial” and “final,” E is energy, p⊥ is transversal momentum,

Q denotes partons (quarks and gluons), and the terms in the
equation correspond to the following:

(i) Eid
3σ (Q)/dp3

⊥,i denotes the initial parton spectrum.
For light quarks and gluons, the spectrum is extracted
from [25], while for charm and bottom quarks, the
spectrum is extracted from [26].

(ii) P (Ei → Ef ) is the energy loss probability. The
probability is generalized to include both colli-
sional [17] and radiative [15,16] energy loss in the
same framework (i.e., realistic finite size dynamical
QCD medium), which abolishes the widely used
approximation of static scattering centers. It is also
recently improved to include path-length [21] and
multigluon [22] fluctuations, as well as running
coupling [20] and finite magnetic mass [19].

(iii) D(Q → HQ) is the parton to hadron HQ fragmen-
tation function. For light hadrons, and D and B
mesons we use DSS [27], BCFY [28], and KLP [29]
fragmentation functions, respectively. Note, however,
that for heavy flavor, fragmentation functions do not
influence the suppression of heavy mesons [11]. That
is, heavy meson RAA is a true probe of heavy quark
RAA.

(iv) For nonprompt J/�, we also have to include the decay
of B meson to J/ψ , which is represented by the func-
tion f (HQ → J/ψ) and obtained according to [26].

To generate the suppression predictions for light and
heavy flavor observables in Pb+Pb collisions at the LHC
experiments, we used the following parameter set: QGP with
perturbative QCD scale of �QCD = 0.2 GeV and effective light
quark flavors nf = 3. In the calculations, as a starting point we
use an effective temperature of 304 MeV for 0%–40% central-
ity Pb+Pb collisions at the LHC [30] experiments (as extracted
by ALICE); the average temperature for every centrality region
is then determined according to the procedure given in [23].
Also, for every centrality region, we use different path-length
distributions, which are provided to us by [31]. The light
quark mass is assumed to be dominated by the thermal mass
M = μE/

√
6, where temperature-dependent Debye mass μE

is obtained from [32]. The gluon mass is mg = μE/
√

2 [33],
while the charm and the bottom masses are M = 1.2 GeV and
M = 4.75 GeV, respectively. Magnetic to electric mass ratio
is 0.4 < μM/μE < 0.6, as extracted from several independent
nonperturbative QCD calculations [34–37], so the uncertainty
in the predictions, presented in the next section, will come
from this range of screening masses ratio. Note that our model
uses no free parameters in comparison with the experimental
data, that is, all the parameters correspond to standard literature
values.

III. NUMERICAL RESULTS

In this section, we will generate predictions which cor-
respond to the probe suppression at both lower (∼10 GeV)
and high (∼100 GeV) momentum ranges. At high-momentum
ranges, we will also compare the single particle and jet
measurements with each other, and with the generated the-
oretical predictions. The predictions will be generated both as
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FIG. 1. RAA vs Npart for single particles at the 2.76 TeV Pb+Pb collisions at the LHC experiments. (a) Theoretical predictions for RAA vs
Npart are compared with CMS experimental data for D mesons [38] (red triangles) and nonprompt J/� [39] (orange circles) in, respectively,
8 < p⊥ < 16 GeV and 6.5 < p⊥ < 30 GeV momentum regions. Gray bands with dashed, and dot-dashed boundaries, respectively, correspond
to predictions for D mesons and nonprompt J/� in corresponding momentum regions. (b) Theoretical predictions for h±, and D and B mesons
RAA vs Npart in 60 < p⊥ < 95 GeV momentum region are, respectively, provided as white bands with full, dashed, and dot-dashed boundaries.
The h± predictions are compared with ATLAS (green squares) [40] h± experimental data in the same momentum region. On each panel, the
upper (lower) boundary of each gray (or white) band corresponds to μM/μE = 0.6 (μM/μE = 0.4).

a function of probe momentum and the number of participants
and for both light and heavy flavor observables.

We first show predictions for the suppression dependence
for single particles on the number of participants at 2.76 TeV
Pb+Pb collision energy. In Fig. 1(a) we compare predictions
with the data in the lower momentum range (p⊥ ∼ 10 GeV),
while in Fig. 1(b) we compare predictions with the data in
the high momentum range (p⊥ ∼ 100 GeV). Note that the
formalism is developed under the assumption that M2/E2 �
1, so, for all types of quarks (both light and heavy), our
predictions are valid for p⊥ � 10 GeV. The predictions in
Fig. 1(a) are generated for J/� and D mesons, and, compared
with the corresponding CMS experimental data [38], D-meson
data from ALICE [41], not shown for figure representation,
are consistent with CMS D-meson data. Also, the charged
hadrons (light probes) are not shown in Fig. 1(a) for clarity,
as it was previously shown that both experimental data [9,10]
and theoretical predictions [11] largely overlap with those for
D mesons. Because charged hadrons are indirect and complex
probes, composed of both light quarks and gluons with the
nontrivial effect of fragmentation functions [11], for mass
tomography it is clearly beneficial to, whenever possible, con-
centrate on D mesons (clear charm quark probes [11]) instead
of charged hadrons. In Fig. 1(b), the theoretical predictions for
charged hadrons, and D and B mesons are generated and shown
together with the ATLAS charged hadron experimental data.

A clear distinction in predictions between lower and high
p⊥ ranges are observed. In addition, for lower p⊥ [Fig. 1(a)],
it is obvious that the light and heavy flavor suppressions
are significantly different. On the other hand, in the high
p⊥ ∼ 100 GeV range [Fig. 1(b)], the predictions for all the
probes (both light and heavy) almost overlap with each other.
From the pQCD perspective, a reason for similar suppressions
at high momentum is that the mass of the probe becomes
small compared to its momentum, so the relevance of mass

effects should also become small in this region. However,
while plausible (expected) from the pQCD perspective, this
prediction can be quite distinct in other approaches, as, e.g.,
AdS-CFT predicts a clear suppression mass hierarchy, even
for high momentum regions [42,43].

The experimental data shown in Fig. 1 are in good agree-
ment with the generated theoretical predictions. Moreover,
these data also confirm the predicted qualitative distinction
between the light or charm and bottom suppressions at the
lower momentum region. At the higher momentum range, such
comparison between the light and heavy flavor experimental
data cannot be made, as the corresponding single particle data
are currently available only for charged hadrons. Therefore,
the overlap of the light and heavy flavor suppressions at high
momentum ranges, provides a clear prediction to be tested by
the upcoming experiments.

For understanding the difference between D-meson and
nonprompt J/� suppressions, we studied the importance of
different contributions to this suppression difference. Regard-
ing this, note that it was considered that this difference may
largely originate from the differences in the initial distributions
between charm and bottom quarks, rather than the difference
in their energy losses [44]. We show in Fig. 2(a) that this is
not the case, i.e., the contribution to the suppression difference
from the initial distributions is small, while the contribution
from the different energy loss is substantially larger. Note,
however, that the contributions shown in Fig. 2(a) are not pure
effects of initial distribution and energy loss. This is because
J/� suppression is not a direct probe of b quarks, i.e., it
includes a decay from B mesons to J/�, i.e., f (B → J/�).
Consequently, to exclude the decay contribution from these
two effects, in Fig. 2(b) we show the same contributions
but with the B mesons (clear b quark probe) instead of
J/�. We see that, in the case of B mesons, the energy loss
contribution becomes even larger, while the initial distribution
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FIG. 2. Suppression contributions at lower momentum. (a) Theoretical predictions for RAA vs Npart are compared for D mesons (dashed
curve, 8 < p⊥ < 16 GeV momentum region) and nonprompt J/� (dot-dashed curve, 6.5 < p⊥ < 30 GeV momentum region). Gray curve
shows the analogous nonprompt J/� predictions, if the originating bottom quark would have the same energy loss as charm quark in QGP.
(b) Theoretical predictions for RAA vs Npart are compared for D and B mesons in 8 < p⊥ < 16 GeV momentum region. Comparing (a) and (b)
shows the effect of decay functions to the contributions analyzed in (a). (c) Theoretical predictions for RAA vs p⊥ are compared for D and B
mesons. In (b) and (c), the curve legend is the same as in (a) with distinction that now B replaces J/�. In each panel, the full arrow points
to the contribution of the different initial distributions to the difference in the suppression between the D meson and nonprompt J/� (or B
meson), while the dashed arrow points to the contribution of the different energy losses to the difference between D-meson and the nonprompt
J/� (or B-meson) suppression. Magnetic-to-electric mass ratio is set to μM/μE = 0.4.

becomes even smaller. Therefore, the strong mass dependence
of the suppression, which is observed and predicted at lower
momentum ranges, is clearly a consequence of the differences
in the energy loss, rather than the consequence of the initial
distributions or decay. Furthermore, we show in Fig. 2(c) that
there is no momentum region in which initial distribution
makes a significant effect on the suppression difference
between different types of probes. Therefore, studying the
difference between D- and B-meson suppression patterns in the
lower momentum region is not influenced by the production,
fragmentation, and the decay, and therefore allows directly
assessing how different probes interact with QGP.

While there are currently only limited data for single
particles at high momentum, these types of measurements
are expected to become increasingly available at 5.02-TeV
Pb+Pb collisions at the LHC. At 5.02-TeV collision energy,
the RAA measurements for charged hadrons are expected to
become available up to p⊥ ∼ 400 GeV, for D mesons the
RAA measurements might be available up to p⊥ ∼ 200 GeV,
while for bottom mesons the measurements are expected
up to p⊥ ∼ 100 GeV [45] and possibly even higher. It is,
therefore, useful providing single particle RAA predictions in
the high-momentum region, and studying the effects of high
p⊥ mass tomography.

With this goal, in Fig. 3, we provide predictions for
charged hadrons, and D and B mesons RAA at 5.02-TeV
0%–10% central Pb+Pb collisions at the LHC. From Fig. 3(a),
we see that at p⊥ ∼ 100 GeV, all types of probes show
similar suppressions, as supported by Fig. 1(c). However, for
p⊥ > 100 GeV, we also observe that, while D and B (i.e.,
heavy) meson RAAs become almost identical, the h± (i.e.,
light hadron) RAA shows a surprising tendency for a lower
suppression compared to heavy mesons. Moreover, we see
that the difference between light and heavy meson suppression

increase with increasing p⊥, leading to more than 10% higher
RAA for h± compared to heavy mesons at p⊥ > 150 GeV. That
is, our observation is that, contrary to the 2.76-TeV collision
energy where overlap between h± and the D meson RAA was
observed for the entire momentum region where both data
are available (p⊥ < 50 GeV), we here predict that increasing
momentum (above p⊥ of 100 GeV) will lead to the separation
in the RAA of these two observables, but in a different direction
than intuitively expected.

A naive conclusion from this prediction would be that,
for highly energetic partons, the light partons start to lose
notably less energy compared to heavy partons, which is not
in accordance with pQCD, as discussed just after Fig. 1.
To further investigate this issue, in Fig. 3(b), we compare
RAA predictions for bare quarks, i.e., for up, charm, and
bottom quarks. We here observe that for p⊥ > 100 GeV, and
in accordance with pQCD, finite mass effects for all types of
quarks become negligible, leading to the same suppressions for
both light and heavy flavor partons. However, from Fig. 3(c),
we see that the nonintuitive result observed in Fig. 3(a), is a
consequence of the fragmentation function effect on the light
partons that compose the charged hadrons. That is, the effect of
fragmentation functions on the light quarks is to decrease their
suppression [noted by the vertical arrow in Fig. 3(c)]; the gluon
contribution (partially) compensate this effect (as discussed
in [11]), but for p⊥ > 100 GeV, the gluon contribution, and
therefore the gluon compensation effect, is small. Because of
this, we conclude that, if our predicted larger RAA for h±
compared to heavy flavor (D and B) in the high p⊥ region
is indeed experimentally observed, this increase will be a
pure consequence of the fragmentation function effect, and
therefore not related to the mass tomography in the QGP.

Moreover, the predictions presented in Fig. 3 show that
the mass tomography effects can be clearly observed below
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FIG. 3. RAA vs p⊥ for single particles at the 5.02-TeV Pb+Pb 0%–10% central collisions at the LHC. (a) Theoretical predictions for h±,
and D and B mesons RAA vs p⊥ are, respectively, given as white bands with full, dashed, and dot-dashed boundaries. The upper (lower)
boundary of each band corresponds to μM/μE = 0.6 (μM/μE = 0.4). (b) Theoretical predictions for bare quark RAA vs p⊥ are shown for u

(dotted curve), c (dashed curve), and b (dot-dashed curve). μM/μE ratio is set to 0.4. (c) Theoretical predictions for RAA vs p⊥ are compared
for u (dotted curve) with h± (full curve). μM/μE ratio is set to 0.4.

50 GeV. In particular, we see that below 50 GeV, bottom
suppression significantly differs compared to charm and light
probes. On the other hand, such a distinction does not appear
for high probe momentum (above 50 GeV) where all the
suppression predictions nearly overlap (apart from the frag-
mentation functions effect discussed above). Furthermore, we
also showed that indirect bottom probes (i.e., nonprompt J/�)
lower the dead-cone [8] effect compared to the clear B-meson
probes. Consequently, we propose that one should concentrate
on the lower momentum range and on the difference between
the B-meson suppression on one side, and D-meson and
charged hadron suppression on the other side, for observing
significant mass tomography effects.

Furthermore, in [24], we have shown that, for heavy flavor,
the RAA predictions for 5.02 TeV and 2.76 TeV overlap with
each other, because of interplay between energy loss and initial
distributions. In Fig. 4, we show that the same conclusion is
valid for charged hadrons as well. We therefore conclude that
all the predictions and observations presented in this paper are
valid for both 2.76-TeV and 5.02-TeV collision energies.

With regard to this, we note that, while high p⊥ data are
not available for single particles at the currently available
2.76-TeV collisions, high p⊥ data are abundant for jets. As
our theoretical predictions for single particle RAA data at
5.02 TeV are also applicable for 2.76-TeV collision energy,
it is tempting to compare these predictions with the available
jet data at 2.76-TeV collision energy. Before comparing single
particle predictions with the jet data, we address the same
comparison with the experimental data, i.e., we start by
asking how the single particle data and the jet measurements
correspond to each other, in the momentum range where
both are available. Consequently, in Fig. 5, we compare the
available experimental data for charged hadrons (the green
squares and circles) and inclusive jets (the blue squares and
circles). In Fig. 5(a), we show the comparison of the measured
suppression dependencies on the probe momentum (for the
similar, fixed centrality region), while in Fig. 5(b), we show
the comparison of the measured suppression dependencies on
the number of participants (for the similar, fixed momentum

region). Therefore, one can see that similar suppressions are
observed for single particles and jets, i.e., while the inclusive
jets show a somewhat higher suppression compared to charged
hadrons, they are the same within the error bars.

The results presented above then motivate us to investi-
gate how our bare quark (i.e., leading particle) suppression
predictions, done with the dynamical energy loss, agree with
the jet suppression measurements. To that end, in Fig. 6, we
show our predictions of RAA vs p⊥ for the light (full curve),
charm (dashed curve), and bottom (dot-dashed curve) probes.
These leading particle predictions are shown together with
inclusive jets from the ATLAS experiments [14] [Fig. 6(a)])
and with both inclusive jets [13] and b jets [12] from CMS

FIG. 4. Comparison of RAA predictions for charge hadrons at
2.76 and 5.02 TeV. Charged hadron suppression predictions, as a
function of transverse momentum, are shown. RAA predictions at
5.02 TeV (2.76 TeV) 0%–10% central Pb+Pb collisions at the LHC
are presented as white bands with full (dashed) boundaries. The
upper (lower) boundary of each band corresponds to μM/μE = 0.6
(μM/μE = 0.4).
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FIG. 5. Comparison of single particle and jet suppression data at the LHC experiments. (a) RAA vs p⊥ experimental data are compared
for inclusive jets from ATLAS [14] (blue squares) and CMS [13] (blue circles) and charged hadrons [40] from ATLAS (green squares) and
CMS [46] (green circles). ATLAS jet data correspond to 0%–10% centrality, while the other data correspond to 0%–5% centrality. (b) RAA

vs Npart ATLAS experimental data are compared for inclusive jets [14] (blue squares, 63 < p⊥ < 80 GeV) and charged hadrons [40] (green
squares, 65 < p⊥ < 90 GeV).

[Fig. 6(b)]. The predictions for both light and heavy probes
are in a good agreement with the available jet measurements.
This, together with the near overlap of the single particle and
the jet suppression data shown in Fig. 5, therefore suggests
that the leading particle predictions agree well with the jet
RAA measurements.

There are few other important conclusions: (i) Above
50 GeV, we predict almost the same suppressions for the
light, charm, and bottom quarks [see also Fig. 3(b)]; (ii) this
prediction, extrapolated from the single particle predictions
to the light and b jets, is in agreement with the measured
experimental data. Because charm jet suppression is not yet
measured, our result that the charm suppression overlaps with
the light and bottom suppressions, likely suggests that c-jet
RAA will overlap with both unidentified and b-jet RAAs.

Finally, the similar conclusion is also obtained if the
suppression is analyzed as a function of the number of

participants (Fig. 7). In particular, we also see that RAA vs
Npart single particle predictions for all three types of probes
nearly overlap with each other and explain well the inclusive
and b-jets data, which are also shown in the figure. Finally, the
overlap of the suppression predictions is also consistent with
the overlap in the data—similarly, as shown in Fig. 6, the case
of the charm jets is a new prediction to be tested by the future
measurements.

IV. CONCLUSION

In this paper, we systematically explored the mass tomog-
raphy effects, which can be observed for different probes
and in the wide momentum range corresponding to the span
of the available experimental data. The predictions of the
suppression dependence from both the momentum and the
number of participants were generated and compared with the

FIG. 6. Single particle suppression predictions vs jet data. (a) Theoretical RAA vs p⊥ predictions for single particles are compared with
0%–10% centrality ATLAS experimental data for inclusive jets [14] (blue squares). (b) RAA vs p⊥ single particle predictions are compared
with CMS experimental data for inclusive jets [13] (blue circles, 0%–5% centrality) and b jets [12] (orange triangles, 0%–10% centrality). On
each panel, white bands with dashed, dot-dashed, and full boundaries, respectively, correspond to charm, bottom, and light flavor predictions,
and the upper (lower) boundary of each band corresponds to μM/μE = 0.6 (μM/μE = 0.4).
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FIG. 7. Single particle suppression predictions vs jet data. Single
particle predictions for RAA vs Npart are compared with ATLAS data
for inclusive jets [14] (blue squares, 80 < p⊥ < 100 GeV momentum
region) and CMS data for b jets [12] (orange triangles, 80 < p⊥ <

90 GeV momentum region). White bands with dashed, dot-dashed,
and full boundaries, respectively, correspond to charm, bottom, and
light flavor predictions for 80 < p⊥ < 100 GeV. The upper (lower)
boundary of each band corresponds to μM/μE = 0.6 (μM/μE =
0.4).

available single particle and jet measurements. As a result, we
obtained both the agreement of the theoretical results with the
available data, and generated new predictions to be tested in
the upcoming experiments, as we briefly summarized below.

For the single particle predictions, we obtained that signif-
icant mass tomography effects can be noticed below 50 GeV,
related to the difference between the bottom and the charm
and light suppressions. While this difference is sometimes
attributed to different initial distributions for the charm and
bottom quarks, we here showed that this effect is almost
entirely a consequence of the differences in the respective
energy losses (i.e., the dead-cone effect), while the initial
distribution contribution to the difference is almost negligible.

Furthermore, at the existing 2.76-TeV collision energy,
we showed that the leading particle predictions agree well
with the jet measurements. Moreover, the experimental results
show that there is a reasonable overlap between the single

particle and jet suppression experimental data. These findings
are interesting, particularly because our suppression approach
does not include the features such as jet reconstruction [47]
[which are considered crucial for accurate description of (di)jet
suppression [48–55]], but includes an advanced dynamical
energy loss description for the leading parton. Therefore,
the agreement between the single particle and jet RAA

measurements, both with respect to the experimental data and
the theoretical predictions is currently unclear, and even if this
agreement turns out to be accidental, understanding it may
provide an important outlook for the future research.

Finally, we here provide clear predictions for the upcoming
experimental data at 5.02-TeV collision energy: For the single
particle data, we predict that, at the high momentum range
p⊥ > 100 GeV, B- and D-meson (and likely c- and b-jet)
RAA data will nearly overlap with each other. On the other
hand, our predictions for h± RAA unintuitively suggest a
tendency for lower suppression compared to heavy mesons.
We, however, show that this lower suppression is a pure
consequence of the fragmentation function effect on h±, while
the finite mass effect is negligible in this region. Finally,
we predicted significant mass tomography effects related to
B-meson suppression below 50 GeV. As discussed above,
these predictions also provide specific guidelines on where
future experimental efforts related to this goal should be
concentrated. For example, given these results, we think that it
is clearly beneficial to concentrate further efforts on improving
b probe data in the relevant momentum region; this can include
both directly measuring B mesons instead of nonprompt J/�,
reducing the uncertainties, as well as increasing the number of
available measurements for this important probe. With regards
to this, note that the CMS experiment already published
its measurement of the nuclear modification factor for fully
reconstructed B mesons in p+Pb collisions [56], while such
measurements in Pb+Pb collisions are expected to become
available soon from ALICE.
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Abstract
Jet suppression is considered to be an excellent probe of quantum chromo-
dynamic (QCD) matter created in ultra-relativistic heavy ion collisions. Our
theoretical predictions of jet suppression, which are based on our recently
developed dynamical energy loss formalism, show a robust agreement with
various experimental data, which spans across different probes, experiments
(Relativistic Heavy Ion Collider (RHIC) and Large Hadron Collider (LHC))
and experimental conditions (i.e. all available centrality regions). This formalism
includes several key ingredients, such as the inclusion of dynamical scattering
centers, a finite size QCD medium, collisional energy loss, finite magnetic mass
and running coupling. While these effects have to be included based on theo-
retical grounds, it is currently unclear what their individual importance is in
accurately interpreting the experimental data; in particular because other
approaches to suppression predictions commonly neglect some—or all—of
these effects. To address this question, we study the relative importance of these
effects in obtaining accurate suppression predictions for D mesons (clear energy
loss probe) at top RHIC and LHC energies. We obtain that several different
ingredients are responsible for accurate predictions, i.e. robust agreement with
the data is a cumulative effect of all the ingredients, though inclusion of the
dynamical scattering centers has the largest relative importance.

Keywords: energy loss, jet suppression, quark-gluon plasma, charm quarks

(Some figures may appear in colour only in the online journal)

1. Introduction

The suppression of high transverse momentum light and heavy flavor observables [1] is
considered to be an excellent probe of QCD matter created in ultra-relativistic heavy ion
collisions at the RHIC and the LHC. One of the major goals of these experiments is mapping
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the quark–gluon plasma (QGP) properties, which requires a comparison of the available
suppression data with theoretical predictions [2–4]. Such a comparison tests different theo-
retical models and provides an insight into the underlying QGP physics. It is generally
considered that the crucial ingredient for reliable suppression predictions is an accurate
energy loss calculation.

Therefore, we previously developed the dynamical energy loss formalism, which
includes the following effects: (i) dynamical scattering centers; (ii) a QCD medium of a finite
size [5, 6]; (iii) both radiative [5, 6] and collisional [7] energy losses; (iv) finite magnetic mass
[8] and (v) running coupling [9]. This energy loss formalism is based on the pQCD calcu-
lations in a finite size and optically thin dynamical QCD medium, and has been incorporated
into a numerical procedure [9] that allows generating state-of-the art suppression predictions.

These predictions are able to explain the heavy flavor puzzle (the fact that, contrary to
pQCD expectations, both light and heavy flavor probes have very similar experimentally
measured RAA) at both the RHIC [10] and the LHC [11] and, in general, show a very good
agreement with the available suppression data at these experiments, for a diverse set of probes
[9, 10] and centrality regions [12].

However, such good agreement between the predictions and the experimental data raises
the question of which energy loss effects are responsible for the accurate predictions. In other
words, is there a single dominant energy loss effect responsible for the good agreement, or is
this agreement the result of a superposition of several smaller improvements? This issue is
moreover important, given the fact that various pQCD approaches [13–22] to the energy loss
calculations neglect some (or many) of these effects.

Consequently, here we address the importance of different energy loss ingredients in the
suppression calculations. For this purpose, it would be optimal to have a probe that is
sensitive only to the energy loss, i.e. for which fragmentation and decay functions do not play
a role. The D meson suppression is such a probe, since the fragmentation functions do not
modify bare charm quark suppression, as previously shown in [10, 11]. To explore different
energy loss approximations, which have been used in suppression predictions, we concentrate
on the D meson suppression in central 200 GeV Au+Au collisions at the RHIC and 2.76 TeV
Pb+Pb collisions at the LHC. While high momentum D meson suppression data are not
available at the RHIC—the RHIC measurements extend up to 6 GeV—such data are available
at the LHC, which is useful as a baseline for assessing the importance of different effects.

Our approach is to systematically include different energy loss effects. In particular, we
first compare the relative importance of radiative and collisional contribution to the D meson
suppression predictions to assess the adequacy of the historically widely used static
approximation. We then investigate the importance of including the dynamical scattering
centers, followed by the collisional energy loss and the finite size (LPM) effect. Finally, we
also address the importance of including the finite magnetic mass and the running coupling.

2. Theoretical and computational frameworks

In this section we first provide a brief overview of the computational framework and our
dynamical energy loss formalism. As mentioned above, this formalism leads to a very good
agreement with the suppression experimental data across different probes, collision energies
and centrality regions [9, 10, 12]. We also introduce how the energy loss expression is
modified, as different ingredients are excluded from this formalism. Note that, in section 3,
we will for clarity address different energy loss effects in a reverse order, i.e. we will start
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from the static approximation and systematically include all the effects, as such a historically-
driven approach is more comprehensible and easier to follow.

For studying the importance of different energy loss effects, we will use angular averaged
nuclear modification factor RAA, which is well established as a sensitive observable for the
interaction of high-momentum particles with the QCD medium. The nuclear modification
factor RAA is defined as the ratio of the quenched A + A spectrum to the p + p spectrum, scaled
by the number of binary collisions Nbin:

=R p
N p

N N p
( )

d d

d d
. (1)AA T

AA T

pp Tbin

Furthermore, since angular averaged RAA was previously shown to be sensitive almost
entirely to the average properties (temperature) of the evolving medium (in distinction to
elliptic flow, v2, which is considered highly sensitive to the details of the medium evolution)
[23, 24], angular averaged RAA can be taken as a ’nearly pure’ test of the jet–medium
interactions. Due to this, we do not consider the effects of the medium evolution in this study,
but provide a detailed study of the importance of different jet–medium effects. For this
purpose, we model the medium by assuming an effective temperature of 304MeV at the LHC
(as extracted by ALICE [25]) and effective temperature of 221MeV at the RHIC (as extracted
by PHENIX [26]).

In order to obtain the quenched spectra, we use generic pQCD convolution [9, 27]:
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In equation (2) Q stands for charm quarks and
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3 denotes the initial charm quark

spectrum computed at next-to-leading order [28]. →P E E( )i f is the energy loss probability,
which includes both radiative and collisional energy losses in a finite size dynamical QCD
medium, multi-gluon [29] and path length [27, 30] fluctuations. The path length distributions
are extracted from [30]. Distinction from equation (1) from [9], in our calculations we do not
use the fragmentation function →D Q H( )Q of the charm quark into the D meson (HQ),
because fragmentation does not alter bare charm quark suppression [10, 11], nor do we use
decay function →f H e( )Q , because D mesons are directly measured in the experiments.

The expression for the radiative energy loss in a finite size dynamical QCD medium
[5, 6], obtained from hard-thermal-loop (HTL) approximation, at first order in opacity is given
by:
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In equation (3), v q( ) denotes the effective cross section defined below, L is the length of
the finite size QCD medium, E is the jet energy, k is the transverse momentum of the radiated
gluon, while q is the transverse momentum of the exchanged (virtual) gluon and x represents
the longitudinal momentum fraction of the jet carried away by the emitted gluon. The color

factor is =C
4

3
R . χ = +M x mc g

2 2 2, where μ=m 2g E is the effective (asymptotic) mass for
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gluon with the hard momenta ≳k T , while μE is Debye (electric) screening mass and
Mc = 1.2 GeV is the charm quark mass. λ is the mean free path in the QCD medium and in the

dynamical case is given by
λ

α= T
1

3 S
dyn

. In the incoherent limit [5],

χ

χ

+ +

+ +
→

+

+

xE
L

xE
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sin
( )

( )
0.

2

2

The effective cross section, with the included finite magnetic mass [8], is given by the
equation below, where μM is the magnetic screening mass:

μ μ

μ μ
=

−

+ +( )( )
v q

q q
( ) . (4)E M

E M

2 2

2 2 2 2

Note that, in the case when magnetic mass is equal to zero, the above expression reduces
to a well-known HTL effective cross section [5, 18]:

μ

μ
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+( )
v q

q q
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E
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Non-perturbative approaches [31–35] suggest that at the RHIC and the LHC the range of
magnetic to electric mass ratio is μ μ< <0.4 0.6M E . We therefore use these values in
equation (4) when generating suppression predictions in the case of the finite magnetic mass.
In the case of zero magnetic mass, we use equation (5) above.

The collisional energy loss is calculated in accordance with [7], i.e. we use equation (14)
from that reference for the finite size QCD medium and equation (16) for the incoherent limit.

The running coupling is introduced according to [9] and is defined as in [36]:
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where ΛQCD is the perturbative QCD scale (Λ = 0.2QCD GeV) and nf = 2.5 (nf = 3) for the
RHIC (LHC) is the number of the effective light quark flavors. In the case of the running
coupling, Debye mass μE [37] is obtained by self-consistently solving the equation:
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Otherwise, when the running coupling is not included, fixed values of the strong coupling

constant α = =
π

0.3S
g

4

2

for the RHIC (α = 0.25S for the LHC) [38] and Debye mass μ = gTE
are used.

Transition from the dynamical to the static [20] approximation in the case of the radiative
energy loss is determined through the following two changes and according to [6]. The mean
free path is altered as:
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where = ≈c n( 2.5) 0.84f is a slowly increasing function of nf that varies between
≈c (0) 0.73 and ∞ ≈c ( ) 1.09 and the effective cross section changes to:

μ

μ
=

+( )
v q

q
( ) . (9)E

E

stat

2

2 2 2

3. Results and discussion

In this section, we concentrate on central 200 GeV Au+Au collisions at the RHIC and 2.76
TeV Pb+Pb collisions at the LHC, and investigate how different energy loss ingredients affect
the D meson suppression predictions. Regarding the LHC, for which the high momentum D
meson RAA data are available [39], we compare our calculations with experimental data in
order to visually investigate, both qualitatively and quantitatively, the importance of indivi-
dual effects in explaining the data.

We will start the analysis from the static approximation, which has been historically the
first approach to the energy loss calculations. After investigating the adequacy of the static
approximation, we will address the importance of including the dynamical scattering centers,
the collisional energy loss and the finite size effect. Finally, we will also investigate the
importance of finite magnetic mass and the running coupling.

We therefore start from the static approximation, where we use a fixed value of the strong

coupling constant α = =
π

0.3S
g

4

2

at the RHIC (α = 0.25S at the LHC) and Debye screening
mass μ ≈ gTE . Note that these values are used in figures 1–4 and figure 6. Also, note that
magnetic mass effect is not included (μ = 0M ) in figures 1–5, while the finite magnetic mass
is considered in figures 6 and 7. The running coupling is considered in figures 5 and 7. The
finite size QCD medium is considered in each figure, whereas figure 4 investigates the
significance of the finite size effect.

To test the adequacy of the widely used static approximation (modeled by the Yukawa
potential) [40], we compare the relative importance of radiative and collisional energy loss
contributions to the suppression predictions. Namely, in the static approximation, collisional
energy loss has to be equal to zero, i.e. the static approximation implies that collisional energy
loss can be neglected compared to radiative energy loss. However, in figure 1, we see that the
suppression due to collisional energy loss is comparable—or even larger—compared to the
radiative energy loss suppression.

This, then, clearly shows that the static approximation is not an adequate one for the D
meson suppression calculations, and that the collisional energy loss has to be taken into
account in the suppression predictions. Therefore, a number of the approaches which take
only radiative energy loss (for an overview see [41])–and some that take only collisional
energy loss (e.g. [42, 43]) are clearly not adequate. This can also be directly observed in the
right panel of figure 1, where we see that the static approximation leads to a strong dis-
agreement with the data, i.e. to two to three times smaller suppression than the one observed
experimentally. Consequently, we will below first test the importance of including the
dynamical effects in radiative energy loss (figure 2) and then also test the importance of
collisional energy loss within such a dynamical medium (figure 3).

Therefore, in figure 2, we compare the D meson suppression obtained from radiative
energy loss only in the static framework, with the one in the dynamical framework. We
observe a large difference in the two suppressions, with a significant suppression increase in
the dynamical case. Consequently, the dynamical energy loss effect has to be taken into
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account at the RHIC, as there are no momenta within the RHIC jet momentum range where
static approximation becomes adequate. At the LHC, the results indicate that, for jet
momentum ranges larger than 100 GeV/c, the static approximation to radiative energy loss
may become valid, in general agreement with [5, 6, 13, 14]; note, however, that the dynamical
effect has to be taken into account even for these momenta, as the collisional energy loss,
which is zero in the static approximation, gives a significant contribution to the jet sup-
pression (see the right panel in figure 1). However, despite the fact that inclusion of the

Figure 1. Static radiative versus collisional energy loss suppression. D meson
suppression predictions, as a function of transverse momentum, are shown for radiative
energy loss only in a static QCD medium (dotted curve), and for collisional energy loss
only in a dynamical QCD medium (dot-dashed curve). Left (right) panel corresponds to
the RHIC (the LHC) case. Right panel also shows the D meson RAA data in 0–7.5%
central 2.76 TeV Pb+Pb collisions at the LHC [39] (red triangles). Debye mass is
μ = gTE , coupling constant is α = 0.3S (α = 0.25S ) for the RHIC (LHC) and finite
magnetic mass effect is not included (i.e. μ = 0M ).

Figure 2. Radiative energy loss suppressions in a static vs dynamical QCD medium. D
meson suppression predictions are shown, as a function of transverse momentum,
assuming only radiative energy loss in static (dotted curve) and in dynamical (dashed
curve) QCD medium. Left (right) panel corresponds to the RHIC (the LHC) case. Right
panel also shows the D meson RAA data in 0–7.5% central 2.76 TeV Pb+Pb collisions at
LHC [39] (red triangles). Debye mass is μ = gTE , coupling constant is α = 0.3S

(α = 0.25S ) for the RHIC (the LHC) and no finite magnetic mass effect is included (i.e.
μ = 0M ).
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Figure 3. Radiative versus collisional energy loss suppressions in a dynamical QCD
medium. D meson suppression predictions are shown, as a function of transverse
momentum, for radiative (dashed curve), collisional (dot-dashed curve) and radiative +
collisional (solid curve) energy loss. Left (right) panel corresponds to the RHIC (the
LHC) case. Right panel also shows the D meson RAA data in 0–7.5% central 2.76 TeV
Pb+Pb collisions at the LHC [39] (red triangles). Debye mass is μ = gTE , coupling
constant is α = 0.3S (α = 0.25S ) for the RHIC (the LHC) and no finite magnetic mass
effect is included (i.e. μ = 0M ).

Figure 4. Finite size effect on RAA. D meson suppression predictions are shown, as a
function of transverse momentum, with (solid curve) and without (dashed curve) finite
size effect. Upper (lower) panels correspond to the RHIC (the LHC) case. Left, central
and right panel show, respectively, the finite size effect on radiative, collisional and
total (radiative + collisional) energy loss in a dynamical QCD medium. Debye mass is
μ = gTE , coupling constant is α = 0.3S (α = 0.25S ) for the RHIC (the LHC) and no
finite magnetic mass effect is included (i.e. μ = 0M ).
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dynamical effect significantly increases the suppression compared to the static approximation,
from the right panel in figure 2 we see that, at least below 50 GeV/c, radiative energy loss
alone is not able to neither quantitatively nor qualitatively (see the shape of the curve) explain
the experimental data, which leads to the conclusion that including only radiative energy loss
to model the jet–medium interaction is clearly not adequate.

Furthermore, the results shown in figure 2 imply the question of whether a collisional
energy loss is still relevant in the dynamical QCD medium, as suppression due to radiative
energy loss significantly increases in the dynamical QCD medium. To address this question,

Figure 5. Running coupling effect on RAA. D meson suppression predictions are shown,
as a function of transverse momentum, with constant coupling α = 0.3S (α = 0.25S ) for
the RHIC (the LHC) (solid curve) and with running coupling (dashed curve). No finite
magnetic mass effect is included (i.e. μ = 0M ). In both cases radiative + collisional
contributions in dynamical QCD medium are included. Left (right) panel corresponds
to the RHIC (the LHC) case. Right panel also shows the D meson RAA data in 0-7.5%
central 2.76 TeV Pb+Pb collisions at the LHC [39] (red triangles).

Figure 6.Magnetic mass effect on RAA. D meson suppression predictions are shown, as
a function of transverse momentum, for radiative + collisional energy loss in dynamical
QCD medium, with (gray band) and without (solid curve) magnetic mass. Left (right)
panel corresponds to the RHIC (the LHC) case. Right panel also shows the D meson
RAA data in 0–7.5% central 2.76 TeV Pb+Pb collisions at the LHC [39] (red triangles).
Debye mass is μ = gTE and coupling constant is α = 0.3S (α = 0.25S ) for the RHIC
(the LHC). Upper (lower) boundary of each band corresponds to μ μ = 0.6M E

(μ μ = 0.4M E ).
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in figure 3 we compare the D meson suppressions resulting from collisional and radiative
energy loss, both calculated in the dynamical QCD medium. We observe that, even when the
dynamical effect is accounted for, suppressions from both radiative and collisional con-
tributions are important (consistent with the claims in [7, 44, 45]). This further underscores
that collisional energy loss has to be included in the D meson suppression predictions at both
the RHIC and the LHC. Moreover, we see that including the collisional contribution increases
D meson suppression by up to factor of two compared to the suppression resulting only from
dynamical radiative energy loss. Consistent with this observation, we see that the total
suppression is significantly larger than either of the two contributions—radiative alone or
collisional alone—so that they have to be taken into account jointly for accurate predictions.
Furthermore, our main observation from figure 3 is that inclusion of the dynamical effect
results in a (rough) agreement with the experimental data, which leads to the conclusion that
the dynamical effect is the main/necessary ingredient for accurate description of the jet–
medium interactions.

Since we showed that collisional and radiative energy losses are important, we will
further investigate how they are affected by the finite size (LPM) effect, as it is commonly
considered that this effect is not important for heavy flavor at the RHIC. In figure 4, we
separately investigate the finite size effect for radiative (the left panels), collisional (the central
panels) and radiative plus collisional (the right panels) energy loss; the top and the bottom
panels correspond to the RHIC and the LHC cases, respectively.

We see that for D mesons at both the RHIC and the LHC, the finite size effect is indeed
negligible for collisional energy loss, but that they are significant for both radiative and total
energy loss suppressions. That is, we see that neglecting LPM effect can lead to as much as
two times larger suppression at the RHIC and several times larger suppression at the LHC. In
figure 4 we also observe that, LPM effect leads to qualitatively different suppression
dependence on momenta, as this effect can lead to a decrease—rather than increase—of
suppression with jet momentum. Consequently, the LPM effect has to be taken into account
in heavy flavor suppression predictions at both the RHIC and the LHC.

Figure 7. Running coupling and magnetic mass effect on RAA. D meson suppression
predictions are shown, as a function of transverse momentum, with the constant
coupling α = 0.3S (α = 0.25S ) for the RHIC (the LHC) (light gray band) and with the
running coupling (dark gray band). In both cases radiative + collisional contributions in
dynamical QCD medium are included. Upper (lower) boundary of each band
corresponds to μ μ = 0.6M E (μ μ = 0.4M E ). Left (right) panel corresponds to the
RHIC (the LHC) case. Right panel also shows the D meson RAA data in 0–7.5% central
2.76 TeV Pb+Pb collisions at the LHC [39] (red triangles).

J. Phys. G: Nucl. Part. Phys. 42 (2015) 075105 B Blagojevic and M Djordjevic

9



We next consider how the running coupling [9] affects the RAA. Therefore, in figure 5 we
compare the D meson suppression predictions obtained by using the fixed value of strong
coupling constant, with the predictions when the running coupling is accounted, as a function
of the transverse momentum. From figure 5 we observe that the running coupling leads to an
increase in the suppression by almost a factor of two at lower jet momenta, while it makes no
significant difference at higher jet momenta. Note that such an unequal contribution notably
changes the shape of the suppression pattern, so that accounting for the running coupling for
D mesons at both the RHIC and the LHC is also important. Furthermore, when comparing the
predictions with available (LHC) experimental data (see the right panel of figure 5), we see
that inclusion of running coupling leads to a somewhat worse agreement with experimental
data, compared to the predictions with constant coupling; we will however see below that
inclusion of both the running coupling and the finite magnetic mass improves the predictions.

We next investigate the significance of taking into account the finite magnetic mass in the
suppression calculations. Namely, all previous energy loss calculations assumed zero mag-
netic mass, in accordance with the perturbative QCD. However, different non-perturbative
approaches [31–35] reported a non-zero magnetic mass at the RHIC and the LHC, which
indicates that the finite magnetic mass has to be included in the radiative energy loss cal-
culations [8].

Hence in figure 6 we compare the D meson suppression predictions with and without the
finite magnetic mass included in the suppression calculations. To investigate the importance
of magnetic mass only, we do not include running coupling in this figure, i.e. we assume the
constant coupling. Figure 6 shows that the inclusion of the finite magnetic mass effect leads to
a notable ∼ 30% decrease in the suppression. Consequently, the finite magnetic mass effect is
also important. Furthermore, when comparing the predictions with available (LHC) experi-
mental data (see the right panel of figure 6), we see that the effect of the inclusion of magnetic
mass runs in the opposite direction from the inclusion of running coupling, and also in itself
leads to a worse agreement with experimental data (compared to predictions with zero
magnetic mass). From this and the previous figure (i.e. Figures 5 and 6), one can conclude
that inclusion of the individual improvements in the energy loss calculations—in particular
the running coupling alone, or the magnetic mass alone—does not necessarily lead to the
improvement in the agreement between the predictions and the data.

Consequently, we finally consider how the inclusion of both the running coupling [9] and
the magnetic mass affects RAA. Therefore, in figure 7 we use the finite value of magnetic mass,
and compare the D meson suppression predictions with fixed value of strong coupling
constant, with those when the running coupling is used, as a function of transverse
momentum. We see that these two effects, taken together, lead to a very good agreement with
the experimental data, i.e. to both quantitative and qualitative improvement compared to the
case in figure 3. This illustrates possible synergy in including different energy loss effects:
taken individually, the running coupling and the finite magnetic mass lead to worse agreement
with the experimental data, but taken together they notably improve the agreement. Therefore,
detailed study of parton energy loss, as well as inclusion of all important medium effects, may
be necessary to correctly model the interactions of high-momentum particles with the QCD
medium.

4. Conclusion

Since our dynamical energy loss formalism led to a robust agreement with the experimentally
measured nuclear modification factor for different experiments, probes and experimental
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conditions (i.e. centrality ranges) [9, 10, 12], we investigated how different energy loss effects
contribute to such a good agreement. In particular, we aimed at determining whether such a
good agreement is a consequence of a single dominant effect or of several smaller
improvements. We investigated this issue for the case of D mesons, whose suppression
patterns are not modified by the fragmentation functions, so that they present a clear energy
loss probe. We used an approach where we started from the simplest reasonable (and his-
torically justified) energy loss model—which includes only radiative energy loss—and then
sequentially added different model improvements. This approach both allows investigating
the importance of different energy loss ingredients and obtaining the historical perspective on
how the energy loss model has been improved. In particular, we studied the importance of the
transition from the static to the dynamical framework and of including collisional energy loss,
the finite size effect, the finite magnetic mass and the running coupling. As an overall
conclusion, we found that the most important effect in modeling jet–medium interactions is
the inclusion of the dynamical effect, i.e. modeling the medium constituents as dynamical
(moving) particles, instead of the commonly used static scattering centers. However, for a fine
agreement with the data, we find that each energy loss effect is important, and that the robust
agreement between the theoretical predictions and the experimental data is a cumulative effect
of all these improvements. As an outlook, the presented results suggest that further
improvements in the energy loss model may be significant for accurately explaining the data
even outside of the energy ranges and observables that we have tested so far. Therefore, we
expect that data from the upcoming RHIC and LHC runs will help testing—or even further
constraining—model calculations at higher transverse momentum.
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Abstract
High p⊥ theory and data are commonly used to study high p⊥ parton interactions with QGP, while low p⊥ data and
corresponding models are employed to infer QGP bulk properties. On the other hand, with a proper description of
high p⊥ parton-medium interactions, high p⊥ probes become also powerful tomography tools, since they are sensitive
to global QGP features, such as different temperature profiles or initial conditions. This tomographic role of high p⊥
probes can be utilized to assess the spatial anisotropy of the QCD matter. With our dynamical energy loss formalism,
we show that a (modified) ratio of RAA and v2 presents a reliable and robust observable for straightforward extraction of
initial state anisotropy. We analytically estimated the proportionality between the v2/(1−RAA) and anisotropy coefficient
ε2L, and found surprisingly good agreement with full-fledged numerical calculations. Within the current error bars, the
extraction of the anisotropy from the existing data using this approach is still inaccessible. However, with the expected
accuracy improvement in the upcoming LHC runs, the anisotropy of the QGP formed in heavy ion collisions can be
straightforwardly derived from the data. Such a data-based anisotropy parameter would present an important test to
models describing the initial stages of heavy-ion collision and formation of QGP, and demonstrate the usefulness of
high p⊥ theory and data in obtaining QGP properties.

Keywords: Quark-gluon plasma, High p⊥ probes, Initial anisotropy

1. Introduction

Understanding the properties of the new form of matter named Quark-Gluon Plasma (QGP) is the major
goal of relativistic heavy ion physics [1, 2]. However, to explore the properties of QGP, one needs good
probes. With regards to that, it is commonly assumed that high p⊥ theory and data are good probes for
exploring the high p⊥ parton interactions with QGP, while low p⊥ theory and data are considered as good
probes for bulk QGP properties. Contrary to this common assumption, the goal of this contribution is to
demonstrate that high p⊥ particles can also be useful independent probes of bulk QGP properties.

To put it simply, the main idea is that when high p⊥ particles transverse QGP, they lose energy, where
this energy loss is sensitive to bulk QGP properties, such as its temperature profiles or initial conditions.
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Consequently, with a realistic and sophisticated high p⊥ parton energy loss model, high p⊥ probes can
indeed become powerful tomographic tools. So, in this contribution, we will present how we can use these
probes to infer some of the bulk QGP properties, i.e., for precision QGP tomography. Note that only the
main results are presented here; for a more detailed version, see [3], and references therein.

2. DREENA framework

To achieve the goal of utilizing high p⊥ theory and data for inferring the bulk QGP properties, as pre-
viously implied, a reliable high p⊥ parton energy loss model is necessary. With this goal in mind, we de-
veloped a dynamical energy loss formalism [4, 5], which takes into account some more realistic and unique
features, such as: i) The calculations are performed within finite temperature field theory and generalized
Hard-Thermal-Loop [6] approach, in which the infrared divergences are naturally regulated, excluding the
need for artificial cutoffs. ii) The formalism assumes QCD medium of finite size and finite temperature,
consisting of dynamical partons (i.e., energy exchange with medium constituents is included), in distinction
to commonly considered static scatterers approximation and/or models with vacuum-like propagators. iii)
Both radiative [4] and collisional [5] energy losses are calculated within the same theoretical framework,
and are equally applicable to light and heavy flavors. iv) The formalism is generalized to include a finite
chromomagnetic mass [7], running coupling, and to relax the widely used soft-gluon approximation [8].
Finally, the formalism is integrated in a numerical framework DREENA (Dynamical Radiative and Elastic
ENergy loss Approach) [9, 10], to provide predictions for high p⊥ observables.

Within this framework, we generated a wide set of high p⊥ predictions using 1D Bjorken expansion [11]
(i.e., DREENA-B framework [10]). Thus we obtained a good joint agreement with a wide range of high p⊥
RAA and v2 data, by applying the same numerical procedure, the same parameter set, and no fitting param-
eters in model testing. That is, there is no v2 puzzle [12] within our model, which then strongly suggests
that the model provides a realistic description of high p⊥ parton-medium interactions. Moreover, our pre-
liminary findings suggest that, within our formalism, moving from 1D Bjorken to full 3D hydrodynamical
expansion does not significantly affect the agreement of our predictions with high p⊥ RAA and v2 data [13].
Consequently, in order to adequately address the high p⊥ measurements, a proper description of high p⊥
parton interactions with the medium appears to be much more important than an advanced medium evo-
lution description. Furthermore, we have also analyzed the sensitivity of high p⊥ RAA and v2 to different
initial stages, giving an additional insigth in the usefulness of both high p⊥ observables in the precision QGP
tomography [14].

3. Inferring QGP anisotropy through high p⊥ theory and data

As one example of QGP tomography, in this contribution, we will address how to infer the QGP
anisotropy from high p⊥ RAA and v2 data. The initial state anisotropy is one of the main properties of
QGP and a major limiting factor for precision QGP tomography. However, despite its essential impor-
tance, it is still not possible to directly infer the initial anisotropy from experimental measurements. Several
theoretical studies [15, 16, 17, 18] have provided different methods for calculating the initial anisotropy,
leading to notably different predictions, with a notable effect in the resulting predictions for both low and
high p⊥ data. Therefore, approaches for inferring anisotropy from the data are necessary. Optimally, these
approaches should be complementary to existing predictions, i.e., based on a method that is fundamentally
different from models of early stages of QCD matter.

To this end, we here propose a novel approach to extract the initial state anisotropy. Our method is based
on inference from high p⊥ data, by using already available RAA and v2 measurements, which will moreover
be measured with much higher precision in the future. Such an approach is substantially different from the
existing approaches, as it is based on the inference from experimental data (rather than on calculations of
early stages of QCD matter) exploiting the information from interactions of rare high p⊥ partons with the
QCD medium. This also presents an improvement/optimization in utilizing high p⊥ data as, to date, these
data were mostly constrained on studying the parton-medium interactions, rather than assessing bulk QGP
parameters, such as spatial asymmetry.
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In the literature, the initial state anisotropy is quantified in terms of eccentricity parameter ε2

ε2 =
〈y2 − x2〉
〈y2 + x2〉 =

∫
dx dy (y2 − x2) ρ(x, y)∫
dx dy (y2 + x2) ρ(x, y)

, (1)

where ρ(x, y) denotes the initial density distribution of the formed QGP. Regarding high p⊥ observables, we
note that v2 is sensitive to both the anisotropy of the system and its size, while RAA is sensitive only to the
size of the system. Therefore, it is plausible that the adequate observable for extracting eccentricity from
high p⊥ data depends on both v2 and RAA, and the question is how.

To address this question, we will use the dynamical energy loss formalism, and DREENA-B framework
outlined above. For high p⊥, the fractional energy loss scales as [3] ΔE/E ∼ χ〈T 〉a〈L〉b, where 〈T 〉 stands
for the average temperature along the path of high p⊥ parton, 〈L〉 is the average path-length traversed by the
parton, χ is a proportionality factor that depends on the initial parton transverse momentum, and a and b are
exponents which govern the temperature and path-length dependence of the energy loss. Within our model,
a ≈ 1.2 and b ≈ 1.4, which is contrary to simpler models, and consistent with a wide range of experimental
data [19, 20]. From this simple scaling argument, we can straightforwardly obtain the following expressions
for RAA and v2 (for more details we refer the reader to [3]):

RAA ≈ 1 − ξ(χ)〈T 〉a〈L〉b, v2 ≈ 1
2

Rin
AA − Rout

AA

Rin
AA + Rout

AA

≈ ξ(χ)〈T 〉a〈L〉b
(

b
2
ΔL
〈L〉 −

a
2
ΔT
〈T 〉
)
, (2)

where we see that ξ(χ)〈T 〉a〈L〉b corresponds to 1− RAA. Therefore, if we divide v2 by (1− RAA), we see that
this ratio is given by the following simple expression:

v2

1 − RAA
≈
(

b
2
ΔL
〈L〉 −

a
2
ΔT
〈T 〉
)
. (3)

Note that, while this ratio exposes the dependence on the asymmetry of the system (through spatial (ΔL/〈L〉)
and temperature (ΔT/〈T 〉) parts), the dependence only on spatial anisotropy is still not isolated. However,
by plotting together spatial and temperature anisotropy, we obtain a linear dependence [3], with a propor-
tionality factor given by c ≈ 4.3. Therefore, v2/(1 − RAA) reduces to the following expression:

v2

1 − RAA
≈ 1

2

(
b − a

c

) 〈Lout〉 − 〈Lin〉
〈Lout〉 + 〈Lin〉 ≈ 0.57ς, where ς =

〈Lout〉 − 〈Lin〉
〈Lout〉 + 〈Lin〉 and

1
2

(b − a
c

) ≈ 0.57. (4)

Consequently, the asymptotic scaling behavior of observables v2 and RAA, at high p⊥, reveals that their
(moderated) ratio is determined only by the geometry of the initial QGP droplet. Therefore, the anisotropy
parameter ς could, in principle, be directly obtained from the high p⊥ experimental data.

Fig. 1. A) Comparison of theoretical predictions for charged hadron v2/(1 − RAA) as a function of p⊥ with 5.02 TeV Pb + Pb
CMS [21, 22] (blue squares), ALICE [23, 24] (red triangles) and ATLAS [25, 26] (green circles) data. Each panel corresponds to
different centrality range, as indicated in the upper right corners, while red lines denote the limit 0.57ς from Eq. (4). B) Comparison
of ε2L (red band) extracted from our full-fledged calculations, with ε2 obtained from MC-Glauber [15] (gray full curve), EKRT [16]
(cyan dashed curve), IP-Glasma [17] (green dot-dashed curve) and MC-KLN [18] (blue dotted curve) models. MC-Glauber and EKRT
curves correspond to 5.02 TeV, whereas IP-Glasma and MC-KLN curves correspond to 2.76 TeV Pb + Pb collisions at the LHC.

To test the adequacy of the analytical estimate given by Eqs. (2)-(4), Fig. 1A is displayed, which
comprises our v2/(1 − RAA) predictions (gray bands), stemming from our full-fledged recently developed
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DREENA-B framework (outlined in the previous section), the ALICE, CMS and ATLAS data, and analyt-
ically derived asymptote 0.57ς (red lines). Importantly, for each centrality range and for p⊥ � 20 GeV,
v2/(1 − RAA) is independent on p⊥, and approaches the asymptote, i.e., is determined by the geometry of
the system - depicted by the solid red line, up to 5% accuracy. Moreover, the experimental data for all three
experiments also display the independence on the p⊥ and agree with our predictions, although the error bars
are rather large. Therefore, we conclude that our scaling estimates are valid and that v2/(1 − RAA) indeed
carries the information about the anisotropy of the fireball, which can be simply (from the straight line fit to
data at high p⊥ limit) and robustly (in the same way for each centrality) inferred from the experimental data.

However, note that the anisotropy parameter ς is not the widely-considered anisotropy parameter ε2
(given by Eq. (1)). To facilitate comparison with ε2 values in the literature, we define ε2L =

〈Lout〉2−〈Lin〉2
〈Lout〉2+〈Lin〉2 =

2ς
1+ς2 , and in Fig. 1B compare it with the results from different initial-state models [15, 16, 17, 18]. First, we
should note that as a starting point, our initial ε2, through which we generate our path-length distributions,
agrees with EKRT and IP-Glasma. However, what is highly non-trivial is that, as an outcome of this proce-
dure, in which v2/(1 − RAA) is calculated (based on the full-fledged DREENA-B framework), we obtain ε2L

which practically coincides with our initial ε2 and also with some of the conventional initial-state models.
As an overall conclusion, the straightforward extraction of ε2L and its agreement with values of the prevail-
ing initial-state models’ eccentricity (and our initial ε2) is highly non-trivial and supports v2/(1 − RAA) as a
reliable and robust observable for anisotropy. Additionally, the width of our ε2L band is smaller than the dif-
ference in the ε2 values obtained by using different models (e.g., MC-Glauber vs. MC-KLN). Therefore, our
approach provides genuine resolving power to distinguish between different initial-state models, although
it may not be possible to separate the finer details of more sophisticated models. This resolving power,
moreover, comes from an entirely different perspective, i.e., from high p⊥ theory and data, supporting the
usefulness of utilizing high p⊥ theory and data for inferring the bulk QGP properties.
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Abstract

We overview our recently developed DREENA-C and DREENA-B frameworks, where DREENA (Dynamical Radiative
and Elastic ENergy loss Approach) is a computational implementation of the dynamical energy loss formalism; C stands
for constant temperature and B for the medium evolution modeled by Bjorken expansion. At constant temperature our
predictions overestimate v2, in contrast to other models, but consistent with simple analytical estimates. With Bjorken
expansion, we obtain good agreement with both RAA and v2 measurements. We find that introducing medium evolution
has a larger effect on v2 predictions, but for precision predictions it has to be taken into account in RAA predictions as
well. We also propose a new observable, which we call path length sensitive suppression ratio, for which we argue
that the path length dependence can be assessed in a straightforward manner. We also argue that Pb + Pb vs. Xe + Xe
collisions make a good system to assess the path length dependence. As an outlook, we expect that introduction of more
complex medium evolution (beyond Bjorken expansion) in the dynamical energy loss formalism can provide a basis for
a state of the art QGP tomography tool – e.g. to jointly constrain the medium properties from the point of both high-p⊥
and low-p⊥ data.

Keywords: relativistic heavy ion collisions, quark-gluon plasma, energy loss, hard probes, heavy flavor

1. Introduction

Energy loss of high-p⊥ particles traversing QCD medium is considered to be an excellent probe of
QGP properties [1, 2, 3]. The theoretical predictions can be generated and compared with a wide range
of experimental data, coming from different experiments, collision systems, collision energies, centralities,
observables. This comprehensive comparison of theoretical predictions and high p⊥ data, can then be used
together with low p⊥ theory and data to study the properties of created QCD medium [4, 5, 6, 7], that is,
for precision QGP tomography. However, to implement this idea, it is crucial to have a reliable high p⊥
parton energy loss model. With this goal in mind, during the past several years, we developed the dynamical
energy loss formalism [8]. Contrary to the widely used approximation of static scattering centers, this model
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takes into account that QGP consists of dynamical (moving) partons, and that the created medium has finite
size. The calculations are based on the finite temperature field theory, and generalized HTL approach. The
formalism takes into account both radiative and collisional energy losses, is applicable to both light and
heavy flavor, and has been recently generalized to the case of finite magnetic mass and running coupling [9].
Most recently, we also relaxed the soft-gluon approximation within the model [15]. Finally, the formalism is
integrated in an up-to-date numerical procedure [9], which contains parton production [10], fragmentation
functions [11], path-length [12, 13] and multi-gluon fluctuations [14].

The model up-to-now explained a wide range of RAA data [9, 16, 17, 18], with the same numerical
procedure, the same parameter set, and with no fitting parameters, including explaining puzzling data and
generating predictions for future experiments. This then strongly suggests that the model provides a realistic
description of high p⊥ parton-medium interactions. However, the model did not take into account the
medium evolution, so we used it to provide predictions only for those observables that are considered to be
weakly sensitive to QGP evolution.

Therefore, our goal, which will be addressed in this proceedings, is to develop a framework which will
allow systematic comparison of experimental data and theoretical predictions, obtained by the same formal-
ism and the same parameter set. In particular, we want to develop a framework, which can systematically
generate predictions for different observables (both RAA and v2), different collision systems (Pb + Pb and
Xe+Xe), different probes (light and heavy), different collision energies and different centralities [19, 20, 21].
Within this, our major goal is to introduce medium evolution in the dynamical energy loss formalism [20],
where we start with 1+1D Bjorken expansion [22], and where our developments in this direction, will also
be outlined in this proceedings. Finally, we also want to address an important question of how to differen-
tiate between different energy loss models; in particular, what is the appropriate observable, and what are
appropriate systems, to assess energy loss path-length dependence [21]. Note that only the main results are
presented here; for a more detailed version, see [19, 20, 21], and references therein.

2. Results and discussion

As a first step towards the goals specified above, we developed DREENA-C framework [19], which is
a fully optimized computational suppression procedure based on our dynamical energy loss formalism in
constant temperature finite size QCD medium. Within this framework we, for the first time, generated joint
RAA and v2 predictions based on our dynamical energy loss formalism. We generated predictions for both
light and heavy flavor probes, and different centrality regions in Pb + Pb collisions at the LHC (see [19] for
more details). We obtained that, despite the fact that DREENA-C does not contain medium evolution (to
which v2 is largely sensitive), it leads to qualitatively good agreement with this data, though quantitatively,
the predictions are visibly above the experimental data.

The theoretical models up-to-now, faced difficulties in jointly explaining RAA and v2 data, i.e. lead to
underprediction of v2, unless new phenomena are introduced, which is known as v2 puzzle [23]. Having this
in mind, the overestimation of v2, obtained by DREENA-C, seems surprising. However, by using a simple
scaling arguments, where fractional energy loss is proportional to T a and Lb , and where, within our model
a, b are close to 1, we straightforwardly obtain that in constant T medium, RAA ≈ 1 − ξT L and v2 ≈ ξTΔL

2 ,
while in evolving medium RAA retains the same expressions and v2 ≈ ξTΔL−ξΔT L

2 (see [19] for more details,
ξ is a proportionality factor that depends on initial jet p⊥). So, it is our expectation that, within our model,
the medium evolution will not significantly affect RAA, while it will notably lower the v2 predictions.

To check the reliability of these simple estimates, we developed DREENA-B framework [20], which is
our most recent development within dynamical energy loss formalism. Here B stands for 1+1D Bjorken
expansion [22], i.e. the medium evolution is introduced in dynamical energy loss formalism in a simple
analytic way. We provided first joint RAA and v2 predictions with dynamical energy loss formalism in
expanding QCD medium, which are presented in Fig. 1 (for charged hadrons), and we observe very good
agreement with both RAA and v2 data. We equivalently obtained the same good agreement for D mesons,
and predicted non-zero v2 for high p⊥ B mesons.

In Fig. 2, we further present predictions for Xe+Xe data [21], where we note that these predictions were
generated before the data became available. In this figure (see also Fig. 1), we compare DREENA-C and
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Fig. 1. Joint RAA and v2 predictions for charged hadrons in 5.02 TeV Pb + Pb collisions. Upper panels: Predictions for RAA
vs. p⊥ are compared with ALICE [24] (red circles) and CMS [25] (blue squares) charged hadron experimental data in 5.02 TeV
Pb + Pb collisions. Lower panels: Predictions for v2 vs. p⊥ are compared with ALICE [26] (red circles) and CMS [27] (blue squares)
experimental data in 5.02 TeV Pb + Pb collisions. Full and dashed curves correspond, respectively, to the predictions obtained with
DREENA-B and DREENA-C frameworks. In each panel, the upper (lower) boundary of each gray band corresponds to μM/μE = 0.6
(μM/μE = 0.4). Columns 1-6 correspond, respectively, to 0 − 5%, 5 − 10%, 10 − 20%,..., 40 − 50% centrality regions. The figure is
adapted from [19, 20] and the parameter set is specified there.

DREENA-B frameworks, to assess the importance of including medium evolution on RAA and v2 observ-
ables. We see that introduction of expanding medium affects both RAA and v2 data. That is, it systematically
somewhat increase RAA, while significantly decreasing v2; this observation is in agreement with our estimate
provided above. Consequently, we see that this effect has large influence on v2 predictions, confirming pre-
vious arguments that v2 observable is quite sensitive to medium evolution. On the other hand, this effect is
rather small on RAA, consistent with the notion that RAA is not very sensitive to medium evolution [28, 29].
However, our observation from Figs. 1 and 2 is that medium evolution effect on RAA, though not large,
should still not be neglected in precise RAA calculations, especially for high p⊥ and higher centralities.

Fig. 2. Joint RAA and v2 predictions for charged hadrons

in 5.44 TeV Xe + Xe collisions. Predictions for RAA vs. p⊥
and v2 vs. p⊥ are shown on upper and lower panels, respec-
tively. Columns 1-3, respectively, correspond to 5 − 10%,
20 − 30% and 40 − 50% centrality regions. Full and dashed
curves correspond, respectively, to the predictions obtained
with DREENA-B and DREENA-C frameworks. The figure is
adapted from [20] and the parameter set is specified there.

Fig. 3. Path-length sensitive suppression ratio (RXePb
L ) for

light and heavy probes. Predictions for RXePb
L vs. p⊥ is

shown for charged hadrons (full), D mesons (dashed) and B
mesons (dot-dashed). First and second column, respectively,
correspond to 30 − 40% and 50 − 60% centrality regions.
μM/μE = 0.4. The figure is adapted from [21] and the pa-
rameter set is specified there.

Finally, as the last topic of this proceedings, we address a question on how to differentiate between
different energy loss models. With regard to this, note that path length dependence provides an excellent
signature differentiating between different energy loss models, and consequently also between the underly-
ing energy loss mechanisms. For example, some energy loss models have linear, some have quadratic, and
our dynamical energy loss has the path-length dependence between linear and quadratic, which is due to
both collisional and radiative energy loss mechanisms included in the model. To address this question, we
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first have to answer what is an appropriate system for such a study. We argue that comparison of suppres-
sions in Pb+Pb and Xe+Xe is an excellent way to study the path length dependence: From the suppression
calculation perspective, almost all properties of these two systems are the same. That is, we show [21] that
these two systems have very similar initial momentum distributions, average temperature for each centrality
region and path length distributions (up to rescaling factor A1/3). That is, the main property differentiating
the two systems is its size, i.e. rescaling factor A1/3, which therefore makes comparison of suppressions in
Pb + Pb and Xe + Xe collisions an excellent way to study the path length dependence.

The second question is what is appropriate observable? With regards to that, the ratio of the two RAA

seems a natural choice, as has been proposed before. However, in this way the path length dependence
cannot be naturally extracted, as shown in [21]. For example, this ratio approaches one for high p⊥ and high
centralities, suggesting no path length dependence, while the dynamical energy loss has strong path length
dependence. Also, the ratio has strong centrality dependence. That is, from this ratio, no useful information
can be deduced. The reason for this is that this ratio includes a complicated relationship (see [21] for more
details) which depends on the initial jet energy and centrality; so extracting the path-length dependence from
this observable would not be possible.

However, based on the derivation presented in [21], we propose to use the ratio of 1-RAA instead. From
this estimate, we see that this ratio RXePb

L ≡ 1−RXeXe
1−RPbPb

≈
(

AXe
APb

)b/3
has a simple dependence on only the size of

the medium (A1/3 ratio) and the path length dependence (exponent b). In Fig. 3 we plot this ratio, where we
see that the path length dependence can be extracted from this ratio in a simple way, and moreover there is
only a weak centrality dependence. Therefore, 1-RAA ratio seems as a natural observable, which we propose
to call path-length sensitive suppression ratio.
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The scarce knowledge of the initial stages of quark-gluon plasma before the thermal-
ization is mostly inferred through the low-p⊥ sector. We propose a complementary
approach in this report — the use of high-p⊥ probes’ energy loss. We study the effects
of four commonly assumed initial stages, whose temperature profiles differ only before
the thermalization, on high-p⊥ RAA and v2 predictions. The predictions are based on
our Dynamical Radiative and Elastic ENergy-loss Approach (DREENA) framework. We
report insensitivity of v2 to the initial stages, making it unable to distinguish between
different cases. RAA displays sensitivity to the presumed initial stages, but current exper-
imental precision does not allow resolution between these cases. We further revise the
commonly accepted procedure of fitting the energy loss parameters, for each individual
initial stage, to the measured RAA. We show that the sensitivity of v2 to various initial
stages obtained through such procedure is mostly a consequence of fitting procedure,
which may obscure the physical interpretations. Overall, the simultaneous study of high-
p⊥ observables, with unchanged energy loss parametrization and restrained temperature
profiles, is crucial for future constraints on initial stages.

Keywords: Quark-gluon plasma; initial stages; jet quenching.

PACS Number(s): 12.38.Mh, 24.85.+p, 25.75.−q

1. Introduction

In ultrarelativistic heavy-ion collisions (HICs) at the Relativistic Heavy Ion Col-
lider (RHIC) and the Large Hadron Collider (LHC) (commonly termed as mini big
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bangs), a new form of matter — the quark-gluon plasma (QGP),1,2 in which quarks,
antiquarks, and gluons are deconfined, is created. The large transverse momentum
(high-p⊥) particles are formed immediately upon the collision and therefore are
affected by all stages of QGP evolution. This makes them excellent probes3,4 of
this new state of matter, primarily through two main energy loss-based high-p⊥
observables — angular averaged (RAA) and angular differential (v2) nuclear modi-
fication factors.

Traditionally, rare high-p⊥ probes (p⊥ � 5 GeV), which present ∼ 0.1% of all
particles produced in HIC, are used for studying the mechanisms of jet-medium
interactions, while low-p⊥ sector5–7 (p⊥ � 5GeV) is used to infer QGP features,
such as e.g., initial stages before the QGP thermalization. However, up-to-date
initial-stage properties are poorly known. Therefore, the need for an alternative
approach to assessing the initial-stage features emerged. We here propose using
high-p⊥ probes as a complementary tool for this purpose, primarily since high-p⊥
partons are good probes of QGP properties, where these properties depend on initial
QGP stages. Furthermore, the recently acquired extensive set of high-precision
experimental data for the two aforementioned high-p⊥ observables8–13 facilitates
our study. This issue is moreover intriguing, as results of current theoretical studies
on this subject are mostly inconclusive.14–16

A more rigorous study on this issue is required, that implies higher control over
both the energy loss model and the analyzed temperature profiles. To accomplish
this, we apply a full-fledged DREENA-B17 framework (B stands for one-dimensional
(1D) Bjorken18 expansion), based on our state-of-the-art dynamical energy loss for-
malism19 that will be outlined in Sec. 2. It also considers 1D Bjorken18 medium
evolution, which is highly suitable for this study, as it allows the analytical intro-
duction of different evolutions before thermalization, with the same evolution after
thermalization, which facilitates the isolation of the effects of different initial stages.
Additionally, we checked that the transition from 1D Bjorken to full 3+1D hydrody-
namical evolution20 does not significantly change our high-p⊥ predictions, implying
that for reliable high-p⊥ predictions, an accurate energy loss model is more impor-
tant than the medium evolution model. Therefore, DREENA-B17 provides an opti-
mal framework for the initial-stages study, as it combines a state-of-the-art energy
loss model with fully controlled temperature profiles. Note that, in this paper, we
provide a part of the more detailed results obtained in Ref. 21, enriched with some
complementary predictions.

2. Numerical and Theoretical Framework

For generating medium modified distribution of high-p⊥ particles, irrespective of
their flavor, we apply the generic pQCD convolution formula19,22:

Efd3σ

dp3
f

=
Eid

3σ(Q)
dp3

i

⊗ P (Ei → Ef ) ⊗ D(Q → HQ), (1)
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where i and f stand for the initial parton (Q) and final hadron (HQ), respectively.
The initial parton momentum distribution Eid

3σ(Q)
dp3

i
is calculated in accordance

with Ref. 23. The energy loss probability P (Ei → Ef ) is based on our dynam-
ical energy loss formalism (see paragraph below) and incorporates multigluon24

and path-length fluctuations.22,25,26 D(Q → HQ) denotes fragmentation func-
tion, where for the light hadrons, D and B mesons de Florian–Sassot–Stratmann
(DSS),27 Braaten–Cheung–Fleming–Yuan (BCFY)28 and Kartvelishvili–Likhoded–
Petrov (KLP)29 fragmentation functions are used, respectively.

As a crucial ingredient of the calculations, we employ our state-of-the-art
dynamical energy loss formalism,30–32 which includes: (1) Dynamical QCD medium
of a finite temperature and a finite size, so that the energy exchange with the
medium constituents is taken into account as opposed to static scattering centers
case. It also considers that the medium created in ultrarelativistic HICs has a finite
size, and that initial partons are created inside the medium. (2) The calculations
are based on the finite temperature field theory and generalized hard-thermal-loop
approach,33 generically regulating infrared divergences. (3) Both collisional32 and
radiative30,31 energy loss mechanisms are included and performed within the same
theoretical framework, so that no interference or overlapping occurs between them.
(4) The formalism is generalized to the case of finite magnetic mass34 and running
coupling.19 Chromomagnetic (μM ) to chromoelectric mass (μE) ratio is estimated
to be in a range 0.4–0.6 by different nonperturbative approaches.35,36 Hence, in
this paper, we assume μM/μE = 0.5. Our most recent advancement within formal-
ism is the relaxation of the widely used soft-gluon approximation.37 In Ref. 38, we
demonstrated that all the above ingredients are necessary to accurately reproduce
high-p⊥ suppression data.

The full-fledged analytical expressions for single gluon radiation spectrum and
collisional energy loss per unit length in an expanding medium are given by Eqs. (6)
and (3) from Ref. 17, respectively. Thereby, the standard values for heavy and light
quark masses are considered (Mc = 1.2GeV, Mb = 4.75GeV, while for light quarks,
thermal masses are assumed).

Further, we assume that the medium expansion model is given by the ideal
hydrodynamical 1D Bjorken expansion,18 i.e., T (τ) ∼ 3

√
(τ0/τ) (where τ is a proper

time), with thermalization time set at τ0 = 0.6 fm/c.39 The detailed determination
of initial QGP temperature T0 for the considered centrality range is provided in
Ref. 17. For brevity, here we focus on 30–40% centrality region in

√
sNN = 5.02TeV

Pb + Pb collisions at the LHC, which corresponds to T0 = 391MeV,17 although we
checked that the same conclusions apply regardless of the considered centrality bin.
The QGP transition temperature is assumed to be TC ≈ 160.40

Finally, we provide the expressions for two main high-p⊥ observables. The angu-
lar averaged nuclear modification factor RAA is defined as the ratio of the quenched
p⊥-spectrum in A + A collisions with respect to p + p collisions, normalized by the
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number of binary collisions Nbin:

RAA(pT ) =
dNAA/dpT

NbindNpp/dpT
. (2)

However, an alternative form26

RAA ≈ Rin
AA + Rout

AA

2
, (3)

is also used for providing more intuitive insight in the underlying mechanisms.
Here14 Rin

AA = dNAA/dpT dφ|φ=0
NbindNpp/dpT dφ|φ=0

(Rout
AA = dNAA/dpT dφ|φ=π/2

NbindNpp/dpT dφ|φ=π/2
) stands for in-(out-

of-)plane nuclear modification factor. The high-p⊥ elliptic flow is given by the fol-
lowing expression26,41,42:

v2 ≈ 1
2

Rin
AA − Rout

AA

Rin
AA + Rout

AA

. (4)

It is worth noting that experimental approach to v2 is different from Eq. (4).
However, to our knowledge, and as already discussed in Ref. 21, that approach
could lead to different elliptic flow predictions if event-by-event fluctuations are
taken into account, which is out of the scope of this study.

3. Reliability of the Framework

The reliability of DREENA-B framework, outlined in the previous section, is tested
against experimentally available data at the LHC in Ref. 17. Note that in generating
all predictions we used no fitting parameters, i.e., the parameters take their stan-
dard literature values. We obtained a very good agreement between our predictions
and the existing data for: (i) Both high-p⊥ RAA and v2, so that long-standing v2

puzzle43 (inability of various models to jointly explain high-p⊥ RAA and v2 data,
with tendency to underestimate v2 compared to the experimental data) is natu-
rally solved within our framework; (ii) Diverse colliding systems, such as Pb + Pb
at

√
sNN = 2.76TeV and 5.02TeV, and Xe + Xe at

√
sNN = 5.44TeV; (iii) Both

light and heavy flavor particles, that is, h±, D, B mesons, and (iv) All available
centrality ranges.

4. Results and Discussion

In this section, first, we define the four commonly considered temperature pro-
files,14 which differ only at early times. Next, we assess their effects on our full-
fledged predictions for high-p⊥ angular averaged and angular differential nuclear
modification factors. Finally, we revise the soundness of the commonly applied
multiple fitting procedure. For each result, we provide an intuitive explanation
based on RAA asymptotic scaling behavior. For more details, we refer the reader to
Ref. 21.
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4.1. Effect of different initial stages on high-p⊥ RAA and v2

Now that framework is set and tested, for the study covered by this paper, next
we concentrate on four commonly assumed temperature profiles14 that consider the
same 1D Bjorken18 temperature profile after, but differ before the thermalization
(τ < τ0). More particularly, in Fig. 1, we distinguish:

• The free-streaming case (full red curve), which corresponds to omitting the energy
loss before the QGP thermalization;

• The linear case (dashed blue curve), which corresponds to linearly increasing T

with proper time from transition temperature (TC = 160MeV,40 τC = 0.25 fm)
to the initial temperature T0 of equilibrated plasma, otherwise T = 0;

• The constant case (dot-dashed orange curve), with T equal to the initial temper-
ature T0; and

• The divergent case (dotted green curve), corresponding to 1D Bjorken evolution
from the beginning τ = 0.

First, we assess to what extent is high-p⊥ RAA affected by the presumed initial
stages depicted in Fig. 1. From the left column of Fig. 2, we infer that high-p⊥ RAA

is sensitive to the initial stages. Particularly, we see that for both light and heavy
flavor particles, suppression is the lowest in the free-streaming case, while progres-
sively increasing toward the divergent case, which is expected due to an increase in
energy loss. Unfortunately, the discrepancies between these curves are not very dis-
tinguishing, and within the current error bars, one is unable to differentiate between
these different scenarios.

Next, we investigate the sensitivity of high-p⊥ elliptic flow to the initial stages.
Unexpectedly, from the right column of Fig. 2, we observe that v2 is insensitive
to the presumed initial stages for all types of particles, contrary to the conclusion

Fig. 1. (Color online) Four simplified temperature profiles, with the same 1D Bjorken18 tem-
perature evolution after thermalization (τ ≥ τ0), and whose differences before thermalization
mimics different evolutions at initial stage (τ < τ0). These diverse initial-stage cases are: the free-
streaming (full red curve), the linear (dashed blue curve), the constant (dot-dashed orange curve)

and divergent case (dotted green curve), as denoted in the legend. Figure adapted from Ref. 21.
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Fig. 2. (Color online) Sensitivity of high-p⊥ observables to different initial stages presented in
Fig. 1. The left (right) column corresponds to high-p⊥ RAA (v2) versus p⊥. Charged hadron,
D meson and B meson predictions are presented in upper, middle and lower row, respectively.
Charged hadron RAA predictions are compared with 5.02 TeV Pb + Pb CMS8 (blue squares),
ATLAS9 (green triangles) and ALICE10 (red circles) h± RAA data in the upper left plot, while
its v2 predictions are compared with the corresponding 5.02TeV Pb + Pb CMS11 (blue squares),
ATLAS12 (green triangles) and ALICE13 (red circles) h± data in the upper right plot. In each
plot, full red curve corresponds to the free-streaming case, dashed blue curve to the linear case,
dot-dashed orange curve to the constant case, and dotted green curve to the divergent case, as
indicated in legend. The results are presented for the centrality range 30–40%, and μM /μE = 0.5.
Figure adapted from Ref. 21.
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Fig. 3. (Color online) Rin
AA (dashed curves), Rout

AA (dot-dashed curves) and RAA (full curves)
versus p⊥ in linear (blue set of curves), constant (orange set of curves) and divergent case (green
set of curves) relative to the free-streaming case. The left (right) plot corresponds to D (B) mesons.
The parameters are the same as in Fig. 2.

derived in Ref. 16. Therefore, from our study, it follows that v2 cannot differentiate
between different initial-stage scenarios.

To quantitatively explain the obtained results, we plot heavy flavor momentum
dependence of proportionality functions, which are defined in the following manner:

γin
i =

Rin
AA,i

Rin
AA,fs

, γout
i =

Rout
AA,i

Rout
AA,fs

, γi =
RAA,i

RAA,fs
, (5)

where i ∈ {lin, const , div}. The results and conclusions for charged hadrons are the
same and are shown in Ref. 21. Thus, in Fig. 3, we distinguish three sets of curves
(corresponding to linear, divergent, and constant cases relative to free-streaming
case), each of which contains corresponding three proportionality functions. The
most important observation from Fig. 3 is that within the same set of curves the
proportionality functions are practically identical for the relations involving Rin

AA,
Rout

AA and RAA, that is

γin
i ≈ γout

i ≈ γi. (6)

It is worth noting that γi < 1, and that for i �= j → γi(p⊥) �= γj(p⊥). If we recall
that high-p⊥ RAA and v2 are given by Eqs. (3) and (4), it is straightforward to
show that only RAA, and not v2 is affected. More specifically, for any i, we obtain

RAA,i ≈
γi(Rin

AA,fs + Rout
AA,fs)

2
= γiRAA,fs, (7)

v2,i ≈ 1
2

γi(Rin
AA,fs − Rout

AA,fs)
γi(Rin

AA,fs + Rout
AA,fs)

= v2,fs, (8)

as observed in Fig. 2.
As an additional test of v2 equivalence for different initial stages, in Fig. 4, we

present the ratio of elliptic flow in linear, constant and divergent cases relative to the
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Fig. 4. (Color online) v2 in linear (dashed blue curves), constant (dot-dashed orange curves) and
divergent case (dotted green curves) versus p⊥ relative to the free-streaming case. The left (right)
plot corresponds to D (B) mesons. The parameters are the same as in Fig. 2.

free-streaming case. From Fig. 4, which is a counterpart of Fig. 3, we observe that
these ratios are consistent with unity for both D and B mesons. The result is the
same for charged particles and omitted for consistency. Note that our predictions
are valid for p⊥ � 10GeV. This, furthermore, confirms the conclusions obtained
from Fig. 2 (right column) and Fig. 3, as well as the validity of our quantitative
analysis (given by Eqs. (7) and (8)).

Additionally, RAA sensitivity to the initial stages is in a qualitative agreement
with Refs. 17, 44 and 45, where it was shown that high-p⊥ RAA is only sensitive
to the averaged properties of the evolving medium, such as average T (T ), i.e., the
analytical estimate reads:

RAA ∼ ΔE

E
∼ T . (9)

The fact that T s are different for all four initial-stage cases (see Fig. 1) results in
observed RAA differences.

4.2. Revision of commonly used multiple fitting procedure

Finally, in this subsection, we test an approach commonly used in Refs. 16,41,46
and 47–49, in which the energy loss is fitted for the initial-stage cases (see Fig. 1),
via the change of multiplicative fitting factor in the energy loss to reproduce the
high-p⊥ RAA experimental data. More specifically, in our full-fledged calculations
we introduce an additional multiplicative fitting factor Cfit

i , which is estimated for
each initial-state case as the best fit to the free-streaming RAA, since free-streaming
is commonly considered scenario in both low- and high-p⊥ sector.a We observe21

a decreasing trend in multiplicative fitting factors from the free steaming toward

aThe estimated21 values of Cfit
i are: 1, 0.87, 0.74 and 0.67 in free streaming, linear, constant and

divergent cases, respectively.
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Fig. 5. (Color online) Sensitivity of charged hadron high-p⊥ RAA (left plot) and v2 (right plot)
to different initial-stage cases from Fig. 1, when a multiplicative factor is included in energy loss to
reproduce the free-streaming RAA. In each plot, full red curve corresponds to the free-streaming
case, dashed blue curve to the fitted linear case, dot-dashed orange curve to the fitted constant
case, and dotted green curve to the fitted divergent case, as indicated in legend. The parameters
are the same as in Fig. 2. Figure adapted from Ref. 21.

the divergent case, as expected, to annul the higher energy losses in corresponding
cases compared to the free-streaming one.

Thus obtained (fitted) RAAs are presented in the left plot of Fig. 4, and are
practically overlapping, as expected. However, the right plot of Fig. 4 shows that
through this fitting procedure high-p⊥ v2 is significantly affected, that is, the highest
value is in the free-streaming case, while the lowest is in the divergent case. This
observation could evoke a naive interpretation that initial stages, that is, the only
region in which T profiles differ, are responsible for these discrepancies. However,
that would be inconsistent with our results presented in the previous subsection,
as well as with intuitive anticipation that the introduction of the energy loss at the
initial stage should affect RAA.

To provide a quantitative explanation of the obtained results in Fig. 4, we apply
asymptotic scaling behavior of RAA,17,26 which mimics our complex suppression
procedure for very high-p⊥ jets and at higher centralities:

RAA = 1 − ξT
m

L
n
, (10)

where L denotes the average path length traversed by the jet. The corresponding
T and L proportionality factors — m ≈ 1.2 and n ≈ 1.4 are estimated in Refs. 50
and 51, respectively. ξ stands for a proportionality factor, which depends on jet’s
p⊥ and flavor.

By introducing multiplicative fitting factor in energy loss (see Eq. (9)), and
making use of Eq. (10), the fitted RAAs in high-p⊥ limit now read:

Rfit
AA,i ≈ 1 − CiξT

m

i L
n

i ≈ 1 − Ci(1 − RAA,i), (11)

where i = lin , const, div and Cis are high-p⊥ limits of corresponding Cfit
i s. Note

that Eqs. (10) and (11) (in their original form) are applicable to Rin
AA and Rout

AA as
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well (the same multiplicative fitting factor is naturally applied in all three cases).
In order for Rfit

AA,i to reproduce the free streaming RAA, i.e.,

Rfit
AA,i = RAA,fs, (12)

it is straightforward to obtain:

vfit
2,i ≈

1
2

Ci(Rin
AA,i − Rout

AA,i)
2RAA,fs

=
1
2

Ciγi(Rin
AA,fs − Rout

AA,fs)
Rin

AA,fs + Rout
AA,fs

= Ciγiv2,fs, (13)

where along with Eq. (12), we applied Eqs. (3)–(6), and Eqs. (10), (11), together
with their out- and in-plane counterparts.

From Eq. (13) it follows that the reasons behind v2 decrease in linear, constant
and divergent cases compared to the free streaming one are the multiplicative fit-
ting factor Ci and proportionality function γi, both of which are smaller than 1.
However, note that γi approaches to 1 at high p⊥ (we refer the reader to Fig. 3),
so that the diminishing of v2 compared to the free streaming case is predominantly
a consequence of a decrease in the imposed fitting factor and not the initial stages
as obtained in Ref. 16. We thus infer that the common procedure in which the
energy loss fitting factor is repeatedly adjusted for each initial stage may lead to
misconceptions about the underlying physical mechanisms.

5. Conclusions and Outlook

We here addressed whether, and to what extent, we can use high-p⊥ observables
to explore the initial stages before QGP thermalization. To this end, we studied
how four different commonly considered initial stage scenarios, which have the same
temperature profile after, but differ in the temperature profiles before thermaliza-
tion, affect high-p⊥ RAA and v2 predictions, stemming from our DREENA-B17

framework combined with 1D Bjorken expansion.18 We surprisingly obtained that
high-p⊥ v2 is insensitive to the presumed initial stages, as opposed to high-p⊥ RAA.
However, within the current error bars, RAA sensitivity does not allow differentia-
tion between different initial stage cases. Moreover, we inferred that the previously
reported sensitivity of high-p⊥ v2 to initial stages is mostly an artifact of the fitting
procedure. Consequently, a common procedure, where free parameters in energy
loss are separately fitted for each initial stage may obscure the understanding of
the underlying physical mechanisms. In general, our results imply that the simulta-
neous study of high-p⊥ RAA and v2, with restrained temperature profiles (isolating
the differences in the initial states) and unchanged energy loss parametrization
throughout the study, is needed to set reliable constraints on the initial stages in
the future.
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Understanding mass hierarchy in different energy loss
mechanisms through heavy flavor data

Bojana Ilic1,∗ and Magdalena Djordjevic1

1Institute of Physics Belgrade, University of Belgrade, Belgrade, Serbia

Abstract. The theoretical analysis of experimental observations, such as the
mass hierarchy effect, often neglects some ingredients, which may have a sig-
nificant impact. The forthcoming measurements at RHIC and LHC will gen-
erate heavy flavor data with unprecedented precision, providing an opportunity
to utilize high-p⊥ heavy flavor data to analyze the interaction mechanisms in
QGP. To this end, we use our recently developed DREENA framework based
on the dynamical energy loss formalism. We present: i) How to disentangle the
signature of different interaction mechanisms (radiative and collisional energy
losses) at the same dataset. ii) Novel observables susceptible to these different
mechanisms to be tested by future high-precision measurements. iii) Analytical
and numerical extraction of the mass hierarchy effect in energy losses through
this observable.

1 Introduction

One of the fundamental properties of parton’s energy loss is the flavor dependence, that is, the
mass ordering. The experimental observation of suppression mass hierarchy [1] is attributed
and analyzed within radiative models [2–5], while collisional interactions are neglected. On
the other hand, at the intermediate-p⊥ range (p⊥ � 10 GeV) the collisional energy loss for
heavy flavor is comparable to, or even larger, than the radiative energy loss [6–10]. However,
neither a direct relation between collisional energy loss and heavy quark mass is established,
nor an observable which quantifies this effect. Additionally, the upcoming high-precision
RHIC and LHC measurements present an opportunity to utilize high-p⊥ heavy flavor data to
study the interaction mechanisms in QGP. Note also that D-mesons suppression is practically
indistinguishable [1] from h± RAA, which we will exploit in the first part of this document.

Thus, first, we discuss how nonintuitive suppression patterns can be utilized to qualita-
tively disentangle collisional interaction from radiative energy loss mechanism on the same
dataset. In the second part, we focus on the lower-p⊥ range (below 50 GeV) and present: A
pursuit for an observable, which could unravel collisional interactions from radiative energy
loss. And finally, analytical and numerical extraction of the mass ordering effect in collisional
energy loss (for the first time) through this observable, to be more rigorously tested by the
upcoming high-luminosity measurements. Note that, in this document, only the main results
are displayed, while for more details on the first and second parts, we refer the reader to [4]
and [11], respectively.

∗e-mail: bojanab@ipb.ac.rs
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2 Methods

We employ our full-fledged DREENA-C framework [12], which is based on our state-of-the-
art dynamical energy loss formalism [13] (for more details on the model and its reliability
see [11]). It also assumes a medium modeled with a constant average temperature. We
here choose DREENA-C instead of hydrodynamically-wise more sophisticated versions of
DREENA-B or -A [14], to exclude complications originating from details of medium evo-
lution and thus, to provide analytical tractability. This can be achieved without significant
loss of accuracy, as we already showed [12, 14, 15] that energy loss-sensitive observable RAA

(considered here) is barely sensitive to the medium evolution model. Therefore, DREENA-C
provides an optimal framework for these studies, through observable RAA, as it assumes a
state-of-the-art energy loss model.

3 Results

In the first part of this paper, we address experimentally observed non-intuitive suppression
patterns for both: light or D probes as well as heavy B probes. For light probes (upper left
plot of Fig. 1) we see that RAA as a function of Npart curves become flatter with increasing p⊥,
and that the difference between the curves decreases with increasing p⊥. We call this effect
saturation in RAA vs. Npart curves. From the lower left plot of Fig. 1, we see flattening of RAA

at very high p⊥, to which we refer to as saturation in RAA vs. p⊥ dependence.
Experimental measurements show qualitatively different RAA vs. Npart pattern for B

probes, compared to the light ones in the upper right plot of Fig. 1. Namely, for two opposite
momentum ranges (purple stars vs. blue triangles) the experimental data are practically over-
lapping. Moreover, RAA vs. Npart is flatter across the entire p⊥ range, all of this indicating
the saturation of this observable, not only at high p⊥. Measurements of RAA vs. p⊥ (in lower
right panel of Fig. 1) display slower change with p⊥ compared to light probes. All these
experimental observations are in good agreement with our DREENA-C predictions. So, the
question is: which energy loss mechanism is responsible for the observations from Fig. 1?

To qualitatively explain the observations for light or D probes, in Fig. 2 we provide pre-
dictions for total (i.e., radiative plus collisional), only collisional, and only radiative RAA vs.
p⊥, for a family of curves corresponding to different centralities. The equidistant in p⊥ ar-
rows (at 10, 100, and 190 GeV) indicate the density changes of these curves. From the left
plots in first and second rows of Fig. 2, we observe that the leftmost arrow (at lower p⊥)
spans a much larger total RAA range compared to the remaining two arrows (at higher p⊥) and
which are of a similar span. This explains much steeper RAA vs. Npart curves at lower p⊥,
and their saturation with increasing p⊥. From the central and right plots in first and second
rows of Fig. 2, we see that collisional contribution is only important at lower p⊥, where it
increases steeply, while radiative contribution is significant across the entire p⊥ range, but
increases slowly. Consequently, the interplay between collisional and radiative contributions
is responsible for RAA vs. p⊥ pattern, where steep RAA increase is due to collisional, while
saturation is due to radiative contributions.

Regarding B, mostly uniform RAA vs. p⊥ curves’ density across the entire p⊥ range (left
plot in third row of Fig. 2) results in RAA vs. Npart curves’ overlap regardless of p⊥. Central
and right plots in the third row of Fig. 2 indicate that at lower p⊥ both collisional and radiative
contributions are important but significantly smaller than for light probes. Consequently, the
mass hierarchy in collisional and radiative energy losses are responsible for RAA vs. p⊥ shape
at lower p⊥, while the flat radiative contribution plays a decisive role at higher p⊥.

In the second part of this paper, we dive deeper into energy loss mechanisms and focus on
the p⊥ � 50 GeV region. First, by comparing DREENA-C patterns in energy losses of charm
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Figure 1. Comparison of suppression patterns
data and predictions (gray bands) for light (left
column) and B-probes (right column). For exper-
imental data see [4]. Figure adapted from [4].

Figure 2. Explanation of suppression patterns
for light (upper), D (middle) and B (lower row)
probes. Left, central and right plots show, respec-
tively, total, collisional and radiative RAA. Figure
adapted from [4].
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legend) are displayed. For clarity, 30 − 40% cen-
trality is singled out. Figure adapted from [11].

10-20% 1-RAAb
1-RAAc

20-30%
30-40%
40-50%
1-Mb

pT

1-Mc
pT

0 10 20 30 40 50
0

0.2

0.4

0.6

0.8

1.0

pT(GeV)

1
-R AAb
1
-R AAc

vs
.m
as
se
s

Figure 4. Numerical verification of (1−Rb
AA)/(1−

Rc
AA) as an adequate observable for mass extrac-

tion from collisional contribution, through com-
parison with experimental data (for more details
see [11]. Figure adapted from [11].

and bottom (see Fig. 1 from [11]) we observe that we reproduced the dead-cone effect [16]
in radiative energy loss, and clear mass ordering in ∆Ecoll/E also. Compared to the ∆Erad/E,
this effect in ∆Ecoll/E is slightly less pronounced, but it is a significant observation. The
question is, which observable could quantify this effect? To this end, we recall [11] that it
should be a function of high-p⊥ 1 − RAA, since it carries explicit information on the parton’s
energy loss [15, 17] while being practically insensitive to the details of medium evolution.

Guided by this idea, in Fig. 3 we compare 1−RAA bottom to charm ratios (for different cen-
tralities), when only collisional, only radiative, and total interactions are considered. Surpris-
ingly, we find that (1−Rb,tot

AA )/(1−Rc,tot
AA ) is essentially overlapping with (1−Rb,coll

AA )/(1−Rc,coll
AA ),

which is true for all centralities. This is a nontrivial and significant insight. Consequently,
Fig. 3 shows that collisional contribution is in the origin of (1 − Rb,tot

AA )/(1 − Rc,tot
AA ). Thus,

in paper [11] we proposed (1 − Rb
AA)/(1 − Rc

AA) as a new observable which may quantify

3
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the mass hierarchy in collisional energy loss. Moreover, after some algebraic manipula-
tions (for more details see [11]), where collisional suppression definition [10, 18] as well as
mass parameterization of heavy quarks initial distribution is applied [19], we infer that the
(1−Rb

AA)/(1−Rc
AA) � (1− Mb

p⊥
)/(1− Mc

p⊥
) reflects the mass hierarchy in collisional energy loss.

This provides analytical support to (1 − Rb
AA)/(1 − Rc

AA) as the appropriate new observable.
Furthermore, we get that (1 − Rb

AA)/(1 − Rc
AA) is robust to the collision centrality (see

Fig. 3), collision system, and collision energy (see Fig. 4). Therefore, we propose that the
new observable should have general applicability to both the RHIC and the LHC experiments,
independently of collision centrality, as long as QGP is formed.

4 Conclusions and outlook
Complex and significantly different suppression patterns for different flavors inspired us to
distinguish between radiative and collisional contributions at the same dataset. Then, focused
on the p⊥ � 50 GeV range, where both energy loss mechanisms are important for heavy
probes, we proposed an observable, which could disentangle collisional from radiative energy
loss. Also, by comparing with scarce heavy flavor data, we numerically verified the adequacy
of the proposed observable for extracting mass hierarchy from collisional energy loss.

As an outlook, our analysis provides specific guidelines for future experiments. For in-
stance, regarding non-intuitive suppression patterns, efforts should be concentrated on single-
particle measurements to much higher p⊥, while regarding the new observable, at the lower
p⊥ region, which is accessible at both RHIC and LHC. Note that current error bars are still
large, so we expect that the upcoming high-luminosity measurements will provide a more
rigorous test for this new observable. Finally, the suppression measurements of both b and c
probes in the same centrality bins would be highly useful.
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One of the widely used kinematic assumptions in calculating hard probe radiative energy loss
within QGP, is the soft-gluon approximation, which considers that energy loss of the parent parton
via gluon’s bremsstrahlung is small compared to its initial energy. However, diverse theoretical
formalisams obtained a notable energy loss of high p⊥ partons, implicitly suggesting inadequacy
of this approximation.
To address this issue, we relax the soft-gluon approximation within the DGLV formalism. Al-
though the obtained analytic expressions are quite more involved compared to the soft-gluon
case, the numerical predictions are surprisingly nearly indistinguishable in these two cases. Ad-
ditionally, we also obtained that the above conclusion is robust with respect to variations of the
presumed longitudinal distance distribution of scattering centers. Consequently, the results pre-
sented here provide confidence that, regardless of the concerns mentioned above, surprisingly, the
soft-gluon approximation can reliably be applied within the DGLV formalism. Finally, we discuss
generalizing the relaxation in the dynamical medium as well, which ensures broader relevance of
the conclusions obtained here.
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Hard probe radiative energy loss beyond soft-gluon approximation Bojana Blagojevic

1. Introduction

One of the most common assumptions in calculating radiative energy loss of high p⊥ partons
is the soft-gluon (sg) approximation, which assumes that the radiated gluon energy (ω) is much
smaller (x = ω

E � 1) than the initial parton energy (E). This approximation was widely used in var-
ious theoretical models [1, 2, 3, 4], which obtained considerable radiative energy loss, suggesting
the inadequacy of the approximation. On that note, some of these models went beyond the soft-
gluon (bsg) approximation [5, 6, 7], but reported inconsistent conclusions on the adequacy of this
assumption. Contrarily, our dynamical energy loss model [8], by applying the same approxima-
tion, obtained very good agreement with the extensive set of experimental suppression data [8, 9],
implicitly indicating the adequacy of such approximation. Nevertheless even within this dynamical
model, the approximation is not applicable in the intermediate momentum range (5 < p⊥ < 10
GeV), and primarily for gluon jets, as gluons lose notably more energy compared to quarks, due to
the relative color factor of 9/4. Therefore, the question of validity of the soft-gluon approximation
(sga) remained still unresolved, which we systematically reconsider in [10] for gluon-jet radiative
energy loss within the DGLV [11] formalism to the 1st order in opacity. Its generalization to the
case when a dynamical medium is considered is also discussed in that paper. Additionally, we
address the robustness of our conclusions, by taking into account two opposite limits of scattering
centers longitudinal distribution: the exponential and the uniform one. It is worth noting that, these
proceedings contain only the main results, while for more details, we refer the reader to [10].

2. Analytical and numerical results

We relax the sga in radiative energy loss calculations within the DGLV [11] formalism, which
considers: finite size and an optically thin QGP consisting of static scattering centers. The jet-
medium interactions are modelled by a static color-screened Yukawa potential (Eq.(5) from [12]),
while, according to [13], gluons in a finite T QCD medium are considered to be transversely
polarized with effective mass given by mg = µ/

√
2, where µ is Debye mass. On that note, in [10]

we calculated 11 Feynman diagrams for gluon jets, by allowing x to acquire a finite value and under
the following assumptions: i) that consistently for all diagrams, the direction of flight of the initial
gluon is the longitudinal one; ii) the soft-rescattering approximation and iii) the 1st order in opacity
approximation.

Under the common assumption of an exponentially distributed scattering centers 2
L e−2 z1−z0

L

(which mimics a rapidly evolving medium, e.g. in [11]), and after involving calculations (for
details see [10]), we obtain the bsg expression for the single gluon radiation spectrum:

dN(1),exp
g,bsg

dx
=

C2(G)αs

π

L
λ

(1− x+ x2)2

x(1− x)

∫ d2q1

π

µ2

(q2
1 +µ2)2

∫
dk2

×
{ (k−q1)

2 +χ

(4x(1−x)E
L )2 +((k−q1)2 +χ)2

(
2

(k−q1)
2

(k−q1)2 +χ
− k · (k−q1)

k2 +χ
− (k−q1) · (k− xq1)

(k− xq1)2 +χ

)
+

k2 +χ

(4x(1−x)E
L )2 +(k2 +χ)2

( k2

k2 +χ
− k · (k− xq1)

(k− xq1)2 +χ

)
+
( (k− xq1)

2

((k− xq1)2 +χ)2 −
k2

(k2 +χ)2

)}

1



P
o
S
(
H
a
r
d
P
r
o
b
e
s
2
0
1
8
)
1
9
1

Hard probe radiative energy loss beyond soft-gluon approximation Bojana Blagojevic

=
C2(G)αs

π

L
λ

∫ d2q1

π

µ2

(q2
1 +µ2)2

∫
dk2 f exp

bsg (k,q1,x), (2.1)

where k and q1 are the transverse momentum of radiated and exchanged gluons, respectively; αs is
the strong coupling constant, λ the mean free path, L the medium length and χ = m2

g(1− x+ x2).
To the extent of our knowledge, this result presents the first introduction of the effective gluon mass

in the bsga radiative energy loss. Note that, only a part of
dN(1)

g,bsg
dx , corresponding to the jet-radiated

gluon interaction, i.e. f (k,q1,x), is altered by this relaxation, and in the sg had the form (from [11]
for gluon jets):

f exp
sg (k,q1,x) =

1
x

(k−q1)
2 +m2

g

(4xE
L )2 +((k−q1)2 +m2

g)
2

2
{ (k−q1)

2

(k−q1)2 +m2
g
− k · (k−q1)

k2 +m2
g

}
. (2.2)

It is straightforward to show that Eq. (2.1) is symmetric under the exchange of radiated (k) and final
(p) gluons, as anticipated, due to the inability to distinguish between two identical gluons, and that
for an infinitesimally small x recovers the sg limit given by Eq. (2.2).

Next we address how the sga relaxation affects our RAA [14] predictions (for predictions for
additional observables see [10]). The numerical procedure for generating the bare gluon quenched
spectrum is thoroughly explained in [10], where the following standard parameters values are used:
αs =

g2
s

4π
= 0.3, L = 5 fm, λ = 1 fm, µ =

√
4παs(1+n f /6)T , n f = 3 and T = 300 MeV, to mimic

the LHC conditions. From Fig. 1 we unexpectedly (based on the expressions analysis above)
observe nearly overlapping RAA predictions for the bsg and sg cases.
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Figure 1: (a) Comparison of gluon-jet RAA in bsg (solid line) with the one in sg (dashed line) case as a
function of p⊥, when exponential distribution of scattering centers is taken into account. (b) The relative
change of RAA with respect to the sg limit. Adapted from [10].

3. Sensitivity to the longitudinal distance distribution

To examine the robustness of our results, next we test the sensitivity of the conclusions from
Section 2 to the presumed longitudinal distance distribution between scattering centers. On that
note, we apply the opposite limit to the one studied in the previous section, i.e. the uniform distri-
bution, and in the bsg case obtain (for details see [10]):

f uni
bsg(k,q1,x) =

(1− x+ x2)2

x(1− x)

{(
1−

sin
( (k−q1)

2+χ

2x(1−x)E L
)

(k−q1)2+χ

2x(1−x)E L

) 1
(k−q1)2 +χ

(
2

(k−q1)
2

(k−q1)2 +χ
− k · (k−q1)

k2 +χ

2
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−(k−q1) · (k− xq1)

(k− xq1)2 +χ

)
+
(

1−
sin
( k2+χ

2x(1−x)E L
)

k2+χ

2x(1−x)E L

) 1
k2 +χ

( k2

k2 +χ
− k · (k− xq1)

(k− xq1)2 +χ

)
+
( (k− xq1)

2

((k− xq1)2 +χ)2 −
k2

(k2 +χ)2

)}
, (3.1)

while in the sg case it acquired the form (from [15] for gluon jets and a static medium):

f uni
sg (k,q1,x) =

1
x

{(
1−

sin
( (k−q1)

2+m2
g

2xE L
)

(k−q1)2+m2
g

2xE L

) 1
(k−q1)2 +m2

g
2
( (k−q1)

2

(k−q1)2 +m2
g
− k · (k−q1)

k2 +m2
g

}
,

(3.2)

where the notation is the same as in the previous section. Again we observe that Eq. (3.1) is
symmetric under the exchange of radiated (k) and final (p) gluons, and that for x� 1 it reduces

to the sg limit given by Eq. (3.2). Since the
dN(1)

g,bsg
dx expression for a uniform distribution (obtained

from Eq. (3.1)) is notably different than its exponential analogon (Eq. (2.1)), we assess also for
this case the effect of the sga relaxation on the numerical predictions. Analogous to Section 2, we
obtain Fig. 2 for the uniform distribution, and by comparing Figs. 1 and 2 we infer that numerical
results for these two opposite longitudinal distance distribution limits are practically identical.
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Figure 2: (a) Comparison of gluon-jet RAA in bsg (solid line) with the one in sg (dashed line) case as a
function of p⊥, when uniform distribution of scattering centers is taken into account. (b) The quantification
of the effect and its expression in percentage. Adapted from [10].

4. Conclusions

In order to address the adequacy of the sga, first we considered exponential distribution of
scattering centers, and obtained that gluon’s bsg expression is apparently different, and consider-
ably more complicated than in the sg case. However, we surprisingly obtained that the numerical
predictions in these two cases are nearly indistinguishable. Due to the relative color factor of 4/9,
high p⊥ quarks are less likely to be affected by this relaxation. This implies that, within the DGLV
formalism, the sga remains valid. Furthermore, by applying the opposite, i.e. the uniform distribu-
tion, we obtained that the conclusions regarding the importance of the sga in the DGLV formalism
are robust to the presumed longitudinal distance distribution. As an outlook, we also expect that
the sga can be reliably applied to the dynamical energy loss formalism, which still remains to be
explicitly tested in the future.
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Abstract: The soft-gluon approximation assumes that a high p⊥ parton propagating through dense
QCD matter loses only a small amount of its energy via gluon radiation. This assumption is made in
many different jet quenching approaches, which nevertheless predicted a sizable radiative energy loss
of such particles. This questions the reliability of this approximation, which must then be reconsidered.
To address this issue, we relaxed the soft-gluon approximation within the DGLV formalism to the first
order in opacity. The obtained analytical expressions are notably different from the soft-gluon case.
Surprisingly the numerical effects that stem from waiving this assumption on fractional radiative
energy loss and number of radiated gluons are small. Additionally, the effect on suppression is
negligible, which can be intuitively understood by the cancellation of the opposite effects on the
above mentioned variables. Consequently, our results surprisingly indicate that, contrary to the
doubts mentioned above, the soft-gluon approximation remains well-founded within the DGLV
formalism. We also investigate the effects of this assumption in the case of a dynamical medium,
which suggests generality of the conclusions presented here.

Keywords: beyond soft-gluon approximation; radiative energy loss; high p⊥ particles; suppression

1. Introduction

The soft-gluon (sg) approximation, which assumes that radiated gluon (ω) takes away only
small fraction (x = ω

E � 1) of an initial parton’s energy (E), was commonly used in various energy
loss models [1–4]. These models obtained a significant radiative energy loss, indicating possible
inconsistency with the applied approximation. To this end, some of the models ("effectively") relaxed
the approximation [5–8], which lead to non-unified conclusion on the reliability of this approximation.
On the other hand, our dynamical energy loss model [9], enclosing the same approximation, reported
a robust agreement with comprehensive set of experimental suppression data [9,10], implicitly
suggesting applicability of such approximation. However, the approximation clearly breaks-down for
intermediate momentum range (5 < p⊥ < 10 GeV), where the experimental data are most abundant
and with the smallest error bars; and primarily for the gluon-jets, as due to the color factor of 9/4,
gluons lose significantly more energy compared to the quarks. This questioned the applicability of
the soft-gluon approximation (sga), which we addressed in [11] for the gluon-jet radiative energy loss
within the DGLV [12] formalism to the 1st order in opacity, by allowing x to acquire a finite value, and
discussed its implications when recoiling of the medium constituents is taken into account. Note that,
in these proceedings, only the main results are presented, while for more details, we refer the reader
to [11].
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2. Methods

In this section we outline the features of the DGLV formalism, the assumptions used in the beyond
soft-gluon (bsg) calculations [11], as well as the definition of an observable for which we generated the
predictions. The DGLV formalism [12] considers a finite size, optically thin QCD medium, consisting
of static scattering centers, so that the jet-medium interactions are described by static color-screened
Yukawa potential given by Eq. (5) from [13], whereas gluons in a finite temperature QGP are considered
to be transversely polarized with an effective mass equal to mg = µ/

√
2 (µ is Debye mass), as obtained

in [14]. We applied the following assumptions in calculating 11 Feynman diagrams (for more details
see [11]) for the gluon-jet bsg approximation: (1) that initial gluon propagates along the longitudinal
axis consistently for all diagrams; (2) the soft-rescattering (eikonal) approximation and (3) the first
order in opacity approximation.

An observable for which we generate the predictions − the nuclear modification factor RAA is
defined [15] as the ratio of the quenched A + A spectrum to the p + p spectrum, scaled by the number
of binary collisions Nbin:

RAA(p⊥) =
dNAA/dp⊥

NbindNpp/dp⊥
. (1)

In order to obtain a bare gluon quenched spectra, we used the generic pQCD convolution
(Equation (1) from [16]), where the initial gluon distribution is computed according to [17,18], while
radiative energy loss probability includes the multi-gluon [19] and the path-length [15,16] fluctuations.

3. Results

In this section we provide analytical and numerical results bsg approximation [11] and also make
a comparison with the sg case [12]. After rather involved calculations (for detailed derivation see [11])
we obtained the expression for the bsg single gluon radiation spectrum to the 1st order in opacity:

dN(1)
g,bsg

dx
=

C2(G)αs

π

L
λ

(1− x + x2)2

x(1− x)

∫ d2q1
π

µ2

(q2
1 + µ2)2

∫
dk2

×
{ (k− q1)

2 + χ

( 4x(1−x)E
L )2 + ((k− q1)2 + χ)2

(
2

(k− q1)
2

(k− q1)2 + χ
− k · (k− q1)

k2 + χ
− (k− q1) · (k− xq1)

(k− xq1)2 + χ

)
(2)

+
k2 + χ

( 4x(1−x)E
L )2 + (k2 + χ)2

( k2

k2 + χ
− k · (k− xq1)

(k− xq1)2 + χ

)
+
( (k− xq1)

2

((k− xq1)2 + χ)2 −
k2

(k2 + χ)2

)}
,

where αs denotes a constant strong coupling, L a medium length, λ a mean free path, χ = m2
g(1− x +

x2); while k and q1 stands for a transverse momentum of radiated and exchanged gluons, respectively.
To our knowledge, this result presents the first introduction of the effective gluon mass in the bsg

approximation radiative energy loss. On the other hand, in the sg case
dN(1)

g
dx acquired the form [12]:

dN(1)
g,sg

dx
=

C2(G)αs

π

L
λ

1
x

∫ d2q1
π

µ2

(q2
1 + µ2)2

∫
dk2 (k− q1)

2 + m2
g

( 4xE
L )2 + ((k− q1)2 + m2

g)2
2
{ (k− q1)

2

(k− q1)2 + m2
g

−k · (k− q1)

k2 + m2
g

}
. (3)

It can easily be verified that Equation (2): is symmetric under the exchange of two outgoing
gluons; and in the sg limit recovers Equation (3). Upon obtaining the analytical expression we
addressed the effect of finite x on the numerical predictions. The following set of parameters was

used: µ =
√

4παs(1 + n f /6)T, n f = 3, αs =
g2

s
4π = 0.3, L = 5 fm, λ = 1 fm, T = 300 MeV, to mimic the
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standard LHC conditions. From Figure 1, which corresponds to ∆E(1)/E and N(1)
g , we surprisingly

observed a small, but of an opposite sign, difference between bsg and sg curves for these variables.
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Figure 1. (a) The finite x effect on ∆E(1)/E and (b) its relative effect on ∆E(1)/E. The same for N(1)
g is

shown in (c) and (d), respectively. The full (dashed) curve corresponds to the bsg (sg) case. Adapted
from [11].

Finally, we addressed how the finite x affects the suppression predictions, by comparing the bsg
and the sg gluon RAA predictions in Figure 2 and obtained even smaller discrepancies between these
two curves, compared to the previous variables.
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Figure 2. (a) The effect of a finite x on RAA as a function of final p⊥. The full (dashed) curve corresponds
to the bsg (sg) case. (b) provides a percentage of RAA change when the sga is relaxed. Adapted from [11].
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4. Discussion

Our calculations yielded bsg analytical expression (Equation (2)) which is clearly different, and
significantly more complex than in the sg case (Equation (3)). However, we surprisingly obtained small
difference for gluon’s ∆E(1)/E and N(1)

g numerical predictions in two cases (Figure 1). Furthermore,
the effect of finite x is even smaller for RAA (Figure 2). This negligible gluon RAA change could be
intuitively explained by the interplay of the opposite effects on ∆E(1)/E and N(1)

g , which non-trivially
enter RAA (compare the right panels of Figures 1 and 2). Consequently, the high p⊥ quarks are even
less likely to be affected by this approximation. This implies that within the DGLV formalism the
soft-gluon approximation remains well-founded. Finally, we also expect that the sga can be reliably
applied when a dynamical medium is considered, which however remains to be rigorously tested in
the future.
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Abstract. High momentum hadrons’ suppression is considered to be excellent probe of QCD
matter created in ultra-relativistic heavy ion collisions. Here we apply our recently developed
dynamical energy loss formalism, which includes the following effects: dynamical scattering
centers, QCD medium of a finite size, both radiative and collisional energy losses, running
coupling and finite magnetic mass, and which we further incorporate into numerical procedure,
to generate angular averaged RAA predictions and to compare them with experimental RAA

data, by using no free parameters. A robust agreement of our predictions and experimentally
measured RAA for different energies, probes and all available centrality regions, raised the
question whether this agreement is consequence of a single effect or of a superposition of all
these effects. We obtained that, although the inclusion of dynamical scattering center has the
largest relative importance, all the other effects are also important, since they lead to fine
improvements of the agreement. Therefore, the robust agreement is a cumulative effect of all
these features, with dynamical effect being crucial for accurate RAA predictions.

1. Introduction
High momentum light and heavy flavor suppression [1] is considered to be excellent tool for
studying QCD matter created in ultra-relativistic heavy ion collisions at RHIC and LHC. An
abundance of suppression data, that has become available at RICH and LHC since recently,
and its comparison with theoretical RAA predictions [2–4], allows testing our understanding of
QGP matter. In order to generate these predictions, we recently developed dynamical energy
loss formalism, which we further integrated into numerical procedure as described in [5]. This
formalism includes the following energy loss effects: i) dynamical scattering centers, ii) QCD
medium of a finite size [6,7], iii) both radiative [6,7] and collisional [8] energy losses, iv) running
coupling [5] and v) finite magnetic mass [9]. Also, note that, accurate energy loss calculation is
considered to be the main ingredient responsible for obtaining reliable RAA predictions.

In our previous papers [5, 10, 11], we demonstrated a robust agreement between our RAA

predictions, obtained as explained in previous paragraph, and RAA data for both RHIC and
LHC experiments, diverse set of probes and all available centrality ranges.

Here we address the relative importance of different energy loss effects in obtaining accurate
angular averaged RAA predictions for D mesons (as the clearest energy loss probe), for which it
was previously shown that fragmentation function does not alter bare charm quark RAA [10,12].
High momentum D meson RAA data, obtained recently at LHC [13], serve as a baseline for
testing the models. We concentrate on central 200 GeV Au+Au collisions at RHIC and 2.76
TeV Pb+Pb collisions at LHC. Our approach is to systematically include the effects in energy
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loss calculations [14], i.e. we first compare the relative importance of radiative and collisional
contribution to RAA predictions, next we address the importance of including the dynamical
scattering centers, then the running coupling and finally the finite magnetic mass. Note that
only the main results are presented here; for the full account on the results, please see [14].

2. Theoretical and computational formalism
In this section, we concisely describe computational formalism, our dynamical energy loss
formalism [5] and how each effect, when introduced, changed energy loss expressions.

For obtaining quenched spectra we apply generic pQCD convolution given by Eq.(2) from [14]
([15]). The initial charm quark spectrum is calculated in accordance with [16], while energy loss
probability includes both radiative and collisional energy losses in a finite size dynamical QCD
medium, multi-gluon [17] and path length fluctuations [15,18].

The expression for radiative energy loss in a finite size dynamical QCD medium is given by
Eq.(2.12) from [6], while the transition from static to dynamical scattering centers is explained
in [7]. The collisional energy loss is calculated according to Eq.(14) from [8]. The running
coupling is introduced in accordance with [5], while for constant coupling we use αS = 0.3
(αS = 0.25) in RHIC (LHC) case. Debye screening mass is µE = gT (g = 2). The finite
magnetic mass is introduced as in [9], and its range (0.4 < µM/µE < 0.6) is set according to
many non-perturbative approaches [19–23], otherwise µM = 0 is used.

We model the medium by assuming an effective temperature of 221 MeV at RHIC [24] and
304 MeV at LHC [25]. No medium evolution is accounted. The validity of this assumption is
discussed in [14]. For charm quark mass we use Mc = 1.2 GeV, and for the number of effective
light quark flavors we use nf = 2.5 (nf = 3) in RHIC (LHC) case.

3. Results and discussion

Figure 1. Necessity of abolishing static approximation. D meson RAA predictions, as
a function of transverse momentum, are shown for only static radiative (dotted curve) and for
only dynamical collisional (dot-dashed curve) contribution in a finite size QCD medium. Left
(right) panel corresponds to RHIC (LHC) case. Right panel also displays D meson RAA data
in 0 − 7.5% central 2.76 TeV Pb+Pb collisions at LHC (red triangles) [13]. Debye mass is
µE = gT , coupling constant is αS = 0.3 (αS = 0.25) for RHIC (LHC) and finite magnetic mass
is not included (µM = 0). Adapted from [14].

In this section we apply historically-driven approach, starting from static approximation [26,
27] and gradually adding energy loss effects. We display only the main results of our study carried
out in [14]. Finite size QCD medium is assumed throughout the paper. The constant coupling
and constant Debye mass (as mentioned above), and no finite magnetic mass are considered in
Fig. 1 and Fig. 2. Static approximation, which assumes that the medium is composed of static
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scattering centers, was firstly commonly used. It entails also, that collisional energy loss can be
neglected compared to radiative one. However, Fig. 1 clearly shows that static approximation
has to be abolished in favor of dynamical scatering centers’ approximation, since collisional RAA

is comparable with radiative one. Further, we compute these both energy losses within the

Figure 2. Dynamical approximation as the main effect. D meson RAA predictions, as
a function of transverse momentum, are shown for radiative (dashed curve), collisional (dot-
dashed curve) and radiative + collisional (solid curve) energy losses in a finite size dynamical
QCD medium. Left (right) panel corresponds to RHIC (LHC) case. Right panel also displays
D meson RAA data in 0− 7.5% central 2.76 TeV Pb+Pb collisions at LHC (red triangles) [13].
Debye mass is µE = gT , coupling constant is αS = 0.3 (αS = 0.25) for RHIC (LHC) and finite
magnetic mass is not included (µM = 0). Adapted from [14].

same dynamical framework (Fig. 2) and we draw three conclusions: 1) dynamical radiative RAA

alone is not sufficient to explain qualitatively nor quantitatively the LHC experimental data; 2)
radiative and collisional RAA are still both important; 3) the total RAA is in rough agreement
with experimental data. Therefore, the inclusion of dynamical scattering centers is the main
effect responsible for obtaining accurate RAA predictions. Finally, we address the importance of

Figure 3. Our dynamical energy loss formalism. D meson RAA predictions, as a function
of transverse momentum, are shown for the constant coupling αS = 0.3 (αS = 0.25) for RHIC
(LHC) (light gray band) and for the running coupling (dark gray band). In both cases radiative
+ collisional contributions in a finite size dynamical QCD medium are accounted. Upper (lower)
boundary of each band corresponds to µM/µE = 0.6 (µM/µE = 0.4). Left (right) panel
corresponds to RHIC (LHC) case. Right panel also displays D meson RAA data in 0 − 7.5%
central 2.76 TeV Pb+Pb collisions at LHC (red triangles) [13]. Adapted from [14].

including the running coupling (leads to a significant RAA decrease at lower jet momenta) and
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finite magnetic mass (leads to a significant RAA increase) [14]. From Fig. 3 we see that these two
effects (although taken alone worsens the agreement [14]) taken together lead to quantitatively
and qualitatively better agreement with the LHC RAA data, compared to the case when these
effects are omitted. This illustrates possible synergy in including these two effects.

4. Conclusions
A robust agreement of angular averaged RAA predictions, based on our dynamical energy loss
formalism, with RAA data, for different energies, probes and centrality ranges, initiated the
question: whether this agreement is a consequence of a one dominant energy loss effect or a joint
effect of several smaller improvements [14]. With the LHC suppression data serving as a baseline,
we here showed that (for the clearest energy loss probe: D meson RAA), inclusion of dynamical
scattering centers has the largest relative importance in obtaining accurate RAA predictions.
Furthermore, we found that all other considered effects are also important and responsible for
the finer agreement with the data. So the good agreement is a result of a superposition of all
these effects. Therefore, detailed study of partons’ energy loss, as well as, inclusion of all relevant
medium effects is necessary to correctly model the jet-medium interactions.
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Abstract. Jet suppression is considered to be an excellent probe of QCD matter created
in ultra-relativistic heavy ion collisions. Our theoretical predictions of jet suppression, based
on our recently developed dynamical energy loss formalism, show a robust agreement with
various experimental data for different probes, experiments (RHIC and LHC) and centrality
regions. Our dynamical energy loss formalism includes the following key ingredients: dynamical
scattering centers, collisional energy loss, finite magnetic mass and running coupling. Although
all these ingredients are theoretically justified, it is currently unclear how they individually
contribute to accurate suppression predictions. Natural question rises: is there one effect which
is crucial for the agreement, or is the agreement a joint effect of several smaller improvements.
To answer this question, we study how the above mentioned key effects affect the suppression
calculations. Our results show that each energy loss effect is important and that a robust
agreement between theoretical predictions and experimental data is a cumulative effect of all
improvements.

1. Introduction
Suppression of high transverse momentum observables [1] is considered to be an excellent probe
for mapping the properties of QCD matter created in ultra-relativistic heavy ion collisions at
RHIC and LHC. Therefore comparison of available suppression experimental data with the
theoretical predictions [2–4] tests different theoretical models and provides the insight into
underlying QGP physics. For generating these predictions, we developed dynamical energy
loss formalism which includes the following energy loss effects: i) dynamical scattering centers,
ii) QCD medium of a finite size [5, 6], iii) both radiative [5, 6] and collisional [7] energy losses,
iv) finite magnetic mass effects [8] and v) running coupling [9]. We further incorporated this
energy loss formalism into a numerical procedure [9] in order to obtain suppression predictions.
In the numerical procedure, accurate energy loss calculations are considered to be crucial for
obtaining reliable suppression predictions.

We have shown that the suppression predictions obtained from this dynamical energy loss
formalism are in a very good agreement with the available experimental data for both RHIC
and LHC experiments, light and heavy flavor probes and different centrality ranges [9–11].

We here address the importance of different energy loss effects in the suppression calculations
for D mesons (as a clear energy loss probe) in central 200 GeV Au+Au collisions at RHIC,
because fragmentation function does not modify bare charm quark suppression [10, 12]. Our
approach is to systematically include different energy loss effects. In particular, we first
investigate the importance of including collisional energy loss and thus necessity of abolishing
static in favor of dynamical approximation. Next we address the importance of including finite
magnetic mass in the suppression calculations and finally the running coupling.
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2. Theoretical and computational formalism
In this section, we give a brief description of our dynamical energy loss formalism [9] with
regression on how each effect, when added, altered energy loss expression, while in Section 4 we
take the reverse approach - the historical approach, starting from a static approximation and
moving to systematically include all the effects.

In order to obtain quenched spectra we use generic pQCD convolution given by Eq.(1)
from [9]. The initial charm quark spectrum is computed according to [13] and energy loss
probability includes both radiative and collisional energy losses in a finite size dynamical QCD
medium, multi-gluon [14] and path length [15, 16] fluctuations. In our calculations we do not
use the fragmentation function of charm quark into D meson, as explained in Section 1.

The radiative energy loss in a finite size dynamical QCD medium is given by Eq.(2.12)
from [5], while the finite magnetic mass and running coupling are introduced according to [8]
and [9], respectively. For the finite magnetic mass case we use the following range of magnetic
to electric mass ratio: 0.4 < µM/µE < 0.6, according to non-perturbative approaches [17–21],
otherwise, µM = 0 is used. Also when the running coupling is not included, in our calculations

we use αS = g2

4π = 0.3 and Debye mass µE = gT , (g = 2). Collisional energy loss is calculated in
accordance with Eq.(14) from [7]. Transition from the static [22] to the dynamical approximation
in terms of radiative energy loss is explained in [6].

In our calculations for the charm quark mass we use Mc = 1.2 GeV, for 0-5% central 200
GeV Au+Au collisions we assume an average medium temperature of T=225 MeV [10] and for
the number of effective light quark flavors we use nf = 2.5.

3. Comparison with experimental data
As we mentioned in Section 1, our dynamical energy loss formalism [9] leads to a very good
agreement with suppression experimental data for diverse probes at both RHIC [10] and LHC [9]
and for different centrality regions [11]. The suppression is expressed by the nuclear modification
factor RAA [4], which quantifies the QCD medium effects on the yield of high-pT particles. Fig. 1,
which shows comparison of the D meson RAA predictions with corresponding RAA measured
at the LHC and comparison of the single electron RAA predictions with non-photonic single
electron RAA measured at RHIC, reflects the above mentioned agreement.

Figure 1. Theory vs. experimental data for D meson and single electron
suppressions as a function of transverse momentum. Left panel shows comparison
of D meson RAA predictions with experimentally measured RAA (triangle) in most central
2.76 TeV Pb+Pb collisions at the LHC. Right panel shows comparison of single electron RAA

predictions with non-photonic single electron RAA (circle) measured in most central 200 GeV
Au+Au collisions at RHIC. Left (right) panel is adapted from [9] ( [10]).
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4. Results and discussion
We start from the static approximation [22,23] and use a constant value of the strong coupling
constant and of Debye mass (as mentioned above), and no finite magnetic mass effects (µM=0);
note that these values are used in Figs. 2 and 3, while the importance of finite magnetic mass
is considered in Fig. 3. Previously, the static approximation was widely used, which assumed
that collisional energy loss can be neglected compared to radiative. Left panel of Fig. 2 shows
that static approximation has to be abolished, because collisional energy loss suppression is
comparable or even larger than static radiative one. Therefore, central panel of Fig. 2 addresses
the significance of including dynamical effects by comparing static with dynamical radiative
energy loss RAA. We observe a significant suppression increase in the dynamical approximation,
so we conclude that dynamical effects are important. Right panel of Fig. 2 investigates whether
collisional energy loss is still relevant in dynamical approximation, by comparing radiative with
collisional contribution to RAA in the dynamical QCD medium. We conclude that even in
dynamical approximation, both radiative and collisional contributions are important, so we
further include both radiative and collisional (total) energy losses in dynamical QCD medium.

Figure 2. Static vs. dynamical approximation. D meson suppression predictions are
shown as a function of transverse momentum. Left panel shows comparison of static radiative
(dotted curve) with dynamical collisional (dot-dashed curve) contribution to RAA. Central
panel shows comparison of static radiative (dotted curve) with dynamical radiative (dashed
curve) contribution to RAA. Right panel shows radiative (dashed curve), collisional (dot-dashed
curve) and radiative + collisional (solid curve) contribution to RAA in dynamical QCD medium.
Debye mass is µE = gT , coupling constant is αS = 0.3 and no finite magnetic mass effects are
included (µM = 0). Adapted from [24].

Next we consider how inclusion of finite magnetic mass in radiative energy loss calculations [8]
affects the RAA predictions, as indicated in Section 2. By comparing RAA with and without finite
magnetic mass (Fig. 3), we observe significant suppression decrease due to finite magnetic mass
effects. Hence, we conclude that finite magnetic mass effects are important.

Also, the importance of taking into account running coupling [9] is considered in Fig.7
from [24], where we observe suppression increase due to running coupling only at lower jet
energies. Consequently running coupling is also important.

5. Conclusions
Since dynamical energy loss formalism led to a robust agreement with the suppression data
for different experiments, probes and centrality ranges [9–11], we wanted to determine whether
the agreement was a consequence of one dominant effect or a joint effect of several smaller

Hot Quarks 2014 IOP Publishing
Journal of Physics: Conference Series 612 (2015) 012006 doi:10.1088/1742-6596/612/1/012006

3



5 10 15 20
0

0.2

0.4

0.6

0.8

1

pT HGeV�cL

RAA

0.4 £
ΜM

ΜE
£ 0.6

ΜM=0

Figure 3. Magnetic mass effects on
RAA. D meson suppression predictions are
shown, as a function of transverse momentum,
for radiative and collisional energy loss in
dynamical QCD medium, with (band) and
without (solid curve) magnetic mass. Debye
mass is µE = gT and coupling constant is αS =
0.3. The upper (lower) boundary of the band
corresponds to µM/µE = 0.6 (µM/µE = 0.4).
Adapted from [24].

improvements introduced to energy loss calculations. In order to examine the importance of
each effect we followed first a historical approach starting from the static approximation and
gradually introduced different energy loss effects in D meson suppression calculations (as a clear
energy loss probe) until reaching dynamical energy loss formalism [9]. The conclusion is that
each energy loss effect is important and that a robust agreement is a cumulative effect of all
these improvements. Therefore, in order to obtain reliable suppression predictions we need to
accurately account for all the relevant energy loss ingredients.
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Combined experimental and theoretical study of Type-II toxin-antitoxin 
system response to antibiotics

Bojana Ilic1 2, Hong-Yu Ou3
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Bacterial Type-II toxin-antitoxin (TA) systems, including kacAT in , 
respond to antibiotics. We investigated kacAT’s regulation relevant to antibiotic 
persistence, which refers to the survival of antibiotic exposure by dormant bacterial cells. 
Elevated toxin levels may induce dormancy. KacAT complex binds and represses the 
kacAT promoter cooperatively, leading to highly non-linear negative feedback. Antibiotics 
increase transcription of the kacA and kacT genes by inducing KacA degradation and 
consequently reducing the KacA:KacT ratio. Our model reproduced experimental findings, 
explaining increased kacAT transcription and reduced [KacA]:[KacT] ratio. Interestingly, 
KacAT overexpression induces antibiotic stress tolerance, while deleting kacAT has no 
effect, which our model can also explain. KacAT, therefore, cannot induce spontaneous (in 
the absence of antibiotics) persister formation. Earlier theoretical models, which predicted 
spontaneous persistence in Type-II TA systems, assumed the cooperative action of 
multiple TA systems. Our bioinformatics analysis, however, reveals a limited occurrence 
of multiple TA instances within clades and that cross-talk between clades is disfavored. 
These challenges the assumption of cooperativity in TA action, possibly explaining the 
absence of spontaneous persister generation in kacAT.

Keywords: Type II toxin-antitoxin systems; antibiotic persistence; systems biology; non-
lienar dynamics; gene expression regulation; bioinformatics;
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Understanding Infection Progression under Strong Control 
Measures through Universal COVID-19 Growth Signatures

Magdalena Djordjevic1, Marko Djordjevic2, Bojana Ilic (Blagojevic)1*, Stefan Stojku1, and 
Igor Salom1

1 Institute of Physics Belgrade, Pregrevica 118, 11080 Belgrade, Serbia
2Quantitative Biology Group, Faculty of Biology, University of Belgrade, Studentski trg 16, 11000 Belgrade, Serbia

Abstract
While interventions such as quarantine or vaccination have been extensively studied within compartmental 
models in epidemiology, the effects of social distancing are poorly known. Even when considered, they were 
studied only numerically. Through joint analytical and numerical analysis, we developed a novel framework, 
which incorporates social distancing measures. The framework reproduces the main infection progression 
data (such as detected case counts, active cases and fatalities), capturing empirically observed COVID�19 
growth signatures of detected case counts, i.e., its three distinct dynamical regimes (exponential, superlinear 
and sublinear). 
We utilized an approach well known to theoretical physics and more recently systems biology, where we 
look at common dynamical features, regardless of the differences in other factors. This approach provides 
generality of the applied framework, ensuring the applicability to a wide range of countries and other infec-
tious diseases. The dynamical features and associated scaling laws are used as a powerful tool to pinpoint 
regions where analytical derivations are effective for i) imposing stringent restraints on parameter quanti-
fying the effect of social distancing; ii) explaining the nearly constant value of the scaling exponent in the 
superlinear regime of detected counts; iii) understanding the relationship between the duration of this re-
gime and strength of social distancing; iv) identifying changes in the reproduction number from outburst to 
extinguishing the infection. Additionally, we successfully applied this tool to infer key infection parameters.
The main advantage of our analytically tractable model (compared to the state-of-the-art numerical simula-
tions) is in its ability to qualitatively and quantitatively explain common dynamical features of a system, to 
yield a fundamental understanding of infection progression under strong control measures, and to provide 
highly constrained infection parameters inference.
Keywords:
systems biology, epidemiology, COVID-19, compartmental model, physics, social distancing measures, key 
infection parameters 
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Modeling and bioinformatics of bacterial immune systems: 
understanding regulation of CRISPR/Cas and restriction-
modification systems 

Jelena Guzina1, Anđela Rodić1, Bojana BlaGojević2 and Marko ĐoRĐević1*

1University of Belgrade – Faculty of Biology, Studentski trg 3, 11000 Belgrade, Serbia 
2Institute of Physics Belgrade, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia

Summary. Bacterial immune systems protect bacterial cells from foreign DNA, such as viruses and plasmids. They 
also critically affect bacterial pathogenicity by reducing the flow of genes between bacteria. Two such major systems 
are restriction-modification and the recently discovered CRISPR/Cas systems. Here we review our work on under-
standing gene expression regulation in these systems, which takes a systems biology approach, combining modeling, 
bioinformatics and data analysis from quantitative experiments. Specifically, we address the following: (i) modeling 
gene expression regulation during restriction-modification system establishment in a naïve bacterial host, (ii) mod-
eling the dynamics of CRISPR/Cas activation, in particular, how the features characterizing system transcription 
regulation and transcript processing affect the dynamics, (iii) predictions of transcription start sites for alternative σ 
factors that have been poorly studied up-to-now, but are important as CRISPR/Cas likely responds to bacterial cell 
envelope stress, (iv) our preliminary results on predictions of different CRISPR/Cas components, in particular, small 
RNAs associated with the systems, which likely have a key role in their regulation.

Keywords: Bacterial defense systems, bioinformatics, biophysical modeling, CRISPR/Cas, restriction-modification 
systems.

Introduction

Bacteria are continuously exposed to foreign nucleic 
acids, such as phage DNA, plasmids or other mobile genet-
ic elements. In order to protect genome integrity, cells are 
equipped with immune systems that target invasive extra-
chromosomal elements for degradation (Shabbir et al. 2016), 
whereby the immune response reduces the rate of horizontal 
gene transfer (HGT), thus also affecting related aspects of 
cell functioning (e.g. virulence) (Vasu and Nagaraja 2013; 
Hatoum-Aslan and Marraffini 2014). Analogous to eukary-
otic modes of defense, bacterial immune systems can be rec-
ognized as innate or adaptive, where restriction-modification 
and CRISPR/Cas (Clustered Regularly Interspaced Short Pal-
indromic Repeats/CRISPR-associated proteins), respectively, 
are two major representatives of such systems (Goldberg and 
Marraffini 2015).

Restriction-modification (RM) systems are considered 
innate since they target invasive elements without prior im-

munization with fragments of foreign genetic material. Two 
major components of RM systems are the enzymes restriction 
endonuclease (R) and methyltransferase (M) (Fig. 1A), which 
are frequently encoded on mobile genomic loci (e.g. plasmids), 
so that these systems easily propagate through bacterial popu-
lations (Fig. 1B) (Heitman 1993; Kobayashi et al. 1999). Once 
an RM system enters the cell, tight regulation of its expression 
becomes essential for ensuring safe and efficient establishment 
in the naïve bacterial host. Precisely, R that represents the ef-
fector component of a RM system, cuts short specific DNA 
sequences, irrespective of their location, so that self-targeting 
can easily arise. To evade autoimmunity, R has to be expressed 
with a delay with respect to M, as methylation of the genomic 
sites recognized by R protects them from cleavage (Fig. 1A) 
(Wilson 1991).

Unlike RM systems, CRISPR/Cas provides adaptive com-
ponent to bacterial immunity, which arises as a consequence 
of its dynamical structure (Barrangou et al. 2007; van der Oost 
et al. 2009). A major system component is the CRISPR array, 

Biologia Serbica, 2017, 39(1):112-122 DOI 10.5281/zenodo.827157
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which is characterized by a series of tandem repeats sepa-
rated with unique spacer sequences (Fig. 2) (Al-Attar et al. 
2011). The spacers are derived from previously encountered 
foreign genetic material, so that small interfering RNAs 
(crRNAs), which are generated upon array expression, tar-
get invasive elements based on complementarity; this makes 
the basic mechanism that confers resistance against foreign 
DNA/RNA (Bolotin et al. 2005). In addition to CRISPR 
array, the system also includes Cas proteins with mainly 
nucleolytic activity, which act as effectors during array im-
munization with new spacers, crRNA processing/expression 
and target degradation. CRISPR/Cas components typically 
remain silent under standard physiological conditions (Pul 
et al. 2010), whereby sudden activation leads to the produc-
tion of large crRNA amounts, thus enabling efficient target 
eradication.

Despite the fact that RM and CRISPR/Cas systems 
markedly differ mechanistically, they likely embody the same 
design principles as a consequence of the general characteris-

tics that shape the immune response. Namely, the induction 
of the CRISPR/Cas system probably faces similar dynamical 
constraints as the establishment of an RM system in a naïve 
bacterial host, as both require a rapid transition of the “toxic” 
(auto-immunogenic) molecule – R or crRNA – from “OFF” 
to “ON” state (Djordjevic 2013) to enable efficient target 
eradication. In addition to rapid transition, the expression 
of “toxic” immune molecules is also characterized by an ini-
tial delay, so that crRNAs in CRISPR/Cas are not expressed 
before the virus genome enters the cell, and M (the antidote) 
in RM systems has enough time to act.

Common design principles that impose similar dynam-
ical constraints on RM and CRISPR/Cas activity are linked 
to the equivalent regulatory expression patterns in these 
systems. To understand the underlying transcription regu-
lation, it is necessary to map transcription start sites (TSS) 
associated with different components of RM and CRISPR/
Cas systems. This, however, is non-trivial since: (i) promoter 
elements of house-keeping σ factors are highly degenerate, 
so that a search usually results in a large fraction of false 
positives (Djordjevic 2014); (ii) information on the speci-
ficity of alternative σ factors (related to stress response) is 
largely missing, which is relevant since CRISPR/Cas is likely 
induced by cell-envelope stress (Ratner et al. 2015),which, in 
turn, is connected to Group IV (ECF) σ factors (Raivio and 
Silhavy 2001; Ratner et al. 2015). 

In addition, an important aspect of CRISPR/Cas 
regulation are small RNAs associated with CRISPR/Cas 
(tracrRNAs) encoded outside the array, which have an es-
sential role in CRISPR-transcript processing (Deltcheva et al. 
2011), and possibly other system functions. Consequently, in 
this review we briefly present our work on:

1. modeling gene expression regulation during RM sys-
tem establishment in a naïve bacterial host;

2. modeling dynamics of CRISPR/Cas activation, in 
particular how key features that characterize systems 
transcription regulation and transcript processing af-
fect its dynamics;

3. predictions of bacterial TSS, particularly those related 
to alternative σ factors, which are poorly studied to 
date, but highly relevant as CRISPR/Cas likely re-
sponds to bacterial cell-envelope stress;

4. our preliminary results on predictions of different 
CRISPR/Cas components, in particular small RNAs 
associated with the system, which likely have a key 
role in its regulation.

Modeling in vivo expression of restriction-modifica-
tion systems

Certain dynamical constraints imposed by their im-
mune function have been proposed for RM systems in gen-
eral. However, RM system dynamics have been observed in 
live cells in only two cases, as such experimental measure-

Fig. 1. RM system functioning (A) and establishment (B) 
in a host bacterial cell. A. Restriction-endonuclease (shown 
as a yellow rectangle) cuts the DNA at R-specific recognition 
sites (shown in yellow); Methyltransferase (shown as a green 
rectangle) methylates R-recognition sites on the host genome, 
thus protecting these sites (shown in green) from cleavage. 
B. RM systems are usually found on mobile genetic elements 
(e.g. plasmids), which enables them to efficiently propagate 
throughout bacterial populations. RM system, entering the 
bacterial cell (red rectangle), is shown. 

Fig. 2. A typical organization of CRISPR/Cas locus in E. coli. 
CRISPR array is schematically presented with successive blue 
diamonds (direct repeats) and yellow rectangles (spacers); the 
upstream cas genes, characteristic of Type I CRISPR/Cas systems, 
are indicated with rightwards-oriented pentagons. Intergenic 
regions that contain promoters transcribing cas genes (IGLB), 
and CRISPR array (L) are also shown.
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ments are complicated by a requirement for synchronous 
populations of cells transformed with RM system genes 
(Mruk and Blumenthal 2008; Morozova et al. 2016). In an 
earlier attempt, Mruk and Blumenthal synchronously intro-
duced the PvuII system genes placed on an M13 phage into 
naïve cells by phage infection (Mruk and Blumenthal 2008). 
Our collaborators, on the other hand, conducted the first 
single-cell measurements of RM system dynamics for the 
Esp1396I system: they fused sequences encoding fluorescent 
proteins to the R and M genes and monitored the dynamics 
of the appearance of fluorescent signals in individual cells, 
transformed with a plasmid carrying the modified Esp1396I 
system (Morozova et al. 2016). To check if the regulatory 
features found in this particular system allow establishing 
observed dynamics, and if they can provide the proposed 
dynamical constraints, we constructed a quantitative model 
of the Esp1396I system regulation, which we will briefly out-
line below.

Among type II RM systems, whose main characteristic 
is that R and M are encoded by separate genes, a large group 
contains a third gene encoding a control (C) protein, which 
is typically transcribed as a part of the operon with the R 
gene; the example for such a gene arrangement is the RM 
system Esp1396I represented in Fig. 3A. C proteins regulate 
transcription by binding in the form of dimers to their bind-
ing sites, partially overlapping with a promoter (Nagornykh 
et al. 2008). The transcription of Esp1396I system genes was 
thermodynamically modeled by considering all allowed con-
figurations of the system promoters and determining their 
statistical weights (Figs. 3B and 3C). The most frequently 

observed regulation mechanism of the weak C and R operon 
(CR) promoter (also found in the Esp1396I system, Fig. 3B) 
involves highly cooperative binding of two C dimers to the 
left and the right operator sequences (OL and OR in Fig. 3A), 
where a C dimer bound to the high affinity left binding site 
can recruit either RNA polymerase (RNAP) to the promoter 
(thus activating transcription; the corresponding configura-
tion has a statistical weight ), or a second C dimer 
to the low affinity right binding site (establishing a tetramer 
that represses transcription; configuration ) (Bogda-
nova et al. 2008; Nagornykh et al. 2008). In the Esp1396I 
RM system, transcription of the M gene is also under the 
control of the C protein (Fig. 3C), whose binding to a single 
binding site (for a dimer; OM in Fig. 3A) partially overlap-
ping with the strong M promoter, excludes RNAP binding 
to the promoter and represses transcription of the M gene 
(configuration ) (Bogdanova et al. 2009). For both the 
CR and the M promoter, configurations corresponding to 
basal transcription (configurations  in 
Fig. 3, respectively) and empty promoters (statistical weight 
1) were also assumed (Bogdanova et al. 2009). According 
to the classical Shea-Ackers assumption, which states that 
promoter transcription activity is proportional to the equilib-
rium probability of RNAP binding (Shea and Ackers 1985), 
the transcription activities of the CR and the M pro-
moters are proportional to the probability of estab-
lishing their transcriptionally active configurations (for the 
statistical weights, see Fig. 3 caption):

Transcripts (with concentration mi, where i = R, M, C 
denotes corresponding system components) synthesized 
from these promoters are degraded with a rate , while 
proteins (pi) are generated by transcript translation with a 
rate ki and are further degraded with a rate , as described 
by the following dynamical model equations:

It should be noted that the decay terms  in equations  
include not only degradation of the transcripts and the 
proteins, but also their dilution due to cell division, which 
occurred with two very different rates during the first (0-
160 min) and second time intervals (after 160 min) of the 
experiment. Consequently, the cell population dynamics 
are in part taken into account in the model through the 
decay terms. However, there are likely significant additional 
population dynamics effects that should, in principle, be 
included in the model, e.g. those related to possible changes 
in the cell metabolism and different plasmid and cell division 

Fig. 3. Modeling transcription regulation in the Esp1396I 
RM system. A. Esp1396I gene organization scheme. The 
convergently oriented genes encoding R and M in the Esp1396I 
system are represented by the red and the green arrows, 
respectively, while the blue arrow represents the C gene, 
partially overlapping with the R gene. The dark blue boxes 
denoted by OL, OR and OM represent operator sequences in the 
CR and the M promoter, which bind C dimers. B and C. The 
allowed configurations of RNAP (grey rectangle) and C protein 
(blue circle) molecules on the CR and the M promoter are 
illustrated, respectively, in B and C, where the transcriptionally 
active configurations contain an arrow. The corresponding 
statistical weights (Z) of the configurations, indicated on their 
right, depend on constant RNAP concentration and protein-
protein and protein-DNA interaction energies (absorbed into 
parameters a, b, c, f and g) and variable C protein concentration.

(1.1)

(1.2)
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rates. Namely, our model describing the inherent RM system 
regulation and assuming constant parameters throughout 
the experiment (apart from different  in the two time 
intervals) can successfully explain the main proposed 
qualitative features of system dynamics (Fig. 4), i.e. a large 
accumulation of M early upon plasmid entry into a naïve 
cell and a delay in the expression of R with respect to M, 
necessary for complete host genome protection. However, 
our model cannot completely quantitatively reproduce the 
system dynamics, i.e. there is a quantitative disagreement 
between the experimental data and the model predictions 
for M dynamics in the second time interval (after 160 min), 
likely arising from the additional population effects that we 
discussed above.

Design principles behind RM systems

The features of RM systems can be explained in terms 
of a few simple dynamical constraints that ensure safe and 
efficient RM system establishment. To this end, we proposed 
that all RM systems should exhibit the same simple dynami-
cal properties: firstly, in every RM system there should be a 
significant expression of M prior to R, to avoid autoimmu-
nity (Rodic et al. 2017). Once the host genome is protected 
(i.e. methylated), R should be rapidly generated, to “immu-
nize” the host cell against virus infection, as fast as possible. 
Additionally, fluctuations of the toxic molecule R should be 
minimized, so as to evade that, due to large fluctuations, the 
toxic molecule amount is not matched by the antidote (M). 
Consequently, the following three dynamical properties are 
relevant to characterize RM system dynamics: (i) the time 
delay of R expression with respect to M; (ii) the transition 

velocity of the system from “OFF” to “ON” state; (iii) the 
stability of R steady state levels.

To quantify these dynamical properties, we referred to 
the predicted system dynamics and the stability of R steady-
state levels in the wild type (wt) AhdI system (Fig. 5). Ac-
cordingly, we introduced the following dynamical property 
observables (Rodic et al. 2017): (i) the ratio of the shaded 
areas in the perturbed and in the wt system for the first 10 
min post-system entry as a measure of the time delay (Fig. 
5A); (ii) the maximal slope of the sigmoidal R expression 
curve as a measure of the transition velocity from “OFF” 
(low R value) to “ON” (high R value) state (Fig. 5A); (iii) a 
measure of the stability of R steady-state levels (Fig. 5B) as 
derived in Bogdanova et al. (2008) – note that greater steady-
state stability leads to smaller R fluctuations.

We here employed the biophysical model of wt AhdI 
transcription regulation that we previously developed and 
which was verified by the in vitro experimental measure-
ments of the AhdI transcription activity dependence on 
C protein concentration (Bogdanova et al. 2008), and also 
the dynamical model of transcript and protein expression, 
which was also verified by in vivo measurements (see above 
and Morozova et al. (2016)). The described methodology, 
which involves a combination of thermodynamic and kinetic 
modeling, has been successfully applied to various systems 
in molecular biology (Munro et al. 2016). While there are 
few studies concerned with modeling some aspects of RM 
systems expression regulation (Williams et al. 2013), to our 
knowledge our work is the first to employ this modeling ap-
proach to systematically understand the relation between 
RM system regulation and its dynamics.

In order to explain the (three) AhdI features, we per-

Fig. 4. Predicted Esp1396I RM system expression dynamics vs. experimental data. The change of R and M protein amounts in time is 
presented, respectively, in A and B. Circles correspond to the experimentally measured concentrations of protein fusions, while full lines 
correspond to the best fit of the model (described by the system of equations 1.1 and 1.2 ) to the data, obtained by varying parameters 
in biologically reasonable ranges. Time is set to zero at the point of the first available measurement. Adapted from Morozova et al. (2016).
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turbed them in silico, one by one, to observe how this af-
fects the dynamical property observables (Rodic et al. 2017). 
Firstly, we gradually increased the (initially low) C transcript 
translation initiation rate kC towards the value characteristic 
of R and M transcripts. In Fig. 6A we observe a reduction 
in the delay between R and M expression, and a decreasing 
of the R steady-state level as the main effect of this pertur-
bation. This finding can be intuitively explained by the fact 
that in increasing the translation initiation rate, C is gener-
ated faster, which hastens the formation of the activating 
and repressing complexes on the CR promoter. The effect 
on the other two observables is negligible. Consequently, 
this perturbation has a significantly adverse effect on one of 
the three dynamical properties (the delay between R and M 
expression), decreasing the ability of the system to protect 
the host genome from the cleavage.

Next, we gradually lowered the C subunit dissociation 
constant of dimerization K1 from the very high value charac-
teristic to the AhdI system, which corresponds to mostly C 
monomers in the solution, to low values, which correspond 
to predominantly C dimers in the solution, as shown in Fig. 
6B (Bogdanova et al. 2008; Rodic et al. 2017). The three main 
effects of this perturbation are significant decreases in the 
time delay, in the transition velocity and in the steady-state 
levels of R. The stability of R steady-state levels is not sig-
nificantly affected. Consequently, this perturbation has a sig-
nificantly adverse effect on two dynamical properties, greatly 
reducing the ability of the system to protect the host genome 
from cleavage, and increasing the time window needed for 
the system to become protected from foreign DNA infection.

Finally, we gradually decreased only the extremely high 
cooperativity  in C dimers binding to the CR promoter, 
which is shown in Fig. 6C (Rodic et al. 2017). We observe 
that this perturbation affects only the late R dynamics (see 

the left panel of Fig. 6C), since only efficiency in forming the 
repressor complex, whose probability is proportional to C4, 
is affected, which becomes important only later on, when 
enough C is generated. Namely, this perturbation signifi-
cantly decreases the stability of the steady state (see the right 
panel of Fig. 6C), thus having a significantly adverse effect 
on one dynamical property but not affecting the others. Also, 
contrary to the previous two perturbations, it significantly 
increases the steady-state levels of R, so that exhibiting dif-
ferent perturbations allows a balancing of the amount of the 
toxic molecule R in the cell.

To summarize, all three AhdI control features, in gener-
al, have the same effect on the dynamical properties, i.e. per-
turbing them makes at least one dynamical property much 
less optimal, while not notably affecting the other properties. 
This, together with the fact that decreasing the binding coop-
erativity ω has the opposite effect on the R steady-state levels 
from the other two perturbations (which facilitates control-
ling the toxic molecule R level) can explain the unusually 
large binding cooperativity in AhdI (Semenova et al. 2005; 
Bogdanova et al. 2009).

Dynamics of CRISPR/Cas system expression

Despite being intensively used in biotechnology for de-
veloping powerful genetic tools, the adaptive prokaryotic 
immune system CRISPR/Cas still appears to be underex-
plored when it comes to understanding the mechanism of its 
natural induction in a cell. In fact, the dynamics of CRISPR/
Cas expression upon foreign DNA invasion have not been 
observed experimentally in vivo. What crucially hinders 
observing these dynamics is that CRISPR/Cas of Type I-E, 
which is the model system for CRISPR/Cas induction and 
regulation (most extensively studied in E. coli), is silent under 

Fig. 5. Quantifying RM system dynamical properties A. R and M expression dynamics for AhdI RM system (Bogdanova et al. 
2008). The shaded area presents a measure of a time delay between M (the dashed curve) and R (the solid curve) expression. The 
maximal slope of the sigmoidal R expression curve (dash-dotted line) is taken as a measure of the transition velocity from OFF to ON 
state. B. Stability of the steady-state level. The steady-state (Ceq) is obtained at the intersection of the CR promoter transcription 
activity (the solid curve) and the dash-dotted line, whose slope depends on the transcript and the protein decay rates and the protein 
translation rate (see Supplements in (Bogdanova et al. 2008) and (Rodic et al. 2017)). Larger difference in the slopes of the dash-dotted 
line and the solid curve at their intersection point leads to a more stable steady state. Adapted from Rodic et al. (2017).
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Fig. 6. Perturbing AhdI control features. A. Increasing C transcript translation initiation rate kC. The effect of gradual kC increase 
(from wt putative 3/5 1/min towards 3 1/min, which corresponds to the R and M (Bogdanova et al. 2008) is assessed on the protein 
expression dynamics, with R (solid) curves fading as kC increases. The dashed curve corresponds to M expression, which is not affected 
by any of the three perturbations. B. Decreasing dissociation constant of C dimerization K1. The effect of gradual K1 decrease from the 
high value, corresponding to only monomers in the solution, to the low value, corresponding to only dimers in the solution, is assessed 
on the protein expression dynamics, with R (solid) curves fading as K1 decreases. The relative protein amounts are derived from in vitro 
wt transcription activity measurements (Bogdanova et al. 2008). x denotes the ratio of K1 decrease. C. Decreasing cooperativity ω of C 
dimers binding to CR promoter in AhdI. The effect of gradual decrease of extremely high ω, inherent to the wt AhdI system (Bogdanova 
et al. 2008), to ω corresponding to no binding cooperativity is assessed on the protein expression dynamics (the left figure), with R 
(solid) curves fading as ω decreases. The stability of R steady-state levels (the right figure). Adapted from Rodic et al. (2017).
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normal growth conditions, even in the presence of bacte-
riophage infection, and the induction mechanism is only 
partially known (Westra et al. 2010). However, the dynamical 
properties of CRISPR/Cas induction can be understood by 
examining how the system regulatory features contribute to 
the expression dynamics, which can be efficiently performed 
using quantitative modeling.

Our group previously dynamically modeled pre-
crRNA processing into crRNAs upon CasE (processing) 
protein overexpression (Djordjevic et al. 2012). The pro-
posed model (schematically represented in Fig. 7) takes into 
account that pre-crRNA is synthesized by transcription of 
the CRISPR array and then either nonspecifically degraded 
by an unidentified endonuclease or processed by CasE into 
crRNAs, which are further relatively slowly degraded. The 
model predicts that the system feature crucial for enabling 
the experimentally measured, very large (~2 orders of mag-
nitude) amplification of crRNAs from a small decrease in 
pre-crRNA concentration upon CasE overexpression, is the 
rapid, nonspecific degradation of pre-crRNA. Therefore, the 
unidentified endonuclease is probably an essential compo-
nent for achieving the fast system transition from “OFF” to 
“ON” state.

However, CasE proteins, which process pre-crRNA 
and which determine how the processing rate (k in the Fig. 
7) depends on time, are gradually synthesized when the in-
duction signal is received. Therefore, to model CRISPR/Cas 
system induction, in addition to the transcript processing, 
transcription regulation of the cas promoter also has to be 
incorporated in the model. As the mechanism of transcrip-
tion induction is not known, to address this problem, we 
noted clear qualitative similarities in transcription regula-
tion of CRISPR/Cas and RM systems. In particular, while 
the cas promoter is repressed by very cooperative binding 
of global regulators (such as H-NS proteins), which can be 
displaced from the promoter by some transcription activa-

tors (such as LeuO) (Westra et al. 2010), in the RM systems 
described above RNAP itself acts as an activator, displacing 
the recruited C dimer from the repressor position (see Fig. 
3B) (Bogdanova et al. 2008, 2009). Therefore, our main idea 
is to consider a synthetic gene circuit where transcript pro-
cessing, which is exhibited in the CRISPR/Cas system (Fig. 
7), is put under the transcription control of an RM system 
that was previously studied in detail. Specifically, we assume 
that cas (including casE) genes are transcribed together with 
a gene encoding the C protein from a promoter regulated 
by the cooperative binding of C dimers, as described above 
(Fig. 3B). In this way, transcription control of a well-studied 
RM system serves as a proxy for the transcription control 
of a much less understood CRISPR/Cas system and can be 
thermodynamically modeled as described above.

In our future work, we plan to compare the behavior 
of the model described above with that of a setup in which 
cas genes are constitutively expressed, which we will use to 
explore: (i) how the cooperative cas promoter regulation (see 
above) is related to the expected sharp switch-like behavior 
of the system; (ii) how the dynamics of crRNA generation in 
the cooperative model compares to the limit of infinitely fast 
(abrupt) system induction (Djordjevic et al. 2012), and (iii) 
how the fast nonspecific degradation of pre-crRNA (which 
is the main feature of CRISPR transcript processing) affects 
the system dynamics.

Predicting CRISPR/Cas system components

As previously mentioned, CRISPR/Cas systems are 
the focus of current intensive research; however, efforts are 
predominantly invested into the development of promising 
biotechnology applications that revolutionize the concepts 
of programmable genome editing and gene expression regu-
lation (Singh et al. 2017). Consequently, insights into the 

Fig. 7. The model scheme of pre-crRNA processing in CRISPR/Cas system. Notation used: φ – CRISPR promoter transcription 
activity, λpre – rate of (nonspecific) pre-crRNA degradation, k – rate of pre-crRNA processing to crRNAs by CasE, λcrRNA– rate of crRNA 
degradation; square brackets denote concentrations of appropriate RNAs. Adapted from Djordjevic et al. (2012).
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mechanisms that control the functioning of native CRISPR/
Cas systems remain insufficiently explored. On the other 
hand, understanding native CRISPR/Cas function is crucial 
for the advancement of applied CRISPR/Cas research, which 
depends equally on the diversity of engineered CRISPR-
based constructs and the capacity to control these constructs 
with sufficient precision. 

An attractive avenue to improve the knowledge about 
native CRISPR/Cas systems, which could also lead to more 
powerful biotech applications, is investigating small CRIS-
PR-associated RNAs. These RNA molecules (tracrRNAs), 
encoded outside the CRISPR array, are increasingly recog-
nized as carriers of important regulatory and effector roles 
in the system. Namely, tracrRNAs are indispensable in Type 
II CRISPR/Cas systems for processing CRISPR array tran-
scripts into mature crRNAs and subsequent targeting of the 
invasive genetic elements for degradation (in a complex with 
crRNA and Cas9 nuclease) (Deltcheva et al. 2011). At the 
same time, the underlying mechanism of action of this effec-
tor complex forms the basis for the Cas9:sgRNA paradigm 
that is extensively exploited for current CRISPR-based bio-
technology applications (Hille and Charpentier 2016). 

Despite their central role in CRISPR/Cas immunity and 
immense potential for translational research, small CRISPR-
associated RNAs are largely unexplored, since their experi-
mental discovery is complicated by (under standard condi-
tions) a silent CRISPR/Cas system and still limited RNA-seq 
data in bacteria. An efficient alternative for the systematic 
identification and analysis of these small RNAs across dif-
ferent bacterial genomes is a bioinformatics-based approach, 
where the availability of sequenced genomic loci that encode 
CRISPR/Cas systems is the only prerequisite for computa-
tional analysis. 

In general, small non-coding RNAs in bacteria are char-
acterized by variable length, a low level of conservation and 
often indistinguishable secondary structure and nucleotide 
composition, so that ab initio detection, which is based on 
mining transcription signals (TSS and terminators) associ-
ated with small RNA expression units represents the most 
reliable search procedure (Sridhar and Gunasekaran 2013). 
However, a major shortfall of such an approach is that TSSs 
are often predicted with poor accuracy in bacterial genomes 
(Djordjevic 2014); for example, a standard supervised (in-
formation-theory based) search of the housekeeping (RpoD) 
promoter elements is associated with high rates of false posi-
tives. 

Namely, due to considerable degeneracy of RpoD pro-
moter elements, accurately aligning the -35 element to the 
-10 element is highly non-trivial, which was evidenced by 
our finding that the available -35 element alignments show 
a significant discrepancy with the biochemical data on σ70-
DNA interactions (Djordjevic 2011). In line with this, many 
implementations of the information-theory method use 
only the -10 element as the predictor of promoter specificity, 

which negatively affects the search accuracy. To address this 
problem, we performed systematic de novo MLSA (Multiple 
Local Sequence Alignment) alignment of RpoD promoter 
elements in E. coli, based on a Gibbs search (for more details 
on methods see Djordjevic 2011), which provided improved 
-35 element characterization, along with the identification of 
the -15 element, a previously unrecognized determinant of 
RpoD specificity (Djordjevic 2011). As illustrated in Fig. 8, 
employing this new alignment for a weight matrix-based TSS 
search resulted in false-positive reduction by 50% (Nikolic 
et al. 2017), which clearly advocates the implementation of 
the new alignment within small CRISPR-associated RNA 
search procedure. 

Fig. 8. DET (Detection Error Tradeoff) curve for the old 
and the new alignment of E. coli RpoD promoters. Fraction 
of false negatives is shown on the y-axis, and the fraction of 
false positives on the x-axis. DET-curve for the old alignment is 
colored red, and for the new alignment in blue. Adapted from 
Nikolic et al. (2017).

Compared to TSS, a terminator search is characterized 
by substantially higher accuracy, so that adaptation of the 
standard algorithm for Rho-independent terminator pre-
diction in bacteria (Ermolaeva et al. 2000) can be used to 
detect small CRISPR-associated RNAs. Actually, for both 
TSSs and terminators, the search parameters can be trained 
against experimentally determined tracrRNAs across Type 
II CRISPR/Cas systems, where distinguishing true predic-
tions (small RNAs) can be further aided by querying the 
predicted expression units for complementarity to the array 
direct repeats. Finally, secondary evidence for these ab initio 
predictions can be obtained through conservation analysis 
across related bacterial strains and mining available RNA-seq 
data. This, altogether, will be the core approach in our future 
research, which will focus on the systematic identification of 
small associated RNAs across diverse (Type II) CRISPR/Cas 
systems, with the goal of acquiring deeper insight into the 
functioning of native CRISPR/Cas systems.

The proposed procedure for small CRISPR-associated 
RNA detection is based on predicting housekeeping (RpoD) 
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promoter elements; however, CRISPR/Cas induction is also 
(likely) related to the activity of alternative (ECF) σ factors, 
that takeover bacterial transcription in response to cell-en-
velope stress (Ratner et al. 2015). However, ECF promoter 
prediction is far more challenging, as the binding specificity 
in this highly versatile group of alternative σ factors (Staron 
et al. 2009) was largely unknown. Consequently, to address 
this problem we firstly systematically explored protein and 
DNA interaction motifs that are involved in transcription 
initiation by alternative σ factors, as described in the next 
section.

Transcription by ECF σ factors

Distinct from housekeeping (RpoD) σ factors that glob-
ally control bacterial transcription under standard growth 
conditions, alternative σ factors transcribe more specialized 
regulons in response to signals related with stress, metabolic 
changes or development. Among these, ECF σ factors are the 
most abundant and diverse, yet the underlying mechanisms 
of ECF transcription initiation are largely unexplored (Hel-
mann 2002). Signaling cascades that activate ECF-specific 
transcriptional response are mainly triggered at the level of 
the cell membrane (Brooks and Buchanan 2008), which, on 
the other hand, is related to the invasion of foreign genetic 
elements into the bacterial cell. Consequently, equivalent 
signaling cascades are likely connected with CRISPR/Cas 
and ECF induction, so the analysis of ECF transcriptional 
mechanisms might further elucidate the regulatory mecha-
nisms behind CRISPR/Cas activity.

Structurally, ECF σ factors are the simplest in the en-
tire σ70 family, and, at the same time, characterized by the 
most versatile protein sequences (including DNA-binding 
domains). Accordingly, promoter specificity in this group is 
also highly diverse, as evidenced by the very limited capacity 
for ECF promoter cross-recognition (Rhodius et al. 2013). 
Clearly, inferring specificity for unexplored group members 
through comparative analysis against a number of experi-
mentally characterized representatives is not applicable in 
the ECF σ group. However, it is this approach that underlies 
the current paradigm on ECF functioning, which assumes 
interaction with rigid promoters characterized by obligatory 
and well-conserved -35 and -10 elements (Staron et al. 2009; 
Feklistov et al. 2014). 

The paradigm on ECF functioning is completely oppo-
site to the mix-and-match mechanism of promoter recogni-
tion, which was well established in the housekeeping (RpoD) 
σ70 group (Hook-Barnard and Hinton 2007). Namely, the 
mix-and-match paradigm allows a flexible promoter element 
structure as long as the threshold transcription activity is ac-
complished through mutual complementation of promoter 
element interaction energies with the σ factor. The most ex-
treme, and altogether best known example of this mecha-
nism is -35 element absence in RpoD promoters, which is 

accommodated through σ factor interactions with a strong 
-10 element extension (also recognized as dsDNA).

Contrary to current considerations, we identified this 
ultimate example of promoter element complementation in 
ECF promoter sequences, recognized by the outlier group 
members (phage 7-11 and phiEco32 σ factors), during our 
systematic computational analysis of ECF promoter specific-
ity, where we employed an extensive comparison of protein 
and DNA sequences through pairwise and multiple, global 
and local alignments (Fig. 9), for details see Methods in 
(Guzina and Djordjevic 2016). The presence of the classi-
cal mix-and-match trademark in phage ECF promoters is 
the first example of promoter recognition flexibility in the 
group, which we further corroborated by identifying a (pu-
tatively interacting) conserved protein motif, immediately 
C-terminal from the domain σ2 boundary, through multiple 
global alignment of ECF protein sequences (Guzina and 
Djordjevic 2016).

Fig. 9. Alignment of phage 7-11 and phiEco32 ECF promoters. 
Sequence-logo for 7-11 ECF promoters, with the presence of 
both -35 elements and long -10 element extensions is shown in 
the lower part of the figure; the logo for phiEco32 ECF promoters, 
where the presence of -10 element extension is followed by the 
absence of the -35 element, is shown in the upper part of the 
figure. Adapted from Guzina and Djordjevic (2016).

The coexistence of the conserved protein-DNA motifs 
was inferred in the bacterial ECF02 subgroup (containing 
experimentally well-characterized σE from E. coli) through 
multiple global and local alignments (Guzina and Djord-
jevic 2016). Interestingly, this novel σ-promoter interaction, 
whose partial conservation was also found in σW of B. subtilis 
(another canonical ECF member belonging to the ECF01 
subgroup), appears further away from the domain σ2/-10 ele-
ment boundary (Guzina and Djordjevic 2016). At the same 
time, protein-DNA interactions in the spacer with inversed 
polarity (i.e. closer to the domain σ4/-35 element boundary) 
are present in the ECF32 subgroup, which indicates that ECF 
σ factors display even greater flexibility during promoter rec-
ognition compared to the RpoD group. In fact, the observed 
flexibility in ECF promoter recognition aligns very well with 
the common biophysical mechanism of transcription initia-
tion in the σ70 family, which is characterized by two major 
steps – closed and open complex formation (Djordjevic and 
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Bundschuh 2008). In the first step, σ70 factors interact with 
dsDNA promoter elements, while the second step depends 
on σ70 interactions with ssDNA elements. The interplay be-
tween these different energetic contributions determines the 
transcriptional output on the promoter, whose kinetic pro-
file, in the framework of the mix-and-match mechanism, is 
indicated by the mutual complementation of the promoter 
elements, affecting the (most) relevant initiation step(s) for 
a given σ factor group. 

In line with this, a biophysics-based correlation analysis 
we performed on a larger number of (E. coli) σE promot-
ers (for more details on the analysis see ref. Guzina and 
Djordjevic 2017) revealed strong complementation between 
dsDNA elements, indicating that an efficient bacterial re-
sponse to stress-related stimuli essentially depends on a high 
dsDNA-binding affinity of ECF σ factors for their promoters 
(Guzina and Djordjevic 2017). Correlations found between 
newly discovered spacer and canonical σE (-35 and -10) ele-
ments further corroborate the observed kinetic profile of 
ECF transcription initiation, which could, in turn, provide 
an alternative regulatory avenue for shaping the dynamics of 
CRISPR/Cas induction, where rapid expression of effector 
components (crRNA and Cas) appears as the main underly-
ing signature. In our future research, we will use this detailed 
analysis of ECF σ factor specificity to develop methods for 
the accurate detection of TSS associated with these σ factors, 
which will, in turn, allow more accurate prediction of im-
portant CRISPR/Cas components, and consequently a better 
insight into the native system function.

Conclusion

Here we have reviewed our research on the modeling 
and bioinformatics of CRISPR/Cas and RM systems. We 
argue that the results presented to date show that combin-
ing experiments with modeling and bioinformatics is an 
optimal approach to understand the function of these excit-
ing systems. Moreover, such an approach provides a better 
understanding of the common principles in design of these 
seemingly mechanistically quite different systems – under-
standing the principles that unify different biological systems 
is a major goal of systems biology. We believe that our cur-
rent results provide a good starting point for understand-
ing the regulation of diverse CRISPR/Cas and RM systems, 
including newly discovered CRISPR/Cas types. Regarding 
CRISPR/Cas, this can lead to new and improved biotechnol-
ogy applications for a system that has already revolutionized 
the biotechnology field.
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