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Abstract
In this work, we analyze three types of rogue wave (RW) clusters for the quintic nonlinear 
Schrödinger equation (QNLSE) on a flat background. These exact QNLSE solutions, com-
posed of higher-order Akhmediev breathers (ABs) and Kuznetsov–Ma solitons (KMSs), 
are generated using the Darboux transformation (DT) scheme. We analyze the dependence 
of their shapes and intensity profiles on the three real QNLSE parameters, eigenvalues, 
and evolution shifts in the DT scheme. The first type of RW clusters, characterized by the 
periodic array of peaks along the transverse or evolution axis, is obtained when the condi-
tion of commensurate frequencies of DT components is applied. The elliptical RW clus-
ters are computed from the previous solution class when the first m evolution shifts in the 
DT scheme of order n are equal and nonzero. For both AB and KMS solutions a periodic 
structure is obtained with the central RW and m ellipses, containing the first-order maxima 
that encircle the central peak. We show that RW clusters built on KMSs are significantly 
more vulnerable to the application of high values of QNLSE parameters, in contrast to 
the AB case. We next present non-periodic long-tail KMS clusters, characterized by the 
rogue wave at the origin and n tails above and below the central point containing first-order 
KMSs. We finally show that the breather-to-soliton conversion, enabled by the QNLSE 
system, can transform the shape of RW clusters, by setting the real parts of DT eigenvalues 
to particular values, while keeping all other DT parameters intact.
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1 Introduction

One of the most useful partial differential equations in nonlinear sciences is the cubic non-
linear Schrödinger equation (NLSE) (Fibich 2015; Mirzazadeh et  al. 2015; Biswas and 
Khalique 2011). We list here some branches of physics where the NLSE is found indis-
pensable: nonlinear optics (Kivshar and Agrawal 2003; Dudley et al. 2014; Agrawal 2001; 
Dudley and Taylor 2010; Kibler et  al. 2012), oceanography (Zakharov 1968; Osborne 
2010), Bose−Einstein condensates (Bao 2007; Busch and Anglin 2001), and plasmas 
(Shukla and Eliasson 2010). However, the cubic NLSE is not fully comprehensive when it 
comes to determining the detailed dynamics of ultra-fast nonlinear systems (with processes 
in the order of a few femtoseconds); these problems necessitate the inclusion of higher-
order dispersion and nonlinearity terms. To overcome this restriction, a group of research-
ers around Nail Akhmediev proposed a systematic extension of the cubic NLSE, known as 
the family of extended nonlinear Schrödinger equations (ENLSEs) that accomplished such 
a goal. In its full form, it contains an infinite number of additional operators that include 
precisely chosen higher-order dispersions and nonlinearity terms, as well as multiplicative 
parameters (Ankiewicz et al. 2016; Kedziora et al. 2015).

It should be noted that we speak of the NLSE in (1+1)-dimensions [(1+1)D], one spa-
cial and one temporal. The solutions of higher-dimensional NLSEs, in (2+1)D and (3+1)
D, generally develop problems with the instabilities and collapse (the critical and super-
critical wave collapse, respectfully), which are very tough problems in soliton theory on 
their own. Therefore, we will not consider multidimensional solitons here.

So far, most attention was focused on calculating solutions of the Hirota equation (Ank-
iewicz et al. 2010; Nikolić et al. 2017; Wang et al. 2016) that includes two additional terms, 
the third-order transverse dispersion and the corresponding nonlinearity. The application of 
Hirota equation in describing the propagation of femtosecond solitons in inhomogeneous 
fiber was presented in Mani Rajan and Mahalingam (2015). Nowadays, even more compli-
cated equations from the ENLSE family became an area of active research. Solutions of the 
quintic equation, comprising all dispersions and nonlinearities up to the fifth-order, were 
analyzed in Yang et  al. (2015), Chowdury et  al. (2015a), Nikolić et  al. (2019a), Nikolić 
et  al. (2019b). Recently, a paper on the nonlinear Schrödinger–Maxwell–Bloch system 
with the sextic terms was published in Shen et  al. (2023), which could characterize the 
propagation of ultra-short optical pulses in an erbium-doped fiber.

There are other forms of NLSE, like the nonlocal nonlinear Schödinger equation, which 
can describe phenomena in nonlinear media where the index of refraction depends on 
the light intensity over a certain spatial area around the specific point in space. In recent 
years, various soliton solutions and their characteristics for such nonlocal systems have 
been reported (Sun et al. 2024; Shen et al. 2021, 2022; Song et al. 2020; Li et al. 2023; 
Yang et al. 2018). In addition, soliton solutions were reported for the higher-order Gerd-
jikov–Ivanov equation (Zou and Guo 2023) and the coupled Lakshmanan–Porsezian–Dan-
iel equations in birefringent optical fibers (Li and Guo 2023).

The recursive procedure that is frequently used to derive exact analytical solutions of 
NLSE and ENLSE is the generalized Darboux transformation (DT) technique (Matveev 
and Salle 1991; Yang et  al. 2015; Nikolić et  al. 2019a). It uses the Lax pair formalism 
to calculate higher-order solutions, starting from some trivial zeroth-order ENLSE wave 
function. These higher-order solutions can be extremely complicated and lengthy, which 
makes it practically impossible to write in an exact analytical form. On the other hand, 
one can calculate the values of ENLSE solutions with an arbitrary precision at any point 
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of the spatio-temporal grid using a recursive numerical DT algorithm. Thus, the solution 
of a complicated partial differential equation is converted into a simple algebraic recur-
sive numerical procedure. Here we underline that important solutions of both NLSE and 
ENLSE, such as Akhmediev breathers (ABs) (Akhmediev and Korneev 1986; Akhmediev 
et al. 1987) and solitons (Zakharov and Shabat 1972), can be derived using the DT scheme. 
The AB is characterized by an array of intensity maxima that are periodic in space and 
localized in time. The term soliton in general refers to a solitary wave packet that propa-
gates without any shape distortion along some direction in the (x,  t) plane. The Kuznet-
sov–Ma soliton (Zakharov and Shabat 1972; Kibler et al. 2012; Xiong et al. 2017; Dai and 
Wang 2015) resembles the AB wave function, except that it is periodic along the evolution 
axis and localized in space. The Peregrin soliton (Peregrine 1983; Kibler et al. 2010; Shrira 
and Geogjaev 2010) is the solution “in between” these two: it has a single intensity maxi-
mum localized at (x, t) = (0, 0) and can be considered as the simplest rogue wave (RW).

The physics of rogue waves, as high-intensity narrow peaks that “appear from nowhere 
and disappear without a trace”, is currently the hot area of research related to deep ocean 
waves (Osborne 2010; Garrett and Gemmrich 2009), nonlinear optics (Solli et  al. 2008; 
Dudley et al. 2008), and Bose–Einstein condensates (Bludov et al. 2009). The investiga-
tion of the origin and nature of optical rogue waves for the NLSE is given in Akhmediev 
(2016); Belić et al. (2022); Chin et al. (2015). The examination of RWs is becoming even 
more popular since a new scheme for their excitation, via the electromagnetically induced 
transparency (Fleischhauer et  al. 2005; Nikolić et  al. 2013; Krmpot et  al. 2009; Nikolić 
et al. 2015), was reported (Li et al. 2020).

In this paper, we present various formations of rogue waves, composed of the higher-
order Akhmediev breathers and Kuznetsov–Ma solitons, for the quintic nonlinear 
Schrödinger equation (QNLSE). Our motivation was to generalize the periodic, multi-ellip-
tic, and long-tail rogue wave clusters of the basic NLSE, that we reported in Nikolić et al. 
(2022), Alwashahi et  al. (2023), on the more complex systems and geometries. We thus 
add new solutions of QNLSE to the previously described rogue wave triplets (Kedziora 
et al. 2011a), triangular cascades (Kedziora et al. 2012; Dubard et al. 2010; Ohta and Yang 
2012), circular clusters (Kedziora et al. 2011b; Gaillard 2013; Ankiewicz and Akhmediev 
2017; He et  al. 2013), and general multi-RW structures (He et  al. 2013; Kedziora et  al. 
2013; Akhmediev 2021) reported earlier for the cubic nonlinear Schrödinger equation.

We first show how an array of high-intensity narrow peaks can be constructed as a 
periodic rogue wave of the QNLSE on a flat background. This type of cluster solutions is 
obtained under the condition of commensurate frequencies in the n-th order DT scheme. 
The RW periodicity is achieved along the transverse (evolution) axis for the higher-order 
ABs of the QNLSE in the same way as for the NLSE. If we next set the first m evolu-
tion shifts to be nonzero and equal, while keeping the eigenvalues in the DT procedure 
unchanged, the periodic multi-elliptic rogue wave clusters are obtained. The novelty of this 
work is in exhibiting the shape of these solutions for more complex equations than NLSE 
and in analyzing how the three real quintic parameters affect the appearance and stability 
of RW clusters.

We also present long-tail RW clusters for the quintic equation, which are calculated 
when all imaginary parts of DT eigenvalues are increased by the same offset, to become 
higher than 1. These clusters are not periodic—they are characterized by KMSs of order 
n − 2m at the coordinate center, from which n tails are spreading along both directions 
of the evolution axis. We also analyze how breather-to-soliton conversion, as an intrinsic 
feature of QNLSE (and not of NLSE) (Chowdury et al. 2015b), can significantly alter the 
shape of RW clusters with just a slight modification of the eigenvalues in the DT scheme.
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2  The quintic nonlinear Schrödinger equation and the generalized 
Darboux transformation technique

The quintic nonlinear Schrödinger equation is written as follows:

where � ≡ �(x, t) is the slowly-varying wave envelope; � , � , and � are the quintic (real) 
parameters; and S, H, P, and Q are the operators arising in the systematic derivation of 
the infinite hierarchy of nonlinear Schrödinger equations (Kedziora et al. 2015; Ankiewicz 
et al. 2016), with increasing orders of dispersion and nonlinearity. The transverse (tempo-
ral) variable is denoted by t and the longitudinal (spatial) variable by x (the standard fiber-
optics notation). Subscripts in Eq. (1) indicate partial derivatives.

Operator S includes the second-order dispersion and Kerr nonlinearity:

Equation (1) containing only the S term represents the standard cubic NLSE.
Hirota’s operator H is characterized by the third-order dispersion and the correspond-

ing nonlinearity (Ankiewicz et al. 2010):

It is used to describe the generation of supercontinuum (Dudley and Taylor 2010) and 
pulse-deforming phenomena (Anderson and Lisak 1983), among others.

Operator P, known as the Lakshmanan–Porsezian–Daniel (LPD) operator, encom-
passes the fourth-order dispersion and the corresponding nonlinearity, and may model 
Heisenberg spin chains (Chowdury et al. 2015b):

The quintic operator Q includes the fifth-order dispersion and more complex nonlinearity 
terms:

The fifth-order dispersion has to be taken into account in experiments with laser pulses 
shorter than 20 fs (Backus et al. 1997). In this work we call Eq. (1) the quintic when the 
three parameters � , � and � are nonzero.

The exact n-th order breather solution of the quintic equation, denoted as �n(x, t) , can 
be found using Darboux’s transformation scheme. This technique, as applied to QNLSE, 
is described in detail in Nikolić et al. (2019a), so we here provide only a quick overview 
of the basic DT equations. The n-th order solution can be regarded as a nonlinear super-
position of n first-order constituents, where each is defined by its complex eigenvalues 
�p = rp + i�p , real evolution shifts xp , and real transverse shifts tp (1 ≤ p ≤ n) . The first 
step is to start from a simple plane-wave solution of QNLSE (the seed or zeroth-order 
wave function):

(1)i�x + S[�(x, t)] − i�H[�(x, t)] + �P[�(x, t)] − i�Q[�(x, t)] = 0,

(2)S[�(x, t)] =
1

2
�tt + |�|2� .

(3)H[�(x, t)] = �ttt + 6|�|2�t.

(4)
P[�(x, t)] =�tttt + 8|�|2�tt + 6|�|4� + 4||�t

||
2
�

+ 6�t
2�∗ + 2�2�∗

tt
.

(5)
Q[�(x, t)] =�ttttt + 10|�|2�ttt + 30|�|4�t + 10��t�

∗
tt

+ 10��∗
t
�tt + 20�∗�t�tt + 10�2

t
�∗
t
.
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and then apply the recursive DT algorithm to compute a higher-order solution from the 
seed and a set of all free parameters ( � , � , � , �p , xp , and tp ). It is relatively easy to write 
down analytical expressions of the first-order Akhmediev breathers and Kuznetsov–Ma 
solitons (Yang et  al. 2015; Nikolić et  al. 2019a) from a plane wave seed [Eq. (6)], but 
for higher-order solutions the exact formulae become significantly more complex and 
extremely cumbersome. Results shown in this paper are for ABs or KMSs with precisely 
chosen eigenvalues and shifts for n ≥ 2 or even larger n (denoted as ABn or KMSn), so we 
use the DT technique to numerically calculate wave function �n(x, t) over chosen xt-grid 
with arbitrary precision.

To accomplish this task we compute the following quantities for each eigenvalue �p:

and then calculate the Lax pair functions r1,p(x, t) and s1,p(x, t):

Next, we use recursive relations:

to calculate higher-order rn,1(x, t) and sn,1(x, t) . Finally, the n-th order DT wave function is 
computed using the following expression:

(6)�0 = ei(1+6�)x,

(7)

𝜅p = 2

√
1 + 𝜆2

p

𝜒p =
1

2
arccos

(
𝜅p

2

)

d̄p = 2(𝛼 + 3𝛿) + (1 + 4𝛾)𝜆p − 4(𝛼 + 2𝛿)𝜆2
p
− 8𝛾𝜆3

p
+ 16𝛿𝜆4

p
,

(8)
r1,p(x, t) = 2i sin

[
𝜅p

2

[
d̄p
(
x − xp

)
+
(
t − tp

)]
+ 𝜒p −

𝜋

4

]
e
−

i

2
(1+6𝛾)x

s1,p(x, t) = 2 cos

[
𝜅p

2

[
d̄p
(
x − xp

)
+
(
t − tp

)]
− 𝜒p −

𝜋

4

]
e

i

2
(1+6𝛾)x

.

(9)

rn,j =[
(
�∗
n−1

− �n−1
)
s∗
n−1,1

rn−1,1sn−1,j+1

+
(
�j+n−1 − �n−1

)||rn−1,1||
2
rn−1,j+1

+
(
�j+n−1 − �∗

n−1

)||sn−1,1||
2
rn−1,j+1]

∕
(
||rn−1,1||

2
+ ||sn−1,1||

2
)
,

sn,j =[
(
�∗
n−1

− �n−1
)
sn−1,1r

∗
n−1,1

rn−1,j+1

+
(
�j+n−1 − �n−1

)||sn−1,1||
2
sn−1,j+1

+
(
�j+n−1 − �∗

n−1
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2
sn−1,j+1]

∕
(
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2
+ ||sn−1,1||

2
)

(10)�n(x, t) = �n−1(x, t) +
2
(
�∗
n
− �n

)
sn,1(x, t)r

∗
n,1
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3  Periodic rogue wave clusters on a flat background

First, we show the periodic rogue wave clusters composed of the higher-order ABs and 
KMSs, and investigate the influence of quintic parameters � , � , and � on their appearance 
and stability. We harness the fundamental characteristics of these solutions: the periodic-
ity of ABs and KMSs along t and x axes. The main condition, as described in our previous 
work (Nikolić et al. 2019a, 2022; Alwashahi et al. 2023), is to keep the frequencies of all n 
DT building blocks commensurate, i.e. to start with some angular frequency �1 ≡ � for the 
first DT component, and calculate other frequencies as its higher harmonics:

We underline that all nondegenerate imaginary parts of DT eigenvalues have to be less/
greater than the ones for the AB/KMS case. Equation (11) ensures that the maxima of all 
building ABs or KMSs will coincide at some points along the t- or x-axis, producing peri-
odic arrays of high-intensity narrow peaks. We stress that these clusters are built from a 
plane-wave seed, and should not be confused with the similarly called clusters on a dnoidal 
background, reported in Nikolić et al. (2019a).

In the AB case, we start from frequency � of the first DT component (along the t-axis) 
and then determine imaginary parts �p of all eigenvalues, while keeping their real parts 
equal to zero. In Nikolić et  al. (2022) we showed the connection between �1 ≡ � and � 
( � = 2

√
1 − �2 ) and also provided an appropriate expression, so that Eq. (11) is satisfied 

for higher-order Akhmediev breathers:

In the case of periodic rogue waves composed solely from Kuznetsov–Ma solitons, 
we slightly modified the starting step, to keep the commensurate condition along x-axis 
(Alwashahi et  al. 2023); we define the imaginary part of the first eigenvalue, take into 
account the relation between � and � ( � = 2�

√
�2 − 1 ), and then compute the remaining 

imaginary parts using the following equation (the real parts are again set to zero):

In Fig.  1, we show the periodic RW clusters made from the second-order Akhmediev 
breathers in the DT scheme. In nine panels, we display three intensity maxima (out of infi-
nitely many) with sharp central peaks and the characteristic 2 × 2 lobe intensity patterns in 
peaks’ vicinity. The results are obtained for � = 2∕3 . The eigenvalues in the DT scheme 
are obtained from Eq. (12). One can observe the influence of QNLSE parameters � , � , 
and � on the intensity distributions of the calculated wave function. In the top row, we 
varied only parameter � , while keeping � = 0 and � = 0 . The three breathers in the box are 
calculated for � = −0.07 (left), � = 0 (center), and � = 0.07 (right). Analogously, in the 
middle row, we changed only � values ( � = 0 , � = 0 ): � = −0.07 (left), � = 0 (center), and 
� = 0.07 (right). Finally, the three panels shown in the bottom row are the QNLSE solu-
tions ( � = 0 , � = 0 ) for � = −0.07 (left), � = 0 (center), and � = 0.07 (right).

In agreement with our conclusions on the single-order quintic AB (Nikolić et  al. 
2019a), we state that the action of � and operator H introduces the skew of the breather 

(11)�p = p� (p ≥ 2).

(12)�p =

√
1 −

p2�2

4
(1 ≤ p ≤ n).

(13)
�p =

√√√√1 +

√
1 + 4p2�2

(
�2 − 1

)

2
(2 ≤ p ≤ n).
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whose tilt direction is determined by the sign of � . In addition, the larger the absolute 
value of � , the larger the tilt. On the contrary, parameter � and operator P do not intro-
duce the skew, but extend ( 𝛾 < 0 ) or compress ( 𝛾 > 0 ) the breather along the x-axis. 
For larger � values, the change of the size is more prominent. Parameter � and the quin-
tic operator Q also skew the second-order AB, but significantly more strongly than the 
Hirota term. The quintic part of QNLSE also narrows the solution intensity profile. The 
stronger the absolute value of � , the bigger the skew and the stretch of the solution. One 
can conclude that the Hirota and quintic operators (with odd-order t dispersion) tilt both 
the central maximum and the symmetric four lobes before and after the peak in the posi-
tive/negative t-direction for negative/positive � and � values.

The intensity of RW at the center remains the same regardless of the values of � and 
� , while the symmetric intensity distribution in four tails (lobes) is broken. For negative 
� or � the lobes located top-right and bottom-left (with respect to AB2) are becoming 
stronger and stretched (especially for the � case). The symmetry is broken in the oppo-
site direction for positive � or � values, as can be seen in Fig. 1. The P operator and � 
(with even-order dispersion) extend or compress both the central RW and four lobes. 
Note that the central panels in all three rows of Fig. 1 are the same and correspond to 
the NLSE case ( � = � = � = 0 ). They are placed centrally here, so that the reader can 

Fig. 1  Intensity distributions of the second-order Akhmediev breather in the (x,  t) plane for different val-
ues of parameters � , � , and � . In each row, one parameter is varied and the other two are set to zero. Top 
row: � = 0 , � = 0 , � = −0.07, 0, + 0.07 , from left to right. Middle row: � = 0 , � = 0 , � = −0.07, 0, + 0.07 , 
from left to right. Bottom row: � = 0 , � = 0 , � = −0.07, 0, + 0.07 , from left to right. In each panel, the 
transverse axis (horizontal) spans from t = −14.1 to 14.1 and the evolution axis (vertical) from x = −5 to 5
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see the influence of different terms in the QNLSE and compare it with the higher-order 
breathers of the cubic nonlinear Schrödinger equation.

In Fig. 2, we present the second-order Kuznetsov–Ma solitons of the QNLSE.
Analogously to Fig. 1, we plot two-dimensional intensity patterns in numerical boxes, 

where each contains five KMS peaks with two lobes on the left and right of their central 
maximum. The results are generated for � = 1.1 , while �2 is calculated using Eq. (13). One 
can observe the influence of � , � , and � on the KMS2 intensity distribution. In the top row, 
we fixed � = 0 and � = 0 , and varied only � . The three higher-order KM solitons are calcu-
lated for � = −0.002 (left), � = 0 (center), and � = 0.002 (right). Similarly, in the middle 
row, we changed � values ( � = 0 , � = 0 ): � = −0.004 (left), � = 0 (center), and � = 0.004 
(right). In the bottom row, we depict pure quintic solutions for � = −0.0005 (left), � = 0 
(center), and � = 0.0005 (right) ( � = 0 , � = 0).

The similarity of KMS2 results with AB2 solutions is observed when one compares 
Figs. 1 and 2. One can see that the effect of � and operator H is to introduce the skew of 
the soliton evolution direction. The tilt angle is determined by the sign of � , in the same 
way as for the AB2 case. Additionally, the larger the absolute � , the larger the tilt. Operator 
P extends (negative � ) or compresses (positive � ) the x-distance between the two adjacent 

Fig. 2  Intensity distributions of the second-order Kuznetsov–Ma soliton in the (x, t) plane for different val-
ues of parameters � , � , and � . In each row, one parameter is varied and the other two are set to zero. Top 
row: � = 0 , � = 0 , � = −0.002, 0, + 0.002 , from left to right. The t-axis spans from -2.5 to 2.5 (horizontal), 
while the x-interval is from -16 to 16 (vertical). Middle row: � = 0 , � = 0 , � = −0.004, 0, + 0.004 , from 
left to right. The t- and x-intervals are [−2.5, 2.5) and [−20, 20) , respectively. Bottom row: � = 0 , � = 0 , 
� = −0.0005, 0, + 0.0005 , from left to right. The t- and x-intervals are [−2.5, 2.5) and [−16, 16) , respec-
tively
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KMS2 peaks. Parameter � and the quintic operator Q skew the KMS2 (as for AB2), but 
stronger than the action of � and H.

Nonetheless, there are still differences, as compared to the AB2 case. The KMS2 peak 
at (0,0) is almost unchanged under the influence of higher-order terms in QNLSE. How-
ever, the action of �H , �P , and �Q at x ≠ 0 destroys the periodic vertical maxima and the 
symmetry of four lobes. The peaks above RW at the coordinate center are more vulner-
able to the deformation, as absolute x increases. For nonzero � , KMS2s are losing bigger 
portions of their intensities as x is getting larger, and so do the two lobes on the left. If x 
is more negative, the lobes (wings) on the right are stronger than their left counterparts. 
Also, with increasing |x| the lobes on the left and right within the same KMS2 are getting 
more separated—see Fig. 2 (top-left). The same conclusion can be drawn for positive � , 
although the skew angle and deformation sides are in the opposite (Fig. 2 (top-right)). The 
disintegration of peaks and an asymmetric perturbation of the four lobes also happen under 
the action of LPD operator—see Fig. 2, middle-left and middle-right. One can observe that 
the overpowered lobes can be spotted above or below their disturbed maxima, depending 
on the sign of x and � . Finally, the effect of the quintic term on the higher-order KMSs is 
the same as the amplified action of Hirota’s term �H . That’s the reason we show results 
for a smaller value of |�| = 0.0005 , since it produces a bigger effect on intensity patterns 
compared to the case of |�| = 0.002 . As seen in Fig. 2, bottom-left and bottom-right, the 
central peaks completely vanish, and the lobes quickly deform, separate and weaken, as |x| 
is getting larger. Note that the central panels in all three rows of Fig. 2 are identical. They 
correspond to the NLSE case ( � = � = � = 0 ), so that one can compare directly the KMS2 
of QNLSE and the cubic nonlinear Schrödinger equation.

4  Multi‑elliptic rogue wave clusters of the quintic equation

Multi-elliptic rogue wave clusters (MERWCs) of the quintic equation, composed of higher-
order Akhmediev breathers (AB MERWCs) or Kuznetsov–Ma solitons (KM MERWCs), 
can be computed using the same set of DT eigenvalues and evolution shifts, as for the 
NLSE (Nikolić et al. 2022; Alwashahi et al. 2023). Here we investigate the effect of higher-
order terms of QNLSE on the cluster appearance and stability when building blocks in the 
DT procedure are ABs or KMSs.

The first requirement is to maintain commensurate frequencies of all DT constituents 
(Eq. 11). The second requirement is to set the first m shifts along the evolution axis to be 
nonzero and equal: xp ≠ 0 for 1 ≤ p ≤ m , and the rest zero: xp = 0 for m < p ≤ n . Thus, as 
in the previous section, we keep all transverse shifts equal to zero. The expression used for 
calculating the x-shifts is borrowed from our AB and KM MERWC papers for the NLSE 
(Nikolić et al. 2022; Alwashahi et al. 2023):

The quantity � is a number close to zero. Please note that � is the main DT frequency in 
the AB MERWC case, while it is not in the case in the KM MERWC.

In general, both clusters are complex periodic structures, AB MERWC along the 
t and KM MERWC along the x-axis. In Fig.  3a, one segment of the AB MERWC is 
shown (out of infinitely many) for the pure Hirota equation ( � = 0.07 , � = 0 , � = 0 ). 
The entire cluster is tilted to the left, since � is positive (the same effect as in AB2 of 

(14)xp =

∞∑

l=1

Xpl�
2(l−1) = Xp1 + Xp2�

2 + Xp3�
4 + Xp4�

6 +⋯ .
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the previous section). When only the LPD operator is turned on ( � = 0 , � = 0.07 , � = 0 ) 
the cluster is compressed from both vertical directions towards the center (Fig.  3b). 
For � = 0 , � = 0 , and � = 0.035 the AB MERWC is tilted even more towards the nega-
tive t-direction when compared to the Hirota case, as observed in Fig. 3c. These three 
instances were calculated for n = 7 , m = 2 , � = 0.1 , and x1 = x2 = 1.

The general characteristic of AB MERWCs is that an Akhmeidev breather of order 
n − 2m (or n − 2m order RW) is formed at the cluster center and is surrounded by m 
ellipses. The outer ellipse contains 2n − 1 AB1, and each following one towards the 
center has 4 AB1 less. Our results confirm these claims; we see the third-order AB 
at the center and 2 elliptical rings with 13 and 9 AB1 on them, respectively. The AB 
MERWC is stable; the intensity of the central RW does not depend on � , � , and � , but 
solely on DT eigenvalues and shifts, and is equal to 44.45. The maximum of the pseudo-
color scale bar is set to 10, to emphasize the AB1 structures around the ellipses. The 
insets in Figs. 3a-c depict the actual shape of the central RW.

The KM MERWC retains the outline of its characteristic NLSE shape (Alwashahi 
et  al. 2023), but the disintegration of central rogue waves is becoming prominent for 
sufficiently large � , � , and � values. In Fig.  3d, three segments of the KM MERWC 
are depicted for � = 0.006 , � = 0 , and � = 0 . As expected, the evolution direction of 
the cluster is tilted to the left, because of the positive � value. If only LPD operator is 
turned on ( � = 0 , � = 0.006 , � = 0 ) the cluster is compressed from both vertical direc-
tions towards the center (Fig. 3e). In the purely quintic case ( � = 0 , � = 0 , � = 0.002 ) 
the KM MERWC is again tilted more towards the left, since �Q is acting stronger on the 
wave function than the �H term (see Fig. 3f). The KM MERWC results were computed 
for n = 4 , m = 1 , �1 = 1.02 , and x1 = 1.

Fig. 3  Intensity distributions of the multi-elliptic rogue wave clusters built on the higher-order ABs and 
KMSs. AB MERWC is calculated from Eqs. (12) and (14) with n = 7 , m = 2 , � = 0.1 , x1 = x2 = 1 , and: 
a � = 0.07 , � = 0 , � = 0 , b � = 0 , � = 0.07 , � = 0 , and c � = 0 , � = 0 , � = 0.035 . The insets show the 
actual appearance of the central RW. KM MERWC is computed from Eqs. (13) and (14) with n = 4 , m = 1 , 
�1 = 1.02 , x1 = 1 , and: d � = 0.006 , � = 0 , � = 0 , e � = 0 , � = 0.006 , � = 0 , and (f) � = 0 , � = 0 , � = 0.002
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The general characteristic of KM MERWCs is the same as for AB multi-elliptic clus-
ters: a RW of order n − 2m is formed at the cluster center, there are m surrounding elliptical 
rings with 2n − 1 KMS1 on the outer one, and 4 KMS1 less on each following one towards 
the center. We show the m = 1 case, so only one ring is visible in Fig. 3d–f. However, the 
KM MERWC is not stable: the central rogue waves within single cluster segments decay 
for |x| ≠ 0 and their 4 lobes are deformed, similarly to the KMS2 case of the previous 
section.

After presenting how quintic parameters solely affect the intensity profile of RW clus-
ters, we now switch to the fully quintic case, having nonzero values of � , � , and � . In 
Fig. 4a we show one segment of the MERWC built from AB, for � = 0.09 , � = 0.03 , and 
� = −0.02 . The DT parameters are n = 6 , m = 2 , � = 0.1 , and x1 = x2 = 1 . As expected, 
a second-order RW is formed with two ellipses around it. The opposite signs of � and � 
cause the competing actions of Hirota and quintic terms on cluster’s intensity pattern. In 
this particular case, the AB MERWC is slightly tilted to the positive direction of the t-axis, 
meaning that the �Q term overcomes the �H term, although |𝛿| < |𝛼| . This is in agreement 
with the previous figures, where one could see a significantly stronger quintic effect, even 
for much lower �.

In Fig. 4b, we depict three segments of the KM MERWC, for � = 0.003 , � = −0.0025 , 
and � = −0.001 . The DT parameters are n = 6 , m = 2 , �1 = 1.02 , and x1 = x2 = 1 . A 
KMS2 is formed at the center of each segment, with two surrounding elliptical rings. 
Although the quintic term surpasses the Hirota operator, it is difficult to determine the tilt 
of cluster’s evolution line. Namely, the values of quintic parameters are sufficiently large to 
cause the disintegration of rogue waves inside the two segments that are above and below 
the central one. This is one more indication of the KM MERWC’s vulnerability to the 
action of higher-order terms in the extended NLSE hierarchy.

5  Multi‑elliptic and long‑tail rogue wave clusters under the condition 
of breather‑to‑soliton conversion

The conversion of breathers to solitons is a rarely seen event. An exclusive feature of 
the QNLSE is exactly such a conversion, but it can take place only with carefully cho-
sen parameters. The breather-to-soliton conversion takes place only when the quintic 

Fig. 4  Intensity distributions of the multi-elliptic rogue wave clusters for nonzero values of all quintic 
parameters: a AB MERWC for n = 6 , m = 2 , � = 0.1 , x1 = x2 = 1 , � = 0.09 , � = 0.03 , and � = −0.02 , b 
KM MERWC for n = 6 , m = 2 , �1 = 1.02 , x1 = x2 = 1 , � = 0.003 , � = −0.0025 , and � = −0.001
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parameters, the real part r and the imaginary part � of an arbitrary DT eigenvalue satisfy 
the following expression (Nikolić et al. 2019a):

For the origin of this expression, please consult the original reference. Note that it can be 
viewed as a cubic equation for the value of r.

The plan in converting an AB MERWC into a soliton is to keep all imaginary parts 
and evolution shifts of DT procedure and � , � , and � unchanged, and then to recalculate 
the real part of each DT eigenvalue using Eq. (15). In Fig. 5a, we depict an AB MERWC 
for n = 6 , m = 2 , � = 0.1 , x1 = x2 = 1 , � = 0.13 , � = 0.03 , and � = −0.02 . The imagi-
nary parts of n DT eigenvalues are computed using Eq. (12), while the real parts are set to 
zero. We recompute next the real parts rp ( 1 ≤ p ≤ n ) to be real solutions of Eq. (15) and 
obtain: r1 = 0.981945 , r2 = 0.979482 , r3 = 0.975373 , r4 = 0.969615 , r5 = 0.962199 , and 
r6 = 0.953116 . The DT procedure is applied again, and the converted AB MERWC cluster 
in the form of a multi-pulsed soliton is obtained, as shown in Fig. 5b. One can note that the 
fundamental breather periodicity along the t-axis and m elliptic rings have disappeared. 
The rogue wave at (0, 0) preserved its peak intensity of 22.98, but its shape is different in 
the converted case. The feature of the soliton solution is reflected in several straight diago-
nal traces flowing in and out from the central RW. It turns out that there are n straight lines 
of nearly uniform intensity and each is divided into two sublines. Note that maximal values 
of the pseudo-color scale bars in Fig. 5a, b are lower than the calculated peak maximum, to 
graphically emphasize solutions’ lower intensity features.

The conversion of a KMS cluster into a soliton is presented in Fig.  6. In part (a) 
of the figure, we present the third type of the QNLSE RW solution—a long-tail KMS 
cluster that does not display a multi-elliptic form nor x-periodicity. This solution, 
already described in Alwashahi et al. (2023) for the NLSE, is characterized by the cen-
tral KMS of order n − 2m and n tails containing KMS1 that flow in and out from the 
RW at the solution center. Here, we observe the influence of QNLSE operators H, P, 

(15)64�r3 − 24�r2 − 8
(
� + 2� + 8�2�

)
r + 8��2 + 4� + 1 = 0.

Fig. 5  a The AB MERWC for n = 6 , m = 2 , � = 0.1 , x1 = x2 = 1 , � = 0.13 , � = 0.03 , � = −0.02 , and all 
real parts of DT eigenvalues set to zero. b The breather-to-soliton conversion of the AB MERWC from 
(a), for the same set of parameters, except for recalculated real parts of DT eigenvalues: r1 = 0.981945 , 
r2 = 0.979482 , r3 = 0.975373 , r4 = 0.969615 , r5 = 0.962199 , and r6 = 0.953116



Akhmediev and Kuznetsov–Ma rogue wave clusters of the higher‑order…

1 3

Page 13 of 17  1182 

and Q on the intensity distribution. We briefly recall that this solution is obtained for 
the zero real parts of DT eigenvalues and the modified imaginary values:

The offset term �0 from the last equation destroys the condition of commensurate frequen-
cies and lifts all imaginary values above 1. The long-tail cluster in Fig. 6a is calculated for 
n = 4 , m = 0 , � = 0.05 , �0 = 0.02 , � = 0.13 , � = 0.03 , and � = −0.02 . It is characterized 
by the 4th-order KMS at the center. In contrast to the NLSE long-tail cluster, its QNLSE 
counterpart is tilted and so are the 4 lobes in the vicinity of the central RW .

Now, we recompute the real parts of DT eigenvalues, so that the Eq. (15) is satisfied. 
The new values are: r1 = 0.995793 , r2 = 0.995168 , r3 = 0.994125 , and r4 = 0.992664 . 
After reapplying the DT procedure, the long-tail KMS cluster is converted into a sin-
gle multi-pulsed soliton—see Fig.  6b. The central RW remains with the same maxi-
mum intensity value of 83.56, as in Fig. 6a. The tails with KMS1 are transformed into 
diagonal intensity traces of nonuniform intensity, thus keeping the soliton nature of 
the new solution. The maximum values of the pseudo-color scale bars in Fig. 6a, b are 
lower than the central peak intensity, so that one can more easily spot the lower inten-
sity features. The insets in both panels present the RW structure at (0, 0).

To the best of our knowledge, the three types of RW solutions, analyzed in this 
paper, are still not observed in the laboratory. We hope that substantial experimental 
progress could enable researchers to generate simple rogue waves during propagation 
of the ultrafast optical pulses in nonlinear media governed by the QNLSE. Achieve-
ment of this goal would be a step forward to experimental realization of more complex 
RW patterns, such as the multi-elliptic and long tail RW clusters.

(16)�p = �0 +

√
1 −

1

4
p2�2.

Fig. 6  a The KMS long-tail cluster for n = 4 , m = 0 , � = 0.05 , �0 = 0.02 , � = 0.13 , � = 0.03 , � = −0.02 , 
and all real parts of DT eigenvalues equal to zero. b The breather-to-soliton conversion of the long-tail RW 
cluster for the same set of parameters, except for recalculated real parts of DT eigenvalues: r1 = 0.995793 , 
r2 = 0.995168 , r3 = 0.994125 , and r4 = 0.992664 . The two insets show the actual intensity patterns of the 
central RWs
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6  Conclusion

In this work, we have analyzed the periodic, multi-elliptic, and long-tail rogue wave 
clusters of the quintic nonlinear Schrödinger equation. These clusters are built using the 
Darboux transformation scheme from the higher-order Akhmediev breathers and Kuznet-
sov–Ma solitons. We have analyzed in some detail the sole and combined effects of the 
Hirota, LPD, and quintic operators on the tilt, stretch, and compression of these cluster 
solutions. We displayed that the simple periodic and multi-elliptic rogue wave clusters can 
keep their basic shape under the action of higher-order operators, in the case when Akhme-
diev breathers are their building blocks. However, these clusters are much more vulnerable 
to the action of QNLSE operators if they are made from the Kuznetsov–Ma solitons. We 
also exhibited that rogue wave clusters of the quintic equation can be efficiently converted 
into multi-pulsed solitons for carefully chosen real parts of the eigenvalues. We believe the 
results presented in this article are just a small indicator of enormous possibilities and great 
richness of the analytical solutions of the extended family of nonlinear Schrödinger equa-
tions, enabled by the free choice of many parameters in the generalized Darboux transfor-
mation scheme.
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Abstract. We show that linear stability analysis not only describes the effect of
modulation instability of a plane wave in nonlinear media but it also predicts significant
wave amplification outside of the standard instability band. As an example, we consider
the classic MI in the case of the nonlinear Schrödinger equation. However, similar
amplification may take place in many other nonlinear media that admit modulation
instability.

Key words: Nonlinear Schrödinger equation, modulation instability.
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1. INTRODUCTION

Modulation instability (MI) is one of the fundamental natural phenomena that
is well known in optics [1], in hydrodynamics [2] and many other branches of non-
linear wave physics [3–7]. In simple terms, MI is the phenomenon of exponential
growth of small periodic perturbations applied to a plane wave when the frequency
of the perturbation lies within the instability band limited both from below and from
above [8]. The lower limit is commonly zero frequency (long wave perturbations).
The upper limit depends on a particular model of nonlinear medium. There are non-
linear media that admit several bands of instability. Here, we restrict ourselves with
the case of a single instability band. This is the case for the most common model of
waves described by the nonlinear Schrödinger equation (NLSE). It is also known that
MI can cause appearance of rogue waves (RW) in systems described by the NLSE
[9, 10]. This model is universal in the sense that it describes wide range of nonlinear
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waves in physics. As we use the standard linear stability analysis for the descrip-
tion of modulations instability, our method can be easily applied to other models of
nonlinear media.

It is commonly believed that beyond the upper limit of the MI band the plane
wave is stable. In other words, small perturbations grow exponentially within the
instability band and remain restricted outside of this band. This follows from the li-
near stability analysis of fixed points based on the ideas of nonlinear dynamics [11].
Indeed, the transition from the unstable region to the stable one is a switch from a
saddle point to a centre in terms of nonlinear dynamics [12]. The saddle point is un-
stable with phase trajectories diverging from it, while the centre is stable with phase
trajectories oscillating around it. However, in the recent works [13, 14], based on
exact solutions of the NLSE, it was shown that the amplitude of small perturbations
rises even outside the instability band. Periodic perturbations are amplified at ’stable’
frequencies contrary to the predictions of linear stability analysis. This controversy
suggests that the linear stability analysis has to be reconsidered or at least more care-
ful analysis should be provided. Such careful analysis is given in the present work.

2. STANDARD LINEAR STABILITY ANALYSIS OF A PLANE WAVE IN A NONLINEAR
MEDIUM

We begin our consideration with the standard linear stability analysis of a plane
wave in a medium that is described by the nonlinear Schrödinger equation (NLSE)
[15, 16]. In normalised form, the NLSE can be written as

i
∂ψ

∂t
+

1

2

∂2ψ

∂x2
+ |ψ|2ψ = 0. (1)

where ψ(x,t) is an envelope of a wave, t is an evolution variable, and x is the ’tran-
verse’ variable. The physical meaning of these variables depends on the particular
physical problem under investigation. Solutions of the NLSE in the form (1) involve
fast rotating phase. In order to switch from the fast rotating complex plane to a fixed
one, we rewrite the wave function ψ as

ψ (x,t) = ψ (x,t)eit. (2)

After the substitution of Eq. (2) into (1) we get:

i
∂ψ̄

∂t
+

1

2

∂2ψ̄

∂x2
+
(∣∣ψ̄∣∣2−1

)
ψ̄ = 0. (3)

The plane wave solution of Eq. (3) is ψ̄ = 1. We ignore the constant arbitrary phase
of the wave.

Let us consider a small amplitude periodic perturbation applied to this plane
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wave,
ψ̄ (x,t) = 1+ εF (t)cosωx. (4)

where ϵ is a small real parameter, while ω is the angular frequency of the perturbation.
Here, F (t) is a complex function with real part f(t) and imaginary part g(t). Using
this notation, ψ̄ can be rewritten as:

ψ̄ (x,t) = 1+ εf (t)cosωx+ iεg (t)cosωx. (5)

Substitution of Eq. (5) into (3), in the first order in ϵ leads to:

−εg′ (t)cosωx− 1

2
εf (t)ω2 cosωx+2εf (t)cosωx+

+ i

(
εf ′ (t)cosωx− 1

2
εg (t)ω2 cosωx

)
= 0.

(6)

All terms εn of the order higher than n ≥ 2 have been neglected. From Eq. (6) we
get:

f ′ =
1

2
ω2g (7)

and

g′ =

(
2− ω2

2

)
f. (8)

If we differentiate Eq. (7) and substitute g′ from the expression (8) we get:

f ′′ (t)− ω2

4

(
4−ω2

)
f (t) = 0. (9)

We obtain the second-order linear differential equation for f(t). The function g(t)
satisfies the same equation:

g′′ (t)− ω2

4

(
4−ω2

)
g (t) = 0. (10)

The solutions of Eqs. (9) and (10) are:

f (t) =Afe
λt+Bfe

−λt (11)

g (t) =Age
λt+Bge

−λt, (12)
where

λ=
ω

2

√
4−ω2. (13)

Equation (13) is the well known expression for the growth rate of instability.
Here λ is real within the interval of frequencies ω ∈ (0,2) . This means that the small
periodic perturbations of the plane wave grow within this interval due to the term
with the exponential factor eλt in the solution. The plot of λ(ω) is shown in Fig. 1
by the blue curve.
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Fig. 1 – The modulation instability growth rate λ for 0 < ω < 2 (blue curve). The pure imaginary
continuation of λ beyond ω > 2 corresponds to the frequency of oscillations of the perturbation outside
of the instability band. It is shown by the red curve.

The growth rate λ becomes imaginary above the threshold frequency ω > 2:

ω̄ =−iλ=
ω

2

√
ω2−4. (14)

It is shown by the red curve in Fig. 1. Exponential solutions (11) and (12) are
transformed into oscillating ones in this area with ω̄ being the frequency of these
oscillations. This means that when ω > 2, the perturbations of the plane wave do
not grow. They oscillate in t keeping the plane wave stable. These are the common
conclusions in the theory of modulation instability [1, 2].

However, this simple approach to modulation instability does not explain more
complex phenomena of wave amplification beyond the instability band that have been
found recently in Ref. [13]. Therefore, let us consider the linear stability analysis in
more detail than it is commonly done.

3. LINEAR STABILITY ANALYSIS IN MORE DETAIL

According to the nonlinear dynamics theory, the plane wave solution of the
NLSE is a fixed point in the phase space of the system. Linear stability analysis of
the previous section provides us with phase trajectories around this fixed point. The
set of these trajectories comprises the phase portrait of the system around the fixed
point.

Examples of the phase portraits of the system within the instability band are
shown in Fig. 2. For every perturbation frequency, the phase portrait is a saddle.
This follows from Eqs. (11) and (12). However, the direction of the separatrices in a
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saddle point changes with the frequency. The orientation of the separatrices is nearly
vertical when ω is close to zero frequency. This case is shown in Fig. 2(a). The
separatrices are located at 45 degrees to the real and imaginary axes of the complex
plane when ω =

√
2 and the growth rate of instability is maximal. This case is shown

in Fig. 2(b). The orientation of separatrices becomes nearly horizontal close to the
upper limiting frequency ω = 2. This case is illustrated in Fig. 2(c).

These phase portraits provide us with the information about the phases of the
perturbation and the direction of further evolution of the plane wave. The blue and
red trajectories result in two qualitatively different orbits in the nonlinear evolution
of the system. These differences have been elucidated in detail in Ref. [13]. The
evolution along the separatrices results in the excitation of Akhmediev breathers.
Thus, the choice of the initial phase of the perturbation relative to the plane wave
results in variety of outcomes in the nonlinear stage of evolution.

Fig. 2 – The phase portraits around the unperturbed plane wave solution within the instability band
when the frequency changes from left to right: (a) ω = 0.5, (b) ω =

√
2, and (c) ω = 1.75. In all cases,

these are saddle points but with changed preferred directions of evolution. At the extreme points ω = 0
and ω = 2.0, the saddle point becomes vertical and horizontal respectively. At the point of maximum
growth rate the saddle point is oriented at 45 degrees to the axes.

Now, let us turn to the ’stable’ case when ω > 2. Is the plane wave really stable
here? In order to see the shape of the trajectories in this region, we divide Eq. (7) by
(8):

df

dg
=

1
2gω

2(
2− ω2

2

)
f

⇒ fdf

ω2
+

gdg

ω2−4
= 0. (15)

Integration of Eq. (15), results in the equation for ellipses:

f2(
ω
√
C
)2 +

g2(√
ω2−4

√
C
)2 = 1, (16)

where C is an integration constant. The fixed point f = 0 and g = 0 is the centre of
the ellipses.

Examples of the phase portraits of the system outside the instability band are
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shown in Fig. 3. For every frequency above the point ω = 2, the fixed point is a
centre. In all cases, trajectories around the fixed point are concentric ellipses with
horizontal aω = ω

√
C and vertical bω =

√
(ω2−4)C semi-axes. The ratio between

the two semi-axes depends on ω:

bω
aω

=

√
1− 4

ω2
. (17)

The ratio bω/aω tends to 0 when ω is slightly higher than 2 and the ellipses
are elongated, as in Fig. 3(a) calculated for ω = 2.01. Thus, right above the upper
boundary of instability, ω = 2, the ellipses are strongly elongated along the real axis.
The elongation is the largest when ω is close to 2. This elongation is a natural con-
tinuation of elongated saddle at the left hand side of the special point ω = 2. The
practical outcome of this elongation is the growth of the modulation amplitude even
beyond the instability band. Thus, small periodic perturbation on top of a plane wave
will be amplified despite the plane wave at these frequencies is known to be ’stable’.

The ratio bω/aω is increasing as ω increases. Thus, the ellipses become less
elongated. Figure 3(b) illustrates the case when ω = 2.04. Consequently, the ampli-
fication becomes smaller further away from the point ω = 2.0. When ω→+∞, this
ratio is approaching 1, thus, transforming the ellipses to circles. The case of higher
ω = 2.5 is illustrated in Fig. 3(c).

Fig. 3 – The phase portraits around the unperturbed plane wave solution outside the instability band
when the frequency changes from left to right: (a) ω = 2.01, (b) ω = 2.04, and (c) ω = 2.5. The fixed
points are always centres with the elliptical phase trajectories around the fixed point. The ellipses are
strongly elongated horizontally when the frequency is slightly above the limiting one ω = 2.

One essential point is that the initial perturbation must be 90 degrees out of
phase to the plane wave in order to be amplified. If the perturbation and the plane
wave are in phase, the perturbation will decrease in amplitude as can be seen from
Fig. 3(a).

One additional point here is that the perturbation despite being small must be
finite in order to be amplified. This makes the distinction between the amplification
in the stable region from the exponential growth of perturbation in the region of
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instability. This fact is not a limitation, because in most of the practical applications
and in experiments, perturbations are finite.

We should also mention that we are not considering chaotic perturbations here
that consist of many frequencies. The latter is the case in natural conditions like for
ocean waves, for example. We only consider perturbations at fixed frequencies that
is the case for the lab experiments.

The amplification factor G of the modulation beyond the MI interval is

G=

∣∣∣ψ̂ (t= tm)
∣∣∣∣∣∣ψ̂ (t= 0)
∣∣∣ =

aω
bω
, (18)

assuming that evolution starts from the point (f,g) = (0, bω). Note that ψ̂ is the
fundamental Fourier mode at frequency ω of the wave function ψ̄, while time tm is
equal to one quarter of oscillation period:

tm = T̄ /4 =
π

2ω̄
=

π

ω
√
ω2−4

. (19)

From Eqs. (17) and (18) we get the amplification factor in terms of the frequency:

G=
1√

1− 4
ω2

. (20)

In order to check the amplification formula (20), we run the numerical simu-
lations of NLSE with periodic boundary conditions, starting from the weak cosine
perturbation

ψ (x,t= 0) = 1+ iεcosωx. (21)
We take ε= 10−4 to be small enough so the linear approximation holds during sim-
ulation time. The x-box size is chosen to be equal to exactly one spatial period
L= 2π/ω. The obtained intensity distribution |ψ|2 in the xt-plane during numerical
evolution is shown in Fig. 4 for the four cases: (a) ω = 2.001, (b) ω = 2.01, (c)
ω = 2.05, and (d) ω = 3.5. One can see that no characteristic solutions of NLSE,
such as Akhmediev breathers, were observed since we are in the region of stability
(ω > 2). However, we measure the

∣∣∣ψ̂ (t= tm)
∣∣∣ and

∣∣∣ψ̂ (t= 0)
∣∣∣ from numerical data

and calculate the numerical gain of the principal Fourier mode. The simulation re-
sults confirmed that maximal amplification occurs at tm (Eq. (19)) and it is exactly
equal to theoretical prediction. This can be seen in Fig. 5. The red curve corresponds
to function from Eq. (20), while black squares indicate our numerical results. As
it follows from Eq. (20), the amplification factor has an infinite limit when ω→ 2.
This may have practical applications.

We should also take into account that the period of oscillations T̄ = 2π/ω̄ is
infinitely large close to the point ω = 2 but becomes fixed at larger frequencies. This
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Fig. 4 – Numerical simulations of NLSE with initial conditions given by weak perturbation (amplitude
0.0001) with angular frequency: (a) ω = 2.001, (b) ω = 2.01, (c) ω = 2.05, (d) ω = 3.5.

2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0
1

10

 

1

G

 

G

Fig. 5 – The theoretical gain G versus the frequency of perturbation ω from Eq. (20) (red curve). The
black squares show simulation results.

means that the amplitude of the perturbation reaches it maximum value in a fixed time
interval. This is in contrast to trajectories that start at saddle points. In the latter case,

(c) RJP68(Nos. 9-10), ID 115-1 (2023) v.2.4r20231030 *2023.11.19#0d109458



9 Wave amplification outside of the modulation instability band Article no. 115

the time of evolution is very sensitive to the choice of the initial conditions. This time
becomes infinite when the initial point is located on the separatrix. The fixed time
of evolution outside the instability band can be considered as an advantage when
the effect is used in particular devices. This fact may increase the accuracy of the
amplification.

4. CONCLUSIONS

The effect of wave amplification outside the instability band is one of the unex-
pected effects that may have far reaching consequences in optics and hydrodynamics.
In order to demonstrate its existence, we considered here the nonlinear medium that
can be described by the NLSE. The latter is well known and besides, it is integrable
so that all its solutions can be presented in exact form [13] thus confirming the results
of the linear stability analysis.

However, modulation instability is a much more common phenomenon in na-
ture. Thus, a similar analysis can be applied to other nonlinear wave equations that
are not necessarily integrable. In the latter case, the linear stability analysis can
provide the first approach for solving the problem. Applying these ideas to other
systems, may extend the range of technology devices build on new form of wave
amplification [14].

For example, the systems described by Manakov equations may have several
instability bands [17]. Each of them has limiting frequencies that are special points
requiring more careful analysis than before. Some other systems may also have sev-
eral instability bands. Among them, we can mention nonlocal nonlinear media [18].
They also deserve more careful analysis similar to the one given above.
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waves nature. Nonlinear Dyn. 108, 1655–1670 (2022).
11. A. A. Andronov, A. A. Vitt, and S. E. Khaikin, (eds.), Theory of Oscillators, Pergamon Press Ltd,

London, 1966.
12. E.M. Gromov, V.V. Tyutin, Stationary waves in a third-order nonlinear Schrödinger equation. Wave

Motion 28, 13-24 (1998).
13. M. Conforti, A. Mussot, A. Kudlinski, S. Trillo, and N. Akhmediev, Doubly periodic solutions

of the focusing nonlinear Schrödinger equation: Recurrence, period doubling, and amplification
outside the conventional modulation-instability band, Phys. Rev. A 101, 023843 (2020).

14. G. Vanderhaegen, C. Naveau, P. Szriftgiser, A. Kudlinski, M. Conforti, A. Mussot, M. Onorato,
S. Trillo, A. Chabchoub, and N. Akhmediev, “Extraordinary” modulation instability in optics and
hydrodynamics, PNAS, 118, e2019348118 (2021).

15. G. Fibich, The Nonlinear Schrödinger Equation. Springer, Berlin (2015).
16. B.E.A. Saleh, M.C. Teich, Fundamentals of Photonics. John Wiley & Sons, Inc. (1991).
17. Shao-Chun Chen, Chong Liu, and N. Akhmediev, Higher-order modulation instability and multi-

Akhmediev breathers of Manakov equations: Frequency jumps over the stable gaps between the
instability bands, Submitted to PRA, Manuscript AC12531.

18. W. Krolikowski, O. Bang, J. J. Rasmussen, and J. Wyller, Modulational instability in nonlocal
nonlinear Kerr media, Phys. Rev. E 64, 016612 (2001).

(c) RJP68(Nos. 9-10), ID 115-1 (2023) v.2.4r20231030 *2023.11.19#0d109458



Mapping the Direction of Nucleocytoplasmic Transport of
Glucocorticoid Receptor (GR) in Live Cells Using Two-Foci Cross-
Correlation in Massively Parallel Fluorescence Correlation
Spectroscopy (mpFCS)
Stanko N. Nikolic,́∥ Sho Oasa,∥ Aleksandar J. Krmpot,∥ Lars Terenius, Milivoj R. Belic,́ Rudolf Rigler,⊥,#

and Vladana Vukojevic*́,⊥

Cite This: https://doi.org/10.1021/acs.analchem.3c01427 Read Online

ACCESS Metrics & More Article Recommendations *sı Supporting Information

ABSTRACT: Nucleocytoplasmic transport of transcription fac-
tors is vital for normal cellular function, and its breakdown is a
major contributing factor in many diseases. The glucocorticoid
receptor (GR) is an evolutionarily conserved, ligand-dependent
transcription factor that regulates homeostasis and response to
stress and is an important target for therapeutics in inflammation
and cancer. In unstimulated cells, the GR resides in the cytoplasm
bound to other molecules in a large multiprotein complex. Upon
stimulation with endogenous or synthetic ligands, GR trans-
location to the cell nucleus occurs, where the GR regulates the
transcription of numerous genes by direct binding to glucocorti-
coid response elements or by physically associating with other
transcription factors. While much is known about molecular mechanisms underlying GR function, the spatial organization of
directionality of GR nucleocytoplasmic transport remains less well characterized, and it is not well understood how the bidirectional
nucleocytoplasmic flow of GR is coordinated in stimulated cells. Here, we use two-foci cross-correlation in a massively parallel
fluorescence correlation spectroscopy (mpFCS) system to map in live cells the directionality of GR translocation at different
positions along the nuclear envelope. We show theoretically and experimentally that cross-correlation of signals from two nearby
observation volume elements (OVEs) in an mpFCS setup presents a sharp peak when the OVEs are positioned along the trajectory
of molecular motion and that the time position of the peak corresponds to the average time of flight of the molecule between the two
OVEs. Hence, the direction and velocity of nucleocytoplasmic transport can be determined simultaneously at several locations along
the nuclear envelope. We reveal that under ligand-induced GR translocation, nucleocytoplasmic import/export of GR proceeds
simultaneously but at different locations in the cell nucleus. Our data show that mpFCS can characterize in detail the heterogeneity
of directional nucleocytoplasmic transport in a live cell and may be invaluable for studies aiming to understand how the bidirectional
flow of macromolecules through the nuclear pore complex (NPC) is coordinated to avoid intranuclear transcription factor
accretion/abatement.

The concentration of transcription factors in the cell nucleus is
a key determinant of the kinetics of gene transcription, through
which cell identity and function are eventually conferred.1,2 It
is dynamically controlled in live cells by means of transcription
factor import/export into/out of the cell nucleus via the
nuclear pore complex (NPC), which is accomplished through
two basic mechanisms: passive diffusion and active directional
transport.3,4 While our understanding of the energetics of the
nucleocytoplasmic transport and the biochemical composition
and overall organization of the NPC, which is the sole
bidirectional gateway through which molecules pass in/out of
the cell nucleus, is continuously improving,5,6 the spatial
organization of directionality of nucleocytoplasmic transport in
a single cell remains less well characterized and it is not well

understood how the bidirectional nucleocytoplasmic flow of
macromolecules is coordinated. The main obstacle to progress
is the limited number of analytical methods that can
quantitatively characterize the directionality of nucleocytoplas-
mic transport in live cells at multiple spots simultaneously.

To date, time-resolved fluorescence microscopy imaging and
correlation spectroscopy techniques have been shown to be
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well suited to address this problem in live cells. For example,
fluorescence recovery after photobleaching (FRAP), Förster
resonance energy transfer (FRET), single-molecule imaging/
single particle tracking microscopy, and other related methods
have been indispensable for this purpose, as they made it
possible to quantify the dynamics of nucleocytoplasmic
shuttling and characterize intranuclear reactions and reten-
tion.7−13 Fluorescence correlation spectroscopy (FCS) and
FCS-based methods have enabled us to simultaneously
measure with single-molecule and particle sensitivity local
translational diffusion coefficients and the local velocities and
directions of transport. The value of conventional single-beam
FCS for flow measurements was realized already at the
inception of FCS when the theoretical background was
developed, and a first successful application was demon-
strated.14 Subsequent studies have shown that conventional
FCS is suitable even for more complex applications, such as
hydrodynamic flow profiling in microchannel structures,15 that
the dynamic range of flow velocities that can be measured by
FCS is wide, ranging over 4 orders of magnitude,16 and that
FCS is suitable for involved applications using microfluidic
devices17 or to characterize cerebral blood flow.18 However,
these studies have also revealed the limitations of conventional
FCS for characterizing molecular transport, most notably the
fact that it cannot determine the direction of flow. Hence, dual-
focus FCS was developed to overcome this limitation and used
to measure the velocity and direction of flow by cross-
correlation analysis of signals in two foci.19,20 In addition, more
specialized FCS-based methods have also developed. For
example, interferometric fluorescence cross-correlation spec-
troscopy (iFCCS) was applied to quantitatively characterize
flow and diffusion transport in 2D and 3D;21 and multipoint
holographic FCS (MP-hFCS), where a spatial light modulator
(SLM) was used to generate 8 independent foci, was applied in
live cells to quantitatively characterize the nuclear import of
the glucocorticoid (GR) receptor via cross-correlation analysis
between two independent foci.22 While these approaches were
invaluable for measuring the velocity and direction of
molecular transport, they provided this information for a
limited region only. To overcome the limited overview and
characterize molecular transport in a wider area, methods that
use spatiotemporal correlation analysis of fluorescence
fluctuations within an image/series of images were developed,
such as two-photon image correlation and cross-correlation
spectroscopy,23 spatiotemporal image correlation spectroscopy
(STICS),24 and spatiotemporal image correlation of structured
illumination microscopy data.25 In addition, imaging FCS
methods, such as imaging total internal reflection (ITIR)-
FCS26 and single-plane illumination microscopy-based FCS
(SPIM-FCS),27,28 were developed and used to characterize
heterogeneity in diffusion and the direction and velocity of
transport in multiple positions simultaneously. However, these
methods also have some drawbacks that limit their suitability
for characterizing the spatial heterogeneity of diffusion and the
velocity and direction of transport in live cells. For example,
the accuracy and precision of STICS-based methods depends,
in addition to the dependence on the concentration and
brightness of fluorescent molecules and the point spread
function (PSF) of the microscope, on image settings in terms
of scanning speed (pixel dwell time, time between the scan
lines, and time between images), pixel size, the size of the
region of interest (ROI) defined by the number of pixels that it
contains, number of frames, and signal acquisition time,29 and

averaging over a relatively large number of pixels (>64) is
needed to allow an accurate characterization of diffusion/
motion. This leads to averaging out of spatial heterogeneity of
diffusion and the direction and velocity of transport. STICS-
based methods also encounter problems when analyzing
heterogeneous samples since the presence of bright speckles
significantly deforms the autocorrelation curve (ACC). In
imaging FCS methods, such as ITIR-FCS and SPIM-FCS, pixel
binning and cross-correlation between distant, nonoverlapping
pixel areas are necessary to avoid large errors that arise due to
crosstalk when cross-correlating the signals from areas that
overlap.26

We have recently developed massively parallel FCS
(mpFCS) in which geometrically independent multiple
excitation foci are formed in the specimen and demonstrated
its value for quantitative scanning-free confocal fluorescence
microscopy imaging and characterization of fast dynamic
processes in live cells.30,31 Here, we present how this new FCS-
based imaging modality can be used to map the spatial
organization of directionality of nucleocytoplasmic transport in
live cells using, as a model system, live HEK cells expressing
the GR fused at the N-terminal end with the enhanced green
fluorescent protein (eGFP-GR). The GR is a hormone-
dependent receptor that belongs to the nuclear receptor
superfamily of transcriptional regulatory factors.32 It is
indispensable for maintaining homeostasis under normal
physiology and under stress. In unstimulated cells, the GR
resides in the cytoplasm, bound into a large multiprotein
complex.33,34 Upon stimulation with endogenous or synthetic
ligands35 and their binding to the cytoplasmic GR, ligand-
induced GR translocation to the cell nucleus occurs. In the cell
nucleus, GR regulates the transcription of numerous genes�it
is estimated that glucocorticoid-responsive genes probably
represent 3−10% of the human genome,36 acting either as an
activator or repressor of genes across the genome by direct
binding of GR oligomeric forms (dimers or tetramers37−42) to
glucocorticoid response elements (GREs) on the genome
DNA and/or by physically associating with other transcription
factors (e.g., NF-κB). The GR concentration in the cell nucleus
is dynamically regulated through a complex, perpetually
ongoing bidirectional nucleocytoplasmic shuttling of GR.43

Despite being extensively studied,10,11,44,45 little is known
about how bidirectional flow of GR is spatially organized and
coordinated in a live cell to avoid collision of inward/outward
shuttling GR and its intranuclear accretion/abatement.

■ EXPERIMENTAL SECTION
Cell Culture and Pharmacological Treatment. HEK

cells (ATCC) were grown in 25 mL cell culture flasks with
filter caps (T-25, Sarstedt) in Dulbecco’s modified Eagle
medium (DMEM; Gibco) supplemented with 10% fetal bovine
serum (FBS; Gibco) and 1% penicillin−streptomycin (Gibco),
100 U/mL final concentration penicillin, and 100 μg/mL
streptomycin and maintained in a humidified atmosphere
containing 5% CO2 at 37 °C.

One day before transfection, HEK cells were seeded in Lab-
Tek 8-well chambered coverglass (Thermo Fisher Scientific),
with a seeding density of 1.0 × 104 cells per well (volume of
400 μL). The cells were transfected with 100 ng of peGFP-C1
or peGFP-GR-C1 plasmids for expression of the enhanced
green fluorescent protein (eGFP) or wild-type human GR α
fused with eGFP, respectively, using 0.2 μL of Lipofectamine
2000 (Thermo Fisher Scientific). Twenty-four hours after
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transfection, the cell culture medium was replaced as described
below, and the cells were subjected to further analysis.

To induce GR translocation into the nucleus, the synthetic
ligand dexamethasone (Dex; Sigma-Aldrich) was used. For
pharmacological treatment, a 2 mM Dex stock solution
prepared by dissolving Dex in dimethyl sulfoxide (DMSO)
was diluted to 500 nM in phenol red-free medium FluoroBrite
DMEM (Gibco) and the cell culture medium was replaced. In
control experiments, the phenol red-free medium FluoroBrite
DMEM (Gibco) was used.

Chemicals. Yellow-green fluorescence (Ex/Em: 505/515)
carboxylate-modified polystyrene nano/microspheres of differ-
ent nominal diameters, d = 100 nm (Dfs,100 = 4.4 × 10−12 m2

s−1) or 2.0 μm (FluoSpheres Size Kit #2), and carboxylate-
functionalized quantum dot nanocrystals, d = 20 nm, with
emission maxima at 525 nm (Qdot 525 ITK Carboxyl
Quantum Dots; Molecular Probes, Life Technologies Corpo-
ration, USA) were used for mpFCS instrument calibration and
performance characterization. Thirty min of sonication was
applied to minimize the agglomeration of quantum dots/
fluospheres.

For fFMI instrument alignment, a uniform thin layer of
Rh6G was prepared by squeezing 1 μL of concentrated Rh6G
solution in water between a microscopic slide and a cover glass
(no. 1.5 thickness, 22 × 40 mm) and allowed to dry.

Confocal Laser Scanning Microscopy (CLSM) Imag-
ing. Time-lapse CLSM imaging was performed using the
LSM880 system (Carl Zeiss), equipped with the VIS-laser
module comprising the Ar-ion laser (458, 488, and 514 nm),
C-Apochromat 40×/1.2 N.A. W objective, and gallium
arsenide phosphide (GaAsP) detector. eGFP was excited
using a 488 nm Ar-ion laser line. Fluorescence was detected in
the 493−630 nm range. Following treatment with 500 nM
Dex, time-lapse confocal images were acquired at 1 min
intervals for 35 min.

Optical Setup for Massively Parallel Fluorescence
Correlation Spectroscopy (mpFCS). The optical setup for
mpFCS is described in detail in our previous work30,31 and the
Supporting Information (Section SI1, Figure S1). Briefly, the
instrument was built using an inverted epi-fluorescence
microscope Axio Observer D1 frame equipped with a C-
Apochromat 63×/1.2 W Corr objective lens (Carl Zeiss,
Germany). A continuous wavelength (CW) 488 nm frequency-
doubled diode laser Excelsior 488 (Spectra-Physics, France)
was used as the excitation light source. A Diffractive Optical
Element (DOE; Holoeye, Germany) was used to precisely
create a spot-wise illumination pattern that matches the
distribution of single-photon avalanche diodes (SPADs) on the
Single Photon Counting SPC2 or the SPC3 camera (Micro
Photon Devices MPD, Italy).46 To enable fast sample
localization, an 18.0 megapixel digital single-lens reflex
(DSLR) camera EOS 600D (pixel size of 18.5 μm2 and pixel
pitch of 4.3 μm; Canon Inc., Japan) was coupled to the side
port of the microscope opposite to the SPC2/SPC3 camera,
and the light path between the two camera ports was manually
switched.

mpFCS Data Acquisition. For mpFCS data acquisition in
aqueous suspension of fluospheres or quantum dots, an
instrumental setup comprising a 32 × 32 DOE and the
SPC2 camera was used.30 Here, the photosensitive area of the
chip consists of 32 × 32 circular SPADs that are 20 μm in
diameter, and the distance between adjacent diodes along a
row/column, i.e., the pitch of the camera, is 100 μm. A total of

131,000 frames were acquired every 20.74 μs, yielding 1024
fluorescence intensity fluctuation traces recorded over 2.71 s.
The data was stored in the internal memory of the SPC2
camera during signal acquisition and then transferred to a Dell
Precision Fixed Workstation T5600 Xeon E5−2620 2 GHz
equipped with an NVIDIA GeForce GTX 780 graphic card
containing 2304 Compute Unified Device Architecture
(CUDA) for fast data analysis by two-foci cross-correlation
as described in Data Processing.

For mpFCS measurements in live cells, the more sensitive
SPC3 camera with significantly reduced afterpulsing was used;
here, the photosensitive area of the chip consists of 64 × 32
circular SPADs that are 30 μm in diameter, and the distance
between adjacent diodes along a row/column, i.e., the pitch of
the camera, is 150 μm. In addition, a spot-wise, 16 × 16
illumination was applied and every other SPAD in the centrally
positioned 16 × 16 SPADs of the SPC3 camera was used for
signal detection.31 Fifteen minutes after treatment with 500
nM Dex, 1,048,570 frames were acquired at a temporal
resolution of 100 μs/frame, yielding 256 fluorescence intensity
fluctuation traces recorded over 104.85 s. During signal
acquisition, the data was stored in the internal memory of
the SPC3 camera and then transferred to a PC for further
analysis using the Origin Data Analysis and Graphing software
(OriginLab), as described in Data Processing.

Data Processing. To calculate the two-foci cross-
correlation curve (tfCCC) for arbitrary pixels a and b of the
SPAD camera, the following definition applies:

G
F t F t

F t F t
n t n t

n t n t
( )

( ) ( )
( ) ( )

( ) ( )
( ) ( )ab

a b

a b

a b

a b

(2) = + = +
(1)

where Fa(t) and Fb(t) are fluorescence intensities that are
directly proportional to the number of emitted photons na(t)
and nb(t) at time t for pixels a and b, respectively, the angular
brackets indicate a time average, and τ is the lag time, also
called correlation time. However, for the fast, real-time, and
highly precise computation of the auto- and cross-correlation
functions, a multitau algorithm was developed. Explanation of
the multitau procedure can be found in the literature.31,32,47,48

For in vitro mpFCS measurements in dilute suspensions of
fluospheres or quantum dots, the multitau algorithm was used
to analyze the raw photon counts directly, and the following
formula was used for the calculation of the tfCCCs:
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=

· +
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Briefly, in eq 2, τi is the lag time and Δτi is the sampling time
for channel i (ith value of the auto- or cross-correlation
function). The bin width for the first group is Δτ1 = 20.74 μs.
Numbers m and M are integers defined as m = τi/Δτi and M =
T/Δτi, where T is the total measurement time. The number of
photons counted over a time interval [(k − 1)Δτi, kΔτi] is
denoted as n(kΔτi). One can see that the correlation analysis
boils down to obtaining the sum of the products n(kΔτi)·
n(kΔτi + mΔτi) of the counted photons at time kΔτi and mΔτi
later. In eq 1, na(kΔτi) and nb(kΔτi) denote photon counts at
time kΔτi for pixels indicated by the subscript, while Ma,dir and
Mb,del are so-called direct and delayed monitor for pixels a and
b, respectively. They are computed using the following
equations:
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It is important to note that Gab
(2)(τi) ≠ Gba

(2)(τi). Thus, for
each pair of pixels, there are two tfCCCs that are different in
the case of directed molecular/particle motion, hence
providing information about the direction of movement.
Notably, a two-foci autocorrelation function is obtained
when a = b in eqs 1 and 2.

For measurements in live cells, Origin Data Analysis and
Graphing software (OriginLab) was used to compute cross-
correlation curves between foci in the cytoplasm and nucleus.
As a first step, Origin Data Analysis and Graphing software
(OriginLab) was used to post acquisition account for
photobleaching in individual time series. To this aim, data
compression was first applied by binning the data into 10 ms
bins, and a fourth-order polynomial function was used to fit the
fluorescence intensity traces that are decaying due to
photobleaching:49,50
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Here, F(t) and Fc(t) are fluorescence intensities of raw and
corrected data at time t, respectively, and f(0) and f(t) denote
values of the fourth-order polynomial function at time 0 and t,

respectively. We then employed eq 2, substituting raw photon
intensities (counts) with the fourth-order polynomial functions
from eq 5. The forward, cytoplasm to nucleus, and backward,
nucleus to cytoplasm, translocation cross-correlation curves are
respectively defined as follows:
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where Fc
nuc(t) and Fc

cyt(t) are photobleaching-corrected
fluorescence intensity time series recorded in the selected
pixels in the nucleus and cytoplasm, respectively.

To readily visualize the translocation direction between two
foci, the tfCCC in the direction of nucleus to cytoplasm
(Gc

nuc,cyt(τ)) is subtracted from the tfCCC in the direction of
cytoplasm to nucleus (Gc

cyt,nuc(τ)):

G G G( ) ( ) ( )c c c,sub
cyt,nuc nuc,cyt= (8)

In this way, a positive peak in Gc,sub(τ) signifies nuclear
import, whereas a negative peak indicates nuclear export. We
refer to Gc,sub(τ) as the subtracted cross-correlation curve.

■ RESULTS
Theoretical Results. Theoretical background and results

of numerical simulations of fluorescent fluosphere motion are
presented in the Supporting Information (Section SI2, Figures
S2−S5).

Figure 1. Two-foci cross-correlation analysis of directional particle motion in a diluted suspension of 2 μm fluospheres. (a) G(0) map showing
amplitudes of temporal ACCs at lag time τ = 20.74 μs in the 32 × 32 SPAD array. The upper trail, starting at the referent SPAD a = (20,1), is
encircled. The white arrow indicates the path along which two-foci cross-correlation analysis is performed. (b) The two-foci ACC at the referent
SPAD a = (20,1) was calculated using eq 2 when a = b. (c−h) Two-foci cross-correlation curves (tfCCCs) between the referent pixel a = (20,1)
and pixels b = (20,2) (c), b = (20,3) (d), b = (20,4) (e), b = (20,5) (f), b = (20,6) (g), and b = (20,14) (h). (i) tfCCCab between a = (20,1) and b
= (20,14) (black; shown in panel h) and the corresponding tfCCCba between b = (20,14) and a = (20,1) (red). The absence of a peak in tfCCCba
clearly indicates that the direction of particle motion is from (20,1) toward (20,14) and not from (20,14) toward (20,1).
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Proof-of-Concept Results Using Immobilized q-Dots
and a Motorized Stage with Nanometer Positioning
Precision. Results of proof-of-concept measurements using a
precisely controllable motorized stage to move the sample are
presented in the Supporting Information (Section SI3, Figures
S6 and S7).

In Vitro Experimental Results. Here, we demonstrate
using dilute suspensions of fluospheres of different diameters, d
= 2 μm (Figure 1) and d = 100 nm (Figure 2), that the
projection of particles’ motion in the focal plane can be traced
using two-foci cross-correlation analysis in mpFCS.

To begin with, a dilute suspension of large, d = 2 μm, and
bright fluospheres is analyzed, where particle motion could
readily be observed by temporal autocorrelation analysis of
fluorescence intensity fluctuations acquired using the mpFCS
system (Figure 1). As can be seen from the map of amplitudes
of the temporal ACCs for lag time τ = 20.74 μs, the so-called
G(0) map, high G(0) values are observed along paths
reflecting fluosphere movement (Figure 1a). To ascertain
that these traces indeed reflect particle motion, two-foci cross-
correlation analysis is performed between selected pixels along
the upper trail (Figure 1a, white arrow), and the thus-obtained
two-foci cross-correlation curves (tfCCCs) are shown in Figure
1b−i.

The ACC in pixel (20,1) shown in Figure 1b is calculated for
the referent SPAD a = (20,1) using eq 2 when a = b. The
tfCCCs between two adjacent pixels a = (20,1) and b = (20,2)
resemble the ACC shown in Figure 1b and lack the
characteristic narrow peak that is characteristic of tfCCCs
shown in Figure 1c−h. This is because of the large bead
diameter, which exceeds the distance between the neighboring
SPADs in the focal plane; the distance between the centers of
two adjacent volume elements is Δl = 1.6 μm. Thus,
fluorescence signals from the same particle are simultaneously
measured in both SPADs. tfCCCs containing features of both
the ACC and tfCCC features are observed for b = (20,3) and b
= (20,4) (Figure 1d,e). When the distance between two pixels
is sufficiently large (Figure 1f−h), a sharp peak is observed, as
expected. Importantly, one can see that the greater the distance

between a and b, the longer the lag time of the cross-
correlation peak. From the lag times of the cross-correlation
peak, one can estimate the two-dimensional (2D) velocity.
Projection of the three-dimensional (3D) fluosphere trajectory
as it traverses the focal plane onto the 2D image plane divided
by the lag time yields the 2D velocity. The 2D velocity at
which the fluorescent particle is moving from pixel a = (20,1)
is first 50 μm/s, then increases to 80 μm/s, and then decreases
to 60 μm/s. Given that we have neither controlled the
direction nor the velocity of fluosphere motion but rather
observed its movement under spontaneous, convection or
pipet aspiration/dispensing-driven fluid flow, the observed
difference could reflect local changes in fluosphere velocity due
to heterogeneities in the fluid flow and/or apparent differences
in fluosphere 2D velocity arising because 3D paths of different
lengths may give the same 2D projection in the image plane.
Finally, the direction of fluosphere motion in the focal plane
could be determined (denoted by the white arrow in Figure
1a) from the results shown in Figure 2i. Here, a sharp peak is
observed when the tfCCC is calculated in the direction from a
= (20,1) to b = (20,14) (Figure 2i, black). However, when the
calculation is performed in the opposite direction, from b =
(20,14) to a = (20,1), the peak disappears (Figure 2i, red).
This in turn means that the direction of fluosphere motion is
from a = (20,1) to b = (20,14).

Sensitivity of the mpFCS instrument is further tested using a
diluted suspension of small fluospheres, d = 100 nm (Figure
2).

As can be seen from the G(0) map (Figure 2a) and the
tfCCCs between the reference point a = (23,12) and pixels b =
(20,16), b = (17,20), b = (15,23), or b = (12,30), robust peaks
can be observed in the tfCCCs, confirming that these points
are on the trajectory and in the direction of 100 nm fluosphere
movement (Figure 2b−e). The greater the distance between
pixels a and b, the longer the lag time at which the peak in the
tfCCC is observed (Figure 2b−e). As before (Figure 1i),
tfCCCs calculated from b to a (data not shown) showed no
peaks, confirming that the direction of 100 nm fluosphere
motion is from point a = (23,12) toward the set of white-

Figure 2. Two-foci cross-correlation analysis of directional particle motion in a 20 nM suspension of 100 nm fluospheres. (a) G(0) map showing
amplitudes of temporal ACCs at lag time τ = 20.74 μs in the 32 × 32 SPAD array. To guide the eye, the trail of fluosphere motion, including the
referent SPAD a = (23,12), is highlighted (white dotted line). (b−e) tfCCCs between the referent SPAD a = (23,12) and on-trajectory SPADs
(white) b = (20,16), b = (17,20), b = (15,23), or b = (12,30). (f) tfCCCs between the referent SPAD a = (23,12) and selected off-trajectory SPADs
(orange-marked).
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marked b points along the indicated trajectory (Figure 2a,
white dotted line). Moreover, from the lag times of the peaks
in the tfCCCs (Figure 2b−e), the projection of mean velocity
in the focal plane could be estimated, yielding an approximate
mean velocity of the directed motion of 30 μm/s between
pixels (23,12) and (22,13) and 60 μm/s thereafter. We next
prove that two-foci cross-correlation analysis can be used as a
“radar” for detecting the direction of particle motion. In Figure
2a, we depict a circle centered at the reference pixel a =
(23,12) with pixels (21,10), (26,12), (25,14), and (23,15) at
its rim (Figure 2a, orange-marked). In addition, the distant
pixel (2,26) is also included in this analysis as an off-trajectory
example (Figure 2a, orange-marked). tfCCCs between a =
(23,12) and these pixels, which are not positioned along the
particle trajectory, clearly show no peaks (Figure 2f). Thus, this
360° sweeping procedure can discern the direction of the
particle motion. To further corroborate this analysis, we show
in the Supporting Information (Section SI4, Figures S8−S10)
that two-foci cross-correlation analysis yields no tfCCCs when
pure diffusion is observed (Figures S8 and S9) and that it is
more powerful than classical temporal autocorrelation analysis
for discerning free diffusion from directional motion when the
flow is slow (Figure S10).

Nucleocytoplasmic Translocation of Glucocorticoid
Receptor in the Live Cell. Finally, we applied our method to
characterize in live cells the translocation of the glucocorticoid
receptor tagged with enhanced green fluorescent protein
(eGPFP-GR; Figure 3).

As can be seen, eGFP-GR is localized in the cytoplasm in
untreated HEK cells (Figure 3a, top, 0 min). Dex (500 nM)
treatment induced eGFP-GR relocation to the cell nucleus
(Figure 3a, top, 30 min), whereas it did not change eGFP
intracellular distribution (Figure 3a, bottom, 0 and 30 min).
Over time, a 4-fold increase in nuclear fluorescence intensity
following 500 nM Dex treatment was observed in eGFP-GR-
expressing HEK cells (Figure 3b, dots), while no change was
observed in the eGFP-expressing HEK cells (Figure 3b,
circles). eGFP-GR nuclear translocation half time, defined as
the time needed for fluorescence intensity in the cell nucleus to
reach half of its highest value, was determined to be t1/2nuc = 15
min (Figure 3b, red). Hence, mpFCS measurements of
directional transport were performed in eGFP-GR-expressing
HEK cells 15 min after the treatment with 500 nM Dex.

Nuclear/cytoplasmic positions of eGFP-GR in an untreated
HEK cell expressing eGFP-GR are visualized using spot-wise
illumination and the DSLR camera attached to the side-port of
the mpFCS system (Figure 3c; nuclear localization is inside the
white dotted contour). tfCCCs, Gc

cyt,nuc(τ) and Gc
nuc,cyt(τ), and

corresponding Gc,sub(τ) are calculated at distinct positions
along the nuclear envelope (Figure 3c, 1−13). Our data
showed that the direction of nuclear import/export is location-
specific, with nuclear import being observed at sites 1, 2, 3, 8,
9, 10, 12, and 13 (Figure 3c, red), whereas nuclear export was
observed at sites 4, 5, 6, 7, and 11 (Figure 3c, faint blue).

Representative Gc,sub(τ), color-coded to indicate the
direction of eGFP-GR nucleocytoplasmic transport, nuclear
import (red) and nuclear export (blue), are shown in Figure
3d1,d2, respectively. Gc,sub(τ) for all 13 sites are shown in the
Supporting Information (Section SI5, Figure S11a). Average
Gc,sub(τ) for three different cells, showing similar results, are
presented in Figure S11b1−b3.

We further computed the nucleocytoplasmic translocation
times (Figure 3e1) by fitting the Gc,sub(τ) by using a Gaussian

distribution function (Figure 3d1,d2, green and yellow,
respectively). On the average, the nucleocytoplasmic trans-
location times were tavimp = (4.3 ± 2.5) s for nuclear import and
tavexp = (4.4 ± 2.2) s for nuclear export (Figure 3e1). By dividing
the amplitude of the fitted Gaussian distribution function with
the corresponding nucleocytoplasmic translocation time, the
net rate of nucleocytoplasmic translocation could be estimated
at independent sites (Figure 3e2) and summed at all analyzed
sites (Figure 3e3).

Figure 3. Spatial mapping of the direction and extent of
nucleocytoplasmic transport of eGFP-GR in live cells using two-foci
cross-correlation in mpFCS. (a) CLSM images of HEK cells
expressing eGFP-GR (top) or eGFP (bottom; control) at 0 min
(untreated) and 30 min after treatment with 500 nM Dex. Scale bars:
20 μm. (b) Relative change in nuclear fluorescence intensity over time
following Dex treatment in cells expressing eGFP-GR (dots) or eGFP
(circles). The arrow indicates the time of Dex addition to a
concentration of 500 nM. Logistic function was used to fit the S-
shaped relative fluorescence growth curve recorded in cells expressing
eGFP-GR (red line). (c) Fluorescence image showing eGFP-GR
distribution in an untreated cell acquired by using the DSRL Canon
camera coupled to the side port of the mpFCS system. Arrows show
the directions of eGFP-GR; nuclear translocation: import (red) and
export (blue). Scale bar: 10 μm. (d1, d2) Gc,sub(τ) at an import-active
(red, d1) and export-active site (blue, d2). Translocation time is
determined by Gaussian distribution fitting to Gc,sub(τ) (green/
yellow). (e1) Histogram of import (red) and export (blue)
translocation time. (e2) Net rate of nucleocytoplasmic transport
calculated as the ratio of the tfCCC amplitude over import/export
time. (e3) Sum net rate in a single cell. All values are shown as the
average ± standard deviation (SD). SD was calculated from three
independent measurements in three cells. Statistical significance was
assessed using a two-tail Student’s t test.
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This analysis, corroborated by theoretical calculations
(Section SI5, Figures S12−S14), showed that on average, net
rate of nucleocytoplasmic translocation at different sites along
the nuclear envelope was not significantly different between
nuclear import and export sites (Figure 3e2). However, given
that the number of sites at which nuclear import was observed
is larger than the number of sites where nuclear export
occurred, the total import net rate was twice the total export
net rate (Figure 3e3), consistent with the net eGFP-GR
translocating into the cell nucleus.

■ DISCUSSION
In this work, we have theoretically and experimentally shown
that two-foci cross-correlation analysis in mpFCS enables us to
characterize the directional motion of fluospheres/molecules in
solution/live cells. This is exemplified here for fluospheres of
different sizes, d = 2 μm, which is larger than the distance
between two adjacent pixels in the mpFCS instrument (Figure
S1), and d = 100 nm, which is smaller, in dilute aqueous
suspension (Figures 1 and 2 and Figures S2−S5), for
immobilized q-dots precisely moved using a translation stage
with nanometer step size (Figures S6 and S7), and for ligand-
induced eGFP-GR nuclear translocation in live cells (Figure 3
and Figure S11).

Using dilute suspension of fluorescent particles, we
demonstrated theoretically and experimentally that by
calculating tfCCCs between a referent pixel and different
adjacent pixels in the focal plane, we could identify the
direction in which the particle is moving since a sharp peak is
observed only in the tfCCC that is calculated along the
projection of the 3D path of particle motion onto the 2D
image plane as it traverses the focal plane and in the direction
of particle movement from an earlier to a later particle position
(Figures 1 and 2). Moreover, we showed that the tfCCC peak
is observed at the lag time that corresponds to the transit time
between the two foci positions, demonstrating that our
technique can be used not only to trace the projection of
the 3D particle trajectory onto the 2D image plane as the
particle traverses the focal plane but also to map the forward/
backward direction of its motion and the 2D velocity.

We further showed using ligand-induced eGFP-GR nuclear
translocation as an example that two-foci cross-correlation
analysis can characterize in live cells the cellular dynamics of
fluorescently tagged proteins. Most notably, our study showed
that by calculating tfCCCs, we could map the direction of
ligand-induced eGFP-GR nucleocytoplasmic translocation
along the nuclear envelope contour in the focal plane (Figure
3). This further revealed that eGFP-GR nuclear import and
export occurred simultaneously at different locations along the
nuclear envelope and with similar nucleocytoplasmic trans-
location times, tavimp = (4.3 ± 2.5) s for nuclear import and tavexp =
(4.4 ± 2.2) s for nuclear export (Figure 3e1), and that the net
effect at the macroscopic level is determined by the number of
sites through which import/export occurs (Figure 3e1−e3). We
thus confirmed a previous finding by multipoint holographic
fluorescence correlation spectroscopy (MP-hFCS)22 showing
that under ligand-induced eGFP-GR nuclear translocation, the
actual passing through of nuclear pores is faster than the
macroscopic change in fluorescence intensity that is observed
by time-lapse confocal fluorescence microscopy imaging. We,
however, took the understanding of mechanisms underlying
acute, strong-binding ligand-induced eGFP-GR translocation
one step further by showing that import/export processes

occur simultaneously at different locations, which was not
shown by MP-hFCS, and that the net change in eGFP-GR
concentration at the macroscopic level is determined by the
number of sites through which eGFP-GR import/export
occurs and not by differences in the actual eGFP-GR
translocation time (Figure 3e1−e3). Having said this, we
underline here that this conclusion is valid only for acute,
strong-binding ligand-induced eGFP-GR nuclear translocation
at the time of the highest net change in eGFP-GR nuclear
concentration and does not necessarily apply for other
conditions, such as under stimulation with endogenous or
synthetic weakly binding GR-specific ligands or upon with-
drawal of GR ligand.51−54

In conclusion, two-foci cross-correlation in mpFCS is a
versatile tool for characterization of both direction and 2D
velocity of active transport in live cells and may be useful for
understanding how the bidirectional traffic of macromolecules
is spatially organized and coordinated in live cells to achieve
controlled local accretion/abatement of molecules of interest.
In addition, directional fluorescent particle motion in fluids can
be characterized in detail, enabling us not only to characterize
local heterogeneities in fluid flow but also to investigate the
essential role of the fluid phase for long-range material
transport and the emergence of large-scale synergy in
biological systems.55
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ABSTRACT: SI1: Optical setup. SI2: Theoretical background and numerical simulations of directional particle motion. SI3: 
Proof of concept measurements using a piezo-based linear stage with nanometre positioning precision for controlled trans-
lation of immobilized quantum dots. SI4: Comparison between auto- and two-foci cross-correlation analysis of diffusion and 
flow in dilute aqueous solution and nanoparticles in suspension. SI5: Glucocorticoid receptor nucleocytoplasmic transloca-
tion in live cells. 

 
SI1: Optical setup. 
Schematic drawing of the optical setup of the mpFCS system 
is shown in Fig. S1.   

 
 

Figure S1. Optical setup for mpFCS. NDFW - neutral density filter wheel, L1 and L2 – beam expander lenses, PA – periscope 
assembly, L3 – focusing lens, DOE – diffractive optical element, RO – relay optics of the microscope, LPDM – long pass dichroic 
mirror, OBJ – microscope objective, SPAD cam – single photon avalanche photodiode camera. The laser beam passes through 
a double filter wheel of different optical density (OD 0.2-8.0) that can be adjusted in discrete steps for precise regulation of 
illumination intensity. Uniform filters are used rather than a variable one in order to avoid wave front distortion and thus 
preserve symmetrical light intensity distribution in the focus. The laser beam is than expanded about 10 times by a Keplerian 
telescope (L1 and L2). The expanded beam is focused by the plano-convex lens L3 through the diffractive optical element 
(DOE) designed to split a single laser beam into 32×32 beams. A 32×32 foci illumination matrix is formed at the rear port 
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image plane of the epi-fluorescence microscope Axio Observer D1. The relay optics of the rear port, dichroic mirror, and the 
C-Apochromat 63x/1.2 W Corr Objective transfer the illumination matrix image into the focal plane of the objective. Transla-
tion of L3 in x and y direction scans the incidence angle of the laser beam to the rear port of the microscope and tunes the 
illumination matrix lateral position in the object plane. Translation of L3 in z direction adjusts sureness of the matrix. The 
DOE can be translated along the beam propagation direction enabling the dimension i.e. the pitch of the illumination matrix 
to be adjusted in order to match the detector’s matrix. The Zeiss Filter Set 38 HE for enhanced Green Fluorescent Protein 
(eGFP) consisting of an excitation band pass filter EX BP 470/40 nm (central wavelength/band width), long pass dichroic 
mirror with a cut-off wavelength of 495 nm, and an emission band pass filter EM BP 525/50 was used throughout. Fluores-
cence was detected using the SPC2 camera, containing a photosensitive chip and a 16-bit photon counter based on Field Pro-
grammable Gate Array (FPGA). The photosensitive area of the chip consists of 32×32 circular SPADs that are 20 µm in diam-
eter. The distance between adjacent diodes in the same row/column is 100 µm. Further details on the SPC2 camera design 
and performance can be found in [36, 41-43]. Since the aperture of every SPAD in the SPC2 camera acts as a pinhole positioned 
in a conjugate focal plane with respect to the illumination matrix, confocal configuration is achieved for all 32×32 foci. 
 
 

SI2: Theoretical background and numerical simula-
tions of directional particle motion.   

SI2a: Theoretical model.   
To calculate the photon counts when a single particle (such 
as a fluosphere or a quantum dot) is travelling in the focal 
plane of the experimental setup, the particle motion is as-
sumed to be two-dimensional. The frame duration in the 
model is taken to be the same as in the experiment: dt = 
20.74 µs. For simplicity, the origin of the reference frame is 
placed at the centre of the first observation volume element 
(1,1). If we denote the distance between the centres of two 
adjacent volume elements with ∆𝑙 = 1.6 µm, then the coor-
dinates of the centre of element with indices (i,j) are: 𝑦𝑖,𝑗 =

(𝑖 − 1)∆𝑙 and 𝑥𝑖,𝑗 = (𝑗 − 1)∆𝑙  (1 ≤ 𝑖, 𝑗 ≤ 32). 

 The laser radial intensity distribution of each volume el-
ement is Gaussian: 
 

𝐼 = 𝐼0𝑒
−8𝑟2 𝐷2⁄                                                                            (S1) 

 
where r corresponds to radial distance of an arbitrary point 
in the focal plane from the centre of the volume element (i,j) 
and D is a diameter of the beam (1/e2 definition). Let the 
particle take initial position 𝒓𝟎𝒑 and velocity 𝒗, while its ra-

dius is 𝑟𝑝 = 𝑑/2. Then, its coordinates at a given moment t 

are: 
 

𝑥𝑝 = (𝒓𝟎𝒑 + 𝒗𝑡)𝒆𝒙                                                                    (S2) 

 

𝑦𝑝 = (𝒓𝟎𝒑 + 𝒗𝑡)𝒆𝒚                                                                     (𝑆3) 

 
The number of photons dNphotons (i, j, t) measured in the cam-
era pixel corresponding to a volume element (i, j) during in-
finitesimally time interval (t, t + dt) is calculated by using 
the following equation: 
 

𝑑𝑁𝑝ℎ𝑜𝑡𝑜𝑛𝑠(𝑖, 𝑗, 𝑡) = 𝛼𝑑𝑡∯𝐼(𝑟)𝜂′(𝑟, 𝜑, 𝑥𝑝 , 𝑦𝑝)𝑑
2𝑆      (S4) 

 
Our assumption is that the number of photons is propor-
tional to the: 1. incident laser intensity at particular point of 
the volume element with polar coordinates r and φ (in the 
second referential frame with origin in the center of (i, j) 

element), 2. small area 𝑑2𝑆 = 𝑟𝑑𝑟𝑑𝜑 around that point, and 
3. time interval dt. This applies if surface 𝑑2𝑆 fully/partially 
overlaps with the particle. In addition, in the focal plane, the 
particle is considered as a circle of radius 𝑟𝑝

2𝜋. Therefore, 

 𝜂′(𝑟, 𝜑, 𝑥𝑝, 𝑦𝑝) indicates “overlapping” function: it is equal 

to one if a given point of a volume element (i, j) with coordi-
nates (r, φ) is “inside” the particle at time t. Otherwise, 
𝜂′(𝑟, 𝜑, 𝑥𝑝 , 𝑦𝑝) is zero. If we use η function defined as: 

 
𝜂(𝑥) = 1 (𝑥 ≥ 0) 
𝜂(𝑥) = 0 (𝑥 < 0) 
 
we can write: 

𝜂′(𝑟, 𝜑, 𝑥𝑝, 𝑦𝑝) = 𝜂 [𝑟𝑝
2 − ((𝑗 − 1)∆𝑙 + 𝑟𝑐𝑜𝑠𝜑 − 𝑥𝑝)

2

− ((𝑖 − 1)∆𝑙 + 𝑟𝑠𝑖𝑛𝜑 − 𝑦𝑝)
2

]         (S6) 

Finally, the eq. (S6) can be written as: 
 

𝑑𝑁photons(𝑖, 𝑗, 𝑡) = 𝛼𝐼0∫ 𝑟𝑑𝑟 ∙ ∫ 𝑑𝜑
2𝜋

𝜑=0

𝛽𝐷 2⁄

𝑟=0

∙ 𝑒
−8𝑟2

𝐷2

∙ 𝜂 [𝑟𝑝
2 − ((𝑗 − 1)∆𝑙 + 𝑟𝑐𝑜𝑠𝜑 − 𝑥𝑝)

2

− ((𝑖 − 1)∆𝑙 + 𝑟𝑠𝑖𝑛𝜑 − 𝑦𝑝)
2

]        (S7) 

 
In last equation, α is proportionality constant. We take ad-
ditional parameter β = 1.1 to define the region of integration 
around the center of the volume element (i, j). 

SI2b. Particle motion along the x-axis.  
Setting overall simulation time (T), time step (∆t), and num-
ber of frames (𝑁𝑡𝑜𝑡𝑎𝑙) to their experimental values: T = 2.71 
s, ∆t = 20.74 us, and 𝑁𝑡𝑜𝑡𝑎𝑙 = 2.71 s 20.74 μs⁄  ~ 131000, we 
compute the photon counts 𝑛𝑎(𝑡) and 𝑛𝑏(𝑡) at two chosen 
pixels a and b, respectively, using eq. (S7). Then we calcu-
late tfCCCs by placing 𝑛𝑎(𝑡) and 𝑛𝑏(𝑡) into eq. (2). 
 Here we provide results of numerical simulations when 
fluorescent particle is moving along the x-axis: 𝑥0𝑝 = 𝑦0𝑝 =

0, 𝒗 = 40 μm s⁄  𝒆𝒙, 𝐷 = 560 nm, ∆𝑙 = 1.6 μm . We varied 
the size of the particle: d = 100 nm or d = 2 µm. 
 For a small particle with d = 100 nm, the calculated 
tfCCCs are shown in Fig. S2a-c. The volume element (1,1) is 

                      (𝑆5) 
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fixed as pixel a. The partner pixel b for tfCCC calculation was 
varied as (1,2), (1,3) and (1,5), respectively. 
 The lag times of peaks in tfCCCs correspond to the trav-
elling time of the 100 nm particle between two pixels. The 
average flight times are 0.04 s (for Δl), 0.08 s (for 2·Δl), and 
0.16 s (for 4·Δl). The projection of the particle velocity in the 
focal plane is determined by the ratio of the distance be-
tween a and b to the position of the peak. From Fig. S2, 𝑣 =

1 ∙
∆𝑙

𝑡1
= 2 ∙

∆𝑙

𝑡2
= 4 ∙

∆𝑙

𝑡3
~ 40 μm/s . This is a theoretical proof 

that a particle velocity in the focal plane can be computed 
from tfCCC. 
 Next, we conducted numerical simulation when particle 
size (d = 2 µm) is larger than confocal volume element and 
pixel-to-pixel distance Δl (Fig. S2d-f). The tfCCCs computed 
in this case are also characterized by peaks appearing at 
particular time instants: 0.043 s, 0.083 s, and 0.17 s for Figs 
S2d-f, respectively. In contrast to a 100 nm fluosphere (Fig. 
S2a), the tfCCC in Fig. S2d is composed of a wider peak 

standing on a high background before the peak has ap-
peared. This high background is decreased (Fig. S2e), finally 
dropping to zero in Fig. S2f. When the particle radius is 
smaller, the photons are emitted from a single volume ele-
ment at a time. This means that photon counts at different 
camera pixels are correlated only when time lag is equal to 
the time of flight. On the other hands, when diameter is 
large enough (2𝑟𝑝 ≥ ∆𝑙 − 𝐷), then particle can emit photons 

from different volume elements at the same time. The cor-
relation then appears for time lags shorter than time of 
flight, which results in high cross-correlation values before 
the characteristic peak. In addition, the tfCCC peak is wider 
for larger particles (since it needs more time to pass 
through the entire volumes of two foci), making the velocity 
determination method from peak position less accurate. 
 

 
Figure S2. Theoretical simulation of particle movement. The two-foci cross-correlation curves (tfCCCs) corresponding to 
different pairs of volume elements that the 100 nm fluosphere (a-c) and 2 µm fluosphere (d-f) is passing through. The pixel 
pairs (a,b) are: a,d) (1,1) and (1,2), b,e) (1,1) and (1,3), c,f) (1,1) and (1,5). The particular peak in each graph indicates the 
time that a particle needs to arrive from pixel a and pixel b. (a-c) The peak positions on time axis are (a) t1 = 0.04 s, (b) t2 = 
0.08 s, and (c) t3 = 0.16 s for each pixel-pixel distances Δl, 2·Δl, and 4·Δl. Calculated velocity is 40 µm/s. (d-f) The peak positions 
on time axis are (d) t1 = 0.043 s, (b) t2 = 0.083 s, and (c) t3 = 0.17 s for each pixel-pixel distances Δl, 2·Δl, and 4·Δl. Calculated 
velocity is 40 µm/s. 
 

SI2c. The trajectory of particle motion at a non-zero 
angle with respect to the x-axis.      
 When the projection of particle velocity in the focal 
plane is oriented at a non-zero angle with respect to x-axis, 
then the speed can be determined from the tfCCC calculated 
between pixels that lie on a line which intercepts the x-axis 
under the same angle. To find the pixels pair for tfCCCs com-
putation, the autocorrelation curves were determined first 
(Fig. S3). 

 For a d = 100 nm particle, single trace is obtained on the 
autocorrelation curves amplitude map. When 2 µm particle 
passes across the camera, its fluorescence signal is simulta-
neously detected in adjacent camera pixels leading to a 
“smeared” trace. The traces of particles in case of α = 30° 
angle between velocity vector and x-axis are shown in Figs 
S3a (𝑑 = 100 nm) and S3b (𝑑 = 2 μm). The results for α = 
45° are shown in Figs S3c (𝑑 = 100 nm)  and S3d (𝑑 =
2 μm). 
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Figure S3. The amplitude of ACCs calculated up to the 
ninth row using theoretically obtained photons counts. 
Fluospheres diameter, d, and angle of motion (α) are: (a) d 
= 100 nm, α = 30○, (b) d = 2000 nm, α = 30○, (c) d = 100 nm, 
α = 45○, (d) d = 2000 nm, α = 45○. 
 
 The calculated tfCCCs for the angle α = 30° are shown in 
Fig. S4. Here, Figs S4a,b show data for a particle of diameter 
d  = 100 nm and S4c,d for a particle d = 2 μm. The tfCCCs are 
calculated between the two volume elements (a,b) that a 
particle is passing through: a), c) (1,1) and (2,3), and b), d) 
(1,1) and (9,15). The positions of the peaks on the time axis 
are measured as: (a) 0.086 s, (b) 0.64 s, (c) 0.088 s, and (d) 
0.61 s.  
 

Figure S4. tfCCCs between the two volume elements 
(a,b). (a) (1,1) and (2,3), (b) (1,1) and (9,15), (c) (1,1) and 
(2,3), and (d) (1,1) and (9,15). The angle between velocity 
projection in the focal plane and x-axis is α = 30○. Graphs 
shown in a) and b) correspond to particle of diameter d = 
100 nm, while graphs shown in (c) and (d) correspond to 
particle diameter of d = 2 μm. 

 
The theoretically preset velocity is exactly 40 µm/s, while 
the calculated values are: (a) 41.4 µm/s, (b) 40.2 µm/s, (c) 
40.5 µm/s, and (d) 41.8 µm/s. The relative errors between 
exact and calculated speeds are less than 5 % which makes 
this method appropriate for measuring the velocity compo-
nent along any direction in the focal plane. 
 
 We also show the tfCCCs when the angle of motion is α = 
45° (Fig. S5). 
 

 
Figure S5. tfCCCs between the two volume elements 
(a,b). (a) (1,1) and (3,3), (b) (1,1) and (9,9), (c) (1,1) and 
(3,3), and (d) (1,1) and (9,9). The angle between velocity 
projection in the focal plane and x-axis is 45○. Figures (a) 
and (b) correspond to particle diameter of 100 nm, while 
figures (c) and (d) to particle diameter of 2 μm. 

 The tfCCCs were calculated between the two volume el-
ements (a,b) that a particle is passing through: a), c) (1,1) 
and (3,3), and b), d) (1,1) and (9,9), for 100 nm and 2 µm 
particles. The peaks positions on time axis are measured as: 
(a) 0.11 s, (b) 0.42 s, (c) 0.084 s, and (d) 0.44 s. The exact 
velocity applied in a simulation is 40 µm/s, while the calcu-
lated values are: a) 41.9 µm/s, b) 42.8 µm/s, c) 53.5 µm/s, 
and d) 41.3 µm/s. The relative errors between exact and 
measured velocities are less than 5% for 100 nm particle 
(Figs S5a,b). However, the relative error was determined to 
33% in case of 2 µm bead for a shorter pixel-to-pixel dis-
tance (Fig. S5c). The observed discrepancy could be ex-
plained in terms of very wide tfCCC maximum due to large 
particle diameter and a small pixel-to-pixel distance. This 
implicates that for certain angles and larger particles, the 
velocity should be calculated between the relatively distant 
pixels pairs. 

S3: Proof-of-concept measurements using a piezo-
based linear stage with nanometre positioning preci-
sion for controlled translation of immobilized quan-
tum dots. 
To validate the theoretical concepts under strictly con-
trolled directional fluorescent particle motion, quantum 
dots (q-dots) immobilized on a glass surface were mounted 
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on a precise translation stage with a nanometer step size 
and the stage velocity was set to vstage = 40 µm/s in the y-
axis direction. The q-dot sample was translated over a spec-
ified distance and then rapidly, at a velocity 𝑣𝑠𝑡𝑎𝑔𝑒

𝑟𝑒𝑡𝑢𝑟𝑛>> 40 

µm/s, brought back to the starting position. This procedure 
was repeated twice thereafter. Fluorescence intensity fluc-
tuations collected using the SPC2 32×32 SPAD array camera 
were first analysed using temporal autocorrelation analysis 
(Fig. S6). Spatial mapping of the amplitudes of the auto-cor-
relation curves (ACCs) at lag time  = 20.74 µs, G(0), shows 
that the highest G(0) value was measured in pixel (7,29). 
The linear trajectory of the q-dot translation motion that 
started from pixel (7,29) is clearly visible across several 
rows in the 29th column (Fig. S6a). The actual ACC at pixel 
(7,29) is shown in Fig. S6b. The sharp peaks at long lag times 
reflect the moments when the same particle has entered 
pixel (7,29) for the second and the third time, respectively.  
 

 
Figure S6. Autocorrelation measurements of immobi-
lized q-dots translatory moved in the y-axis direction 
using a motorized stage. (a) The G(0) map showing am-
plitudes of temporal ACCs at lag time  = 20.74 µs in the 
3232 SPAD array. (b) The ACC in pixel (7,29). 

 Of note, the characteristic decay time of the ACC in pixel 
(7,29), c = 0.014 s, when multiplied with the pre-set veloc-
ity of the translational stage movement, vstage = 40 µm/s, 
yields the diameter of the focal element: dF = vstageτc = 560 
nm. This value is in a good agreement with the focal diame-
ter xy = (510 ± 90) nm previously determined in mpFCS 
calibration experiments.1 
 Next, we calculated the tfCCCs corresponding to the dif-
ferent pairs of pixels along the trajectory generated by im-
mobilized q-dots movement by stage translation along the 
y-axis. The results for pixel pairs (a,b) are presented in Fig. 
S7: a) (7,29) and (8,29), b) (7,29) and (9,29), c) (7,29) and 
(11,29), and d) (7,29) and (13,29). The lag times at which 
peaks in each tfCCC are observed indicates the q-dot arrival 
time to pixel b from pixel a. The first peak in figure a) corre-
sponds to the travel time τ1 of a particle between the i) first, 
ii) second, and iii) third subsequent arrivals in a and b. The 
second peak is measured at time τ2, representing two 
events: i) the first arrival in a and the second arrival in b, 
and ii) the second arrival in a and the third arrival in b. Sim-
ilarly, the third peak denotes the time interval between the 

first arrival in a and the third arrival in b. Since fewer events 
are involved as time lag progresses, each subsequent peak 
has a lower amplitude. It should be noticed that all peaks 
are equidistant, i.e., the time between adjacent peaks is ∆τ = 
0.255 s. The velocity of quantum dots is determined by the 
ratio of the distance between a and b to the position of the 
first peak. We have measured the velocity of q-dots in each 
graph a)-d), and the measured value agreed well with the 
value by which the translation stage was set to move. 
 

Figure S7. The tfCCCs between different pixels in case of 
translation motion of quantum dots. The pixel pairs (a,b) 
are: (a) (7,29) and (8,29), (b) (7,29) and (9,29), (c) (7,29) 
and (11,29), and (d) (7,29) and (13,29). 

 
The velocity can be simply calculated from Fig. S7c): v = 
4∙1.59 µm / 0.158 s = 40 µm/s, as was adjusted at the trans-
lation stage. From Figs S7a to S7d, one can notice that if pix-
els a and b are at larger distance, the first peak is shifted on 
the time axis. This is expected since the particle will take 
longer time to reach b from a. Note that the time scales in all 
figures are linear, so the reader could easily observe equi-
distant peaks and thus the constant velocity of the q-dots, 
i.e. stage, movement. 
 

SI4: Comparison between auto- and two-foci cross-cor-
relation analysis of diffusion and flow in dilute aque-
ous solution and nanoparticles in suspension 
To verify the procedure for two foci cross-correlation, we 
show using dilute solution of eGFP, 100 base pairs double-
stranded dual-colour labelled DNA (dc-DNA) and flu-
ospheres (diameter, d = 20 nm) that tfCCCs for pure diffu-
sion is zero (Fig.S8).  
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Figure S8. Spatial mapping of the direction and extent of transport in solution using two-foci cross-correlation in 
mpFCS. Upper row: Autocorrelation curves in individual pixels (red and blue) and corresponding cross-correlation curves 
calculated in opposite directions (light and dark grey) recorded in an aqueous buffer solution of eGFP (left), 100 bp ds-DNA 
(middle) and 20 nm fluospheres (right). Lower row: Corresponding 𝐺𝑐,𝑠𝑢𝑏 (𝜏) obtained by subtracting the two-foci cross-cor-
relation curve calculated in one direction, from the two-foci cross-correlation curve calculated in the opposite direction. 
 
 
 Moreover, we further corroborate the “360 sweeping 
procedure” by showing the results of two-foci cross-

correlation analysis between all adjacent pixels for eGFP 
that undergoes free 3D diffusion only (Fig. S9). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S9. eGFP motion in a diluted aqueous solution assessed by two-foci cross-correlation analysis. Subtracted 
cross-correlation curves 𝐺𝑐,𝑠𝑢𝑏 (𝜏) are calculated by subtracting one tfCCC calculated between two pixels from the other calcu-
lated in the opposite direction. For all lag time values, the amplitude of  𝐺𝑐,𝑠𝑢𝑏 (𝜏) is close to zero, and the characteristic narrow 
peak that is typical when directed motion, i.e. flow is observed is not seen, as expected for free 3D diffusion of eGFP. 
 
 Finally, we show that while directed motion can also be 
observed in ACCs by residuals analysis, two-foci cross-cor-
relation analysis is more powerful in this regard (Fig. S10). 
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Figure S10. Autocorrelation and two-foci cross-correlation analysis of directional particle motion in a diluted sus-
pension of 100 nm fluospheres. (a) Temporal autocorrelation curve in a single pixel (black) fitted to different model func-
tions: free 3D diffusion of one component with flow (red), yielding a diffusion time D = 5.5 ms and flow velocity of 20.1 µm/s; 
free 3D diffusion of one component without flow (green), yielding a diffusion time D = 5.5 ms; and free 3D diffusion of two 
components (cyan), yielding two components with nearly equal contributions and roughly the same diffusion time D1 = 5.2 
ms and D2 = 5.4 ms. (b) Unweighted fit residuals showing the difference between the experimental ACC and the values ob-
tained by fitting different model functions indicated in a). The colour code is the same as in (a). Based on the analysis of fitting 
residuals, the best fit with the experimental ACC is obtained when using a model for free 3D diffusion with flow (red). (c) 
Two-foci cross-correlation curves (tfCCC) calculated in opposite directions, 𝐺(13,22)→(17,22) (𝜏) in the direction (13,22) → (17,22) 
(red) and 𝐺(17,22)→(13,22) (𝜏) in the direction (17,22) → (13,22) (blue). (d) The subtracted cross-correlation curve 𝐺𝑐,𝑠𝑢𝑏 (𝜏) = 
𝐺(13,22)→(17,22) (𝜏) – 𝐺(17,22)→(13,22) (𝜏) obtained after subtracting the tfCCCs calculated for different directions of motion (black) 
fitted using a Gaussian distribution function (red), yielding a peak at the lag time 𝜏Peak = 0.52 s, which is also the transit time 
between the two foci. Consequently, the 2D flow velocity could be assessed, vflow = 18.3 µm/s. (e) Flow velocities determined 
by tfCCC analysis agreed well with values estimated by temporal ACC fitting using the model function for free 3D diffusion of 
one component with flow. 
 
 In Fig. S10, the following analytical functions were fitted 
to the experimentally derived ACCs.  
 For free 3D diffusion of one or two components, eq. (S8) 
was used: 
 
𝐺(𝜏)  

=  𝐺() + 
1

𝑁
∙ [1 + 

𝑇

1 − 𝑇
𝑒
−
𝜏
𝜏T] ∙ 

∙

(

 
 
 

∑
𝑓𝐷,𝑘

(1 +
𝜏
𝜏𝐷𝑘
)√1 +

𝜔xy
2

𝜔z
2 ∙

𝜏
𝜏𝐷𝑘

𝑛

𝑘=1

)

 
 
 

                                (𝑆8) 

 
where, 𝐺() denotes the value to which the autocorrelation 
curve converges at infinitely long measurement time; T is 
the fraction of molecules in the triplet state and τT is the av-
erage relaxation time of the triplet state (when not applica-
ble, T = 0); n is the number of freely diffusing components 

(n = 1 or 2); fD,k is the relative molar fraction of the k-th com-
ponent (the sum of relative molar fractions is equal to 1);  
τD,k is the is the translational diffusion time of k-th compo-
nent; ωxy and ωz are the 1/e2 radial and axial radii of the ob-
servation volume element (OVE), respectively. The ωxy and 
ωz are determined by mpFCS instrument calibration using a 
dilute suspension of 100 nm fluorospheres. 
 For free 3D diffusion of one component with flow. eq. 
(S9) was used: 
 

𝐺(𝜏) =  𝐺() + 
1

𝑁
∙ [1 + 

𝑇

1 − 𝑇
𝑒
−
𝜏
𝜏𝑇] ∙

∙
1

(1 +
𝜏
𝜏𝐷
)√1 +

𝜔xy
2

𝜔z
2 ∙
𝜏
𝜏𝐷

∙ 𝑒𝑥𝑝 [−
(
𝜏
𝜏f
)
2

1 +
𝜏
𝜏D

] 

                                                                                                          (S9) 
where τf is the transport time; 𝑣𝑓𝑙𝑜𝑤= ωxy/τf is the flow ve-

locity.  
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SI5: Glucocorticoid receptor nucleocytoplasmic trans-
location in live cells. 
 
SI5a: Experimental data replicates and fitting 
Fig. S11a shows 13 individual Gc,sub(τ) calculated at all posi-
tions shown in Fig. 3. Nuclear import (red) was observed at 
positions #1, 2, 3, 8, 9, 12 and 13, and nuclear export (blue) 
was observed at positions #4, 5, 6 and 11. In Fig. 11b, 
𝐺𝑐,𝑠𝑢𝑏
𝑎𝑣 (𝜏) show average of nuclear import (red) and nuclear 

export (blue) in three different cells (Fig. 11b1-b3).  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S11. Glucocorticoid receptor nucleoplasmic 
translocation in live cells. (a) Individual Gc,sub(τ) showing 
nuclear import (red) and export (blue) at all sites shown in 
Fig. 3. Translocation time is determined by Gaussian distri-
bution fitting to the Gc,sub(τ) (green/yellow). (b1-b3) 
𝐺𝑐,𝑠𝑢𝑏
𝑎𝑣 (𝜏) show average of nuclear import (red) and export 

(blue) in three different cells. Data shown in b1 correspond 
to data shown in Fig. 3.  
 
 The Origin Multiple Peak Fit tool was used to fit the 
peaks in Gc,sub(τ) with Gauss peak function:  
 

𝐺c,sub(𝜏) = 𝐺0 + ∑
𝑆𝑘

𝑤𝑘∙√
𝜋

2

∙ 𝑒
(
−2∙(𝜏−𝑡𝑘)

2

𝑤𝑘
2 )

𝑛
𝑘=1                             (S10) 

 
 In eq.(S10), 𝐺() denotes the value to which the cross-
correlation curve converges at infinitely long measurement 
time; S, w and t are the area, width, and peak time of the 

fitted Gaussian model, respectively; n is the number of com-
ponents, set as 1 or 2. 
 The average transporting time, tav is computed when the 
subtracted cross-correlation shows multiple peaks: 
 

𝑡𝑎𝑣 =
𝑠1

𝑠1+𝑠2
∙ 𝑡1 +

𝑠2

𝑠1+𝑠2
∙ 𝑡2                                                (S11) 

 
In case of single component, S2 is equal to 0.  
The translocation net rate, 𝜓𝑛𝑒𝑡, is calculated at each posit-
ion in a live cell, as: 
 

𝜓𝑛𝑒𝑡 =
𝐴1

𝑡1
+
𝐴2

𝑡2
                                                                     (S12) 

 
In eq. (12), A1 and A2 are the amplitudes of the Gaussian dis-
tribution of each component. When a single peak was ob-
served, A2 is equal to 0.  
The goodness of fit was assessed by residuals analysis (data 
not shown). When the residuals appeared to be ran-domly 
scattered around zero, we have regarded that the model 
describes the data well. 

SI5b: Theoretical validation of net rate calculation  
To corroborate the experimental analysis for net rate deter-
mination by 𝐺𝑐,𝑠𝑢𝑏(𝜏), numerical simulations were used to 
emulate the bidirectional movement of eGFP-GR into/out of 
the cell nucleus. As a first approximation, we have regarded 
in numerical simulations the passing of a molecule through 
the nuclear pore complex as a one-dimensional translation 
motion (Fig. S12).  
 

 
Figure S12. Schematic drawing of bidirectional transla-
tion of fluorescent particles along the x-axis through 
two adjacent observation volume elements (OVEs). The 
small wine circles represent fluorescent nanoparticles of di-
ameter d = 100 nm. The large pink circles represent adja-
cent OVEs, the diameter of which was set in the numerical 
simulations to the experimentally determined value, DOVE = 
560 nm. The distance between OVE centres, Δl = 100 µm/63 
= 1.59 µm, corresponds to real properties of our experi-
mental setup – pitch distance between SPADs in the SPC2 
camera is 100µm and the microscope objective magnifica-
tion is 63. When simultaneous movement of two fluores-
cent particles is considered, their displacement from the 
central axis was D/10. The starting position of fluorescent 
particles from either side of the OVEs was arbitrarily set to 
Δl/6. 
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Figure S13. Numerical simulation of nuclear import/ex-
port. Left panel: Photon counts distribution in the cytoplas-
mic OVE (red) and the nuclear OVE (blue). Right panel: Cor-

responding tfCCCs 𝐺𝑐
𝑐𝑦𝑡,𝑛𝑢𝑐(𝜏) (red), 𝐺𝑐

𝑛𝑢𝑐,𝑐𝑦𝑡(𝜏) (blue), and 
𝐺𝑐,𝑠𝑢𝑏(𝜏)  (black). (a) Ncyt = 1, Nnuc = 0, vcyt,nuc= 20 μm/s, 
vnuc,cyt= 0 μm/s; (b) Ncyt = 1, Nnuc = 1, vcyt,nuc = 20 μm/s, vnuc,cyt= 
20 μm/s; (c) Ncyt = 1, Nnuc = 1, vcyt,nuc= 35 μm/s, vnuc,cyt= 20 
μm/s; (d) Ncyt = 2, Nnuc = 1, vcyt,nuc= 20 μm/s, vnuc,cyt= 20 μm/s; 
(e) Ncyt = 2, Nnuc = 1, vcyt,nuc= 35 μm/s, vnuc,cyt= 20 μm/s; (f) Ncyt 

= 2, Nnuc = 1, vcyt,nuc= 20 μm/s, vnuc,cyt= 35 μm/s. 

The results of numerical simulations are summarised in Fig. 
S13, with photon counts shown on the left and the corre-
sponding tfCCCs to the right. In particular, the following dis-
tinct cases were considered: one fluorescent particle mov-
ing from the cytoplasm to the nucleus (Fig. S13 a); concom-
itant movement of two fluorescent particles, one from the 
cytoplasm and one from the nucleus, with the particles 
moving at the same (Fig. S13b) or different (Fig. S13c) 
speeds; and concomitant movement of three fluorescent 
particles, two fluorescent particles from the cytoplasm to 
the nucleus and one from the nucleus to the cytoplasm, with 
the particles moving at the same (Fig. S13d) or different 
(Fig. S13 e and f) speeds.  
 In the numerical simulations, photon counts distribu-
tion is emulated as the fluorescent particles (small, wine cir-
cles in Fig. S12) pass through the OVEs (large, shaded circles 
in Fig. S12). The excitation intensity distribution in the 
OVEs is Gaussian, and the fluorescence intensity, i.e., photon 
count is zero when there is no fluorescent particle in the 
OVE (no background and no noise). The OVE diameter was 
set to the experimentally determined value, DOVE = 560 nm, 
and the distance between the centres of the OVEs, Δl = 100 
µm/63 = 1.59 µm, corresponds to real properties of our ex-
perimental setup – pitch distance between SPADs in the 
SPC2 camera is 100µm and the microscope objective magni-
fication is 63. The time frame duration Δt = 20.74 µs, as in 
the real experiment. The fluorescent particle diameter was 
arbitrarily set to d = 100 nm. In cases when the movement 
of one or bidirectional motion of two fluorescent particles 
is considered, movement along the x-axis is simulated (Fig. 
S12, y/D = 0) and the obtained photon counts distributions 
are shown in Fig. S13 a, b and c, left panel. In cases when 
concomitant motion of three particles is considered, move-
ment along a trajectory that is parallel to the x-axis (Fig. S12, 
y/D = 0.1) is simulated for the side from which two particles 
are moving and movement along the x-axis (Fig. S12, y/D = 
0) is considered from the side from which one fluorescent 
particle is moving. The photon counts distributions for the 
latter case are shown in Fig. S13 d, e and f, left panel. The 
tfCCCs are calculated from the simulated photon counts dis-
tribution (Fig. S13, left panel) using eq. (2). Corresponding 

tfCCCs 𝐺𝑐
𝑐𝑦𝑡,𝑛𝑢𝑐(𝜏) and 𝐺𝑐

𝑛𝑢𝑐,𝑐𝑦𝑡(𝜏), as well as 𝐺𝑐,𝑠𝑢𝑏(𝜏), are 
shown in Fig. S13, right panel. 
 Of note, the results shown in Fig. S13 represent a small 
subset of many possible solutions of this complex problem. 
Nevertheless, they give us the first rough answers on how 
𝐺𝑐,𝑠𝑢𝑏(𝜏) changes when the concentration of translocating 
molecules, their translation velocities, and the relative po-
sitions of nuclear pore complexes within the OVE are varied. 
 
SI5c: Theoretical analysis of the effect of diffusion on 
the net rate of nuclear translocation 
To emulate the effect of diffusion on the translation motion, 
we have numerically simulated the simplest case of com-
bined translational and diffusion motion of a single fluores-
cent particle through two volume elements (Fig. S14). 
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Figure S14. Emulating the effect of diffusion on the 
translation of molecules using tfCCC analysis. (a) Sche-
matic drawing of the combined translational and diffusion 
motion of a single fluorescent particle (small wine circle) 
through two OVEs (large circles). (b, c) The simulated pho-
ton counts over time as the particle is passing through the 
OVE on the left (b) and right (c). (d, e) Autocorrelation 
curves reflecting fluorescent particle passage through the 
left and right OVE, 𝐺𝑙(𝜏) (d) and 𝐺𝑟(𝜏) (e), respectively. (f) 
The tfCCCs from left to right (red) and from right to left OVE 
(blue) and their difference,  𝐺𝑐,𝑠𝑢𝑏(𝜏) (black). (g) Diffusion 

broadens somewhat 𝐺𝑐,𝑠𝑢𝑏(𝜏), as reflected by 𝐹𝑊𝐻𝑀𝑚
𝑑𝑖𝑓𝑓

 = 
0.65 s as compared to 𝐹𝑊𝐻𝑀𝑚  = 0.59 s, and slightly 
changes the peak position towards longer lag times.  

  
 In the numerical simulations, the effect of diffusion on 
the directed motion was modelled as displacement in the y-
axis direction – the translational velocity along x-axis is 
vtransl = 0.9 μm/s, and the y-component of the velocity 
changes over time the sign, but the magnitude of change is 
the same, vdiff = 4.3 μm/s (Fig. S14a). The fluorescent parti-
cle (Fig. S14a, wine circle) first passes through the left OVE, 
positioned in the cytoplasm, and after some time through 
the OVE on the right, positioned in the cell nucleus. The pho-
ton counts distribution over time reflecting fluorescent par-
ticle passage through the left, i.e., cytoplasmic OVE, and the 
right, i.e., nuclear OVE, are shown in FigS14 b and c, respec-
tively. The corresponding ACCs 𝐺𝑐𝑦𝑡(𝜏) and 𝐺𝑟(𝜏) are pre-

sented in Fig. S14 d and e, respectively. The translational 
motion of the fluorescent particle can be clearly observed 
from the subtracted cross-correlation curve, 𝐺𝑐,𝑠𝑢𝑏(𝜏)  = 
𝐺𝑐𝑦𝑡,𝑛𝑢𝑐(𝜏) - 𝐺𝑛𝑢𝑐,𝑐𝑦𝑡(𝜏) (Fig. S14f). The  𝐺𝑐,𝑠𝑢𝑏(𝜏) peak is ob-

served at a lag time 𝜏𝑚
𝑑𝑖𝑓𝑓

 = 1.81 s, which corresponds to the 
time of flight between the two volume elements due to 
translational motion coupled with free diffusion. As ex-
pected, in the absence of diffusion, the  𝐺𝑐,𝑠𝑢𝑏(𝜏)  peak is 
shifted towards slightly shorter lag times,𝜏𝑚 = 1.75 s and a 
small peak broadening is noted in the presence of free dif-
fusion, as reflected by the full width at half maximum, 

𝐹𝑊𝐻𝑀𝑚
𝑑𝑖𝑓𝑓

 = 0.65 s as compared to 𝐹𝑊𝐻𝑀𝑚  = 0.59 s (Fig. 
S14g).  
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A B S T R A C T   

Hemoglobin (Hb), a life-sustaining and highly abundant erythrocyte protein, is not readily fluorescent. A few 
studies have already reported Two-Photon Excited Fluorescence (TPEF) of Hb, however, the mechanisms through 
which Hb becomes fluorescent upon interaction with ultrashort laser pulses are not completely understood. Here, 
we characterized photophysically this interaction on Hb thin film and erythrocytes using fluorescence spec-
troscopy upon single-photon/two-photon absorption, and UV-VIS single-photon absorption spectroscopy. A 
gradual increase of the fluorescence intensity, ending up with saturation, is observed upon prolonged exposure of 
Hb thin layer and erythrocytes to ultrashort laser pulses at 730 nm. When compared to protoporphyrin IX (PpIX) 
and oxidized Hb by H2O2, TPEF spectra from a thin Hb film and erythrocytes showed good mutual agreement, 
broad peaking at 550 nm, supporting hemoglobin undergoes degradation and that same fluorescent specie(s) 
originating from the heme moiety are generated. The uniform square shaped patterns of the fluorescent 
photoproduct exhibited the same level of the fluorescence intensity even after 12 weeks from the formation, 
indicating high photoproduct stability. We finally demonstrated the full potential of the formed Hb photoproduct 
with TPEF scanning microscopy towards spatiotemporally controlled micropatterning in HTF and single human 
erythrocyte labelling and tracking in the whole blood.   

1. Introduction 

Human adult hemoglobin (Hb) is an iron-containing metalloprotein 
in erythrocytes, the primary function of which is to transport oxygen 
from the lungs to all other organs and tissues. It is made up of two α- and 
two β-polypeptide chains, each associated with one hem prosthetic 
group [1]. While the absorption spectrum of oxyhemoglobin (oxyHb) 
shows several bands, as the intense Soret or B band in the region of 370 
nm - 450 nm and the so-called Q-band in the region of 500 nm – 650 nm 
in the porphyrin ring [2], the conventional single-photon excitation 
fluorescence (SPEF) of Hb is not or hardly detectable due to the fast non- 
radiative decay that dominates over spontaneous fluorescence emission 
[3–5]. In contrast, the intense two-photon absorptivity of Hb in the near- 

infrared range [6] followed by strong fluorescence emission, have made 
Two-Photon Excited Fluorescence (TPEF) imaging possible [4] and 
applicable in a number of studies: for erythrocytes imaging [7,8], 
analysis of residual Hb distribution in empty erythrocytes membranes (i. 
e., erythrocyte ghosts) [9], in vivo imaging of microvasculature 
[10–12], and even time-resolved diagnostic imaging [13]. Of note, Hb 
excitation through a two-photon absorption process, which is governed 
by significantly different selection rules than single photon absorption, 
is described in detail in [3,5], while the corresponding single and two 
photon absorption spectra are given in [6]. 

Due to high absorptivity of Hb in the VIS and near infrared (NIR) 
region, erythrocytes are also readily imaged using absorption-based 
techniques, such as photo-acoustic microscopy [14]. Photo-acoustic 
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microscopy is an imaging technique that leverages the non-radiative 
decay of Hb, which happens to be the most frequently used contrast 
agent for this modality [15–17]. Another type of label free imaging 
techniques, used for erythrocytes imaging is the nonlinear Third Har-
monic Generation (THG) microscopy. This method has demonstrated 
efficacy in imaging erythrocytes contained within transfusion bags. 
[18]. 

The significance of photochemical manipulation of proteins is 
especially boosted by the discoveries of their optogenetics, photo-
biomodulation and bioimaging applications in recent years [19,20]. 
Understanding the photophysical and photochemical processes during 
the interaction of Hb with ultrashort laser pulses is of great importance 
for the development of functional imaging aimed for the assessment of 
erythrocytes functional status [21], where hemoglobin is the main 
intracellular protein of these cells. Besides, a better understanding of the 
interaction of Hb with ultrashort laser pulses could contribute to the 
development of new methods for the characterization and tracking of 
extracellular Hb presence. This implies extracellular Hb from endoge-
nous sources due to hemolysis (in all diseases where in common feature 
is hemoglobinemia, such retinopathy, neuropathy, nephropathy and 
brain hemorrhages) [22], or exogenous sources, such in the cases of use 
of hemoglobin-based oxygen carriers [23] and hemoglobin-based drug 
delivery system, which have great potential in cancer therapy 
[22,24,25]. So far it was only shown that upon ultrashort laser pulses 
interaction with Hb, there is relation between TPEF spectra of heme and 
hemoglobin, as stated in [3]. 

However, despite already established, as well as emerging applica-
tions of Hb-based TPEF microscopy, the origin of generated fluorescence 
still needs to be completely understood. While it was initially proposed 
that the origin of the observed Soret fluorescence (420–460 nm) with a 
fluorescence emission peak at 438 nm originates from Hb [3], it was 
shown that TPEF does not directly originate from Hb, but rather from a 
photoproduct created upon the interaction of ultrashort laser pulses 
used in this nonlinear imaging technique with Hb [26]. This lack of basic 
understanding motivated us to deeper study ultrashort laser pulses 
interaction with Hb, with a particular focus on characterizing the 
durability of the Hb photoproduct and experimental conditions under 
which it is being formed. Since we efficiently demonstrated utility of 
TPEF microscopy to image the erythrocytes, the ultrashort laser pulses 
interaction with Hb was further photophysically characterized on thin 
Hb films using fluorescence spectroscopy upon two-photon absorption, 
UV-VIS single-photon absorption spectroscopy, and spectral fluorescent 
imaging. To examine whether degradation of the heme moiety occurs 
when ultrashort laser pulses used in TPEF microscopy imaging interact 
with Hb, spectroscopic properties of heme precursor protoporphyrin IX 
(PpIX), a heterocyclic organic compound that consists of four pyrrole 
rings, were analyzed. In addition, photophysical properties of the Hb 
photoproduct were compared to photophysical properties of compound 
(s) formed under Hb oxidation with hydrogen peroxide (H2O2) [27,28] 
to determine whether there are differences in the optical response of 
products formed under chemically induced Hb degradation. Finally, we 
examined the potential of the Hb photoproduct to be used for micro-
patterning and single erythrocyte tracking. 

2. Materials and methods 

2.1. Sample collection and processing 

Venous blood from healthy human volunteer was collected at the 
Institute for Transfusiology and Hemobiology, Military Medical Acad-
emy, Belgrade, Serbia. The protocol was approved by the Institutional 
Ethical Review Board (No 9/2021). In conformance with the World 
Medical Association Declaration of Helsinki, informed consent was ob-
tained from potential participants. The blood was drawn using vacu-
tainer tubes (10 mL plastic vacutainer (BD Vacutainer® EDTA Tubes) 
with BD Hemogard™ lavender closure containing 18 mg K2EDTA). To 

prepare slides for direct TPEF microscopy imaging of erythrocytes, 10 μL 
of whole blood was diluted in isotonic saline solution (0.9 % NaCl, Natrii 
chloridi infundibile 9 g/L, Hemofarm, Serbia) in the volume: volume 
ratio 1:30. 3 μL of diluted whole blood sample was smeared onto a 
microscope slide, covered by a No. 1.5 coverslip and sealed. 

2.2. Hb isolation 

To isolate hemoglobin, human erythrocytes were precipitated by 
whole blood centrifugation. To this aim, 10 mL of whole blood was 
centrifuged at 1811 ×g for 20 min at 4 ◦C (Megafuge 1.0R, Heraus 
centrifuge, Langenselbold, Germany). The supernatant, consisting of 
leucocytes in plasma, was carefully removed by aspiration and dis-
carded. The precipitated erythrocytes were resuspended in isotonic sa-
line solution (0.9 % NaCl, Natrii chloridi infundibile 9 g/L, Hemofarm, 
Serbia) in a volume:volume ratio of 1:4 and the suspension was ho-
mogenized by fine twisting the test tube. The remaining plasma proteins 
were removed by centrifugation of the erythrocyte suspension at 1257 
×g for 10 min at 4 ◦C. These steps were repeated three times. Finally, the 
precipitated erythrocytes (packed) were resuspended in the isotonic 
phosphate buffered saline solution (PBS; 0.8 % saline buffered with 10 
mM sodium phosphate, pH 7.2–7.4) in the volume: volume ratio of 1:4. 

The hemolysis of erythrocytes suspension was performed using hy-
potonic 5 mM sodium phosphate buffer, pH 7.2, at 4 ◦C. Specifically, in 
1 mL of erythrocytes suspension in PBS, 9 mL of 5 mM sodium phosphate 
buffer was added, and the tube was slightly mixed and then left at 4 ◦C 
for 1 h. The suspension was centrifuged at 3220 ×g for 40 min at 4 ◦C. 
After centrifugation, the supernatant fluid containing released Hb mol-
ecules was collected, and the aliquots were filtered through 0.2 μm sy-
ringe filter. If not used immediately, the samples of Hb were aliquoted 
and stored at − 20 ◦C for future use. Just before the experiment, a Hb 
aliquot would be thawed, and its concentration checked. Only one 
freeze-thaw cycle was allowed so the aliquots were discarded after 
experiment performed. All tests were done with Hb stored for less than 
two years from Hb isolation, since our previous results showed that it 
remains intact-undecomposed and non-aggregated under these storage 
conditions [29]. 

2.3. Hb thin film preparation for TPEF microscopy imaging 

Thin Hb films were prepared by smearing 5 μL of Hb on the micro-
scope slide, air-drying for 3 min and covered by No. 1.5 coverslip and 
sealed. The film thickness was <50 μm, as measured by confocal laser 
scanning microscopy, i.e., scanning along the z-axis. The smallest step of 
motorized the microscope stage stepper motor was 0.3 μm. 

2.4. Protoporphyrin IX (PpIX) thin film preparation for TPEF microscopy 
imaging 

Protoporphyrin IX (PpIX) in the form of a disodium salt was pur-
chased from Sigma Aldrich (USA) and used without further purification. 
20 μM stock solution of PpIX was prepared by dissolving 0.1 g of PpIX in 
1 M HCl to the total volume of 50 mL. The stock solution was stored at 
25 ◦C protected from light, to minimize photo-induced degradation of 
PpIX. To prepare slides for TPEF spectroscopy and spectral imaging, the 
PpIX stock solution was diluted in 1 × PBS (Sigma Aldrich, 140 mM 
NaCl, 10 mM phosphate buffer, and 3 mM KCl, pH 7.4) to the final 
concentration of 5 μM. 5 μL of this solution was placed on a microscope 
slide and treated in the same way as for Hb thin film preparation 
described above. 

2.5. TPEF imaging of Hb treated with H2O2 

The 22.5 M H2O2 was diluted using PBS (Sigma Aldrich, 140 mM 
NaCl, 10 mM phosphate buffer, and 3 mM KCl, pH 7.4) to a concen-
tration of 250 μM. Further, 1 mL of Hb at a concentration of 22.3 g/L, 
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was incubated with 0.5 mL of 250 μM H2O2 for 30 min at room tem-
perature (≈ 21 ◦C). After incubation, 5 μL of this mixture was placed on a 
microscope slide, smeared, dried, covered by a #1.5 coverslip and 
sealed. 

2.6. TPEF scanning microscopy, micropatterning, and micro-spectroscopy 

The experimental setup and home built TPEF microscope have been 
previously reported [30,31]. In this work, we upgraded it for micro- 
patterning and micro-spectroscopic experiments. Schematic drawing 
of the experimental setup is shown in Fig. 1. The Ti:Sapphire laser 
(Coherent, Mira 900-F), pumped by a frequency-doubled Nd:YVO4 laser 
(Coherent, Verdi V10), was used to generate ultrashort laser pulses with 
the repetition rate of 76 MHz and pulse duration of 160 fs. Galvo- 
scanning mirrors (Cambridge Technology) are used for raster scanning 
and micropatterning. Two microscope objectives were used in this 
study: EC Plan-NEOFLUAR 40× /1.3 N.A. oil (Carl Zeiss) for erythrocyte 
imaging and Plan-Apochromat 20× /0.8 N.A. air (Carl Zeiss) for Hb 
micropattering. The laser beam was expanded to fulfill the back aperture 
of the objective lens. A short-pass dichroic mirror was used to reflect the 
laser beam towards the objective lens and transmit the signal to the 
15.1-megapixel digital single-lens reflex (DSLR) camera (Canon, EOS 

50D) and the Photomultiplier Tube (PMT) (RCA, PF1006). The DSLR 
camera was used for taking bright-field images. We removed the 
infrared filter from the camera to see the back reflection of the laser 
beam from the cover glass for the purpose of system alignment and to 
facilitate axial positioning of the thin Hb layer. Band pass filters (VIS 
and/or 450 nm short pass) were placed in front of the PMT to collect Hb 
photoproduct fluorescence. A 700 nm long pass filter was used to 
remove parasitic laser lines shorter than 700 nm. A short pass 700 nm 
filter was placed in front of the PMT detector to additionally remove 
back scattered laser light. The Hb photoproduct formation and eryth-
rocytes imaging were performed at 730 nm ultrashort laser pulses. This 
wavelength is chosen as optimal according to the optical setup and 
properties of Hb molecule, whilst details are given in our previous study 
[9]. 

In addition, we were able to record in situ TPEF emission spectra of 
the Hb photoproduct and erythrocytes using fiber-coupled, thermo-
electrically (TE) cooled charge-coupled device (CCD) spectrometer with 
reduced thermal noise (Glacier X, BWTEK). To collect the TPEF emission 
from arbitrary chosen excitation point, the fiber was attached to the 
adapter plate (Thorlabs, S1SMA) mounted on the precise translation 
stage (Thorlabs, ST1XY-D/M). Henceforth, we refer to the in situ 
acquisition of TPEF emission spectra from an arbitrarily chosen point in 

Fig. 1. Schematic 3D drawing of the home-built TPEF microscope with specific adaptations for in situ emission spectra measurement (inset). The TPEF microscope 
comprising the: Ti:Sa, Ti:Sapphire laser; 700 LP filter, 700 nm long pass filter; P.P.P., plan parallel plate; PD, photo-diode; VNDF, variable neutral density filters; 
GSM, galvo scanning mirrors; L1 and L2 lenses; AC, acquisition card; DM, dichroic mirror (short pass); Bulb, bulb for bright-field imaging; TL, tube lens; BS/M, beam 
splitter or mirror; PMT, photomultiplier tube. Inset: The module for micro spectral measurements comprises: 700 SP filter, 700 nm short pass filter; X-Y F, functional 
X-Y stage controller, Spec, compact high-performance CCD spectrometer with TE cooling. 
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the sample as micro-spectroscopy. Square-shaped TPEF emission pat-
terns were inscribed by raster-scanning of the sample, whereas arbitrary 
patterns were inscribed by scanning the beam along a corresponding 
line. The latter is enabled by a specially written program that recognizes 
arbitrary figures in both vector, and bitmap formats, and controls the 
dwell time, power and writing speed of the fs laser beam. 

2.7. Single-photon excitation fluorescence (SPEF) and confocal laser 
scanning microscopy (CLSM) 

Hb photoproduct lastingness was assessed by single-photon excita-
tion fluorescence (SPEF) using a confocal laser scanning microscope 
(LSM 510, Carl Zeiss), equipped with an Ar multi-line (458 nm, 488 nm, 
and 514 nm) laser and a Plan Apochromat 40 × 1.3 N.A. oil-immersion 
objective (Carl Zeiss). Optical slice thickness was set to <4.3 μm, by 
choosing the pinhole diameter of 5.65 Airy units, to collect as much as 
possible fluorescence light from the photoproduct and to increase Signal 
to noise ratio (SNR). The best signal-to-noise-ratio in the SPEF images of 
the Hb photoproduct in the square-shaped patterns was at 488 nm 
excitation wavelength. Emission was collected using the main dichroic 
beam splitter, HFT 488 nm and long pass filter LP 505 nm. 

2.8. Absorption spectra measurements 

Absorption spectra of Hb and TPEF irradiated Hb in the intact thin 
film were measured using the Beckman Coulter DU700 

spectrophotometer. A special aluminum holder was designed to hold the 
microscope slide with Hb specimen, to mimic a cuvette for the spec-
trophotometer. The dimensions of the holder were 45 mm × 10 mm ×
10 mm. The mask with the round hole was placed over the cover glass 
with Hb layer and photoproduct square pattern. The hole matches the 
Hb photoproduct enabling the portion of incident light from the spec-
trophotometer to pass only through the region where the Hb photo-
product is. Prior to the absorption measurements, necessary calibration 
was performed for the overall transmission. 

2.9. Spectral imaging 

Spectral confocal Laser Scanning Microscopy (CLSM) imaging was 
performed using an LSM880 (Carl Zeiss) instrument, equipped with 
several lasers: three diode lasers (543 nm and 633 nm), and an Ar-ion 
laser (lines: 458 nm, 488 nm and 514 nm); objective lens (Plan-Apo-
chromat 20×/0.8 N.A.); and gallium arsenide phosphide (GaAsP) 
spectral array detector. The pinhole size was adjusted to 33 μm (1 Airy 
unit at 488 nm). The fluorescence (single-photon excitation fluorescence 
(SPEF)) was spectrally split by a diffraction grating and detected in the 
418 nm - 723 nm range with a 3 nm wavelength resolution using the 
GaAsP spectral array detector. For all wavelengths, the laser power was 
9.4 μW at the objective lens. SPEF emission spectra are displayed only 
for wavelengths that are longer than the wavelength of the excitation 
laser. 

Fig. 2. TPEF microscopy enables both selective erythrocyte photolabeling and imagining in the whole blood. (a) Label-free TPEF microscopy images (6 out of 10) of 
erythrocytes. The image pixel size is 1024 × 1024 pixels; it is averaged out from 30 scans with the pixel dwell time is 8.53 e− 4 s. In total, each image took 26.1 s to be 
recorded, which represents a single unit of exposure. The image intensity is represented by pseudocolor code of PMT voltage values for each pixel (dark blue – lowest 
TPEF signal, red – highest TPEF signal); (b) Mean pixel values of PMT voltage proportional to the TPEF intensity for each ROI (yellow, red and blue square box) 
shown in (a)), presented with the curve of the corresponding colour. Mean pixel values were calculated from region of interest (ROI), (yellow, red and blue squares) 
and for each image, the square size is 100 × 100 pixels; (c) Black curve is average of three erythrocytes shown in (b), standard error was presented for the ordinate 
(voltage); (d) TPEF spectrum recorded in an arbitrarily selected point in a single erythrocyte, using micro-spectral measurement adaptation. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version of this article.) 
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3. Results and discussion 

3.1. Photo-labeling of erythrocytes using TPEF microscopy and micro- 
spectroscopy analysis of erythrocytes fluorescence emission 

To confirm already demonstrated feasibility of TPEF microscopy for 
erythrocytes imaging [8,9], we initially performed an analysis on 
diluted human whole blood. The blood was diluted in order to get sparse 
erythrocytes that are not stacked to each other and clearly distinguish-
able at the image. TPEF microscopy allowed us to selectively photo-label 
individual erythrocytes in a whole blood specimen. Here, photo-labeling 
refers to the process of rendering fluorescent individual erythrocytes 
using ultrashort 730 nm laser pulses. The gradual increase of TPEF from 
the irradiated erythrocytes as the laser beam scans over them is shown in 
Fig. 2a. This result was in accordance with the already demonstrated 
increase of the fluorescence intensity in the erythrocytes upon illumi-
nation with ultrashort laser pulses and formation of a so called Hb 
photoproduct [26]. Herein, the increase of TPEF signal has been proven 
through the PMT voltage dependence on the number of exposures 
(Fig. 2b), since PMT voltage is directly proportional to the fluorescence 

intensity. The abscissa shows the number of exposures whereat one 
exposure refers to a series of 30 consecutive image frames acquired by 
raster laser scanning, the acquisition of which lasted ~26.1 s. The 
ordinate shows the mean PMT voltage per exposure per pixel of the 
rectangular regions given in the last image (no.6) at Fig. 2a. The average 
PMT voltage i.e., fluorescence intensity curve is presented in Fig. 2c. In 
addition, the TPEF emission spectrum was acquired (Fig. 2d) using a 
CCD array fiber optic spectrometer mounted on the nonlinear micro-
scope (Fig. 1 inset). 

3.2. Hb photoproduct formation using 730 nm ultrashort laser pulses 

To ascertain that the observed increase in TPEF intensity comes 
solely from the Hb photoproduct that was formed upon erythrocytes 
illumination with ultrashort 730 nm laser pulses, but not from other 
molecules, we performed experiments using isolated Hb. To this aim, 
square-shaped patterns were inscribed in the thin Hb film in a spatio-
temporally controlled manner: 1024 × 1024 pixels at average laser 
power of 20 mW (Fig. 3a). Both SPEF (Fig. 3b) and TPEF images (Fig. 3c) 
were acquired. The acquisition procedure was repeated 10 times 

Fig. 3. SPEF spectra of the Hb photoproduct formed upon Hb thin film exposure to ultrashort 730 nm laser pulses. (a) Bright-field microscopy image of the specimen 
shown reveals that the Hb photoproduct (dark grey square) is less optically translucent than Hb (light grey surrounding); (b) Single-photon excitation fluorescence 
(SPEF) emission image of the specimen shown in (a) reveals that Hb photoproduct SPEF can be excited at 488 nm (plum square) whereas Hb cannot (black sur-
rounding); (c) Representative TPEF microscopy image showing intense emission in the yellow-green square-shaped area where the Hb photoproduct was formed, in 
comparison to the non-fluorescent Hb in the surrounding (black); (d) The Hb photoproduct is lasting and its SPEF emission properties are preserved over extended 
time, as evident from the mean SPEF intensity per pixel (measured in the yellow rectangular area in the inset); (e) TPEF spectrum of the Hb photoproduct recorded in 
an arbitrarily selected point in the thin layer. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of 
this article.) 
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(number of exposures) after 8 scanning times the maximum TPEF in-
tensity was reached, after that the TPEF intensity started to decrease due 
to photobleaching (see Fig. 2b). To demonstrate that strong TPEF 
emission is observed only from the region that was exposed to ultrashort 
730 nm laser pulses, the field of view, i.e., the scanned region was 
expanded, the average laser power was lowered down to 2.5 mW and a 
TPEF image was acquired (Fig. 3c). In addition, bright field imaging 
clearly showed that transmission properties of the extensively illumi-
nated square-shaped area have become less transparent (Fig. 3a). 
Finally, using single-photon excitation at 488 nm, we detected SPEF 
emission from the Hb photoproduct formed only in the region exposed to 
ultrashort 730 nm laser pulses, but not in the surrounding region 
(Fig. 3b, plum). Here, it is worth reminding that Hb is not naturally 
fluorescent [26], which is obvious from the dark region around the 
fluorescent square (Fig. 3a and c). The photoproduct formation depends 
on exposure time and laser average power, among other parameters that 
are fixed in our experiment (wavelength, repetition rate, pulse duration 
etc.). The fluorescence intensity signal starts to increase even after the 
first exposure. For Hb isolated as stated in previous Section 2.2, TPEF 
intensity of the Hb photoproduct becomes detectable at a laser excita-
tion power of approximately 10 mW after the first exposure, which 
corresponds to the deposited energy of 261 mJ on the square area 
62,500 μm2. 

Similarly, to erythrocytes, the increase in fluorescence intensity was 
gradual with the number of scanning times (i.e., number of exposures) 
across the square area which is proportional to the total absorbed dose/ 
energy (plot is equivalent to the plot shown in (Fig. 2b). This suggests 
that ultrashort laser pulses interact directly with Hb to form photo-
product in the erythrocyte. Longitudinal SPEF recordings showed that 
the Hb photoproduct is stable over a considerably long time (Fig. 3d). 
The TPEF spectrum of the Hb photoproduct in the thin film showed 
maximum at (550 ± 2) nm (Fig. 3e), the same to the TPEF emission 
spectrum recorded from a single erythrocyte (Fig. 2c). This observation 
suggests that ultrashort laser pulses interact solely with Hb in the 
erythrocytes from the whole blood, forming the same photoproduct. Or, 
at least, one could say that the interaction of the ultrashort laser pulses 
with other molecular species in erythrocytes is negligible, at the given 
conditions. The dynamic of Hb photoproduct formation is also the same 
in erythrocytes and Hb thin film: gradual increase of the fluorescence 
intensity with number of exposures that end up with saturation plateau. 
We might anticipate that interaction of ultrashort laser pulses with Hb is 
mainly followed up with an intensive Hb degradation, due to the 
increasing fluorescence intensity over time and the eventual saturation 
of the fluorescence when the majority of Hb in focal volume is degraded. 

3.3. UV-VIS absorption spectroscopy of TPEF irradiated and non- 
irradiated thin Hb layer 

To characterize the single-photon absorption spectra of Hb and the 
TPEF irradiated Hb in the intact thin film, measurements were per-
formed outside and inside the illuminated square-shaped region (Fig. 3a- 
c), respectively. The term irradiated Hb was used because of the mea-
surement procedure of the absorption spectra. Since photoproduct was 
formed in a thin layer of Hb film so that both Hb and the photoproduct 
are on the same optical path. In addition, some Hb remains unconverted 
into the photoproduct even in the treated volume. That's why the 
recorded absorption spectrum is not solely from the photoproduct, but 
from both, photoproduct and Hb together. 

As expected, the UV-VIS absorption spectrum of Hb thin film showed 
spectral bands that are characteristic of oxyHb: an absorption band in 
the UV region with a maximum at λUV

max≈ 275 nm due to π → π* transi-
tions; and several absorption bands, such as the λHis

max 350 nm attributed 
to the absorption of the non-covalent bond between iron and histidine in 
the Hb protein part; the Soret or B band λSoret

max at (410 ± 2) nm and the Q 
band with two transitions, the λQβ

maxβ band at 539 nm and λQα
maxα band at 

577 nm [32] (Fig. 4, blue line). Similarly, the UV-VIS absorption spec-
trum of the TPEF irradiated Hb thin film showed the same bands, but 
clear differences in band intensity and/or peak position were noted 
(Fig. 4, red line). The observed differences and important relations be-
tween them are summarized in Table 1. 

A 7 nm bathochromic shift of the Soret band was noted in the irra-
diated Hb with a significant decrease in Soret band intensity (Fig. 4, 
Table 1). The bands in the VIS part of the Hb absorption spectrum 
originate from the heme group, and changes in their positions and in-
tensities are indicators of displacements along the normal coordinates of 
the porphyrin ring [33]. The ratio of Δα/Δβ was <1 for both Hb and Hb 
after irradiation with fs laser pulses (Fig. 4, Table 1). Still, this ratio in 
irradiated Hb was significantly lower than untreated Hb indicating the 
degradation of Hb upon the interaction with fs laser pulses. The 
mentioned 7 nm bathochromic shift of the Soret peak in the irradiated 
Hb, indicates the transformation of oxygenated to oxidized Hb species 
[33–35]. Reduced ratio ASoret

max /A560 ratios of irradiated Hb in comparison 
to intact Hb indicate free heme presence and breakdown of Hb molecule 
[33]. 

3.4. Single-photon excitation fluorescence (SPEF) emission spectra of thin 
film Hb photoproduct by confocal microscopy spectral imaging 

The Hb photoproduct square shape patterns are imaged using single- 
photon excitation confocal microscopy (Fig. 5a), and square shape 
patterns (Fig. 5b) were formed previously by the exposure to the ultra-
short laser pulses as explained in Section 2.9. SPEF emission spectra 
were recorded for different excitation wavelengths (Fig. 5c) from the Hb 
region of interest 1 (ROI1, dashed circle) and from the photoproduct 
region of interest (ROI 2, solid circle). Excitation efficiency dependence 
was constructed by extracting emission maxima at different excitation 
wavelengths (Fig. 5d). The SPEF emission spectrum acquired using the 
shortest excitation wavelength, λexc = 458 nm, showed a fluorescence 
emission maximum at λem = 550 nm and a broad emission band (red 
curve), being good agreement with TPEF emission spectrum (Fig. 3e). 
The emission spectra acquired using excitation wavelengths longer than 
458 nm, λexc > 458 nm, showed emission maxima that are slightly red 
shifted to one another, possibly suggesting that the Hb photoproduct 
may comprise several spectrally distinct molecules. The existence of 
more than one molecular species is confirmed by the absorption spec-
troscopy (Section 3.3) and it is in accordance with the results given in 

Fig. 4. Absorption spectra of Hb and the irradiated Hb thin layers. UV-VIS 
absorption spectra of intact Hb thin layer (blue) and irradiated Hb that con-
tains the photoproduct (red line). All characteristics of absorption spectra are 
given in Table 1. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 
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[33–35]. In addition, excited by the different wavelengths one molec-
ular species would give just the change in the fluorescence intensity 
while keeping the position of the spectral maximum fixed. 

3.5. TPEF emission of PpIX 

To characterize the Hb iron ion role in Hb photoproduct formation, 
TPEF spectra of PpIX were investigated. The obtained TPEF emission 
spectrum of PpIX (Fig. 6a black line) shows both distinctions and simi-
larities to TPEF spectrum of the Hb photoproduct (Fig. 3e). Most 
notably, unlike Hb, PpIX is easily excited and TPEF emission is readily 
observed even at low irradiation intensities (Fig. 6a, black curve). 
However, the TPEF emission observed at low irradiation intensities 
originated predominantly from unaltered PpIX molecules, as evident 
from previously published data [36]. When using higher laser power (e. 
g., 16.5 mW), the TPEF emission spectrum of PpIX is considerably 
changed: becoming broader and with a maximum peak around 550 nm 
(Fig. 6a, blue curve), resembling the TPEF emission spectrum of the Hb 
photoproduct (Fig. 3e). This, in turn, suggests that intense irradiation of 
PpIX leads to the generation of PpIX photoproduct that is similar to the 
Hb photoproduct, so that iron atom is not necessary for the formation of 
Hb photoproduct. 

3.6. TPEF emission of Hb treated with H202 

It has been shown that Hb treatment with H2O2 also leads to the 
formation of a fluorescent product [27,28]. To determine whether 
similar photoproducts are formed under Hb treatment with H2O2 as 
upon its interaction with 730 nm ultrashort laser pulses, we compared 
how the TPEF intensity changed when increasing the exposure time 
(Fig. 6b) and TPEF spectra (Fig. 6c). Unlike for Hb thin film, where in-
crease of fluorescence intensity and saturation were eventually observed 
(Fig. 6b, light green squares), the fluorescence of the H2O2-treated Hb 
shows a high TPEF emission intensity immediately upon excitation, even 
at the first exposure (Fig. 6b, olive dots). The increase of fluorescence in 
Hb film (Fig. 6b, light green) has the same trend as in erythrocytes 
(Fig. 2b). The slight discrepancy is due to different number of graph 
points and concentration of Hb in erythrocytes and thin Hb film. 

Moreover, the observed TPEF intensity was independent on the number 
of exposures, i.e., absorbed dose, of 730 nm ultrashort laser pulses. This 
confirms the hypothesis of the photodegradation of Hb involved in the 
photoproduct formation, since interaction between Hb and a 10 (or 
more) fold excess H2O2 leads to Hb degradation according to the [28]. 
Finally, the TPEF spectrum of H2O2-treated Hb thin film showed very 
good agreement with the TPEF spectra of Hb thin film treated with ul-
trashort laser pulses, the erythrocytes and the PpIX layer under high 
laser power, 16.5 mW (Fig. 6c). 

Taken together, this suggests that upon Hb reaction with H2O2 and in 
the photochemical interaction of ultrashort laser pulses with Hb, the Hb 
photoproduct shows, at least with regard to TPEF emission, similar 
features. The overlap between the TPEF emission spectra of PpIX and Hb 
thin film suggests that heme, i.e., porphyrin rings photoexcitation 
playing a significant role in the Hb photoproduct formation. This could 
even include heme degradation, as already demonstrated within 
diseased so-called Köln erythrocytes', where observed fluorescence does 
not resemble that of porphyrins, chelated or otherwise, but does reveal 
some characteristics of dypirolic compound spectra [37]. Since dipyr-
rolic urinary pigments in patients with unstable hemoglobin disease are 
characterized and support the previous assumption regarding fluores-
cent Koln erythrocytes, it is more likely that under ultrashort laser pulses 
the heme's porphyrin ring breakage is enhanced. Importantly, fluores-
cent heme degradation products are already recognized as markers of 
red blood cell (RBC) oxidative stress [38], based on the original work of 
Nagababu and Rifkind, 1998, who have found that even small portion of 
the non-neutralized hydrogen peroxide in erythrocytes degrades the 
protoporphyrin and produce stable fluorescent heme degradation 
products. Nagababu and Rifkind 1998 reported two heme degradation 
products, one with an excitation wavelength of 321 nm and emission 
wavelength in the region of 465 nm and the second one with the exci-
tation wavelength of 460 nm and emission wavelength in the region of 
525 nm, based on the results that the same fluorescent bands were ob-
tained after hydrogen peroxide treatment of heme or hemin. The broad 
emission spectra of a Hb photoproduct obtained in our study indicates 
that there are probably more than one Hb photoproduct species as well. 
The same authors [39] revealed that the mechanism for the generation 
of heme degradation products needs an initial reaction with hydrogen 
peroxide, producing Fe (IV) ferrylhemoglobin (ferrylHb) species, which 
further reacts with the second molecule of hydrogen peroxide producing 
superoxide radical, that can be retained longer in heme pocket than the 
superoxide formed during Hb autoxidation, and consequently initiating 
degradation of heme [28]. Namely, even in physiological conditions, 
RBCs are continuously exposed to both endogenous and exogenous 
sources of reactive oxygen species (ROS) (i.e., superoxide and hydrogen 
peroxide (H2O2)), which are mainly neutralized by the RBC antioxidant 
system. However, the autoxidation of Hb bound to the membrane is 
unavailable to the RBC antioxidant system which is mostly cytosolic. 
This process is especially pronounced when Hb is partially oxygenated, 
resulting in an increased rate of autoxidation and increased affinity for 
the RBC membrane, eventually affecting RBC deformability [38]. Even 
in fresh RBC samples heme degradation products can be found, and the 
amount of heme degradation increases in older RBCs [38]. Taking all 
these findings together, the interaction of ultrashort laser pulses with 
hemoglobin more likely accelerates the deoxygenation of hemoglobin 
and generation of superoxide radical, which affects heme, inducing the 
formation of stable fluorescent photoproduct. 

3.7. Applications 

3.7.1. Selective photo-labeling and live tracking of photo-labeled 
erythrocytes 

Thanks to the high stability of the Hb photoproduct obtained upon 
interaction of the 730 nm ultrashort laser pulses with Hb molecules 
(Fig. 3d) and high spatiotemporal selectivity of our TPEF scanning mi-
croscope, we performed live tracking of individually labeled erythrocyte 

Table 1 
Characteristics of Hb and Hb photoproduct UV-VIS absorption spectra. The 
mean and standard deviation of four separate absorbance measurements is 
represented.  

Absorption band maximum 
position / intensity 

Hb Irradiated Hb region containing 
the photoproduct 

λUV
max / nm 273 ± 2 272 ± 2 

λHis
max / nm 351 ± 2 351 ± 2 

λSoret
max / nm 410 ± 2 417 ± 2 

λQβ
max / nm 539 ± 2 538 ± 2 

λQα
max / nm 577 ± 2 576 ± 2 

AUV
max 0.226 ±

0.003 
0.237 ± 0.001 

AHis
max 0.179 ±

0.008 
0.200 ± 0.002 

ASoret
max 0.671 ±

0.002 
0.438 ± 0.001 

AQβ
max 0.082 ±

0.007 
0.139 ± 0.003 

AQα
max 0.079 ±

0.001 
0.134 ± 0.003 

A560 0.063 ±
0.002 

0.132 ± 0.005 

ΔAQα/ΔAQβ 

= (AQα
max– A560)/(AQβ

max – A560) 
0.804 ±
0.027 

0.371 ± 0.014 

ASoret
max / AQα

max 8.506 ±
0.046 

3.254 ± 0.007 

ASoret
max / AUV

max 2.962 ±
0.042 

1.848 ± 0.014  
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Fig. 5. Spectral imaging of Hb photoproduct patterns. (a) Single-photon excitation (SPEF) fluorescent image of the Hb photoproduct patterns recorded at 458 nm excitation, dashed circle represents region of interest 
(ROI 1) which is not irradiated by ultrashort pulsed laser beam under conditions needed for photoproduct formation, and solid circle represents ROI 2 which is irradiated by ultrashort pulsed laser beam, and it's clearly 
separate by photoproduct fluorescence emission, (b) Corresponding Bright-field image; (c) Single-photon excitation fluorescence spectra, read-out from ROI 1 (dashed line) for different excitation wavelengths and from 
ROI 2 (solid line); (d) Excitation efficiency: the emission intensity maxima at the different excitation wavelengths from ROI 1 Hb (untreated Hb) and ROI 2 (Hb photoproduct). 
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(s) in vitro in the whole blood (Fig. 7 a-d). We present four timelapse 
images from the video (Supplemental Information) in which one 
erythrocyte is labeled by focused fs laser beam and then traced during its 
random motion. This was inspired by [11] where flow of the erythro-
cytes was shown in the vasculature of a whole, live animal but only with 
statical images, while we bring the dynamics of movement (Fig. 7 and 
corresponding video). Although the photo-labeling and tracking were 
performed in vitro, this method based on TPEF microscopy will enable to 
track with long-term period individual erythrocyte in a tissue [40] and 
blood vessel in laboratory animals, for instance in zebra fish [11] or even 
in mouse brain vasculature [41 – 43]. According to [41 – 43], where 
shadows of erythrocytes were traced in the blood flow in live animals 
through the cranial window using TPEF imaging, erythrocytes could be 
fluorescently activated by a fs laser beam and tracked through the ves-
sels. In addition to selective photo-labeling of solely and deliberately 
chosen erythrocytes, that can be achieved by spatiotemporal control of 
the laser beam, but not by bulk H2O2 treatment, there are some more 
advantages of the presented method. Namely, treating the erythrocytes 
with H2O2 is rather uncontrollable in terms of targeted transformation of 
Hb only into the fluorescent molecule(s). H2O2 interact with other 
molecules in the erythrocytes' membrane and other structures which 
might be damaged or altered. Also, erythrocytes' morphology and 
related Hb distribution would be altered. Using the method of the laser 
photo-labeling presented in this work, only Hb molecules would be 
affected, and the erythrocytes would preserve their original morphology 
as well as its original Hb distribution which was already shown in [9]. 
The erythrocytes morphology and internal Hb distribution are one of 
key markers indicating the cell adaptation to physiological processes 
and their response to pathological conditions [9]. Eventually, the pro-
posed method might have application for erythrocytes tracing in the 
blood vessels of the live animals even in imaging of highly bloodied and 
low transparent organs such as kidneys, since TPEF microscopy is 
extensively used nowadays for those purposes [41]. Prior investigations 
have unequivocally demonstrated that the morphology of erythrocytes 
can be studied using Two-Photon Excitation Fluorescence (TPEF) im-
aging, which enables examination of their oxygenation status [15], as 
well as distribution of Hb [9]. However, it is unclear whether the ul-
trashort laser pulses interferes with Hb's ability to perform its primary 
function of binding and releasing oxygen. In our present study, we 
establish that Hb undergoes alterations as a result of such interaction. 

Having in mind the relationship of oxidative stress and hemoglobin, 

hemoglobin-based TPEF methodology is an emerging platform for the 
assessment of redox status of erythrocytes and their deformability under 
both physiological and pathophysiological conditions and even a 
broader spectrum of diseases that share the common feature of the 
appearance of extracellular hemoglobin or early cancer progression in 
means of neoangiogenesis. In this respect, photo acoustic microscopy 
can be employed for tracking of erythrocytes as suggested in [11] but 
with higher repetition rate lasers. Also, this technique can be used for 
investigation of oxygen saturation in the blood vessels [15]. 

3.7.2. Pattern inscription (micropatterning) in Hb layer 
The long–term stability of the Hb photoproduct, its fluorescence and 

spatial precision of TPEF emission microscopy, enabled one more 
application – micro patterning of the Hb layer (Fig. 8). The inscribed 
patterns can stay fluorescent even for several months after being 
inscribed. In Fig. 8 a-d simple, spot-wise, patterns are presented in 
addition to the uniform square area. The spots were obtained from the 
diffraction limited focal volume and demonstrate the method limitation 
in terms of the spatial resolution. At each figure, a new spot-wise pattern 
was added, while the previous ones are still clearly visible. To demon-
strate possibility and versatility of the method, as well as potential ap-
plications, we further wrote the letters “HEMMAGINERO” (dimensions 
60 μm × 6 μm) in the Hb layer (Fig. 8e). 

In terms of optical and spectroscopic response to the treatment with 
ultrashort laser pulses all mammalian [4,9,12,44,45] or even other 
vertebrates [46] Hb and erythrocytes are the same [47]. On the other 
hand, the slaughterhouses mammalian blood is a waste material from 
which Hb can be isolated in relatively low cost and relatively simple 
technological processes [48,49]. This might be a starting point for uti-
lization of the Hb as the material for optical memories [50], 
hemoglobin-based therapeutics [51], intravital microscopy [52], con-
version of micro fluorescent information into the document security or 
mass production of calibration samples in fluorescent microscopy 
[53–55]. Microscopic slides with fluorescent patterns are already 
commercially available [56] and broadly used for calibration and res-
olution measurements. While the fluorescence durability of the patterns 
in the existing materials remains unknown, we suggest Hb as a material 
for long lasting fluorescent patterns. In addition, the utilization of Hb 
from wasted slaughterhouse blood as the widely available material will 
be nature friendly since this material is considered to be severe pollutant 
[49]. 

Fig. 6. TPEF spectra of PpIX and H2O2-treated Hb. (a) TPEF spectra of PpIX irradiated using different ultrashort pulsed laser powers (1.0 mW, black; 6.6 mW, yellow; 
16.5 mW, dark blue); (b) Dependence of TPEF intensity vs. number of exposures in Hb thin film and H2O2-treated Hb thin film; (c) Overlapped TPEF spectra of Hb 
photoproduct (obtained in thin layer of Hb, green), the erythrocyte (red), thin layer PpIX under the laser power conditions (16.5 mW, blue), H2O2-treated Hb thin 
layer (cobalt blue) and Hb photoproduct SPEF spectrum (dashed purple). (For interpretation of the references to colour in this figure legend, the reader is referred to 
the web version of this article.) 
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4. Conclusion 

Using different spectroscopic techniques, in this study, we presented 
a novel insight into the photophysical properties of the fluorescent 
product emerged after exposure of Hb to 730 nm ultrashort laser pulses 
(hence Hb photoproduct) and its possible applications. We suggest that 
the interaction of the Hb with the ultrashort laser pulses in NIR region 
leads to the degradation of the Hb molecules and release of the iron, 
ending up with iron-free fluorescent species comparable to those 
emerged from the interaction of Hb with H2O2. Unlike the chemical 
interaction of Hb with H2O2 that occurs in bulk solution, using the 
tightly focused ultrashort pulsed laser beam the Hb photoproduct can be 
formed in spatiotemporal controllable manner without interaction with 
other molecules and erythrocytes structures (e.g. membrane). In other 
words, we can irradiate selected erythrocytes solely, and the laser pulses 
will alter primarily Hb, but not the other molecules. We inscribed sub- 
micrometer fluorescent patterns on a Hb thin film by the spatiotem-
poral control, of ultrashort pulsed laser beam. We have also induced the 
Hb photoproduct formation in a single human healthy erythrocyte 
making them fluorescent in the sample of whole blood and track their 
movement in space and time. The present study could contribute to-
wards understanding photophysical properties of photoproduct, formed 

by the interaction of ultrashort laser pulses with Hb and erythrocytes, 
establishing a foundation for the future progress in the field of bio-
derived biomaterials. 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.ijbiomac.2023.125312. 
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Abstract In this work, we investigate rogue wave
(RW) clusters of different shapes, composed of
Kuznetsov–Ma solitons (KMSs) from the nonlinear
Schrödinger equation (NLSE) with Kerr nonlinearity.
We present three classes of exact higher-order solutions
on uniform background that are calculated using the
Darboux transformation (DT) scheme with precisely
chosen parameters. The first solution class is charac-
terized by strong intensity narrow peaks that are peri-
odic along the evolution x-axis, when the eigenvalues
in DT scheme generate KMSs with commensurate fre-
quencies. The second solution class exhibits a form of
elliptical rogue wave clusters; it is derived from the
first solution class when the first m evolution shifts
in the nth-order DT scheme are nonzero and equal.
We show that the high-intensity peaks built on KMSs
of order n − 2m periodically appear along the x-axis.
This structure, considered as the central rogue wave,
is enclosed by m ellipses consisting of a certain num-
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ber of the first-order KMSs determined by the ellipse
index and the solution order. The third class of KMS
clusters is obtained when purely imaginary DT eigen-
values tend to some preset offset value higher than one,
while keeping the x-shifts unchanged.We show that the
central rogue wave at (0, 0) always retains its n − 2m
order. The n tails composed of the first-order KMSs are
formed above and below the centralmaximum.When n
is even, more complicated patterns are generated, with
m and m − 1 loops above and below the central RW,
respectively. Finally, we compute an additional solu-
tion class on a wavy background, defined by the Jacobi
elliptic dnoidal function, which displays specific inten-
sity patterns that are consistent with the background
wavy perturbation. This work demonstrates an incred-
ible power of the DT scheme in creating new solutions
of the NLSE and a tremendous richness in form and
function of those solutions.

Keywords Nonlinear Schrödinger equation · Rogue
waves · Kuznetsov–Ma rogue wave clusters · Darboux
transformation

1 Introduction

In this paper, we present and analyze new solutions of
the well-known partial differential equation, the non-
linear Schrödinger equation (NLSE) with Kerr nonlin-
earity. This equation is generally used for describing
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various nonlinear phenomena in nature [1–3]:

iψx + 1

2
ψt t + |ψ |2ψ = 0, (1.1)

where ψ ≡ ψ (x, t) is the slowly varying envelope of
the physical field under study and the nature of inde-
pendent variables x and t depends on the nature of the
problem considered. Here, we adopt the standard nota-
tion used in optical fibers, where t denotes the trans-
verse spatial variable and x is the retarded time in the
moving frame of reference. Another “standard” nota-
tion is used in the propagation problems of laser beams,
in which x is the propagation distance, usually denoted
by z, and t is the transverse spatial variable, denoted
by x . We confine our attention to the localized optical
waves generated on a constant intensity background
that can be considered as high-order rogue waves.

Under certain approximations, NLSE can be used
to describe the propagation of optical pulses in nonlin-
ear dispersive media, i.e., in optical fibers and waveg-
uides [4–7]. The usefulness of NLSE in photonics
stems from the fact that it is formally equivalent to
the paraxial wave equation in nonlinear optics. It is
also used in plasma physics for describing the coupled
dynamics of the electric field amplitude and the low-
frequency density fluctuations of ions [8]. This equa-
tion also describes the interaction of the intra-molecular
vibrations forming Davydov solitons with the acoustic
disturbances in a molecular chain [8]. NLSE governs
nonlinear optical modes in dilute Bose–Einstein con-
densates (BECs) [9], where it is known as the Gross–
Pitaevskii equation. It also determines the evolution of
an envelope that modulates long-crested surface grav-
ity waves in deep water [10–12].

In recent times, an extended family of nonlinear
Schrödinger equations (ENLSEs) has been proposed
and investigated [13,14]. These equations consistently
include any number of higher-order dispersion terms
with the corresponding additional nonlinear terms that
are conveniently grouped together in certain named
equations of the hierarchy of NLSEs. The effort to
derive and solve higher-order equations in the NLSE
hierarchy comes from the need to understand and
describe the propagation of ultrashort pulses through
optical fibers [15,16].Most attention so farwas focused
on the Hirota equation [17,18] (containing the third-
order dispersion) and quintic equation (with disper-
sions up to the fifth-order) [19–22]. In general, the

entire family of extended NLSE offers a subtlety of
possible forms for an additional shaping of basic NLSE
solutions.

Nevertheless, the basic NLSE mentioned above
remains a subject of broad interest, despite its relatively
simple form (having only a cubic nonlinear term). Pri-
marily, this is because of its complete integrability in
one dimension. It contains infinitely many solutions,
depending on the integration procedure and the form
of solutions. The integrability feature has initiated a
number of experimental and theoretical studies inmany
branches of physics, where the cubic NLSE can model
the dynamics of various systems. In addition, the same
mathematical procedure used for deriving the cubic
NLSE solutions can be easily generalized and applied
to the entire hierarchy of NLSEs. This implies that the
features of the basicNLSE solutions are similar to those
of the more complicated ENLSE family. Thus, by find-
ing and analyzing the simple NLSE solutions, one can
predict and describe the properties of similar solution
classes of the extended family.

There are many methods for solving various partial
differential equations (PDEs) with applications in non-
linear dynamics [23–26] and even in medicine [27,28].
The most basic is the inverse scattering method (ISM)
[29], originating from the seminal work by Gardner,
Greene,Kruskal, andMiura, in 1967 [30].An extension
of ISM, directly applicable toNLSE,was introduced by
Zakharov and Shabat in 1972 [31] and later (1974) gen-
eralized by Ablowitz, Kaup, Newell, and Segur [32] to
include other nonlinear PDEs into what is today known
as the AKNS method. Other useful methods include
the Bäcklund and Darboux transformations, based on
the treatment of the Lax pair matrix operators [29].
Recently, the propagation of internal solitary waves
in the ocean has been described by the solitary solu-
tions of another PDE, called the generalized nonlinear
Schrödinger equation, containing a third-order disper-
sion, in addition to the usual second-order [33].

Here, we are focused on theDarboux transformation
(DT) technique [34], which is widely used to derive
exact analytical solutions of both NLSE and ENLSEs
[18,34,35]. Briefly, DT is based on the Lax pair eigen-
value problem and the resulting recursive relations,
with the aim to calculate higher-order solutions starting
from the trivial zeroth-order seed function that satisfies
Eq. (1.1) (for more details, see Appendix). Different
solution classes can be derived by selecting the DT
order n, the zeroth seed, and a set of n complex eigen-
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values, with arbitrary real shifts along the x- and t-axes.
The major advantage of DT scheme is the straightfor-
ward algorithm for calculating infinitely many NLSE
wave functions with incredible richness of solutions’
patterns. The minor drawback of DT technique is that
only specific analytical solutions can be computed that
do not include the general NLSE evolution from arbi-
trary initial conditions. Also, by increasing the DT
order n, the DT procedure becomes computationally
expensive.

We also mention that the DT technique has sim-
ilarity to other techniques of PDE integration, such
as He’s semi-inverse variational principle (HVP) [36].
In the HVP technique, the given PDE is transformed
into ordinary differential equations (similar to the Lax
pair in DT). Also, an ansatz is assumed, in parallel
to the DT seed solution. The difference between HVP
and DT schemes is the procedure for generating the
final solution: In HVP, it is calculated using the varia-
tional formula and finding its stationary point, while in
DT the algebraic recursive relations are employed (see
Appendix).

Thebasic solutions of the cubicNLSE (andENLSEs)
that can be calculated using DT are the Akhmediev
breathers (ABs) [37,38] (localized in x , but periodic
along t-axis) and the Kuznetsov–Ma solitons (KMSs)
[31,39–41] (localized in t , but periodic along x-axis).
The Peregrine soliton (PS) (localized along both axes)
can be considered as the limiting case of both ABs and
KMSs when their corresponding periods go to infinity
[42,43]. All these basic solutions ride on a background
and can be considered as the prototype first-order RWs.

These solutionsmay also be considered as thefinger-
prints of NLSE—it is experimentally shown that such
structures spontaneously appear during the NLSE evo-
lution, even from thewhite noise [44]. Furthermore, the
first-order ABs, PS, and KMSs are the building blocks
for generating higher-order solutions of the NLSE.
Such solutions, characterized by a narrow peak of high
intensity, are considered as the true rogue waves. The
simplest example of a RW is the PS [45]. The research
onRWs is currently a hot topic, since these giant nonlin-
ear waves can appear in nonlinear optics [46,47], deep
ocean [12,48], quantum optics [49,50], and elsewhere.
A recent paper proposed a new way for RW excitation
[51], via the electromagnetically induced transparency
(EIT) [52–55]. Significant effort has been expended to
understand the nature and generating mechanisms of
optical rogue waves [56,57]. The root of their appear-

ance is related to the modulation instability [56,58].
A very recent paper succinctly summarizes the main
characteristics of the RWs: They are nonlinear, deter-
ministic, and physical in nature [59].

Our main objective in this paper is to present new
analytical RW solutions of the cubic NLSE arising on
the uniform background and indicate new intensity pat-
terns in the nonlinear systems governed by the NLSE.
To achieve this goal, we are using three different non-
linear superpositions of KMSs. The first class has the
form of a periodic array of RW peaks along the evolu-
tion x-axis. It is calculated by applying the commen-
surate periods of KMSs in the DT scheme of order n.
To calculate the second solution class, we introduce m
nonzero DT shifts (m < n) along x-axis, to achieve the
transformation of vertical (along evolution axis) RWs
into multi-elliptic RW clusters composed of KMSs
(KM MERWCs). The third solution class is obtained
by breaking the proportionality relation among the DT
constituents’ frequencies, while retaining the evolution
shifts. Imaginary parts of the eigenvalues are chosen
to be slightly higher than 1 (i.e., to lie in close vicin-
ity of 1), which could be approximately regarded as
a degenerate DT problem. In this manner, we came
up to cluster solutions characterized by a single high-
order rogue wave in the center of the xt-plane, with
n tails emanating before and after it, composed of the
first-order (KMS1) solitons. We show that the parity of
n determines whether the wave function contains the
loops of the first-order KMSs around the (0, 0) point.

The results presented here represent an extension
and closure of our recent work [60], in which ellip-
tic rogue wave clusters were obtained from the ABs
of NLSE (AB MERWCs). We thus add new and com-
plementary solutions to the previously described rogue
wave triplets [61], triangular cascades [62–64], and cir-
cular clusters [35,65–67], but now based on the KMSs.
The classification of multi-RW structures into different
families was presented in a series of papers by Akhme-
diev’s group [67–69]. We believe that the contribution
of the three new KMS clusters, which were not pre-
sented before, represents a necessary symmetric clo-
sure on the possible higher-order RW clusters that can
be obtained by the DT scheme.We also show that these
solutions can be computed numerically on the elliptic
dn background. Finally, the same sets of DT eigenval-
ues and shifts can be employed to all equations in the
extended NLSE hierarchy, to generalize KMS rogue
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wave clusters of more complex systems (not presented
here).

The paper is organized as follows. In Sect. 2, we
present the periodic array of RW peaks composed of
higher-order KMSs. In Sect. 3, we display NLSE solu-
tions in the formofmulti-elliptic roguewave clusters on
a uniform background, built fromKMSs. In Sect. 4, we
analyze the third class of KMS clusters obtained when
all imaginary parts of DT eigenvalues are higher than
but close to 1. In Sect. 5, we exhibit the NLSE KMS
cluster solutions on a nonuniform background, formed
by the Jacobi elliptic dnoidal function. In Sect. 6, we
summarize our results. A short introduction into the
general DT scheme for NLSE is provided in Appendix.

2 Periodic arrays of RWs composed by KMSs

The expression that describes all first-order solutions,
the AB, PS, and KMS on uniform background [37,38],
is given by:

ψ(t, x) =
[
1+ 2(1−2a) cosh λx+iλ sinh λx√

2a cosωt − cosh λx

]
eix .

(2.1)

Here, parameter a determines the type of solution: If
a < 0.5, one gets an AB that is periodic along the t-
axis, with the period L = π√

1−2a
. For a = 0.5, one

obtains a single peak at the coordinate center, known
as the Peregrine soliton. In this paper, we consider in
detail the case a > 0.5, when Eq. (2.1) describes the
Kuznetsov–Ma solitons. To analyze it further, we write
the following expressions for the growth factor λ and
the transverse frequency ω, present in (2.1):

λ = √
8a (1 − 2a), (2.2)

ω = 2
√
1 − 2a. (2.3)

Note that the parameter a is closely related to the imag-
inary part ν of λDT :

ν = √
2a. (2.4)

Therefore, we ignore the real parts of any DT eigen-
value λDT (assuming them equal to zero throughout
this paper) and concentrate only on the imaginary parts.
When a > 0.5, ν > 1 and both λ and ω become imag-
inary numbers, so cosh λx and sinh λx in (2.1) turn
into cos and sin functions, while cosωt transforms into
hyperbolic cosine. This means that KMSs are periodic

along the evolution x-axis and localized along the trans-
verse t-axis. The period Tx and frequency ωx along
x-axis are, respectively:

Tx = π

ν
√

ν2 − 1
(2.5)

and

ωx = 2π

Tx
= 2ν

√
ν2 − 1. (2.6)

Our idea is to build the periodic rogue waves from the
higher-order KMSs, using the DT scheme. The DT
equations for conducting such a task for NLSE were
presented in detail elsewhere [57], and a short descrip-
tion is provided in Appendix. The DT order n is also
the order of RW peaks along the x-axis. In this scheme,
we have n first-order KMSs (each defined by an imag-
inary eigenvalue λ j = iν j (ν ≡ ν1), with real vertical
shifts x j , and horizontal shifts t j preset to zero) that
are building blocks for a final solution. To produce a
vertical array of high-intensity peaks, with a complex
pattern in their vicinity, we employ the idea of com-
mensurate KMS frequencies:

ωx j = jωx , (2.7)

where ωx ≡ ωx1 is the frequency of the first KMS in
the DT scheme. This insures that all DT constituents
will eventually collide at the same points along x-axis,
thus producing periodic and strong intensity maxima.
By combining last equations, one can easily obtain the
DT eigenvalues needed to achieve the periodicity con-
dition:

ν j =

√√√√1 +
√
1 + 4 j2ν2

(
ν2 − 1

)
2

. (2.8)

We present analytical results when ν = 1.1 for the
second-order (n = 2) and third-order (n = 3) com-
mensurate KMSs in Fig. 1a and b, respectively. Other
eigenvalues in the DT scheme can be calculated using
Eq. (2.8). One can clearly see the vertical periodic array
of RWs having equal periods Tx = 6.24 along x-axis
in both figures, which is in agreement with Eq. (2.5).
The intensity Imax of each peak in the vertical array is
even higher than in the case of higher-order Akhme-
diev breathers (ν < 1). This can be simply explained
by means of the peak-height formula (PHF) [70,71]:

|ψ (0, 0)|2 =
⎛
⎝1 +

n∑
j=1

2ν j

⎞
⎠

2

. (2.9)
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By this equation, one can easily calculate themaximum
intensity of higher-order ABs or KMSs, under the con-
dition that all DT eigenvalues nonlinearly collide at the
same point, say (0, 0). When one builds higher-order
ABs, all imaginary parts are less than one, while for the
KMSs they are higher than 1. This is the reason why
KMSs are characterized by higher peaks. For the KMS
RW of order n = 2, we obtained Imax = 33.06, and
for n = 3 the value is Imax = 74.7. This is in agree-
ment with Eq. (2.8) and PHF for the starting value of
ν = 1.1.

We next performed numerical integration of these
solutions, to check the influence of modulation insta-
bility (MI) on the dynamical generation of higher-order
KMSs. The results are presented in Fig. 1c and d for
the second-order and third-order KMSs, respectively.
In both figures, one can see that higher Fourier modes
arise quickly after the iteration onset, due to MI. This
leads to the disintegration of the periodic array of RWs,
in favor of the irregular growth of lower intensity peaks
elsewhere in the (x, t) plane—in contrast to the desired
dynamic generation of higher-order ABs. Namely, the
Fourier transform (FT) in our split-step beam propaga-
tion method assumes periodicity along the transverse
axis, which is characteristic of ABs. This enables the
matching of constituent AB periods to the box size and
neat generation of RWs along the t-axis, as analyzed in
our previous papers [18,21,70]. Since KMSs are peri-
odic along the evolution axis, it is impossible to match
the periods of KMSs to the horizontal box, which is the
reason whyMI destroys RWs soon after the integration
starts.

3 Multi-elliptic rogue wave clusters of
Kuznetsov–Ma solitons

To generate KM MERWCs, we follow an analogous
procedure to the one described in our previous paper
for Akhmediev breathers [60]. The first condition is
to keep commensurate frequencies of constituent first-
order KMSs, as in the previous section (Eq.2.7). The
second requirement is to adjust the first m shifts along
the evolution axis (x j ) to be nonzero and equal: x j �= 0
for j ≤ m, and x j = 0whenm < j ≤ n. All transverse
shifts are t j = 0. Here, we use the same expression for
calculating x-shifts from the AB MERWCs paper [60]
(to keep close analogy with the Akhmediev breather

clusters):

x j =
∞∑
l=1

X jlω
2(l−1) = X j1 + X j2ω

2

+X j3ω
4 + X j4ω

6 + · · · , (3.1)

in which ω denotes a number close to zero. Note that ω
is a main DT frequency in the AB MERWCs case, but
that is not the case for the KM MERWCs. The reader
should not confuse ω → 0, which we retain for x j
calculation, with ωx of the KMSs (Eq. (2.6)).

In Fig. 2, we present KM MERWCs on uniform
background, having one ellipse around the central peak.
The frequency ω in the expansion (Eq. (3.1)) is set to
10−1, while X j4 = 106. This way, one gets evolution
shift x j in the order of 1. The imaginary part of the first
eigenvalue is chosen as ν = 1.1, while other ν j values
are calculated using Eq. (2.8). We set m = 1 and vary
the value of n, to change the order of the central RW.
For n = 4, one gets seven KMSs of order one (KMS1),
situated on an ellipse around the second-order KMS
(Fig. 2a). When n = 5, one obtains a third-order KMS,
surrounded by 9 KMS1 distributed along a single ring
(Fig. 2b).

The second example of KM MERWCs is shown in
Fig. 3. Here,m = 2 so the two rings are formed around
each central peak. Since m is increased compared to
Fig. 2, we need to increase the solution order n. For
n = 6, one obtains the second-order KMS at the center,
with 11 and 7 KMS1 on the outer and inner ellipses,
respectively (Fig. 3a). When n = 7, an array of the
third-order KMSs is formed, with 13 and 9 KMS1 on
two ellipses around each central RW peak (Fig. 3b). As
for the m = 1 case, we left ω = 10−1 and X j4 = 106

unchanged. In both Figs. 2 and 3, one can easily observe
the periodicity of the cluster along x-axis. The period
Tx is calculated from Eq. (2.5) and is not perturbed
by evolution shifts, meaning that the numerical value
remains Tx = 6.24 in Fig. 2, since we did not change
the ν value from Fig. 1. In Fig. 3, we set ν = 1.02, to
increase the Tx period according to equation (2.5). This
was done to zoom in the three clusters in the selected
numerical box, so the reader can clearly see the two
rings around each RW at the center.

Our final conjecture is that the RW of n − 2m order
(denoted hereafter as KMSn−2m or KMS (n − 2m) or
RWn−2m) is obtained at (0, 0), with m ellipses around
the peak for n ≥ 2m + 2. The outer ellipse contains
2n − 1 KMS1, while each following ring toward the

123



S. Alwashahi et al.

Fig. 1 3D color plots of higher-order Kuznetsov–Ma solitons
with commensurate frequency components on a uniform back-
ground. a The second-order DT solution with eigenvalues ν =
ν1 = 1.1 and ν2, calculated using Eq. (2.8). b The third-order
DT solution with eigenvalues ν = ν1 = 1.1, ν2, and ν3, calcu-
lated using Eq. (2.8). The modulation instability of higher-order
KMSs is tested for (c) the second-order solution from figure (a)

and for (d) the third-order solution from figure (b), by executing
the second-order beam propagation method from the analyti-
cal DT wave function at some fixed time x0 between the two
peaks. The modulation instability appearing soon after the iter-
ation onset destroys the intensity distribution and periodicity of
higher-order KMS peaks

Fig. 2 3D color plots of KM MERWCs on the uniform back-
ground, having one ellipse (m = 1) around each n − 2m order
roguewave. The clusters are formed periodically along the evolu-
tion x-axis. Shifts of the constituent DT components are obtained

for X j4 = 106. The orders of Darboux transformation and the
high-intensity encircled peaks are, respectively: a n = 4 with
the second-order rogue wave, and b n = 5 with the third-order
rogue wave
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Fig. 3 3D color plots of KM MERWCs on the uniform back-
ground, having two ellipses (m = 2) around each n − 2m order
roguewave. The clusters are formed periodically along the evolu-
tion x-axis. Shifts of the constituent DT components are obtained

for X j4 = 106. The orders of Darboux transformation and the
high-intensity encircled peaks are, respectively: a n = 6 with
the second-order rogue wave, and b n = 7 with the third-order
rogue wave

center has four KMS1 less. If the rings are indexed
from 1 to m, going from outer to the inner one, the
number of KMS1 on each ring is ci = 2n − 4i + 3.
This is the same conclusion as for the AB MERWCs
[60,67,68]. The two differences are the lower intensity
of AB MERWCs as compared to the KM MERWC
case (due to PHF) and the direction of periodicity (AB
MERWC is periodic along the t−axis).

The explanationofKMScluster’s appearance is sim-
ilar to theAB case. If all x j shifts are zero, the nonlinear
superposition of all n DT components will take place
at equidistant points along the x-axis (including coor-
dinate origin), producing the periodic array of RWs, as
shown in Fig. 1a and b. However, if one sets x-shifts
to be nonzero for the first m ≥ 1 DT components,
the intensity distribution will decrease and split over
the xt-plane. The understanding of why KMMERWC
appears in such a way could be theoretically possible if
one applies the mathematical analysis of exact analyt-
ical DT solutions. It is well known that deriving very
complex DT expression for big n is extremely hard
work with relatively little theoretical insight, so it was
not performed anywhere before. Thus, we will not con-
duct that analysis here either.

4 Third solution class of nearly degenerate
eigenvalues

Here, we present the third class of KMS cluster solu-
tions that do not display a multi-elliptic form. This
class is characterized by long-tail structure distribu-
tions, with loops of KMS1 in certain cases. We were
motivated to explore new KMS patterns in order to
compare them with the AB solutions obtained under
similar computational conditions. Namely, the first
requirement for generating AB MERWCs was to pro-
vide the proportionality condition for higher-order DT
components (ω j = jω), which lead to the simple equa-
tion for the imaginary part of j th eigenvalue ν j =√
1 − 1

4 j
2ω2, with ω → 0 [60]. For the KMS case,

all ν j must be greater than one, so we slightly modified
the last equation to:

ν j = ν0 +
√
1 − 1

4
j2ω2, (4.1)

where ν0 denotes the offset of KMS eigenvalues. Con-
sequently, all ν j are close to the 1+ν0 value (in analogy
to the AB case, when ν j → 1). The difference, how-
ever, is significant: In the AB case, one retains the com-
mensurate frequencies andABMERWCs are obtained,
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while for the KMS a new ν j set destroys the propor-
tionality of frequencies. In this section, we show the
appearance of new KMS clusters under the condition
of Eq. (4.1).

The algorithm for calculating long-tail KMS clus-
ters is as follows: First, we set an offset ν0 and some
small value of ω. We choose values for n and m and
calculate all x-shifts using Eq. (3.1). Next, we com-
pute all eigenvalues in the DT scheme from Eq. (4.1)
(1 ≤ j ≤ n). Finally, we apply the DT procedure, to
numerically calculate wave functionψ (x, t) at all grid
points with an arbitrary precision.

In Fig. 4, we show the intensity distribution for n =
4, ν0 = 0.1, and ω = 0.05. When m = 0, a fourth-
order peak is obtained at the origin (0, 0), with a peak
intensity of 95.67 (in agreement with the PHF). The
intensity distribution is shown in Fig. 4a.One can easily
discern the central RW and four tails containing the
KMS1 solutions spreading below and above the peak.
In Fig. 4b, we show the intensity distribution for m =
1. In this case, the second-order KMS peak is formed
at the origin, with 28.97 maximal intensity. The one
nonzero shift clearly moved apart constituent KMSs,
producing a lower-order DT solution at the (0, 0) point.
Four KMS1 tails are also formed on both sides of the
central RW, but are separated in groups of two in the
lower half plane, for a given box. Further on, above the
KMS2, a single loop consisting of KMS1 is formed,
stretching out from x = 0 to x ≈ 43. Note that the
range of pseudo-color scales on both figures are set
to (0, 10) interval, to emphasize the central peak and
KMS1 along the tails. We also display the insets, to
show the central RW and its vicinity in more detail.

We next show the n = 5 case, for m = 0 (Fig. 5a),
m = 1 (Fig. 5b), and m = 2 (Fig. 5c). The values of
ν0 = 0.1 and ω = 0.05 are left unchanged. When
m = 0, RW5 is formed at the origin (peak inten-
sity 143.17, in agreement with the PHF). Since n is
changed, five symmetric KMS1 tails are observed on
both sides of the central peak. For m = 1, one can see
the RW3 at the (0, 0) point (max. intensity 57.26, see
the inset) and also five tails, but the outer two are not
participating in the building of the central structure. If
we setm = 2, no central RW emerges. Instead, a group
of six KMS1 appears at the origin, while five tails are
still preserved. The first clue of the solution structure
can now be deduced from Figs. 4 and 5. The central
peak at the origin, composed of the constituent KMS1
solitons, has the n − 2m order, as expected for the KM

MERWCs. Next, the number of tails above and below
the high-intensity peak is equal to the overall DT solu-
tion order n.

In Fig. 6, we present three long-tail KMS clusters for
the n = 6 case, with ν0 = 0.1 and ω = 0.05. The RW6
is formed at the origin,with the peak intensity of 199.83
(in agreement with the PHF), when m = 0 (Fig. 6a).
Below and above the sharpRWpeak (KMSof the sixth-
order: KMS6), six symmetric tails can be observed. In
Fig. 6b, the intensity distribution is presented for m =
1. One can observe the RW4 at (0, 0) (max. intensity
94.95, see the inset) and six tails emerging from the
origin, but the outer two are not contributing to the
central RW4 structure. In the upper half plane, the tails
are formed in three groups of two. Above the RW, one
loop of KMS1 appears stretching out from x = 0 to
x ≈ 69. This solution has a similar form to the n = 4,
m = 1 case shown in Fig. 4b. However, the loop is not
present when n = 5. One may conclude that the loop is
formed only for even values of n. This is supported by
the next case of n = 6 and m = 2, when the second-
order KMS is generated at the center, with two KMS1
loops above, one KMS1 loop below the RW, and six
tails (Fig. 6c). The tails are divided into three groups of
two, but only in the lower half of the plane.

Finally, we analyze the third class of solutions for
even higher DT order: n = 7 (ν0 = 0.1 and ω = 0.05)
and n = 8 (ν0 = 0.07 and ω = 0.05). When n = 7 and
m = 2, the third-order KMS at (0, 0), along with seven
tails, is formed (Fig. 7a). No loop appears in this case.
For n = 7 and m = 3, there is no RW at the center,
only an AB-like cluster, since n − 2m = 1 (Fig. 7b).
Again, seven tails are seen in both figures, but without
KMS1 loops. The appearance of the cluster is different
when n = 8. For m = 2, the KMS4 is found at the
origin (n − 2m = 4), with eight tails on both sides
of the peak. In the upper plane, the tails are formed
in four groups of two. Two KMS1 loops are obtained
above the peak and one loop is formed below the peak
(Fig. 7c). When n = 8 and m = 3, one sees KMS2 at
the xt-plane center and eight tails. Three/two KMS1
loops are generated above/below the RW (Fig. 7d).

From Figs. 4, 5, 6, and 7, we conclude the follow-
ing: Kuznetsov–Ma solitons of order n − 2m appear
at the origin (0, 0) when the overall solution order is
n and when the first m nonzero and equal shifts in
the DT scheme are used. Above and below the central
RW, n tails are formed, each consisting of KMS1 soli-
tons. For even values of n, the m (m − 1) KMS1 loops
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Fig. 4 2D color plots of the long-tail KMS clusters on the uni-
form background, having one rogue wave of the n − 2m order
formed at (0, 0) of the (x, t) plane. The starting offset for cluster
formation is ν0 = 0.1. DT shifts are obtained for X j4 = 106 and
ω = 0.05. The DT order is n = 4. The number of nonzero shifts

m and the order of high-intensity central peaks are, respectively:
a m = 0 with the fourth-order rogue wave and b m = 1 with the
second-order rogue wave. The insets in both images show the
enlarged central RW and its vicinity

emerge above (below) the RW. We emphasize that if
one changes the sign of x-shifts, the entire cluster sim-
ply flips about the x = 0 line (results not shown).

5 Long-tail KMS clusters on Jacobi elliptic
dnoidal background

In this section, we show the long-tail KMS clusters
computed on awavy background, defined by the Jacobi
elliptic dnoidal function dn. For this calculation, we use
the modified DT scheme for the NLSE [72]. We start
from the seed functionψdn(x, t) = dn(t, g)ei(1−g2/2)x ,
where the elliptic modulus is denoted by g (0 < g < 1)
and the ellipticmodulus squared ismdn = g2.Although
the choice of shifts and eigenvalues is the same as
in the previous section, the procedure for calculating
wave function is different. Namely, the exact analyt-
ical values of ψ can be obtained only when t = 0
[72]. We therefore use the fourth-order Runge–Kutta
algorithm to calculate ψ(x, t �= 0) values in the grid
along the t-line for the fixed x from the initial values
of ψ(x, t = 0).

In Fig. 8, we show the intensity distribution of the
long-tail KMS cluster built on the dn background with

mdn = 0.42. The order of DT solution is n = 6, and the
number of nonzero shifts is m = 2. The computational
parameters are: ν0 = 0.1, ω = 0.05, and X j4 = 106.
We report the formation of the second-order RW at the
origin (clearly observable in the inset). Since n is even,
we obtained two KMS1 loops above and one KMS1
loop below the central peak. The peak maximum is
28.61, but we set the maximum of pseudo-color scale
to 10, to emphasize the fine vertical stripes represent-
ing the crests and troughs of the dnoidal background.
Although the long-tail cluster is clearly visible, the tops
of the two upper loops are blurred by the background
wave.

6 Conclusion

In this paper, we presented the three classes of NLSE
solutions built from Kuznetsov–Ma solitons in the DT
scheme of order n. The first class is obtained for the
commensurate frequencies of DT components, with all
evolution shifts set to zero. These solutions have the
form of vertically periodic arrays of RWs, composed
of the nth-order KMSs. We discussed the difficulties
in generating these solutions dynamically, since the
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Fig. 5 2D color plots of the long-tail KMS clusters on the uni-
form background. The rogue wave of n − 2m order is condi-
tionally formed at (0, 0) of the (x, t) plane. The starting offset
for cluster formation is ν0 = 0.1. Shifts in the DT scheme are
calculated for X j4 = 106 and ω = 0.05. The DT order is n = 5

and the number of nonzero shifts is m. a The fifth-order rogue
wave for m = 0. b The third-order rogue wave for m = 1. c
For m = 2, the central structure resembles a single Akhmediev
breather, since n − 2m = 1. The insets in all images show the
enlarged regions centered around (0, 0)

Fig. 6 2D color plots of the long-tail KMS clusters on the uni-
form background. The rogue wave of n− 2m order is condition-
ally formed at (0, 0) of the (x, t) plane. The starting offset for
cluster formation is ν0 = 0.1. Shifts in the DT scheme are calcu-
lated for X j4 = 106 and ω = 0.05. The DT order is n = 6, and

the number of nonzero shifts is m. a The sixth-order rogue wave
is formed for m = 0. b The fourth-order rogue wave is formed
for m = 1. c The second-order rogue wave is formed for m = 2.
The insets on three images show the enlarged central RW and its
vicinity

higher Fourier modes arise quickly after the simulation
onset, due to the modulation instability, and lead to the
disintegration of the periodic array of rogue waves.

Next, we showed the multi-elliptic KMS clusters,
also periodic along the x-axis, computedusing the same
set of eigenvalues, but with the first m evolution shifts
set to be equal and nonzero. The KMS of order n−2m
(considered as the central rogue wave) is surrounded
by m ellipses composed of KMS1 peaks. The number
of KMS1 peaks on the outermost ellipse is 2n − 1. On
each following ring, we counted four KMS1 peaks less.

The third solution class are the long-tail KMS clus-
ters. They are computed for a set of n nearly degenerate
eigenvalues that are all close to some predefined value
greater than one. The firstm shifts were equal and zero,
as for the second solution class. The computation was
conducted to emphasize the analogy to multi-elliptic
clusters ofAkhmediev breathers. The central part of the
KMS cluster consists of the n − 2m-order Kuznetsov–
Ma soliton at the origin. Above and below this high-
intensity narrow peak, the n tails composed of KMS1s
are observed. Form = 0, the tails are perfectly symmet-
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Fig. 7 2D color plots of the long-tail KMS clusters on the uni-
form background, for higher values of DT order n. The high-
intensity central rogue wave is formed when n − 2m > 1. DT
shifts are obtained for X j4 = 106 and ω = 0.05. Values of n,
nonzero shifts m, and the starting offset ν0 are, respectively: a

n = 7, m = 2, ν0 = 0.1 (third-order RW at the center), b n = 7,
m = 3, ν0 = 0.1 (single AB at the center), c n = 8, m = 2,
ν0 = 0.07 (fourth-order RW at the center), and d n = 8, m = 3,
ν0 = 0.07 (second-order RW at the center). The insets in all
images show the enlarged regions centered around (0, 0)

ric. If m ≥ 1, the symmetry is partially broken down,
especially for even values of n. Namely, in this case
(n = 4, n = 6, n = 8) one observes the loops con-
sisting of the first-order KMSs around the peak. The
numbers of loops above and below the RW are m and
m−1, respectively. Depending on the particular values
of even n andm, the tails can be grouped in n/2 groups

by two, in the upper or lower half planes. Finally, these
specific features are not observed for the odd n cases
(n = 5 and n = 7).

We numerically built the long-tail KMS cluster on
a periodic background, using the modified Darboux
transformation scheme. The intensity of higher-order
Kuznetsov–Ma solitons at the plane origin significantly
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Fig. 8 2D color plot of the long-tail KMS cluster on the
Jacobi elliptic dnoidal background,with ellipticmodulus squared
mdn = 0.42. The starting offset is ν0 = 0.1, while DT shifts are
obtained for X j4 = 106 and ω = 0.05. The DT order value of
n = 6 and the number of nonzero shiftsm = 2 lead to generation
of the second-order RW at (x, t) = (0, 0). The inset shows the
enlarged central RW and its vicinity

surpasses the amplitude of ellipticABwaves.However,
we are still able to spot the weak background oscilla-
tions, on which the KMS cluster is constructed.

The results presented in this paper represent an
extension and conclusion of our previous work on the
multi-elliptic RW clusters composed of Akhmediev
breathers. A perfect agreement with all facets of the
complex DT analysis is demonstrated, often after com-
plicated calculations. Nevertheless, our opinion is that
even such complex investigation of various wave clus-
ters can be of further research interest—after many
years of NLSE research, new and interesting solutions
emerge, due to the rich variety of parameters and pos-
sibilities in the Darboux transformation scheme. The
research potential is increased even more if one con-
siders the cluster solutions for the infinite hierarchy of
extended nonlinear Schrödinger equations. The mate-
rial presented in this paper can be a starting point to
understand in more detail the rogue wave features in
more complex physical systems that are governed by
the extended nonlinear Schrödinger equations (Hirota,
quintic, etc.)
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Appendix: The general Darboux transformation
scheme

The NLSE solution of order N is a nonlinear superpo-
sition of N independent components, where each one
is determined by the complex eigenvalue λ j (1 ≤ j ≤
N ). The corresponding wave function is:

ψn = ψn−1 + 2
(
λ∗
n − λn

)
sn,1r∗

n,1∣∣rn,1
∣∣2 + ∣∣sn,1

∣∣2 . (A.1)

The functions rn,1 and sn,1 are given by the recursive
relations involving rn,p(x, t) and sn,p(x, t):

rn,p = [(λ∗
n−1 − λn−1

)
s∗
n−1,1rn−1,1sn−1,p+1

+ (
λp+n−1 − λn−1

) ∣∣rn−1,1
∣∣2rn−1,p+1

+ (
λp+n−1 − λ∗

n−1

) ∣∣sn−1,1
∣∣2rn−1,p+1]

/
(∣∣rn−1,1

∣∣2 + ∣∣sn−1,1
∣∣2) ,

sn,p = [(λ∗
n−1 − λn−1

)
sn−1,1r

∗
n−1,1rn−1,p+1 (A.2)
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+ (
λp+n−1 − λn−1

) ∣∣sn−1,1
∣∣2sn−1,p+1

+ (
λp+n−1 − λ∗

n−1

) ∣∣rn−1,1
∣∣2sn−1,p+1]

/
(∣∣rn−1,1

∣∣2 + ∣∣sn−1,1
∣∣2) .

Thus, all pairs rn,p and sn,p can be determined start-
ing from r1, j and s1, j . The functions r1, j (x, t) and

s1, j (x, t), forming the Lax pair R =
(
r
s

)
≡

(
r1, j
s1, j

)
,

are determined by the eigenvalue λ ≡ λ j and real shifts
of the solution

(
x j , t j

)
.

The Lax pair satisfies a system of linear differential
equations

∂R

∂t
= U · R,

∂R

∂x
= V · R, (A.3)

where matrices U and V for the NLSE are defined as
(ψ ≡ ψ0):

U = i

[
λ ψ(x, t)∗

ψ(x, t) −λ

]
,

V =
2∑

k=0

λk · i
[
Ak B∗

k
Bk −Ak

]
. (A.4)

The coefficients Ak and Bk are given by:

A0 = − 1

2
|ψ |2, (A.5)

B0 = i

2
ψt ,

A1 = 0,

B1 = ψ,

A2 = 1,

B2 = 0.

We next define the following terms:

κ j = 2
√
1 + λ2j

A j = 1

2
arccos

κ j

2

+ κ j

2

[(
t − t j

) + λ j
(
x − x j

)] − π

4

Bj = −1

2
arccos

κ j

2

+ κ j

2

[(
t − t j

) + λ j
(
x − x j

)] − π

4
.

(A.6)

From Eqs. (A.3)–(A.6), one can calculate r1, j and s1, j :

r1, j = 2ie−i x/2 sin A j

s1, j = 2eix/2 cos Bj .
(A.7)

To emphasize again, rn,1 and sn,1 are calculated from
r1, j and r1, j , by applying Eq. (A.2) multiple times.
Finally, the nth-order DT solutionψn is then calculated
from ψn−1, ..., ψ0 using Eq. (A.1).
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Chin, S.A.: Systematic generation of higher-order solitons
and breathers of the Hirota equation on different back-
grounds. Nonlinear Dyn. 89, 1637–1649 (2017)

19. Chowdury, A., Kedziora, D.J., Ankiewicz, A., Akhme-
diev, N.: Breather solutions of the integrable nonlinear
Schrödinger equation and their interactions. Phys. Rev. E
91, 022919 (2015)

20. Yang, Y., Yan, Z., Malomed, B.A.: Rogue waves, rational
solitons, and modulational instability in an integrable fifth-
order nonlinear Schrödinger equation. Chaos 25, 103112
(2015)

21. Nikolić, S.N., N.B., Aleksić, Ashour, O.A., Belić, M.R.,
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Label‑free third harmonic 
generation imaging 
and quantification of lipid droplets 
in live filamentous fungi
Tanja Pajić1, Nataša V. Todorović2, Miroslav Živić1, Stanko N. Nikolić3, Mihailo D. Rabasović3, 
Andrew H. A. Clayton4 & Aleksandar J. Krmpot 3*

We report the utilization of Third‑Harmonic Generation microscopy for label‑free live cell imaging of 
lipid droplets in the hypha of filamentous fungus Phycomyces blakesleeanus. THG microscopy images 
showed bright spherical features dispersed throughout the hypha cytoplasm in control conditions and 
a transient increase in the number of bright features after complete nitrogen starvation. Colocalization 
analysis of THG and lipid‑counterstained images disclosed that the cytoplasmic particles were lipid 
droplets. Particle Size Analysis and Image Correlation Spectroscopy were used to quantify the number 
density and size of lipid droplets. The two analysis methods both revealed an increase from 16 ×  10−3 to 
23 ×  10−3 lipid droplets/µm2 after nitrogen starvation and a decrease in the average size of the droplets 
(range: 0.5–0.8 µm diameter). In conclusion, THG imaging, followed by PSA and ICS, can be reliably 
used for filamentous fungi for the in vivo quantification of lipid droplets without the need for labeling 
and/or fixation. In addition, it has been demonstrated that ICS is suitable for THG microscopy.

Third harmonic generation (THG) microscopy as a label-free nonlinear imaging technique is a powerful tool 
for visualization of various cells and tissue  structures1. THG has been mainly applied to imaging animal cell 
 structures1–7 and  tissues1,4,6,8–14, as well as the dynamics of cellular processes (functional imaging)1,6,12,15. Also, 
THG microscopy has been used to study human and fossil vertebrate  teeth16, 3D engineered human adipose 
 tissue17, and small organisms (Drosophila melanogaster, zebrafish, Xenopus laevis, early mouse  embryos8,18–20 
and C.  elegans21,22). In addition to animal specimens, THG microscopy has also been applied to  plants11,23–27, 
 algae26,27 and  yeast2,28. To the best of our knowledge, there is a paucity of THG studies on filamentous fungi.

The THG phenomenon is a nonlinear coherent scattering process induced by structures with specific proper-
ties. In THG, the joint energy of three photons is converted into one photon. As THG is a third-order process, 
ultra-short laser pulses with high peak power densities at the optical focus are required to ensure sufficient 
signal. Contrast in THG microscopy is generated at interfaces where there is a large change in refractive index 
or third-order non-linear  susceptibility29,30. Due to higher index of refraction of lipids (R.I.(lipids) = 1.46–1.48 
at 1100–480 nm)31 with respect to the cytoplasm (R.I. = 1.360–1.390 at 633 nm)32, the THG signal is efficiently 
produced at the interface between the aqueous phase and by lipid-rich  structures33–35. These include cellular 
membranes and lipid droplets (LDs).

Lipid droplets are dynamic cellular organelles which play a key role in lipid homeostasis and energy in 
eukaryotic cells. Studies of lipid droplet physiology in fungi are still in their infancy but their quantitation has 
relevance to issues in biomedicine, agriculture, industrial waste and the energy crisis. As mentioned above, 
THG microscopy is a particularly suitable technique for lipid droplet physiology  studies11,35,36. The advantages of 
THG microscopy are it is non-invasive, produces inherently confocal images, doesn’t require fixation or external 
labelling-similar to Raman-based37–42, differential interference contrast (DIC)43 and light sheet  microscopy37, and 
is minimally phototoxic allowing for in vivo studies. A point of difference between Raman-based techniques and 
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THG microscopy is the simpler excitation scheme and minimal risk of aberration artefacts in THG microscopy. 
Combining THG with fluorescence microscopy is useful to identify the molecular source of the THG-generated 
signals (i.e. lipophilic fluorescent dyes to target LDs)4,7,36. Once THG-associated structures are identified they 
can be followed using THG microscopy in situ.

Quantitation of images containing LDs can be challenging. The desired parameters include LD number, den-
sity, size and morphology. Readily-available image analysis software and programming languages for this purpose 
are ImageJ, Cell Profiler, Imaris, AMIRA, Volocity, MATLAB, D programming, for both fluorescent  images44–47 
and for lipid droplet images taken by label-free11,17,20 techniques. Automated quantitation of lipid droplets uses 
either thresholding of the images (threshold-based) or watershed methods (morphology-based)48, and are usu-
ally optimized for a specific cell line. It would be desirable to have a more general image analysis platform that 
does not require extensive cell-line specific thresholding. In this regard, Image Correlation Spectroscopy (ICS) 
is a promising method because it is based on measuring spatially-correlated fluctuations. ICS has been applied 
to confocal images where it measures the spatial variation of fluorescence intensity fluctuations, which can 
be further related to particle density and aggregation  state49. On the other hand, ICS has been rarely used for 
nonlinear techniques, only for two photon excitation fluorescence (TPEF)50 or recently for second harmonic 
generation imaging (SHG)51.

The filamentous  fungi52 are ubiquitous organisms that contribute profoundly to a wide range of ecosystem 
processes, including decomposition of organic carbon, carbon storage and nutrient transfer. As an invisible 
and often overlooked part of carbon cycle, filamentous fungi as saprophytes and plant symbionts (mycorrhizal 
fungi) create a sink for plant organic carbon and distribute it to below-ground hyphal  biomass53. The oleaginous 
filamentous fungi have the ability to accumulate large amount of carbon in the form of lipids, more than 20% of 
their  biomass54,55 under appropriate conditions. These lipids are considered to be a valuable alternative resource 
for various biotechnological applications (biodiesel production, high-value chemicals, food/feed additives, and 
efficient bioremediation of wastewaters)56,57, in a bio-based economy. Additionally, the lipid accumulations have 
been implicated in the resistance of fungi to  toxins58 and virulence of pathogenic  fungi59. Moreover, yeast cells 
modified to lack the lipid droplets entirely, are extremely vulnerable to a variety of  stresses60 altogether dem-
onstrating that LD studies could potentially lead to novel antifungal treatments. We have chosen for the THG 
imaging study of LDs the well-known model species Phycomyces blaekseneanus, oleaginous fungi from the order 
Mucorales with very rapid growth (from the spores, through exponential growth phase, to stationary phase in 
under 36 h). The challenge of utilizing THG imaging for filamentous fungi is that the LDs in filamentous fungi 
are of rather small dimensions (< 1.5 μm) unlike e.g. in white adipocyte cells where LDs dimensions can reach 
100 μm61. Our aim is to show that THG microscopy is highly suited for imaging the density and size of LDs in live 
filamentous fungi. To this end, we will use filamentous fungi in the baseline control condition, with sporadic and 
small LDs, corresponding to low lipid content  conditions62, and fungi with denser LDs brought upon by nitrogen 
starvation-induced autophagy  response63, the conserved cellular mechanism of molecular  recycling64. In addition 
to label-free THG imaging of LDs in fungi, we also present two methods for LDs quantification and analysis. The 
first method is based on ImageJ/Fiji open source platform, particle analysis tool, which provides measurements of 
the size, shape and number of LDs. The second method is called Image Correlation Spectroscopy (ICS)65, which 
provides measurements of density and size of particles through spatial autocorrelation analysis.

Our aim is to show that ICS is a good method for quantification of LDs in THG images.

Materials and methods
Filamentous fungus strain and growth conditions. A wild-type strain of oleaginous Zygomycetous 
fungus Phycomyces blakesleeanus (Burgeff) [NRRL 1555(-)] was used as the model cell system in this study. For 
optimal growth of the mycelium, spores at concentration of the order  107 spores/ml were plated on 100 mm 
Petri dishes at 21–23 °C. Standard liquid minimal (SLM) medium for cultivation contained per liter: 20 g of D 
(+)-glucose (carbon source), 2 g of L-asparagine·H2O (nitrogen source), 5 g  KH2PO4, 500 mg  MgSO4·7H2O, 
and microelements/"trace stock" (28  mg  CaCl2, 1  mg thiamine hydrochloride, 2  mg citric acid·H2O, 1.8  mg 
Fe(NO3)3·9H2O, 1 mg  ZnSO4·7H2O, 300 µg  MnSO4·H2O, 50 µg  CuSO4·5H2O, and 50 µg  Na2MoO4·2H2O). The 
glucose was autoclaved separately, and the final pH of the medium was 4.5. The osmolarity was about 200 mOsm.

For the nitrogen starvation experiments, the fungi were first grown in the SLM medium and after 22 h were 
divided into two groups. Group 1 was the control group and group 2 was the nitrogen starved group (N-starved). 
Fungi from control group 1 were collected by centrifugation (10 min) and resuspended in SLM medium. For 
group 2, fungal cells were centrifuged (10 min) and resuspended in nitrogen-free medium (SLM medium with-
out L-asparagine) (Fig. 1). The age-matched fungal cultures were imaged at different time points after nitrogen 
starvation (3, 4.5, 6 h and > 6 h (up to 8.5 h)) at room temperature. All fungal cultures used for imaging were in 
exponential growth phase (total time from seeding was in the range 24–30.5 h). Data collected from the 6–8.5 h 
time-points were pooled and represented the group in prolonged nitrogen starvation (labelled 6 h on the graphs).

Lipid staining. Live fungal cells were stained without chemical fixation. To stain the fungal cells, hyphae in 
exponential growth phase (26 h) were incubated with 40 ng/mL of Nile Red dye (Acros Organics) for 10 min at 
20 °C.

Nonlinear laser scanning microscopy (NLSM) experimental setup and hyphae imaging. The 
images of live unstained fungal cells were obtained using a bespoke nonlinear laser-scanning microscope, previ-
ously described in  references66,67, but modified for THG imaging (Fig. 2). For third harmonic generation (THG) 
imaging of hyphae the following experimental setup, based on significantly modified Zeiss Jenaval upright micro-
scope, was used: Infrared femtosecond pulses were provided by a SESAM mode-locked Yb:KGW laser (Time-
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Bandwidth Products AG, Time-Bandwidth Yb GLX; Zurich, Switzerland, wavelength 1040 nm, pulse duration 
200 fs and repetition rate 83 MHz). The laser wavelength was chosen so that THG signal whose wavelength is 3 
times shorter (347 nm) is still in the range of conventional air UV optics. The laser light was first passed through 
a collimating 1:1 beam expander (L1 and L2) for divergence compensation, and then combined (at BC) with 
the Ti: Sa laser beam used for TPEF imaging. After that, both beams pass the motorized variable neutral density 
filter (VNDF) for power regulation and the mechanical shutter. The beams were raster scanned over the sample 

Figure 1.  The outline of experimental design of nitrogen starvation. Hyphae cultures are grown in control 
conditions (Control culture) or in nitrogen-depleted medium (N-starved culture). Time points of sampling are 
marked as blue dots.

Figure 2.  NLSM setup. Ti:Sa—laser for TPEF imaging, Yb:KGW—laser for TPEF and THG imaging, BC—
beam combiner, L1 and L2—lenses of 1:1 beam expander for recollimation, VNDF—variable neutral density 
filter, GSM—galvanometer-scanning mirrors, L3 and L4—lenses of 1:3.75 beam expander for imaging, MDM—
main dichroic mirror (cut-off 700 nm), Obj.—microscopic objective 40 × 1.3,   Sam.—sample, Con.—aspheric 
condenser lens, DM—dichroic mirrors reflective for THG (347 nm) and transmissive for Yb laser (1040 nm), 
F1—Hoya glass UV filter, peak transmission 340 nm, F2—bandpass filter 275–375 nm, L6—focusing lens, THG 
PMT—photomultiplier tube for THG signal, TL—tube lens, BS/M—beam splitter or mirror toggle, Cam.—
camera, F—VIS filter 400–700 nm for autofluorescence or VIS + 570 nm long pass for Nile Red fluorescence, 
L5—focusing lens, TPEF PMT—photomultiplier tube for TPEF signal, AD/DA—acquisition card. The scheme 
was created in Microsoft Power Point 2016 (https:// www. micro soft. com/ en- us/ micro soft- 365/ power point).

https://www.microsoft.com/en-us/microsoft-365/powerpoint
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using two galvanometer mirrors (Cambridge Technologies, 6215H; Bedford, Massachusetts, USA) and a 1:3.75 
beam expander (L3 and L4) was used to fill the back aperture of the objective lens and to achieve 4f. configura-
tion. The beams were further directed onto the sample by a short-pass main dichroic mirror (MDM, cut-off at 
700 nm) through the high numerical aperture (NA) oil immersion objective lens (Carl Zeiss, EC Plan-Neofluar 
40X, NA 1.3). The THG signal was detected in the forward direction (transmission arm), parallel to the direction 
of laser propagation. First, the signal was collected by high NA aspheric lens (condenser). Then, it was reflected 
by two dichroic mirrors (DM) that reflect 347 nm but transmit 1040 nm to prevent the laser beam from reach-
ing the detector. Further on, the signal was filtered out from the rest of the laser photons by a bandwidth filter 
275–375 nm (Thorlabs FGUV11M) and a Hoya glass UV filter (Newport FSR-U340) with a maximum transmis-
sion at 340 nm. The THG signal was detected using a photomultiplier tube (PMT) (Hamamatsu, H7422, Japan), 
after being focused by a 50 mm focal length lens (L6) onto the entrance window of the PMT.

For the (auto)TPEF imaging a tunable (700–900 nm) Kerr lens mode locked Ti:Sa laser (Mira 900, Coher-
ent Inc. CA, USA) was used, pumped by CW (continuous-wave) frequency doubled Nd:YVO4 laser at 532 nm 
(VERDI V10, Coherent Inc. CA, USA). The wavelength of the Ti:Sa laser was set to 730 nm for auto TPEF 
imaging since most of the endogenous fluorophores (NADH, flavins, etc.) can be excited at this  wavelength68 
on the one hand, and because of the technical limitation (laser tunability range and dichroic mirror cut off) on 
the other hand. The fluorescent signal was collected in back reflection by the objective lens, passed the MDM, 
tube lens (TL) and filtered out by VIS (400–700 nm) band pass filter (Canon, taken from the camera EOS50D) 
for the detection of the autofluorescence excited by Ti:Sa laser. Additionally, 570 nm long pass filter (colored 
glass, unknown vendor) was used for Nile Red fluorescence which is excited by Yb: KGW laser and detected 
simultaneously by THG signal. TPEF signals were detected after being focused by 50 mm focal length lens (L5) 
onto the entrance window of the TPEF PMT.

The acquisition was performed by National Instrument card USB-6351 at the rate of 1.2 M sample/s. This 
enabled high enough frame rate at low resolution for live monitoring, for instance 3 frames per second at 
256 × 256 pixels with 6 averages. For high resolution images, it takes 30 s for 1024 × 1024 image with 30 averages. 
The lateral and axial resolution of the microscope with 40 × 1.3 objective lens were estimated to be 300 nm and 
1000 nm, respectively.

Bright field images were taken with a Canon EOS 50D digital camera (Tokyo, Japan) whose CMOS sensor 
was placed at the image plane of the tube lens. Toggle switch BS/M enables utilization either of camera for bright 
field or TPEF PMT for fluorescence imaging.

A specially designed sample holder was used, that enables hyphae with the growing medium to be placed 
between two coverslips in order meet the criteria for the best NA of the objective lens, but also to avoid losses 
of the UV THG signal by thick deck glass (Supplementary Figs. S1 and S2 show different imaging conditions of 
hyphae that were tested in order to find the best one). The #1.5 coverslips (170 μm thickness) were used. 20 μl 
of hyphae suspension was used to keep the hyphae alive. The holder was placed between objective lens and the 
aspheric condenser on the motorized table that can be translated in steps of 0.3 μm along the beam propagation 
direction (z axis) for optical slicing of the sample and 3D imaging.

In control versus N-starved group imaging, time points were gathered sequentially. Using a label-free imaging 
technique, such as THG, enabled us to take images of samples with minimal delay after taking fungi from the 
culture. The overall time a sample culture was kept under the microscope to acquire at least 3 THG images of live 
hypha was between 25 and 37 min. Effectively, time points for control and treatment were offset for 30–40 min 
on one experimental day and on the next day, offset in opposite direction to the other. The exact ranges of time 
of growth (mean and standard deviation) for all hypha included in experimental groups are collected in Sup-
plemental Fig. S4.

Image analysis. THG image analysis of lipid droplets in 2D was performed using ImageJ (W. Rasband, 
National Institute of Health, Maryland, USA, http:// imagej. nih. gov/ ij/). Algorithms written in MATLAB (in-
house-created code) and VolView software were used for 3D and 4D image processing. Two methods for image 
analysis were used to quantify LDs number and size, Particle Size Analysis (PSA) and Image Correlation Spec-
troscopy (ICS). Details of both procedures are in the Supplementary Information.

Statistics. For quantitative image analysis, images of individual hypha under control conditions (n = 44) 
and after nitrogen starvation (n = 17) were obtained from 6 independently grown cultures. GraphPad Prism 
was used for graphing and statistical comparisons. The boxes of the box and whisker plots are enclosed by the 
25th and 75th percentile range with the line representing the median; the whiskers are extending to the minimal 
and maximal value, respectively. Histograms of number of LDs were generated from all LD diameters in each 
group with 0.3 µm binning and each bin value was divided with the sum of hypha areas in the group. Errors in 
histograms of Number of LDs/hypha area were calculated as: Relative Error (binned N/area) = Relative Error 
(Number of LDs/hypha area) + Relative Error (Area), and Relative Error (binned N/area) was multiplied by value 
of Number of LDs/hypha area for that bin. Two-way ANOVA with multiple comparisons and Holm-Sidac cor-
rection and unpaired two tailed t test with Welch’s correction for unequal variances, were used for the calculation 
of statistical significances. Where appropriate, unpaired two-sided Mann–Whitney test with was used instead. 
Confidence level for statistical significance was: 0.05 (*), 0.01 (**), 0.005 (***), 0.0001 (****).

Results
THG images, one slice (2D) and 3D reconstruction, of unstained live P. blakesleeanus hyphae in exponential 
growth phase are shown in Fig. 3a,b, respectively. The THG signal at the cell circumference originates from chi-
tinous cell wall and plasma membrane which follow the cell wall shape. In the cytoplasm, various entities that 

http://imagej.nih.gov/ij/
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produce THG signal are visible. The hyphae were placed in the liquid growth medium between two coverslips. 
The high resolution of the microscopic system (diffraction limited), the thickness of the hyphae (ca 10 µm) and 
transparency of the medium make possible the whole hyphae to be optically sectioned and a 3D model to be 
reconstructed (Fig. 3b and Supplementary Video S1 in the Supplementary Information). It is obvious that strong 
THG signal features are prominent among all the entities in the cytoplasm. According to the literature these are 
most likely lipid droplets since they have a large index of refraction in comparison with the rest of cytoplasm. In 
addition, the power dependence of the THG signal originating from LDs is provided in Supplementary Mate-
rial (Fig. S3).

The cell wall and plasma membrane are separated by a very small distance which is not resolvable in the 
images of native hyphae obtained by diffraction limited techniques (resolution of approximately 250 nm). To 
visualize the cell wall and the plasma membrane separately, we plasmolyzed the hyphae so the plasma membrane 
was retracted from the cell wall at a resolvable distance (Fig. 3c). The retracted cytoplasm is clearly visible in 
bright-field (Fig. 3c left) and autoTPEF images (Fig. 3c middle), but the plasma membrane can be solely distin-
guished only in the THG image (Fig. 3c right) since its refractive index is different from the cytoplasm.

There is no significant overlap of AutoTPEF and THG signal in the hyphae. While THG imag-
ing is not necessarily specific for LDs, because the THG signal is produced by any refractive index change, LDs 
still produce significantly higher THG signal in comparison with other structures in the cytoplasm of a cell like 
P. blakesleeanus. This fact can be used to extract LDs in a cell, over a broad but still much lower signal range 
than other cytoplasm entities. As the very first step toward the confirmation that high THG signal features in 
unlabeled live P. blakesleeanus are LDs, we performed the imaging of the same hyphae by detecting auto fluo-
rescence signal upon two photon excitation at 730 nm (Fig. 4a left). In order to ensure that high THG signal 
entities (Fig. 4a right) are not artifacts that might be caused by e.g. high laser intensity damage, we merged the 
two images, THG and autoTPEF (Fig. 4a middle) showing clearly there is no significant increase of TPEF signal 
at the same locations. The hyphae were in exponential growth phase, as in Fig. 3.

Colocalization of lipid droplets signal imaged by TPEF and THG. Whilst many label-free imaging 
studies on various biological samples have shown that strong THG contrast in the cytoplasm arises mostly from 
 LDs11,35,36, in the case of Phycomyces blaekseneanus THG imaging has never been applied to this type of organ-
ism.

Figure 3.  Label-free imaging of Phycomyces blakesleeanus hyphae from the exponential phase in SLM. (a) one 
THG slice; (b) 3D model built out of 23 THG slices 0.9 µm apart. The average laser power at sample plane was 
23–26 mW. (c) Multimodal imaging: bright field (BF) (left), autoTPEF (middle) and THG (right) images of the 
same live unlabeled hypha. The hypha was plasmolyzed and the retracted plasma membrane is solely visible 
in the THG image. The average laser power at sample plane was 2.7 mW (TPEF) and 55 mW (THG). Color 
intensity bar for both, TPEF and THG signals: deep blue—the lowest signal, red the highest signal. All the 
images were taken with Zeiss 40 × 1.3 oil objective lens.
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To prove firmly that the cytoplasmic puncta in THG images of hyphae are LDs we performed colocalization 
experiments (Fig. 4b). The hyphae were stained by Nile Red dye which is considered as a standard for  lipids69. 
The TPEF of Nile Red dye was excited by the same laser used for THG and the TPEF signal was collected through 
400–700 nm band pass and 570 nm long pass filters, which effectively isolates the fluorescence signal to the 
570–700 nm spectral region. The laser beam was focused with the Zeiss Plan Neofluar 40 × 1.3 objective lens, and 
both, TPEF and THG signals were detected simultaneously. Before the measurement, a very small volume of the 
sample (10 μl of fungi suspension) was added between two coverslips. This enables hyphae to stay alive during the 
imaging but also to be immobilized as close as possible to the coverslip thus achieving the best possible resolution.

The quantitative comparison of the TPEF and THG images (colocalization analysis) was performed based on 
Pearson’s correlation coefficient and Image Cross-Correlation Spectroscopy (ICCS). Pearson’s correlation coef-
ficient was in the range 0.74 <  Rtotal < 0.88 (ImageJ, The Colocalization Threshold plugin). According to the ICCS 
analysis, the fraction of THG-detected clusters interacting with the TPEF-detected clusters was 0.89 indicating 
a high degree of spatial correlation between fluctuations generated from the lipid probe and THG signal. The 
degree of colocalization obtained in our work is in accordance or higher with those obtained in label-free imag-
ing on live and in some fixed  samples7,70.

Based on the colocalization experiment (Fig. 4b) and the results shown in Fig. 4a one might consider that 
most round bright features in THG images of Phycomyces blaekseneanus are the lipid droplets.

THG image analysis and quantification of lipid droplets. For the quantification of LDs, we analyzed 
a small set of THG images by Particle Size Analysis and Image Correlation Spectroscopy (both available in 
ImageJ). To test and compare the two methods we used hyphae cultures grown in completely nitrogen-depleted 
media (N–starved) and their age-matched sister cultures from the same batch grown in standard media as a 
control. Nitrogen limitation is known to cause autophagy in filamentous  fungi71, leading to alterations in lipid 
metabolism and an increase in the number of  LDs72,73. We performed THG imaging on hyphae in exponential 
growth phase, alternating between control (Fig. 5a) and N-starved (Fig. 5b) age matched hypha batches. From 
Fig. 5 it is obvious, even by the bare eye, that there is significant increase in LD number after nitrogen starvation 

Figure 4.  TPEF and THG images of Phycomyces blakesleeanus exponential growth phase hyphae in standard 
liquid medium show that the predominant source of spot wise THG signal are lipid droplets. (a) Merged 
autoTPEF and THG images of same unlabeled live hypha showing that there is no overlap of autoTPEF and 
THG signal. The average laser power at sample plane was 28 mW at 1040 nm (for THG) and 3.4 mW at 730 nm 
(autoTPEF). (b) In vivo colocalization of stained LDs imaged by TPEF and LDs imaged by THG modality. 
Average laser power at sample plane was 32 mW for both THG and TPEF at 1040 nm. Pearson’s correlation 
coefficient  Rtotal = 0.844 (ImageJ, The Colocalization Threshold plugin). All images were taken with Zeiss 40 × 1.3 
oil objective lens.
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for 4.5 h. Once we confirmed that we obtained the expected increase of LD number, we went ahead to test the 
two methods of quantification and the sensitivity of THG imaging for LDs detection. 

For the PSA method (available in ImageJ as “Analyze particles”) the raw THG image (Fig. 6a left) was thresh-
olded and converted to an 8-bit mask, upon which the program automatically counted the number of “particles” 
representing LDs in images analyzed (Fig. 6a middle). In addition to the number of particles, the diameter and 
area were quantified as well.

Because of the thresholding and limited resolution of the image (pixel size), the PSA might be insensitive to 
very small or weak signal entities. As the result, some emerging LDs might be omitted and not shown in the final 
results. To resolve this issue, we performed ICS which extracts the information on particle properties (number 
and size) based on the spatial fluctuations of the signal intensity in the images. ICS is also applicable to images 
that are diffuse.

Due to the morphology of the hyphae, it was necessary to pre-process THG images before applying the ICS 
analysis. Cell wall of hyphae was removed from the image since it hinders the correlation analysis (producing 
the pedestal at the G curve) because of the sharp discontinuity in intensity at the periphery of the hyphae along 
the whole circumference. We applied multiple subtractions of the background (average pixel intensity of ROI 
outside the hypha) until the wall  disappears74. The latter procedure is depicted in Fig. 6a right and it is obvious 
that the THG signal from the majority of LDs is much more intense than the signal from the wall (approx. > 10x).

After removal of the cell wall, image correlation procedure was performed in Image J. As the result one obtains 
a spatial autocorrelation image from which the G curve is extracted by taking an intensity profile through the 
center of the image. An example of a G curve is shown in Fig. 6b. The number of LDs was calculated using the 
following formula:

where  Npix is the pixel size of the  2n ×  2n image (where n is an integer), r is mean radius of LDs taken as half of the 
FWHM of the G curve, and G (0) is maximal value of the G curve. r and G (0) are extracted from the Lorentzian 
fit of the G curve (Fig. 6b insert). It should be noted that the morphology of the LDs differs substantially from 
the morphology of the clusters which are usually examined by ICS analysis. Thus, in our case, multiple subtrac-
tions of the background do not lead to the flattening of the curve G versus number of subtractions as might 
be  expected74. The flattening of the G curve shown in the reference 74 is used as criterion how many times the 
background has to be subtracted before ICS is applied. Our criteria for the number of background subtraction 
were: (a) cessation of a significant reduction in the number of LDs after each subsequent subtraction (Fig. 6c, 
black squares), (b) approximate matching of the number of LDs per hyphae with PSA and (c) experience (the 
cell wall disappears from the image observed by the eye). Upon examination of tens of images, both control and 
treated hyphae, we concluded that, on average (depending on initial image quality), 20 consecutive subtractions 
were sufficient for reliable ICS analysis.

To check whether the extra removal of the cell wall would give different number of LDs, we performed 
manual removal of the cell wall solely. It was done by delineation and cropping prior to the multiple background 
subtractions. After 20 consecutive background subtractions, this method does not give substantially different 
results in the number of LDs compared to images where the cell wall was not manually cropped (illustrated by 
the graph in Fig. 6c).

LDs analysis by PSA and ICS. A comparison of LD number and size obtained by ICS and PSA is in Table 1. 
The number of LDs per area of hyphae is approximately the same on average, but mean diameter obtained by ICS 

NLD =

Npix · Npix

r2π · G(0)

Figure 5.  THG images of N-starved hyphae. (a) control hyphae; (b) N-starved (4.5 h duration of growth in 
nitrogen-depleted conditions). Both images were taken with Zeiss 40 × 1.3 objective lens whilst average laser 
power at sample plane was 24 mW (in A) and 20 mW (in B). Violet-lowest THG signal, yellow—highest THG 
signal.
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is slightly lower. This discrepancy might be explained because of different definitions for the object size used in 
those two methods.

To estimate the change of LD number in treated hyphae, we calculated the ratio of LD number per area in 
treated hyphae in respect to control ones (Fig. 6d). The total number of LDs after 3 h of starvation shows no 
significant change. With longer starvation time the number of LDs increases by more than 50%.

Using ICS analysis, number of features counted was 80 ± 12% of the LD number that was found by visual 
inspection (n = 12) and in close correlation with the data obtained by PSA. When numbers of obtained LDs by 
both methods are plotted for each individual image as a separate point (Fig. 6e), the regression line has a slope 
close to 1, confirming that ICS is equally reliable as PSA method in detecting and counting LDs. The coefficient 
of regression  R2 was approximately 0.8.

Figure 6.  Image Correlation Spectroscopy (ICS) and Particle Size Analysis (PSA) on THG images. (a) 
Processing for PSA and ICS analysis of the same THG image. Left: The unprocessed THG image of Phycomyces 
blakesleeanus exponential growth phase hyphae in standard liquid medium; middle: 8-bit mask obtained in 
Particle size analysis; right: background subtracted image for ICS analysis. The image from left (unprocessed 
THG image) was processed by applying 20 × background subtractions. Both images are displayed at full dynamic 
range (8 bits). THG image was taken with Zeiss 40 × 1.3 objective lens, while average laser power at sample plane 
was 27 mW. (b) ICS analysis: The autocorrelation function (G curve) taken as the plot through the center of 
intensity correlated THG image of a live and unlabeled hyphae. The autocorrelation curve was fit to a Lorentzian 
function to extract FWHM value as described in Methods section. (c) ICS analysis, the effect of the cell wall 
removal: The number of LDs obtained from the G curves after each background subtraction for the THG image 
where the cell wall was manually cropped (red circles) and for the same THG image where cell wall was not 
cropped prior to the background subtractions (black squares). (d) Comparison of ICS- and PSA—derived data 
obtained from the same set of THG images of cultures N-starved for 3 h and 6 h and their age-matched controls 
(n = 3 for each group). The ratio of the number of LDs per unit hyphal area, in N-starved hypha to the number 
of LDs per unit hypha area in age- matched controls. (e) The agreement of LD number quantification obtained 
by ICS and PSA. For each image, ICS-obtained LD number is plotted against PSA-obtained LD number for that 
image. Data for both graphs were obtained from label-free THG images, whose analysis is presented in Table 1.
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Nitrogen starvation induced changes in lipid droplet number and size, as quantified from THG 
images. To fully use THG imaging (exposure time for an image takes maximum 30 s for 1024 × 1024 pixels 
image with 30 averages) and subsequent analysis as a LD assay, we performed a set of imaging and measurements 
across time, from filamentous fungi cultures, grown in nitrogen-depleted and control conditions. Fungi cultures 
were imaged after growing at least 2 h post start of the treatment (nitrogen starvation or control), precautionary 
step to avoid possible effects of manipulation during preparation for the start of treatment (e.g. centrifugation).

The number of LDs per unit cell area (Number of LDs/hypha area) in all imaged hypha in fungi cultures grown 
in nitrogen depleted media (N-starved) was significantly larger compared to the entire group of control culture 
hypha (Control) (Fig. 7a). To elucidate the time course of observed induction of increase in LD number, the 
Control and N-starved groups are broken down to duration-from-start-of-treatment groups each, and values of 
Number of LDs/hypha area plotted across time (Fig. 7b). The Number of LDs/hypha area in Controls remained 
almost the same during the time of observation, with the slight, not significant, trend of increase towards the 
later growth time points (Fig. 7b). N-starved had similar Number of LDs/hypha area to corresponding Control 
only at the 3 h of treatment time point. We detected twofold increase of Number of LDs/hypha area after 4.5 h 
treatment, compared to corresponding Control. Significant increase of Number of LDs/hypha area in N-starved 
hypha, compared to corresponding Control hypha, persisted at longer times of treatment (Fig. 7b).

The average diameter of LDs was significantly reduced in N-starved cultures, compared to controls, when 
entire groups were compared regardless of treatment time (Fig. 7c). As it can be seen from the time course graph 
(Fig. 7d), average LD diameters were approximately the same from the 2 h treatment time to the longest treatment 
time in Controls. They were also same in 3 h and 4.5 h N-starved hypha and their corresponding Controls. The 
effect of N-starvation on average LD size becomes clear only after 6 h or more of treatment (Fig. 7d).

The histograms of LD diameters, graphed as Number of LDs/hypha area (Fig. 7e) for the 4.5 h and 6 h time-
of-treatment groups, reveal that LDs smaller than 1.6 µm are more numerous in N-starved groups than in cor-
responding Controls for 4.5 h time point, while at 6 h, only the number of LDs smaller than 1 µm is increased. 
LD average diameter change between 4.5 and 6 h N-starvation groups seems to be a result of significant loss of 
population of LDs larger than 0.6 µm during prolonged growth in N-starving conditions. To summarize, the 
overall change in LDs during growth without available nitrogen is found to be an increase in number of LDs 
between 3 and 4.5 h time point, followed with the loss of population of larger-than-average LDs during prolonged 
starvation.

Discussion
Once considered to be passive lipid storage agglomerations, lipid droplets are now recognized as dynamic cel-
lular organelles, serving as ubiquitous central hubs of energy and lipid homeostasis in eukaryotic  cells75. Studies 
of lipid droplet physiology in fungi, although still  scarce76, harbor promise of providing novel solutions for a 
number of important issues: mitigation and modulation of fungal resistance to fungicides and stress, securing 
the food safety, better understanding how to use fungi as a crucial component of sustainable organic waste reuse 
and conversion to energy source, to name a few. Phycomyces blakesleeanus, model fungus used in our study, 
belongs to Mucormycota, the phylogenetic group of fungi able of forming arbuscular mycorrhiza and other 
mutually beneficial  symbiosis77 with terrestrial  plants78. During fungi-plant mutually beneficial interaction, a 
fungi transports nitrogen to a plant, and receives up to 30% of organic C compounds synthesized by a  plant78 
in return. It is known that organic molecules sent from plant to fungi are  lipids79,80, and that lipid droplets form 
in large amounts in hypha adjacent to the area of contact with the  plant81. Similar to Phycomyces, arbuscular 
mycorrhizal fungi can accumulate significant amount of acquired organic carbon in the form of lipid  droplets82. 
THG imaging of LDs as described here is a method that could be directly applied to living mycorrhizal fungi 
related to Phycomyces, without the need for any modification of the protocol, or other staining.

The fungi culturing conditions used in our study resulted in a fairly modest accumulation of lipid droplets, 
as  expected62. THG imaging analysis enabled us to watch and quantify changes in lipid droplet number, brought 
upon by complete removal of nitrogen, from such low density/diameter baseline. As expected, complete omis-
sion of nitrogen induced only a transient increase in number of lipid droplets, followed by lipid  turnover83. THG 
imaging analysis detected the significant decline of lipid reserve at late stages of growth. Altogether, this shows 
the usefulness of THG imaging approach for broader exploration of LD in filamentous fungi under various 
living conditions.

Optical imaging techniques are commonly used to study lipid droplets in vivo, but lipids usually have to be 
labeled with various dyes. On the other hand, prolonged imaging using fluorescent dyes can be phototoxic to 

Table 1.  A comparison of the number and size of lipid droplets obtained by the quantification analysis of the 
two methods, ICS and PSA. n = 3 for each group presented.

Control/Treatment

Image correlation spectroscopy Particles size analysis

Number of LDs/hyphae area (1/
μm2) ×  10−3 (mean ± SE)

Mean LDs diameter (μm) 
(mean ± SE)

Number of LDs/hyphae area (1/
μm2) ×  10−3 (mean ± SE)

Mean LDs diameter (μm) 
(mean ± SE)

Control cells for 3 h N-starvation 16 ± 1 0.56 ± 0.06 16 ± 2 0.74 ± 0.02

3 h N-starved cells 15 ± 5 0.60 ± 0.10 15 ± 6 0.74 ± 0.03

Control cells for 6 h N-starvation 15 ± 4 0.52 ± 0.08 13 ± 3 0.78 ± 0.02

6 h N-starved cells 24 ± 3 0.46 ± 0.02 22 ± 4 0.74 ± 0.04
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Figure 7.  Quantification of LDs from THG images of Phycomyces blaekseneanus hypha. Hypha were cultured 
without nitrogen or in standard liquid media for 2–6 h (or longer up to 8 h) after the start of treatment. 
Obtained THG images of LDs were analyzed by PA. n = 6 independent cultures. (a) N-starvation increases 
number of LDs per unit area. LD number obtained from the individual hypha is normalized to hypha area 
(in  103 µm2). Control (n = 44), N-starved group (n = 17). The box and whisker plots, enclosed by the 25th and 
75th percentile range, median line with whiskers extending minimal to maximal value. Unpaired t test with 
Welch’s correction, two tail, p = 0.0038. (b) Time course of LD number/unit area, showing that the increase 
of LD number by N-starvation is significant at 4.5 h (p = p = 0.0006) and later times (p = 0.0045), compared to 
corresponding control. Two-way ANOVA, with Holm-Sidac correction. Mean ± SE,  n(Control) = 8; 7; 11; 21 for 
time points (in h), respectively: 2; 3; 4.5; 6.  n(N-starved) = 6; 3; 7 for time points (in h), respectively: 3; 4.5; 6. (c) 
N-starvation decreases diameter of LDs. LD diameters from Control (n = 1205) and N-starved group (n = 431). 
The box and whisker plots, enclosed by the 25th and 75th percentile range, median line with whiskers extending 
minimal to maximal value. Mann–Whitney (p = 0.0008), two-tailed. (d) Time course of LD diameter changes, 
showing that the decrease by N-starvation is significant only at long starvation times. Two-way ANOVA, Holm-
Sidac correction (p < 0.0001), compared to corresponding control. Mean ± SE,  n(Control) = 176; 124; 302; 571 for 
time points (in h), respectively: 2; 3; 4.5; 6.  n(N-starved) = 100; 118; 214 for time points (in h), respectively:3; 4.5; 6. 
(e) Differential distribution of increased number of LDs after 4.5 h and 6 h N-starvation. The largest LDs are lost 
at longest starvation times. Histograms of LD diameter distributions, 0.3 µm binning, for Control and N-starved 
group. Number of LDs in each bin of the histogram is divided by sum of hypha area of the appropriate group. 
Errors are calculated as stated in Methods section. Numbers on x axes represent the upper bin limit.
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cells and may perturb metabolic processes, including lipid metabolism. Hence, label-free imaging methods, are 
advantageous for the study of living  cells84–86.

THG imaging, a label-free method we have applied to live hyphae of oleaginous fungi Phycomices 
blakesleeanus, generated images with the characteristic spots of high THG signal intensity attributed to lipid 
droplets as the products of normal and stressed cellular physiology. Several lines of evidence support this attri-
bution. First, the steep change of refractive index between lipids at the interface of lipid droplets and the rest of 
the cytoplasm generates high intensity THG signal, according to  literature11. Second, to exclude possible laser-
damaged spots that would produce high THG signal, we performed TPEF imaging of unstained hyphae showing 
that autoTPEF images are devoid of any prominent spots, present on a THG image of the same hypha. Third, we 
have performed colocalization experiments where the hyphae were stained with lipid specific dye and imaged 
by both, TPEF and THG method. The spots at the both images were mostly overlapped which verifies that the 
spots contained lipids. In addition, following the same logic of steep changes of refractive index, we have shown 
that the cell wall and the cell membrane in label-free hyphae can be imaged and distinguished by THG method.

There are a number of caveats to be discussed regarding the imaging of lipid stains. Because of the simultane-
ous detection of both (TPEF and THG) signals restricted number of dyes for live imaging could be used. In this 
study fixation was not a choice since it alters the structure of  LDs87. The dye used in this study, Nile Red, might 
be not so specific for LDs and it can bind to other bodies and structures in the  cell88. The signal originating from 
other structures than LDs can bleed into the detection band which eventually might affect the colocalization 
degree. In addition, the degree of colocalization is further deteriorated by the strong THG signal from the cell 
wall. The THG imaging requires significantly higher laser powers in comparison to the TPEF imaging. Because 
of that, one has to make a trade-off in terms of applied laser power when detecting both signals simultaneously. 
The price paid for this trade-off is the loss of some structures (e.g. small LDs, otherwise visible at higher laser 
powers) in THG images and appearance of weak, blurry TPEF signal from out of focus LDs (otherwise not vis-
ible at lower laser powers).

To extract quantitative data from THG images, two methods for image analysis were applied, Particle Size 
Analysis (PSA) and Image Correlation Spectroscopy (ICS). Both methods can quantify the number of lipid 
droplets and their average size (diameter). Since ICS was primarily developed for fluorescent images and cluster 
analysis and to the best of our knowledge it was not used so far for THG images, we have tested it by comparing 
the results to the PSA. The test was performed on the images of the hyphae under normal and stressed (nitrogen 
starvation) circumstances. The nitrogen starvation is known to cause increased number of lipid  droplets72,73 
which was confirmed by both methods and the agreement between numbers obtained by both methods was good.

Overall, the proposed imaging method (THG) and the method of image analysis (ICS) was shown to be 
suitable for label-free in vivo studies of lipid droplets of oleaginous fungi. Application of THG method to future 
studies of lipid droplet dynamics in fungi could help to advance basic understanding of fungi cellular physiology, 
and then, of processes involved in the cycling of carbon in nature.

Data availability
The data available upon a reasonable request to the corresponding author.
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Milivoj R. Belić · Stanko N. Nikolić ·
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Abstract Roguewaves are giant nonlinearwaves that
suddenly appear and disappear in oceans and optics.We
discuss the facts and fictions related to their strange
nature, dynamic generation, ingrained instability, and
potential applications. We present rogue wave solu-
tions to the standard cubic nonlinear Schrödinger equa-
tion that models many propagation phenomena in non-
linear optics. We propose the method of mode prun-
ing for suppressing the modulation instability of rogue
waves. We demonstrate how to produce stable Talbot
carpets—recurrent images of light and plasmawaves—
by rogue waves, for possible use in nanolithography.
We point to instances when rogue waves appear as
numerical artefacts, due to an inadequate numerical
treatment of modulation instability and homoclinic
chaos of rogue waves. Finally, we display how statis-
tical analysis based on different numerical procedures
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can lead to misleading conclusions on the nature of
rogue waves.

Keywords Nonlinear Schrödinger equation · Rogue
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1 Introduction

Analytical and numerical solutions of the nonlinear
Schrödinger equation (NLSE) of different orders have
been widely analyzed for their importance in a number
of mathematical and physical systems [1–11]. In this
work, we focus on the simple cubic one-dimensional
NLSE arising in many fields of nonlinear and fiber
optics. Our main concern are the NLSE solutions that
are unstable due to the influence of modulation insta-
bility (MI). Although MI is usually recognized as the
Benjamin–Feir instability, it already appeared in 1947,
in the work of Bogoliubov on the uniform Bose gas
[12], which introduced and discussed the MI of the
cubic NLSE. In general, the modulation instability can
be regarded as a nonlinear optical process where the
power of the fundamental pump wave is attenuated and
redistributed to a finite number of spectral sidebands.
These higher-order modes are very weak at the onset of
nonlinear evolution but their power increases exponen-
tially during propagation [3,4,13]. The notion of MI is
widely spreadover several fields of physics. TheNLSE-
based study of nonlinearmodulatedwaves andmodula-
tion instability in real electrical latticeswas presented in
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[14]. The properties of breathers and modulation insta-
bility in a discrete nonlinear lattice are investigated ana-
lytically in [15]. The issue of MI was also investigated
in electronic wave packets in nonlinear chains modeled
by the discrete NLSE [16].

Since MI is frequently indicated as the main cause
of the rogue wave (RW) appearance in nonlinear
optics [17], we are further motivated to investigate
how this fundamental property of nonlinear systems
affects various high-intensity NLSE solutions that can
be regarded as rogue waves. This research is becoming
more exciting since a new scheme for the excitation
of rogue waves, via the electromagnetically induced
transparency (EIT) [18–21], has been analyzed in [22].

In order to properly investigate the impact of MI on
RWs, one needs to dynamically generate high-intensity
peaks with narrow spatial profiles. We start from the
well-known exact solution of the cubic NLSE, known
as the higher-order Akhmediev breather (AB) [23–27].
A complication arises along the way, as these higher-
order solutions also arise as the homoclinic orbits of
unstable Stokes waves during the evolution of the sys-
tem under NLSE [28–31]. Consequently, the long-time
dynamics will become chaotic for ABs with two or
more unstable modes. It is then questionable whether
the chaotic behavior is intrinsic to themodel equation or
is induced by the numerical algorithm applied [28,29].

To address this question, we revisit our previous
results [32] on the analytical and numerical NLSE solu-
tions that are periodic both along the temporal and spa-
tial axes, known as the Talbot self-images or carpets
[25,33,34]. In optics, the Talbot effect is known as
a near-field diffraction phenomenon, occurring when
light beams undergo diffraction at some periodic struc-
ture and produce recurrent self-images at equidistant
planes. The Talbot carpets refer to fractional and even
fractal light patterns observed in-between the planes.
Although Talbot effect is known for more than hundred
years, it still finds applications in many fields, such as
plasmonic nanolithography [35–37].

In reference [32], we presented a mode pruning
procedure to mitigate the unavoidable impact of MI
and obtain double-periodic solutions from Akhmediev
breathers. Here, we briefly recap this effort: We cal-
culate ABs of different orders using Darboux transfor-
mation (DT) technique and extract initial conditions
in a wide box that is a multiple of the main breather
period [38]. We next apply the mode pruning method
combined with a chosen numerical NLSE integration

scheme to preserve the self-imaging recurrences for as
long as possible. In this paper, we extend this analy-
sis by taking into account different values of the main
breather parameter a (Sect. 2.1) and initially having
more breathers in the box. But, the central theme of
this paper is concerned with the conflicting opinions
formed about the nature of RWs: Are they linear or
nonlinear; random or deterministic; numerical or phys-
ical? A short and in our opinion correct answer to these
nagging questions is as follows.

Roguewaves are essentially nonlinear, because their
cause is the modulation or Benjamin–Feir instability,
which is one of the basic nonlinear optical processes.
They are deterministic, because modulation instability
leads to homoclinic chaos, which by its nature is deter-
ministic; random phenomena are probabilistic andmay
look chaotic but are not deterministic. RWs are phys-
ical, because they are observed in many experiments
and media, with similar statistics [39–41].

Now, there exist reservations to these facts, depend-
ing on howone generates and analyzesRWs. This espe-
cially holds if the work is numerical and statistical in
nature. Nevertheless, even in this case, we will display
how widely used beam propagation method can pro-
duce spurious RWs when inappropriately employed.
We will also demonstrate how statistical analyses of
exactly the same dynamical systems, but produced
using different numerical algorithms, may lead to dif-
ferent statistics of RWs. We will address these reserva-
tions later in the paper.

2 Rogue wave solutions to the NLSE

To recap, we discuss the nature of optical rogue waves
in the cubic NLSE, in view of conflicting opinions
expressed in the literature. In particular, as alreadymen-
tioned, we address three pairs of opposing supposi-
tions on their nature: Linear versus nonlinear [3,5];
random versus deterministic [42,43]; and numerical
versus physical [28,29]. A short answer to these sup-
positions is that rogue waves in optics are nonlinear,
deterministic, and physical. To stress again, they are
nonlinear because the major cause of rogue waves is
the modulation or Benjamin–Feir instability. They are
deterministic because modulation instability leads to
deterministic chaos. They are physical because they
appear in many experiments and media. Our opinion is
supported by extensive numerical simulations of the
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nonlinear Schrödinger equation in different regimes
that touch upon the aspects of all three conflicting sup-
positions.

Disturbingly, in numerical simulations optical rogue
waves may appear fictitiously, as numerical artefacts.
One such published instance will be displayed below.
Different numerical algorithms for exactly the same
input may provide different evolution pictures and dif-
ferent statistics when modulation instability sets in
and when numerical grid parameters are not set pre-
cisely. An example of different statistics of the prob-
ability density distributions, obtained by two differ-
ent numerical algorithms applied to the same input,
is also provided below. There, the standard beam prop-
agation method (the split-step fast Fourier transform
method), predominantly used in the literature, predicts
the appearance of thousands of rogue waves, whereas
the more precise symplectic algorithm of higher order
predicts significantly fewer. Hence, owing to the vague
definition of rogue waves, the way they are produced,
and an exponential amplification of numerical errors,
there are situations in which optical rogue waves may
appear as linear, random, and numerical.

2.1 The influence and suppression of modulation
instability

Before proceeding to these more subtle points, let us
start by discussing the more standard behavior of RWs
in the standard NLSE. We study double-periodic solu-
tions of the simplest cubic nonlinear Schrödinger equa-
tion

iψx + 1

2
ψt t + |ψ |2ψ = 0. (2.1)

The wave function ψ ≡ ψ (x, t) corresponds to the
slowly varying envelope that could be optical, plas-
monic or other in nature. In a fiber optics notation, the
transverse variable t is the retarded time in the frame
that moves with a pulse group velocity. The evaluation
variable x is considered as the distance along the fiber.

Let us consider the first-order AB solution, which is
single-periodic along t-axis [24,25]:

ψ(t, x) =
[
1+ 2(1−2a) cosh λx+iλ sinh λx√

2a cosωt − cosh λx

]
eix .

(2.2)

The period L , angular frequency ω, and growth rate λ

of an AB (first- or higher-order) are solely determined
by parameter a, with 0 < a < 0.5 [13]:

L = π√
1 − 2a

, (2.3)

ω = 2
√
1 − 2a, (2.4)

λ = √
8a (1 − 2a). (2.5)

When a = 0.5, AB turns into the Peregrine RW, and for
a > 0.5, it becomes the Kuznetsov–Ma (KM) soliton.

The procedure for dynamic generation of the first
or higher-order Akhmediev breathers is explained in
detail in Section 2 of [32]. Here, we briefly state that
the initial condition for numerics is derived from an
exact AB solution at a certain value x0 of the evolu-
tion variable, using Darboux transformation [44]. To
obtain double-periodic breathers resembling the Tal-
bot carpets solutions, we need to adjust the size of the
transverse interval to an integer multiple of the funda-
mental breather’s period L , apply periodic boundary
conditions and use the mode pruning method. Namely,
when the box size is equal to the breather’s fundamen-
tal period, the Fourier harmonics will form the set S1 of
N stable fundamental breather modes (N denotes the
number of grid points along the transversal t-axis). If
we extend the box to an integer multiple of the main
period, the mode spacing will get smaller and a new
set S2 will be obtained. The way to generate nonlin-
ear Talbot carpets is to suppress modulation instability
caused by the exponential growth of unstable Fourier
modes belonging to S2 and not to S1.

In Fig. 1a, we present the numerical evolution of the
first-order Akhmediev breather (a = 0.33) when the
box size is equal to five breather’s periods. The inten-
sity peaks at x = 0 are repeated along x-axis at the Tal-
bot periods. This array is shifted for half-a-period along
the t-axis during evolution, forming the secondary Tal-
bot image at half the Talbot period. The corresponding
Fourier spectrum is shown in Fig. 1b. This result is
obtained when unstable subharmonics are eliminated
after each iteration, leaving only those that form the
fundamental AB, with indices 0, ±5, ±10, ±15, etc.
This is in agreement with our previous work [32] show-
ing the same behavior for a = 0.36. Our motivation to
study this problem for NLSE also originates from the
similarity of our results shown in Fig. 1 to those pre-
sented in [35] (their Fig. 2) and [36] (their Figs. 2, 3, and
4) which are related to the Talbot effect in lithography.
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Fig. 1 Double-periodic numerical solutions, made of the first-
order NLSE breathers, using the pruning procedure in FFT. The
breather parameter is a = 0.33. a Five breathers in the box, with

the pruning. b Its spectrum. c Seven breathers in the box, with
the pruning. d The corresponding spectrum. e Seven breathers in
the box, no pruning. f The corresponding spectrum
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Next, we want to verify these results for even larger
period, having seven breathers in the box. We apply
the simple pruning algorithm to Fourier modes, set-
ting all unstable mode amplitudes to zero except the
modes indexed 0, ±7, ±14, ±21, and so on. The result
is an extended Talbot carpet with alternate shifting of
intensity maxima along the x- and t-axes, as shown
in Fig. 1c. The Fourier spectrum of the mode ampli-
tudes is shown in Fig. 1d. If the pruning algorithm is
not applied, the chaotic behavior ruins the carpet after
three Talbot cycles, as shown in Fig. 1e. The unstable
modes having the index not divisible by 7 grow expo-
nentially due to MI, and prevent the homoclinic orbit
from returning to itself after more than three cycles.
The other view on the Talbot carpet disintegration is
the irregular buildup of the Fourier modes spectrum,
shown in Fig. 1f. As a result of the interaction or beat-
ing of different AB modes in the chaotic region, four
second-order ABs are formed around x = 41, x = 61,
and x = 67. We may consider these maxima as chan-
nels for the RW production through MI.

Another procedure to curb MI is the Gaussian prun-
ing algorithm [32], in which the unstable modes are
not eliminated completely but suppressed by a Gaus-
sian factor. Thus, the unstable modes are multiplied by
a number that depends on their strength: if the modes
grow more, then the level of suppression is higher. In
turn, the modes can grow only up to a certain value,
determined by the Gaussian distribution, and cannot
exceed the predefined value in the range of 10−11 to
10−9 (not shown).

To finalize, in Fig. 2, we present the nonlinear Talbot
carpet consisting of the second-order breathers with
higher intensities and narrower profiles. The box size
is seven times the fundamental breather period, having
a = 0.41. This is an additional analysis of our previous
example in [32], but herewithmore breathers in the box
and decreased spatial resolution. Figure 2a represents
an unstable situation without pruning, while Fig. 2b
is the stabilized carpet. The simple pruning algorithm
was used, which left only each seventh Fourier mode
intact.

In the end, one may wonder what such pruning pro-
cedures are worth for and how they can be utilized in
the real world? After all, suppressing unstable Fourier
modes numerically is a relatively simple task, but what
its relevance might be in actual experiments is another
matter. However, it is not difficult to envision situations
inwhich itmight be useful: for example, in experiments

where signal transmission is interrupted periodically
(and electronically) for data analysis. This typically
happens when you have an experiment in an optical
loop, where the beam circulates around. It also hap-
pens in long fiber experiments, when periodically you
have to interrupt the propagation and ensure that it is
still stable. The question for experimenters is then, how
viable or advisable is to prune the data at the interrup-
tion, and inject back into the experiment, to force the
beam and control the instability?

2.2 The influence of numerics on the dynamics and
statistics of rogue waves

In this subsection, we address the questions pertain-
ing to the numerics and statistics of RWs. But, before
going to the details of numerics and statistics, let us
briefly recap how we got to this point. To recall, the
generating mechanism of optical rogue waves is the
Benjamin–Feir or modulation instability. It is the basic
nonlinear optical process in which a weak perturbation
of the background pumpwave produces an exponential
growth of spectral sidebands that constructively inter-
fere to buildRWs.We have producedRWs in numerical
simulations of the cubic nonlinear Schrödinger equa-
tion with inputs on the flat background determined
by the DT. Optical RWs represent homoclinic orbits
of unstable sideband modes that, due to MI, generate
homoclinic chaos. The question is then whether the
chaos seen belongs to the model itself or is induced by
the numerical procedure applied. After all, even though
the model is the same, different numerical algorithms
for its solution represent different dynamical systems
and may approach chaos differently.

As it will be discussed below, different numerical
algorithms lead to similar values of the wave function
once the evolution step in numerics dx for each algo-
rithm is carefully chosen, but only up to a certain value
xcr . If the evolution is continued beyond xcr , differ-
ent dynamics will be generated using different numer-
ical schemes, due to combined effects of finite numer-
ical precision and modulation instability. It is common
occurrence that in the region of instability and chaos
different numerical methods offer different solutions to
the same partial differential equation, under the same
initial and boundary conditions. Sensitivity to small
differences in initial conditions is one of the hallmarks
of deterministic chaos.
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Fig. 2 Double-periodic
numerical solution of
NLSE, made of the
second-order breathers,
having a = 0.41. The box
contains seven breather
periods. a The solution
without pruning. b The
solution with pruning

We present such an occurrence by simulating the
same NLSE, with exactly the same parameters, inputs
and boundary conditions, but using different numeri-
cal algorithms. We compare the standard second-order
beam propagation method (BPM) with various higher-
order symplectic algorithms. In our work, we pre-
fer symplectic integrators for their utility in treating
chaotic Hamiltonian systems that require long-time
integration of noisy inputs. We demonstrate that dis-
tressingly, different algorithms may provide different
evolutions and different statistics of the RW peaks,
owing to homoclinic chaos and imprecise choice of the
evolution step dx for each numerical procedure. Even

the same algorithms may provide different evolutions
when the numerical step size is changed.

An appropriate example is the appearance of the
third-order RW solution as a result of the collision
of three ABs [45] for an initial condition given by
ψ (t, x = 0) = eiπ t/10 [1 + 0.002 cos (π t/10)]. It is
known that the collision of three localized pulses at
the same point is unlikely to happen and difficult to
observe, so we were intrigued by this finding in an
otherwise excellent paper. Hence, we reproduced the
same results by taking dx = 10−4 (Fig. 3a). How-
ever, we discovered that just by taking half of the orig-
inal numerical step size in the same numerical method,
the third-order RW disappears (Fig. 3b). To check the
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result, we recreated the solution using a fourth-order
symplectic algorithm, which confirmed the disappear-
ance of the RW (dx = 10−4, Fig. 3c). It appears that
the third-order RW in this example is just a numerical
artefact.

When one solves the same equation by two numer-
ical methods and finds different answers, an obvious
question arises: Which of the two (if any) is correct?
The question is especially relevant when one deals with
the RWs in homoclinic chaos, because in chaos sooner
or later all algorithmsgive different answers.Hence, the
appropriate question to ask is not which solution is cor-
rect (because in chaos there exist no correct—meaning
precise—solutions) but which algorithm is “more” cor-
rect. Then, the answer is obvious—the one that keeps to
the presumed correct solution for longer (or conversely,
the one shadowed by the correct solution for longer).
Let us clarify this by presenting an example.

In Fig. 4, we analytically generate the fifth-order
Akhmediev breather, represented by a very sharp and
narrow peak at x = 13, using Darboux transforma-
tion. The main breather’s frequency ω1 is determined
by parameter a = 0.4850173 (Eq. (2.4)). The remain-
ing four higher-order modes (i = 2, 3, 4, 5) have har-
monics with higher frequencies ωi = iω1. We take
the initial condition from DT at x = 0 (well before
the peak) and numerically evolve the wave function, in
order to see whether RW will appear at x = 13 and
what happens after the peak. In the figure, we compare
four different algorithms, by solving the cubic NLSE
for the same initial condition around a highly unstable
homoclinic orbit—the fifth-order RW. Such a RW, tow-
ering 81-times over the background intensity, is never
seen in experiments and rarely even in numerical sim-
ulations.

One can see that all numerical algorithms correctly
resolve the appearance of the RW, but afterward they
all sooner or later give different answers. This happens
because of the developing MI, which entails different
evolutions in different algorithms. However, one can
notice that the fourth-order and the sixth-order sym-
plectic algorithms provide visually consistent solutions
over the whole integration interval of 100 propagation
units (105 integration steps!), while others do not. One
may infer that these two numerical pseudo-orbits are
shadowed by the true orbit over a longer distance. For
this reason, in simulations that require long-distance
integrations of noisy inputs that are necessary for the

formation of statistics of RWs, we employ the fourth-
order symplectic algorithm.

Here, it is worth mentioning that almost identical
wave functions are observed up to some evolution point
when running three different algorithms starting from
the same initial condition, but with different integra-
tion steps: BPM for dx = 0.00001, sixth-order sym-
plectic for dx = 0.0002, and eighth-order symplectic
for dx = 0.0005. Quite expectedly, the lower-order
algorithms require smaller steps for similar accuracy,
whereas higher-order allow for larger steps. Neverthe-
less, as the evolution x-coordinate advances, the dif-
ferences emerge due to both finite numerical precision
and the intrinsic MI (not shown).

The fact that individual RWs may appear in differ-
ent algorithms at different places and thus may repre-
sent fictitious structures or numerical artefacts is not the
worst feature of dealingwith RWs in homoclinic chaos.
The more troublesome is the fact that the statistics of
RWsobtained by different numericalmethodsmay also
be different, because by fiat, these statistics come from
performing long-distance evolutions of a solution (or a
class of solutions) to the NLSE, which are different for
different numerical methods. It is desirable that they
all provide the same statistics for the same underlying
model, but this is not written in stone. As already men-
tioned, different numerical schemes represent different
dynamical models. Worst of all, the long tail statistics
of high intensity waves, i.e., the RWs, seems to be most
affected by different numerical methods. Again, this is
best explained by an example.

An example of two different evolution scenarios,
starting from white noise with amplitude A = 5%
around the background intensity B = 1, is shown in
Fig. 5.We use two differentmethods: The second-order
BPM (top) and the fourth-order symplectic (bottom).
We intentionally use the same evolution step of dx =
10−3 and the same transverse box (−69.42,+69.42)
(divided into N = 2048 intervals of the same width)
for both figures, in order to spot the differences in
the intensity graphs for identical initial conditions and
numerical grids; the only difference is different algo-
rithms. The evolution of intensity by the two algorithms
appears consistent to about 100 longitudinal units (each
unit is covered by 1000 numerical iterations), but after
that the distributions become different. The wave func-
tion evolution is observed up to x = 6500, but for clar-
ity the intensity is shown only from x = 0 to x = 250
in both figures. If certain regions of intensity maps are
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Fig. 3 Three solutions of the same equation, but obtained by
two different algorithms and evolution steps dx . a second-order
BPM, dx = 10−4. b second-order BPM, dx = 5 × 10−5. c

fourth-order symplectic, dx = 10−4. The prominent third-order
RW in the left panel is a numerical artefact. It is absent in the
other, more precise algorithm

enlarged, one can observe Akhmediev breathers of the
first- and second order and long traces representing
Kuznetsov–Ma solitons, as discussed in [3].

To settle a fine but important point that will become
apparent later, we examine numerical evolution of the
wave functionψ(x, t), using the fourth-order symplec-
tic algorithm, when the initial condition is chosen so
that ψ is normalized at x = 0. The module of the wave
function is

|ψ (x)|2 =
L/2∫

−L/2

|ψ (x, t)|2dt. (2.6)

The last integral is approximated by numerical formula

|ψ (x = 0)|2 =
N∑
i=1

|ψ (x = 0, ti )|2Δti = L

N

N∑
i=1

|ψi |2,

(2.7)

where L indicates the integration interval (box size),
N is the number of points along the transverse t-axis,
ψi ≡ ψ (x = 0, ti ), and Δti = Δt = L/N . The initial
wave function ψB=1, A=5% in Fig. 5 is not normalized
and we can chose two different ways to set its module
to one.

In the first case, one can divide all N initial complex
numberswith

√
C ,whereC = ∣∣ψB=1, A=5% (x = 0)

∣∣2,
so thatψnorm1 = ψB=1, A=5%/

√
C . In the second case,

one can hold these numbers unchanged and modify the
grid size L so that the module is set to one according to
Eq. (2.7):ψnorm2 = ψB=1, A=5% and L ′ = L/C . In the
first case of lower intensity initial condition, the numer-
ical evolution is very slow and the first structures that
resembleAkhmediev breathers appear at x ≈ 800 (Fig.
6a). The most similar structure appears at t ≈ −47
and x ≈ 2450, but evidently it is hugely extended
along the evolution x-axis, with an approximate width
ofΔx ≈ 300. This is far more stretched compared with
the similar features obtained for non-normalized initial
conditions, shown in Fig. 5b. In the second case, when
the numerical t−box is significantly decreased (from
L ≈ 140 to L ′ ≈ 1) the evolution gave us no char-
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Fig. 4 Comparison of
different numerical
algorithms in resolving a
fifth-order RW: a The
standard BPM, b
fourth-order symplectic, c
sixth-order symplectic, and
d eighth-order symplectic.
Each panel extends
transversely from −10 to 10
units and encompasses 100
longitudinal evolution units.
For each figure, evolution
step is the same:
dx = 0.0002

acteristic NLSE structures (Fig. 6b). One can easily
spot the uniform intensity over the entire xt-grid with
no vertical traces (Kuznetsov–Ma solitons) or localized
maximums (Akhmediev breathers of the first or second
order). Numerically, this is ill-advised.

What one can learn from these figures is that the ψ

evolution is determined by the box size and the intensity
of randomwave function at the beginning of numerical
iterations. Namely, the intrinsic modulation instability
is the phenomenon that forms the characteristic NLSE
structures during evolution. The amplitudes of higher
Fourier modes that are very weak at x = 0 grow expo-
nentially and produceKMsolitons andABs. If there are
more unstable modes at beginning, then MI and NLSE
features will appear sooner. The number of unstable
modes Num is related to the background noise level B
and box size L via the following expression:

Num = LB

π
. (2.8)

In case of low B and large L (see Fig. 6a, B = 0.072
and L ≈ 140) we get Num = 3.2. This means we have
only a few unstable modes and MI is weak. That is the
reason for obtaining very slow evolution and stretched
NLSE features. In the second case, we have B = 1 and
the small box L ′ ≈ 1 and compute Num = 0.16. This
means that all Fourier modes are stable and the evolu-
tion is uniform without solitons and breathers forma-
tion, in agreement with Fig. 6b. We conclude that the
normalization requirement imposes unacceptable con-
ditions for noise background level and box size that
adversely affect the dynamics of white noise under the
NLSE model. Finally, we run the second-order BPM
algorithmon the same initial condition and got the same
results (not shown). The overall conclusion is that the
integration with normalized ψ should be avoided, as
it leads to different model behavior that is difficult to
efficiently integrate.

We now go back to the case of non-normalized ini-
tial conditions (B = 1 and different values of A). We
analyze the statistics of intensity maxima for evolu-
tions obtained using the second-order BPM and the
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Fig. 5 Evolution of the
NLSE wave intensity
seeded by white noise (5%
amplitude) around the
background intensity of 1.
The wave evolution
proceeds from 0 to 6500
propagation units, but only
the first 250 are shown; the
transverse box is
approximately from − 70 to
70 units. There are
6.5 × 106 × 2048 grid
points in overall. Top: Beam
propagation method.
Bottom: the fourth-order
symplectic algorithm. For
both algorithms the
evolution step is dx = 10−3

Fig. 6 Evolution from the
white noise using
fourth-order symplectic
algorithm with wave
function normalized at
x = 0: a initial condition
lowered (B = 0.072 and
A = 0.36%) within the
large box (L ≈ 70) and b
initial condition remained
the same (B = 1 and
A = 5%), but with box
reduced (L ′ ≈ 1)
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fourth-order symplectic algorithms. During numeri-
cal integration, our software records intensity maxima
Ii, j = |ψi, j |2 at (xi , t j ) point of the numerical grid,
if this intensity is the highest value in the 8-connected
neighborhood region.Allmaxima are being recorded in
afile and then plotted in the histogram form,where each
bin height corresponds to the number ofmaximawithin
the bin’s intensity interval, divided by the total number
of peaks. The additional requirement after each com-
putational iteration is to eliminate the high-frequency
Fourier modes forming the fast zig-zag glitches in the
wave function ψ that are considered as false maxima.
We should note that although our computational proce-
dure appears to be rather stringent, it affects the chosen
algorithms equally, so that the resulting differences are
not caused by this feature.

First, we discuss the probability density of peaks’
intensities from Fig. 5, where the white noise ampli-
tude is A = 5%. The results for BPM are presented in
Fig. 7a, and for the fourth-order symplectic algorithm
in Fig. 7b. It turns out that the results in general are
different. Both distributions follow the familiar expo-
nential decay of MI-driven systems, which may not be
the case for the density of high-intensity peaks, form-
ing RWs. At this point, we pose the question of what
is the criterion for announcing an intensity peak as a
roguewave?Herewe simultaneously adopt two criteria
and make comparative analysis. The first is relatively
simple: the peak with the intensity greater than that of
the Peregrine soliton (I ≥ IPS = 9) is considered as
a rogue wave. The second is statistical in nature and is
widely adopted in the literature [46–50]: the intensity
threshold IRW above which one obtains a RW is a mean
value of the largest third of intensity peaks multiplied
by two (the same definition applies to the rogue wave
amplitude in oceanography). Therefore, in Figs. 7 and
8, we indicate two vertical lines, dividing the intensity
scale on RW and non-RW regions.

In Figs. 7a and 7b, there are millions of peaks and
thousands of RWs (according to both definitions). The
statistics are still similar, but the number of peaks,
the maximum of intensity, and the slope of distribu-
tions, among other things, are different. Hence, in the
chaos produced by MI, optical RWs and their statis-
tics may appear as numerical artefacts and cannot be a
priori counted as definite defining features of the RW
phenomena. The exponential decay fit y = ce−I/I0

of the distributions in Figs. 7a and 7b is shown in
Figs. 7c (with c = 0.3339, I0 = 1.2691), and 7d

(with c = 0.34151, I0 = 1.25399), respectively. Thus,
while the distributions are well-described by exponen-
tially decaying curves, in detail they differ most in the
heavy-tailed region of higher intensities, where RWs
reside.

The next relevant question is what is the influence
of the white noise amplitude A (at x = 0) on the statis-
tics of NLSE evolution? We therefore run six simu-
lations using two algorithms (BPM and fourth-order
symplectic) for three values of A. The corresponding
histograms of intensity maxima are shown in Fig. 8a
(BPM alg. and A = 1%), 8b (4S alg. and A = 1%), 8c
(BPM alg. and A = 2%), 8d (4S alg. and A = 2%),
8e (BPM alg. and A = 3.5%), and 8f (4S alg. and
A = 3.5%). Here, as in Fig. 5, we removed fast glitches
from the wave function that present false maxima, by
eliminating high-frequency Fourier modes. The statis-
tics are similar to those obtained with 5% amplitudes,
but the differences in the results between the two algo-
rithms for the same value of A still persist.

All data for two algorithms and different amplitudes
are summarized in Table 1. The first observation is
that for the background level of B = 1, the statistical
RW threshold IRW is lower than IPS = 9. Namely, the
majority of intensity peaks are located at lower inten-
sities for all eight histograms. Thus, the largest third of
the peaks beginswell below the Peregrine soliton inten-
sity. Another conclusion is that the larger the amplitude
A, the higher the statistical threshold IRW. As for the
overall intensity maximum Imax during numerical evo-
lution, we observe that it depends on the algorithm and
grid parameters.

We have also increased the value of the background
level (B = 1.5) and realized that both IRW and Imax

increase significantly, so that IRW > 9. However,
once we magnify the breather structures in such an
evolution, we realize that very high intensities at the
breather’s center donot correspond to thenth-orderAB,
as expected (n ≥ 3), but retain the intensity distribu-
tion pattern characteristic of the second-orderAB. Such
dynamics can deceive the observer since it produces
Akhmediev breathers of intrinsically larger intensity
that could be generated through Darboux transforma-
tion using the seed function with modulus greater than
one (which usually is not the case in literature). There-
fore, one should stick to the B = 1 case.

The third conclusion is that the higher the noise
amplitude A is, the larger is the total number of max-
ima NTP. In Fig. 8, we also observe millions of peaks
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Fig. 7 Statistics of the intensity maxima, obtained from Fig.
5. The peak intensity histograms are derived from evolutions
obtained by the execution of two different numerical algorithms:
a The second-order beam propagation, and b the fourth-order

symplectic method. Two vertical dashed lines indicate the Pere-
grine soliton intensity IPS=9 and the statistical RW threshold
IRW. The exponential decay fits for Figs. a and b are presented
in Figs. c and d, respectively

and thousands of RWs (NRW and NPS, according to the
adopted RWdefinition). The fractions of peaks that can
be considered as rogue waves (FRW and FPS) is con-
siderably lower than 1% and relatively weekly depend
on the algorithm and noise amplitude A.

Our final conclusion is that the most prominent
difference between statistical results obtained by two
algorithms for the same A value is observed at higher
intensities. The second-order breathers that approach
the limiting intensity value of 25 at its center arise in
the collision of highly unstablemodes during evolution.
By switching from BPM to 4S algorithm one changes

the way and the number of mathematical operations
needed for the calculation of ψ values. This difference
affects more the collision processes of highly unstable
modes that then lead to high intensity maxima. Over-
all, these conclusions strengthen the claim that different
numerical algorithms produce different statistics, espe-
cially in the long tail region of high intensities, where
RWs exist.

We got similar results and confirmed our conclu-
sions by using two times smaller evolution step (dx =
0.0005) or the transversal box size (L/2 ≈ 35, instead
of 70) (results not shown).
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Fig. 8 Statistics of high intensity peaks obtained from evolu-
tion of the NLSE wave function, seeded by noises of different
amplitude A around the background intensity of B = 1. The
wave evolution proceeds from 0 to 6500 propagation units with
evolution step dx = 10−3; the transverse box is approximately
from −70 to 70 units. There are 6.5 ×106× 2048 grid points.

The algorithm used for numerical integration of wave function
and amplitude A are: a BPM, A = 1%, b the fourth-order sym-
plectic method (4S), A = 1%, c BPM, A = 2%, d 4S, A = 2%,
e BPM, A = 3.5%, and f 4S, A = 3.5%. Two vertical dashed
lines indicate the Peregrine soliton intensity and the statistical
RW threshold
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Table 1 Statistics of the wave function intensity maxima calculated during evolution with the white noise of amplitude A around the
background value of B = 1

Alg. A% Imax NTP IRW NRW FRW% NPS FPS%

2 1.0 21.05 2,585,329 6.86 16,865 0.652 2,616 0.102

4S 1.0 19.27 2,631,233 6.73 19,148 0.728 2,499 0.095

2 2.0 17.92 4,653,505 6.96 24,804 0.533 3.645 0.078

4S 2.0 18.21 4,662,564 6.93 25,380 0.544 3,610 0.078

2 3.5 17.35 6,777,188 7.12 32,104 0.474 5,261 0.078

4S 3.5 18.37 6,766,308 7.11 32,322 0.478 5,220 0.077

2 5.0 20.86 8,493,287 7.14 41,406 0.488 6,833 0.080

4S 5.0 18.03 8,494,281 7.15 40,996 0.483 6,992 0.082

Algorithms used for computations are the second-order beam propagation method (Alg. 2) and the fourth-order symplectic (Alg. 4S).
The meaning of marks in the table top row are: Imax - the maximum achieved intensity over the entire xt-grid, NTP - the total number
of peaks, IRW - the RW intensity threshold, NRW - the number of maxima having the intensity I ≥ IRW, FRW = NRW/NTP, NPS - the
number of maxima exceeding the Peregrine soliton intensity (IPS = 9), and FPS = NPS/NTP

3 Conclusion

In conclusion, we have discussed the facts and fic-
tions related to the strange nature, dynamic generation,
ingrained instability, andpotential applications ofRWs.

We have proposed the method of mode pruning
for suppressing the modulation instability of rogue
waves. Using this procedure, we have computed and
demonstrated the stable numerical Talbot carpets—the
recurrent images of light and plasma waves—by rogue
waves, for possible use in nanolithography. The prun-
ing procedure was found indispensable in the produc-
tion of stable recurring periodic images over wide but
still finite windows.

We have also discussed the nature of optical rogue
waves, in view of conflicting opinions expressed in
the literature. In particular, we have addressed the
three pairs of opposing suppositions on their nature:
Linear versus nonlinear; random versus deterministic;
and numerical versus physical. In summary, a correct
answer to the three suppositions is that the rogue waves
in optics are essentially nonlinear, deterministic, and
physical. They are nonlinear because the major cause
of rogue waves is the modulation or Benjamin–Feir
instability, which by its nature is the basic nonlinear
optical process. Roguewaves are deterministic because
modulation instability leads to deterministic chaos; ran-
dom phenomena are probabilistic andmay look chaotic
but are not deterministic. Rogue waves are physical
because they appear in many experiments and media,
with similar statistics.

Nevertheless, in numerical simulations optical rogue
waves may appear fictitiously, as numerical artefacts.
Different numerical algorithms for exactly the same
inputs may provide different evolution pictures and—
distressingly—different statistics of RWs, caused by
imprecisely chosen integration steps and intrinsicmod-
ulation instability. An overall conclusion is that the
numerical and statistical treatments of NLSE by differ-
ent algorithms represent different dynamical systems
that may introduce different long-time behaviors when
they are unstable and under the influence of MI. There-
fore, owing to a vague definition of rogue waves, dif-
ferent ways in which they are generated, and an expo-
nential amplification of numerical errors in chaos, there
are situations in which optical rogue waves may appear
as linear, random, and numerical.
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mal intensity higher-order Akhmediev breathers of the non-
linear Schrödinger equation and their systematic generation.
Phys. Lett. A 380, 3625 (2016)

28. Herbst, B.M., Ablowitz, M.J.: Numerically induced chaos
in the nonlinear Schrödinger equation. Phys. Rev. Lett. 62,
2065 (1989)

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


1670 M. R. Belić et al.
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Abstract Weinvestigate higher-order breathers of the
cubic nonlinear Schrödinger equation on a periodic
elliptic background. We find that, beyond first order,
any arbitrarily constructed breather on a disordered
background generates a single-peaked solitary wave.
However, on the periodic backgrounds, the so-called
quasi-rogue waves are found more common. These
are the quasiperiodic breathers that feature distorted
side peaks. We construct such higher-order breathers
out of constituent first-order breathers with commen-
surate periods (i.e., as higher-order harmonic waves).
In addition to quasiperiodic, we also find fully peri-
odic breathers, when their wavenumbers are harmonic
multiples of the background and each other. But they
are truly rare, requiring finely tuned parameters. Thus,
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on a periodic background, we arrive at the paradoxical
conclusion that the higher-order quasi-rogue waves are
rather common, while the truly periodic breathers are
exceedingly rare.

Keywords Rogue waves · Breathers · Nonlinear
Schrodinger equation

1 Introduction

The dimensionless cubic nonlinear Schrödinger (NLS)
equation [1], given by

i
∂ψ

∂x
+ 1

2

∂2ψ

∂t2
+ ψ |ψ |2 = 0, (1)

with t and x being the transverse and longitudinal
variables and ψ ≡ ψ(x, t) the slowly varying wave
envelope, has been widely used in the field of nonlin-
ear optics and photonics to guide experimental real-
izations [2–4] and theoretical explorations [5–11] of
higher-order breathers and rogue waves (RWs) in opti-
cal fibers. For a recent review, seeRef. [12]. Thephysics
of RWs is getting more attention since a new scheme
to excite RWs, such as via electromagnetically induced
transparency (EIT) [13–15], is proposed [16].

While the study of breathers and RWs on a uniform
background, including those based on extended NLS
equations, hasmatured by now,with a vast body of ana-
lytical results [6,8,12,17–22], similar studies on peri-
odic backgrounds have started only recently [9,23–25].
For clarity, at this place we provide a short outlook on
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the interconnection between different waveforms that
are encountered in the field thus far. Foremost, to see
interesting new waveforms, one needs a background.
Without background, at most one can observe bright
solitons [1,12]. Normally, breathers and RWs (higher-
order breathers) are generatedwhenone seeds the back-
ground with proper initial wave conditions, based on
the Darboux transformation (DT). Such initial waves
also provide conditions for the breather-to-soliton con-
version, both bright and dark, which usually are dif-
ficult to observe in NLS equation without proper sys-
tem preparation. Thus, starting a numerical experiment
with uniformor randomlyperturbedbackground and an
arbitrary collection of Stokeswaveswill only occasion-
ally, here and there, produce a second-orderRW, almost
never higher-order RWs. For observing a full wealth of
different waveforms (breathers, solitons, RWs of dif-
ferent order, quasiperiodic and fully periodic RWs),
in general one needs specially prepared nonuniform
backgrounds and specially prepared initial waves. Pre-
viously, we considered backgrounds perturbed by the
Jacobi elliptic functions (JEFs) and initial waves com-
ing from Akhmediev breathers engineered using DT
[24,25]. The fine point in the numerical procedure is
how to prepare boundary conditions on the numerical
window.

In this work, we are specifically interested in
breathers of the simple cubic NLS equation on the
dnoidal Jacobi elliptic function (JEF) background,
which has the form:

ψ0(x, t) = dn(t; k)eix(1− k2
2 ), (2)

where k is the ellipticmodulus (not to be confused with
the elliptic parameter, k2). As our analysis will show
below, at this time it is unlikely that one can derive
analytical expressions for our breathers; therefore, we
focus on studying solutions of (1) using a numerical
implementation of the analytical DT procedure [7–11].
In a nutshell, the procedure states that given a simple,
zeroth-order “seed” solutionψ0(x, t)of (1), such as (2),
one can generate an N th-order solution recursively via:

ψN (x, t) = ψ0(x, t) +
N∑

m=1

2irm1s∗
m1

(
λm − λ∗

m

)

|rm1|2 + |sm1|2 ,

(3)

where the sum goes over N constituent first-order
solutions of the Lax pair equation, characterized by

generally complex eigenvalues λm . The two functions
rm1(x, t) and sm1(x, t) are theLaxpair generating func-
tions for themth first-order constituent breather. In this
work, we restrict ourselves to purely imaginary eigen-
values:

λm = iνm, with 0 < νm < 1, (4)

corresponding toAkhmediev-typebreathers [26], rather
than Kuznetsov–Ma-type breathers [27,28]. As per the
peak height formula (PHF) [23], these solutions have
a peak height of

ψN (0, 0) = 1 + 2
N∑

m=1

νm . (5)

In this work, we will concentrate on demonstrat-
ing the surprising finding mentioned in the abstract:
Beyond first order, any arbitrarily constructed breather
on an elliptic background looks very much like a rogue
wave. But, to generate quasiperiodic and fully periodic
RWsone needs to pay close attention how the periodici-
ties of constituent waves are arranged over the available
numerical window. We relegate all technical details on
the DT and PHF to the appendix.

The paper is structured as follows. In Sect. 2, we
demonstrate, by enforcing the reality of the wavenum-
ber, that in contrast to the uniform background case
[17,18], the first-order breathers on an elliptic back-
ground can at most be quasiperiodic in the t-direction
unless the matching condition (23) is obeyed. The con-
catenation of N such first-order breathers then gener-
ally results in an aperiodic N th-order breather greatly
resembling a roguewave (RW). In Sect. 3, we show that
if the periods of the constituent first-order breathers
are commensurate with one another, then one sees a
quasiperiodic N th-order breather, where the repeating
side peaks are distorted by the background. In Sect.
4, we show that truly periodic N th-order breathers are
produced if and only if the periods of the constituent
first-order breathers are all matched to that of the back-
ground. This requires restricting the parameters ν and k
to a special set of contours γq (Eq. 23) in the νk-plane.
Our conclusions are summarized in Sect. 5.

2 Aperiodic breathers on an elliptic background

For a breather to be periodic (along the t direction), its
wavenumber must be real [9]. Assuming purely imag-
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inary eigenvalues λm = iνm , the half-wavenumber is
given by

κm =
√(

λm − k2

4λm

)2

+ 1 =
√

1 −
(

νm + k2

4νm

)2

.

(6)

For κm to be real, we must have

(νm + k2

4νm
)2 ≤ 1 �⇒ k2 ≤ 4νm(1 − νm), (7)

which restricts the range of νm to

1

2
− 1

2

√
1 − k2 ≤ νm ≤ 1

2
+ 1

2

√
1 − k2. (8)

Alternatively, from (7) one sees that

k2 ≤ 4
[1
2

+ (νm − 1

2
)
][1

2
− (νm − 1

2
)
]
, (9)

or

k2 + (νm − 1
2 )

2

(1/2)2
≤ 1, (10)

which then restricts (νm, k) to half of an ellipse Γ , cen-
tered on (1/2,0), with the vertical semimajor axis being
1 and the horizontal semiminor axis 1/2. This is shown
in Fig. 6 and summarized succinctly by

(νm , k) ∈ Γ

:=
{

(νm , k) ∈ (0, 1) × [0, 1]
∣∣∣∣k
2+ (νm− 1

2 )2

(1/2)2
≤ 1

}
.

(11)

In Fig. 1, we show the three periods of a first-order
breather obeying the κ-reality condition (11). This
breather is not periodic since the repeating side peaks
are not identical to the central peak. Next, in Fig. 2, we
show a set of higher-order breathers. Their eigenvalues
νm obey (11), but are otherwise arbitrary. These higher-
order breathers are even more aperiodic, with the
repeating side peaks highly distorted and diminished
in intensity, leaving only a central peak of great height
intact. It is a matter of definition how one defines a
roguewave, but Fig. 2 clearly shows four solitary, high-
intensity peaks amid an increasingly disordered back-
ground, each resembling more an oceanic rogue wave
than a breather. We will refer to these unmatched solu-
tions as quasi-rogue waves (QRWs). The phenomenon

of QRW has only come to light recently in the study
of higher-order breathers on periodic backgrounds
[25,29]. They are not apparent in the study of first-order
breathers on a periodic background, nor are they men-
tioned in the study of RWs on a constant background.

3 Quasiperiodic breathers

We now match the periods of the constituent breathers
of these higher-order structures to the fundamental
breather, i.e.:

κm = mκ, m = 2, 3, ...N , (12)

where κ ≡ κ1 is the period of the fundamental breather,
characterized by ν ≡ ν1. We choose the constituent
breather wave numbers to be harmonics of each other,
analogously to the uniform background case where
these breathers would have been strictly periodic and
of maximal peak height (at a given periodicity) [18].
Writing out (12) explicitly gives

m

√

− k4

16ν2
− k2

2
− ν2 + 1

=
√

− k4

16ν2m
− k2

2
− ν2m + 1, (13)

which leads to an expression for νm in terms of ν and k

νm(k, ν) =
√
Gm(k, ν) +

√
[Gm(k, ν)]2 − 64k4ν4

4
√
2ν

,

(14)

where

Gm(k, ν) ≡ k4m2 + 8
(
k2 − 2

) (
m2 − 1

)
ν2

+16m2ν4 . (15)

A plot of Eq. (14) for multiple values of m is
shown in Fig. 3. Note that in Fig. 3, the curves νm(k),
∀ m ∈ Z

+, clearly intersect at a point (νmax, νmax) in
the ννm-plane, given by the upper limit of Eq. (8):

νmax(k) = k′

2
+ 1

2
, (16)
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Fig. 1 First-order breather
with
(ν = 0.8602, k = 3/5) ∈ Γ

(i.e., κ ∈ R). The distortion
of the side peaks is evident
in the contour plot. In all
contour plots that follow,
maroon represents the
background (|ψ | = 1), teal
green is 0.25 above the
background, while light
orange is 0.2 below the
background. The remaining
colors denote other relevant
low-|ψ | features. The
colormap is designed to
showcase only the relevant
low-|ψ | features of the
breathers, with a maximum
height of 0.8 above the
background

where k′ ≡ √
1 − k2 is the complementary elliptic

modulus. A first-order solution characterized by this
value of ν is known as the concentrated cnoidal rogue
wave (CCRW) [9] and was simply referred to as the
“bright” rogue wave in Ref. [23]. This solution with
κ = 0 is a single solitary peak on a periodic back-
ground and is considered the natural generalization of
the Peregrine rogue wave on a constant background.
However, higher-order rogue waves generated by mul-
tiple values of (16) have degeneracy problems and can-
not be described by the DT [10]. By contrast, as shown

in Fig. 2, an arbitrary high-order QRW can be easily
constructed using DT.

Figure 3, showing the plot of Eq. (14), implies that
for a fixed m, there is some cutoff ν = ν∗

m(k) such
that νl(ν = ν∗

m, k) /∈ R ∀ l > m. Thus, to gen-
erate a breather of order at most N , one must have
ν ∈ (ν∗

N , ν∗
N+1]. The imaginary part of νm(k, ν) will

be nonzero if and only if the term under the inner square
root in (14) is negative. Thus, to find ν∗

m , we need to
solve:

[
Gm(k, ν = ν∗

m)
]2 − 64k4(ν∗

m)4 = 0 . (17)
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Fig. 2 Higher-order breathers on a dn background with k = 1/4
and κm ∈ R. a Second-order, with {νm} = {0.98, 0.91}. b
Third-order, with {νm} = {0.98, 0.91, 0.84} c Fourth-order, with

{νm} = {0.98, 0.91, 0.84, 0.72} d Fifth-order, with {νm} =
{0.98, 0.91, 0.84, 0.72, 0.51}. Inserts: Contour plots to empha-
size the low-|ψ | details
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Fig. 3 Plot of the
eigenvalues νm given by
(14) as a function of ν, with
k = 2/5. The dashed
vertical lines represent the
lower limit ν∗

m (Eq. 18), and
the horizontal lines give the
upper and lower limit on νm
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Fig. 4 Plot of the peak
height formula (5) at
k = 1/2 using the
eigenvalues given by (14).
The insert shows a
zoomed-in version of the
region between the peak
heights of first- and
second-order breathers, with
a gap of
Δψ(0, 0) = 1/2 = k
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Fig. 5 Quasiperiodic higher-order breathers with (ν ≈ 0.972, k = 1/4), and higher-order νm computed via Eq. (14) a second order b
third order c fourth order d fifth order. Inserts: contour plots to emphasize the low-|ψ | details
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Fig. 6 νk-plane, showing
different regions of
periodicity. The light blue
shaded region is where κ is
real, given by (11). The
solid curves correspond to
different values of q in (23)
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This gives:

ν∗
m(k) =

√
2Cm(k) + Hm(k)

2m
, (18)

where

Cm(k) =
√(

m2 − 1
)
(k′)2

(
m2 − (k′)2

)
,

Hm(k) = m2
((
k′)2 + 1

)
− 2

(
k′)2 .

(19)

Substituting (18) into (14), one obtains νm(ν =
ν∗
m, k) = k/2, ∀m ∈ Z

+, independent of m. The
importance of this result will be discussed in Appendix
1.

Consequently, each curve νm in the ννm-plane starts
from the point:

Lm(k) =
(

ν∗
m(k),

k

2

)
, m ≥ 2 . (20)

This is a stricter condition on ν than the lower limit
of Eq. (8), since k > (1 − √

1 − k2)∀ k ∈ (0, 1).
Referring to the PHF (5), the lower limit (20) then
implies that when transitioning from an N th order to an
(N+1)st order breather, the peakwould instantly jump

by 2(k/2) = k and would not just increase smoothly
as in the simpler constant background case [18]. This
can be seen clearly in Fig. 4.

Figure 5 shows the three “quasi-periods” of higher-
order breathers with νm obtained from Eq. (14), and
ν and k selected arbitrarily. The effect of matching
the constituent breathers’ periods drastically improves
the overall periodicity of the high-order breather, with
seemingly repeating higher-order side peaks in the 3D
plots. However, closer inspection of contour plots near
the breather’s base reveals remaining distortions in the
side peaks. They are still not identical to the central
peak. This distortion is reminiscent of the first-order
case, as shown in Fig. 1. These higher-order breathers
are all quasiperiodic. In the limit of k → 0, νm →√
m2 − 1/m, (14) reproduces our previous results of

am = ν2m/2 = (1 − 1/m2)/2 for breathers on a con-
stant background in Ref. [18].

4 Fully periodic breathers

The period of the dn(t; k) background is given by

Tdn = 2K (k) (21)
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Fig. 7 Fully periodic
first-order breathers with
(ν ≈ 0.848, k = 3/5) ∈ γ3

where K (k) ≡ ∫ π
2
0

dθ√
1−k2 sin2 θ

is the complete elliptic

integral of the first kind. Matching the period of the
background (21) to the breather requires

TB = qTdn

where TB = 2π/(2κ) = π/κ is the period of the fun-
damental breather and q is a positive integer. This leads
to an expression for κ:

κ = π

2qK (k)
. (22)

Substituting back into (6), one obtains the condition
for matching a breather to the background:

(ν, k) ∈ γq :=
{
(ν, k) ∈ (0, 1) × [0, 1]

∣∣∣∣
(

π

2qK (k)

)2

+
(
k2 + 4ν2

)2

16ν2
= 1

}
.

(23)

Note that γq=1 = ∅ (i.e., one cannot match to the
breather so that its period is exactly equal to the back-
ground, it must be a periodic multiple). As shown in
Fig. 6, it is clear that γq ⊂ Γ ∀ q ∈ Z

+, and γq→∞ =
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Fig. 8 Fully periodic higher-order breather with (ν ≈
0.9704, k = 1/4) ∈ γ6, and the higher νm calculated via Eq.
(14). a Second order. b Third order c Fourth order. d Fifth order.

Insert: Contour plots to emphasize the low-|ψ | detail. The sym-
metry between the central and side peaks is apparent
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Table 1 Necessary and
sufficient conditions on the
parameters for a fully
periodic breather of order N

Condition Equation Explanation

(ν, k) ∈ γq , q = 2, 3, . . . Eq. (23) Matches a breather to the background

ν ≡ ν1 > ν∗
N Eq. (18) Ensures νm ∈ R,m = 1, . . . , N

νm = νm(ν, k),m = 1, . . . , N Eq. (14) Matches the constituent breathers to each other

∂Γ (i.e., the boundary of Γ , Eq. (11)). Thus, any
(ν, k) ∈ γq results in κ ∈ R. Additionally, if a higher-
order breather hasmatched constituents via Eq. (14), its
period will be TB , and thus one only needs (ν, k) ∈ γq .

Figure 7 shows a fully periodic first-order breather.
It is clear that selecting a set of parameters (ν, k) sat-
isfying Eq. (23) leads to a truly periodic structure. We
additionally show several fully periodic higher-order
breathers in Fig. 8, combining conditions (23) and
(14). In general, the effect of matching to the back-
ground is subtle in 3D plots yet abundantly clear in the
contour plots. The central breather’s peak is centered
at the origin, where ψ0(0, 0) = 1. If the parameters
(ν, k) /∈ γq (i.e., q /∈ Z), the side peaks will then be
displaced from the peak ofψ0. On the other hand, when
(ν, k) ∈ γq , q ∈ Z

+, all breather peaks lie precisely on
top of the background crests, and we get perfect peri-
odicity.We provide a video in this work’s supplemental
material, which visually demonstrates this process.

5 Discussion and conclusion

In thiswork,we have numerically solved for the higher-
order breathers of the nonlinear Schrödinger equation
on an elliptic background by iterating the Darboux
transformation. We find that the periodic background
exerts a much more profound impact on the higher-
order breathers than previously thought. Because of
the periodic background, any unmatched higher-order
breather has only a single high-intensity peak, resem-
bling a rogue wave. These QRWs have a far richer
structure than the standard, monotonic Peregrine-like
rational rogue waves.

The chaotic background shown in Fig. 2 is also of
interest. It iswell known that two-wavemixing can only
result in quasiperiodic structures. This is the case of
Fig. 1, the twowaves beingwaves having the breather’s
period and that of the background. However, three and
more wave mixing can lead to chaos. This is the result-
ing chaotic-looking background we see in Fig. 2.

Truly periodic higher-order breathers can only be
recovered by matching all the constituent breathers’
periods to each other and the background. Matching
constituent breathers’ periods to each other produces
quasiperiodic with distorted side peaks. Further match-
ing the breathers’ periods to that of the background
yields side peaks identical to the central peak, sitting
precisely on top of the background’s crests some peri-
odic distance away.While a general breather of order N
has an N + 1-dimensional parameter space, fully peri-
odic breathers are constrained to a countably infinite set
of contours in a 2Dparameter space, thus being exceed-
ingly rare.We have termed such a periodic higher-order
breather the periodic rogue wave in Ref. [29]. Our find-
ings are summarized in Table 1. This explains why, on
a periodic background, the only common high peak
structures that can occur are, paradoxically, the quasi-
rogue waves of Fig. 2.
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AThe Darboux transformation and the peak height
formula

The cubic NLSE (1) can be written as the compatibility
condition of the following two equations [1]:

Rt = LR, Rx = AR, (24)

where

R =
(
r
s

)
≡

(
r1m
s1m

)
, (25)

L =
(−iλ ψ

−ψ∗ iλ

)
,

A =
(−iλ2 + i 12 |ψ |2 λψ + i 12ψt

−λψ∗ + i 12ψ
∗
t iλ2 − i 12 |ψ |2

)
. (26)

The operators (matrices) L and A are known as the Lax
pair of (1), and the functions r(x, t) and s(x, t) are the
Lax pair generating functions. λ is generally a complex
eigenvalue and is independent of the evolution variable
x (so that the Lax pair is isospectral). The compatibility
condition of (24) is known as the Lax equation or zero-
curvature condition and gives rise to the cubic NLSE
(1):

Lx − At − [A, L] = 0 , (27)

where [A, L] ≡ AL − LA is the commutator.
Given an initial solution of (1), one can find a more

complicated solution of order N via the Darboux trans-
formation: [1,8,30,31]:

ψN = ψ0 +
N∑

m=1

2irm1s∗
m1

(
λm − λ∗

m

)

|rm1|2 + |sm1|2 , (28)

where the higher-order Lax-pair generating functions
are computed recursively via [1,31]:

rmj = [(l∗m−1 − lm−1)s
∗
m−1,1rm−1,1sm−1, j+1

+ (l j+m−1 − lm−1)|rm−1,1|2rm−1, j+1

+ (l j+m−1 − l∗m−1)|sm−1,1|2rm−1, j+1]
/(|rm−1,1|2 + |sm−1,1|2), (29)

smj = [(l∗m−1 − lm−1)sm−1,1r
∗
m−1,1rm−1, j+1

+ (l j+m−1 − lm−1)|sm−1,1|2sm−1, j+1

+ (l j+m−1 − l∗m−1)|rm−1,1|2sm−1, j+1]

/(|rm−1,1|2 + |sm−1,1|2). (30)

To find the starting functions of the recursion, i.e., r1m
and s1m , we take the Ansätze:

r1m(x, t) = a1m(x, t)e
ix
4

(
k2−2

)
,

s1m(x, t) = a1m(x, t)e− i x
4

(
k2−2

)
,

(31)

and ψ as given in Eq. (2). Substituting in the Lax pair
Eq. (24) and suppressing subscripts, one gets [9]

at = iλa(x, t) + ib(x, t)dn(t; k),
bt = −iλb(x, t) + ia(x, t)dn(t; k),
ax = 1

2
ia(x, t)

(
2λ2 + k2

(
sn2(t; k) − 1

2

))

+ b(x, t)

(
iλdn(t; k) − k2

2
sn(t; k)cn(t; k)

)
,

bx = −1

2
ib(x, t)

(
2λ2 + k2

(
sn2(t; k) − 1

2

))

+ a(x, t)

(
iλdn(t; k) + k2

2
sn(t; k)cn(t; k)

)
.

(32)

However, as noted in [9], the four coupled first-order
differential Eq. (32) cannot be solved analytically.
Nonetheless, one can solve for the profiles and deriva-
tives at t = 0, given by [9]

a1m |t=0 = Aei(χm+κmλm (x−xm ))

− Be−i(χm+κmλm (x−xm )),

b1m |t=0 = Aei(−χm+κmλm (x−xm ))

+ Be−i(−χm+κmλm (x−xm)),

a1m,t |t=0 = i(λma1m |t=0 + b1m |t=0),

b1m,t |t=0 = −i(λmb1m |t=0 − a1m |t=0),

(33)

where

κm =
√(

λm − k2

4λm

)2

+ 1 (34)

is half the wavenumber of the mth constituent breather,
χm = arccos (κm)/2 is the background-dependent
phase, and A and B are two phase constants. One can
then evolve Eq. (33) along the t-axis numerically. All
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the results in this work employ a fourth-order Runge–
Kutta method and sufficiently small grid spacing.

In previous works [18,23,24], using the DT, we
derived the so-called peak height formula (PHF)
for N th-order solutions of nonlinear Schrödinger-type
equations:

ψN (0, 0) = ψ0(0, 0) + 2
N∑

m=1

νm (35)

This requires the Lax pair generating functions to only
differ by a phase at the origin [23]:

s1m(0, 0) = eiφr1m(0, 0), (36)

One can easily verify that equations (33), with proper
choice of A and B, lead to r(x, t) and s(x, t) that obey
the PHF condition (36) with φ = π/2, leading to the
PHF (5).
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Chin, S.A.: Breathers, solitons and rogue waves of the quin-
tic nonlinear Schrödinger equation on various backgrounds.
Nonlinear Dyn. 95, 2855–2865 (2019)

30. Akhmediev, N., Soto-crespo, J.M., Ankiewicz, A.: Extreme
waves that appear from nowhere: on the nature of rogue
waves. Phys. Lett. A 373(25), 2137–2145 (2009)

31. Matveev, V.B., Salle, M.A.: Darboux Transformations and
Solitons. Springer-Verlag, Heidelberg (1991)

Publisher’s Note Springer Nature remains neutral with regard
to jurisdictional claims in published maps and institutional affil-
iations.

123



Nonlinear Dyn
https://doi.org/10.1007/s11071-021-07194-5

ORIGINAL PAPER

Multi-elliptic rogue wave clusters of the nonlinear
Schrödinger equation on different backgrounds
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Najdan B. Aleksić · Milivoj R. Belić
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Abstract In this work, we analyze the multi-elliptic
rogue wave clusters of the nonlinear Schrödinger equa-
tion (NLSE) in order to understandmore thoroughly the
origin and appearance of optical rogue waves in this
system. Such structures are obtained on uniform back-
grounds by using the Darboux transformation scheme
for finding analytical solutions of the NLSE under var-

S. N. Nikolić (B)
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ious conditions. In particular, we solve the eigenvalue
problem of the Lax pair of order n in which the first
m evolution shifts are equal, nonzero, and eigenvalue
dependent, while the imaginary parts of all eigenvalues
tend to one. We show that an Akhmediev breather of
order n − 2m appears at the origin of the (x, t) plane
and can be considered as the central rogue wave of
the so-formed cluster. We show that the high-intensity
narrow peak, with the characteristic intensity distribu-
tion in its vicinity, is enclosed by m ellipses consisting
of the first-order Akhmediev breathers. The number
of maxima on each ellipse is determined by its index
and the solution order. Since rogue waves in nature
usually appear on a wavy background, we utilize the
modifiedDarboux transformation scheme to build such
solutions on a Jacobi elliptic dnoidal background. We
analyze the vertical semi-axis of all ellipses in a clus-
ter as a function of an absolute evolution shift. We
show that the cluster radial symmetry in the (x, t) plane
is broken when the shift value is increased above a
threshold. We apply the same analysis on the Hirota
equation, to examine the influence of a real parameter
and Hirota’s operator on the cluster appearance. The
same analysis can be applied to the infinite hierarchy
of extended NLSEs. The main outcomes of this paper
are the new multi-rogue wave solutions of the nonlin-
ear Schrödinger equation and its extended family on
uniform and elliptic backgrounds.
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1 Introduction

The cubic nonlinear Schrödinger equation (NLSE) [1–
3] is one of the most studied partial differential equa-
tions in nonlinear sciences since it was first introduced
in 1960s. The extensive research on NLSE solutions
and their dynamical stability is still being conducted,
due to its huge importance in various fields of physics,
such as nonlinear optics [4–8], Bose−Einstein con-
densates [9,10], oceanography [11,12], and plasmas
[13]. The NLSE is a general equation for the nonlinear
wave propagation that can describe a variety of phe-
nomena in nonlinear regimes of different physical sys-
tems. However, due to its simple form, it cannot be used
for more accurate explanation of some higher-order
effects in nonlinear optics. To this end, in recent times
an extended family of nonlinear Schrödinger equations
(ENLSEs) that may include an arbitrary number of
higher-order dispersion terms with additional nonlin-
earities, has been proposed and investigated in [14,15].
The extension of NLSE to the hierarchy of higher-
order equations originated from the need to explain the
propagation of ultrashort pulses through optical fibers
[16,17]. So far, attention was mostly focused on the
Hirota [18,19] (with the third-order dispersion) and
quintic equations (containing the dispersions up to the
fifth-order) [20–23].

AlthoughNLSE is awell-knownequation, it remains
a subject of broad interest for several reasons. First,
both NLSE and its extended variants are completely
integrable in one dimension. The possibility of deriv-
ing exact analytical NLSE solutions has motivated a
number of experimental studies in many branches of
physics where NLSE appears. Second, the same math-
ematical procedure used for deriving NLSE solutions
can be applied to the ENLSE as well. Finally, the char-
acteristics of NLSE solutions are similar to those of
the more complicated equations emanating from the
ENLSE. Therefore, one can analyze the simpler NLSE
solutions and still predict the properties of the same
solution class of the extended family.

The one-dimensional NLSE that will be mostly con-
sidered in this work has the form

iψx + 1

2
ψt t + |ψ |2ψ = 0. (1.1)

The transverse spatial variable is denoted by t , the
retarded time in the moving frame by x , while the
slowly varying envelope of the electric field corre-
sponds to the wave functionψ ≡ ψ(x, t). This form of
NLSE is appropriate for the propagation of light pulses
in fibers. However, if pulses are very short, additional
operators have to be introduced that add finer details
to the basic NLSE solutions. Thus, in this work we
will also deal with the Hirota equation, comprising of
a new operator (with a third-order dispersion along t-
axis and additional nonlinearities) added to the basic
NLSE, multiplied by a real parameter α:

i
∂ψ

∂x
+ 1

2

∂2ψ

∂t2
+ |ψ |2ψ

−iα

(
∂3ψ

∂t3
+ 6|ψ |2 ∂ψ

∂t

)
= 0. (1.2)

Both the NLSE and its extended variants exhibit
similar classes of localized solutions, among which the
most important seem to be Akhmediev breathers (ABs)
[24,25] and different solitons [26]. An AB consists of a
series of intensity maxima on a finite background that
are localized in time and periodic in space. The term
soliton in general describes a solitary wave packet that
propagates in some direction in the (x, t) plane on a
zero background, without any distortion in its shape.
The technique that is often used to derive exact analyt-
ical solutions is the Darboux transformation (DT) [27].
It utilizes theLaxpair formalismand recursive relations
to calculate higher-order solutions of the NLSE, start-
ing from the trivial zeroth-order seed function which
satisfies Eq. (1.1).

The importance of DT for this work is its ability to
provide higher-order Akhmediev breathers on uniform
[28] and periodic backgrounds [29,30]. The breather
emerges as a high-intensity narrowpeakwith a complex
intensity distribution at its base. Such structures can be
considered as rogue waves (RWs), which “appear from
nowhere and disappear without a trace.” The RW is
localized both in space and time and is defined by one
dominant peak. The simplest example of a RW is the
Peregrine soliton [31]. The notion of rogue waves is
now widely spread around, in studies of deep ocean
waves [12,32], nonlinear optics [33,34], superfluidity
[35], Bose–Einstein condensates [36], and others. The
current hot topic in the nonlinear science is to investi-
gate the cause and nature of optical rogue waves [37].
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The root of their appearance is related to the homo-
clinic chaos theory and modulation instability [37,38].
The understanding of chaos theory is also important
for other fields, such as medicine [39–45] or finance.
The RW research is attracting more attention because
a new scheme for RWs excitation, via the electro-
magnetically induced transparency (EIT) [46–48], was
described recently [49].

In this paper, we add new results to the field of RWs
by investigating the special multi-elliptic rogue wave
clusters of the NLSE. These solutions are also peri-
odic along t-axis and throughout the paper we con-
sider intensity distributions within a single transverse
period. They consist of a rogue wave peak (ABs of the
second order or higher), surrounded by the first-order
ABs positioned on a number of concentric ellipses cen-
tered on the peak (see Fig. 1).Weobtain these structures
on uniform and Jacobi elliptic dnoidal backgrounds, by
using the DT of order n, having the first m evolution
shifts equal, nonzero, and eigenvalue dependent. We
show that the order of the central rogue wave and the
number of ellipses are determined by the two mode
numbers, n and m.

Variousmulti-roguewave solutions have been previ-
ously analyzed as triplets [50], triangular cascades [51–
53], and circular clusters [28,54–56]. The classification
of various hierarchies of multi-RW structures into dif-
ferent families was presented in [57,58]. Although our
results are similar to those in [56], where the authors
used the determinant representation of DT, we believe
that the first important contribution of our study is
the simple method for generating elliptical clusters by
using the evolution shifts in the Darboux transforma-
tion scheme. The second novelty in our results is the
analysis of semi-axes of ellipses as functions of the evo-
lution shifts and an estimate when the radial symmetry
of the cluster will break up. Our third contribution to
the field is the generation of elliptic RW clusters on a
dn background, which was not presented before, to the
best of our knowledge. Finally, the significance of our
work is also the determination of new solutions of the
Hirota equation in the form of elliptic RW clusters. We
also point to ways how to generalize this analysis to the
infinite hierarchy of NLSEs.

We stress out that the solutions presented in this
paper are in the form of two-dimensional (2D) or three-
dimensional (3D) color plots. The clusters on the uni-
form background are calculated by using the exact
analytical DT procedure. However, the mathematical

expressions of higher-order DT solutions are extremely
lengthy and complicated, andwould requiremany jour-
nal pages to be written down. We therefore omit the
derivation of such expressions. In turn, we pick the con-
venient grid and calculate the numerical values at each
point with infinite accuracy (that is, up to the machine
precision limit).

To ensure the correctness of our calculations, ourDT
method has been extensively validated by: (1) compar-
ing it to directly solvedNLSE, verified by the conserva-
tion of energy [38], (2) showing that our DT algorithm
exactly satisfied the Peak-height formula [30], and (3)
always halving the grid-size when doing the DT iter-
ations and confirming that the results are stable and
unchanged.

The paper is organized as follows. In Sect. 2, we
briefly discuss the main properties of higher-order
Akhmediev breathers. In Sect. 3, we present various
NLSEsolutions in the formofmulti-elliptic roguewave
clusters on a uniform background. In Sect. 4, we ana-
lyze the properties of such clusters, in particular the
lengths of semi-axes of elliptical rings, by going up
to the four ellipses in a cluster. In Sect. 5, we exhibit
the NLSE cluster solutions on a Jacobi elliptic dnoidal
background. In Sect. 6, we generalize our findings to
the Hirota equation that includes the third-order disper-
sion and additional nonlinearities. In Sect. Conclusion,
we summarize our results.

2 Higher-order Akhmediev breathers

Here, we briefly describe Akhmediev breathers of the
NLSE and how to use DT scheme to generate higher-
order RW solutions. The first-order AB is a single-
periodic function along the t-axis [24,25]:

ψ(t, x) =
[
1+ 2(1−2a) cosh λx+iλ sinh λx√

2a cosωt − cosh λx

]
eix

(2.1)

that rides on a finite background and is localized along
the x-axis. The period L and the angular frequency
ω of an AB of any order are determined by a single
parameter a, with 0 < a < 0.5 [38]:

L = π√
1 − 2a

, (2.2)

ω = 2
√
1 − 2a. (2.3)

AB turns into the Peregrine RW at a = 0.5 and
becomes the Kuznetsov–Ma soliton when a > 0.5. An
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arbitrary AB can be derived using DT, starting from the
seed solution ψ0 = eix . The n-th-order AB (its wave
function ψn(x, t)) turns out to be a nonlinear superpo-
sition of n first-order ABs, each characterized by the
complex eigenvalueλ j = r j+iν j and the evolution x j ,
and spatial shifts t j ( j = 1, . . . , n). The existence of
such abundance of relevant parameters offers an incred-
ible variety of possible RW solutions.

The Lax pair procedure and the recursive relations in
the DT scheme that are used to calculate ψn(x, t) from
ψ0 are described in details in [28]. Here, we briefly
mention that computational complexity for calculating
the n-th-order DT solution exhibits a quadratic growth
(≈ O(n2)). Therefore, by increasing n, the number
of iterations and the complexity of analytical expres-
sions rise significantly. For this reason, we do not write
down these expressions explicitly here, but only repre-
sent them graphically.

It is important to note that the imaginary part ν of
an AB is simply related to the parameter a: ν = √

2a.
By taking into account relation (2.3), one can see that
the imaginary part of AB’s eigenvalue is completely
determined by its angular frequency: ν = √

1 − ω2/4.

3 Multi-elliptic rogue wave clusters on uniform
background

To generate multi-elliptic RW clusters, we require that
the frequencies of constituent single-order breathers are
all different, but close to zero. This goal can be achieved
by defining them as harmonics of ω1 = ω → 0, so that
ω j = jω, where j ≥ 2 [28]. In this work, we take the
simplest possibility that all real parts are zero: r j = 0.
The n ABs are thus formed by using their imaginary
parts calculated from the corresponding frequencies:

ν j =
√
1 − j2ω2

4
(1 ≤ j ≤ n). (3.1)

It is easy to see that all ν j tend to 1. Having set the
eigenfrequencies, it remains to choose the evolution
and spatial shifts. Different choices lead to very differ-
ent solutions. We introduce a slight modification with
respect to [28]: The first m evolution shifts x j are set
to be equal, nonzero, and eigenvalue dependent. We
assume them to be given via an expansion

x j =
∞∑
l=1

X jlω
2(l−1)

= X j1 + X j2ω
2 + X j3ω

4 + X j4ω
6 + · · · (3.2)

for j ≤ m, and x j = 0 for j > m. In addition, we sim-
ply set all t j shifts to be zero. We also assume that all
X jl = 0 except one particular value that is explicitly
stated in the text. Although seemingly an oversimpli-
fication, this choice of parameters nonetheless leads to
an interesting family of newRWclusters. And, as men-
tioned, all this is provided for by an incredible richness
in the choice of four sets of parameters.

It turns out that such an n-th-order Darboux solution
with m nonzero shifts x j is characterized by a single
Akhmediev breather of order n − 2m placed at the ori-
gin (0, 0) (a central rogue wave, labeled as RWn−2m)
andm ellipses (rings) around the RW. The outer ellipse
contains 2n − 1 ABs of order 1 (AB1), and each fol-
lowing ring toward the center has four AB1s less, as
analyzed in [56,57]. We term this Darboux solution as
the multi-RW cluster.

This remarkable intensity pattern canbedescribed as
follows. If all x j shifts are zero, the nonlinear superpo-
sition of all n DT components will arise at the origin of
(x, t) plane, forming an Akhmediev breather of order
n. If only one shift is applied, say x1 	= 0, the cen-
tral AB of lower order and intensity will remain, but it
will partially break up and a ring structure of 2n − 1
rational solutions centered at (0, 0) will be displayed
[28]. The minimal n value for this picture is n = 3. As
mentioned above, if one chooses m > 1 components
shifts to be nonzero, they will split and decrease the
intensity of the central structure even more and pro-
duce more rings. The exact splitting mechanism could
be understood if one applies the mathematical analysis
of exact analytical DT expression. However, deriving
and analyzing such complex expressions for big n is
a very tedious job that offers little insight and was not
performed anywhere before; hence, it will not be per-
formed here either.

In Fig. 1, we present the multi-rogue wave cluster
on uniform background having 2 ellipses. Hence, we
setm = 2 and vary the value of n in order to change the
order of the central RW. The main frequency ω is set to
10−1 so that the imaginary part ν is getting close to one,
according to Eq. (3.1). Also, we choose X j4 = 106, to
set evolution shift x j in the order of 1 (Eq. 3.2). In Fig.
1a, we set n = 6 and obtain the second-order RW at the
center. The outer and inner ellipses consist of c1 = 11
and c2 = 7AB1s, respectively. In Fig. 1b, we set n = 7
to get a third-order RW. The number of AB1s on two
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Fig. 1 3D color plots of double-elliptic rogue wave clusters
(m = 2) on the uniform background. The rogue wave of order
n−2m is formed at the origin (0, 0) of the (x, t) plane. The shifts
are calculated for X j4 = 106. The orders ofDarboux transforma-
tion and the Akhmediev breather representing the high-intensity

central peak are: a n = 6 with the second-order rogue wave, b
n = 7 with the third-order rogue wave, c n = 8 with the fourth-
order rogue wave, and d n = 9 with the fifth-order rogue wave

ellipses is c1 = 13 and c2 = 9.One can further increase
n to get higher-order RWs that are rarely or never seen
before. For n = 8, the RW4 is obtained with c1 = 15
and c2 = 11 (Fig. 1c). For n = 9, the RW5 is formed
with c1 = 17 and c2 = 13 (Fig. 1d). It is seen that
higher the order of the central RW, the narrower and
stronger the RW peak at (0, 0). The highest intensities
in Fig. 1a–d are, respectively: 22.98, 44.45, 77.26, and
105.81. We have also computed solutions with other
frequencies, for instance ω = 0.05. The appearance of
this RW cluster was very similar to the 10−1 case (not
shown), so we proceeded with the 0.1 value.

In Fig. 2, we show the elliptic rogue wave cluster
with 3 ellipses. Thus, we take m = 3 and change the n
value. In Fig. 2a, we set n = 8 and obtain the second-
orderRWat (0, 0). The outer,middle, and inner ellipses
consists of c1 = 15, c2 = 11, and c3 = 7 AB1s,
respectively. In Fig. 2b, n = 9 and aRW3was observed
with c1 = 17, c2 = 13, and c3 = 9. The RW4 with
c1 = 19, c2 = 15, and c3 = 11 is computed for n = 10
(Fig. 2c).

We last show the results for m = 4. The analysis is
analogous to the previous two cases. When n = 10, we
get RW2 and 4 rings surrounding the central peak. The
number ofAB1 on four ellipses, from outer to the inner,
is c1 = 19, c2 = 15, c3 = 11, and c4 = 7, respectively
(Fig. 3a). Next, we take n = 11 and obtain RW3 with
c1 = 21, c2 = 17, c3 = 13, and c4 = 9 (Fig. 3b).

In general, under the conditions for DT computation
presented in this section, our conjecture is that the RW
of n − 2m order is obtained at (0, 0) with m ellipses
around the peak for n ≥ 2m + 2. If we index the rings
from 1 tom, going from the outer to the inner one, then
the number of AB1 on each ring is ci = 2n − 4i + 3.

4 The semi-axes of ellipses in clusters

In paper [28], dealing with a single circular rogue wave
cluster, the authors proposed a formula for the radius
of the ring depending on Darboux shifts along the x-
and t-axes. Having ellipses at hand, we present how the
length of the vertical semi-axis depends on an absolute
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Fig. 2 3D color plots of triple-elliptic rogue wave clusters
(m = 3) on the uniform background (X j4 = 106). The rogue
wave of order n − 2m is formed at the origin (0, 0) of the (x, t)
plane. The orders of Darboux transformation and the Akhmediev

breather representing the high-intensity central peak are: a n = 8
with the second-order rogue wave, b n = 9 with the third-order
rogue wave, and c n = 10 with the fourth-order rogue wave

Fig. 3 2D color plots of rogue wave clusters on the uniform
background having four ellipses (m = 4) around n − 2m order
rogue wave, formed at the origin (0, 0) of the (x, t) plane. Shifts
are obtained for X j4 = 106. The orders of Darboux transforma-

tion and the Akhmediev breather representing the high-intensity
central peak are: a n = 10 with the second-order rogue wave,
and b n = 11 with the third-order rogue wave

evolution shift for all ellipses, up to four rings (m = 4)
in the cluster. In Fig. 4, we show the n = 10 andm = 4
case and indicate the AB1s on an i-th ellipse with num-
bers i = 1 to i = 4 (from the inner-most toward the
outer-most ring). It turns out that all rings, for any m,
haveAB1s at t = 0with alternating positions along this
vertical line: the inner-most AB1 is positioned above
the central RW. The next AB1 with index 2 is below
the maximum at (0,0), the AB1 marked 3 is in the
upper half of the (x, t) plane, and so on. We there-
fore define the length of the vertical semi-axis Rxi as
the distance between the central RW at the origin and
AB1 indexed with i . Since the higher-order DT solu-
tion is expressed by a very complicated and cumber-

some analytical expression, which is difficult to write
and analyze, we applied the numerical calculation of
AB1 positions along the t = 0 line.

In Fig. 5a, we show the Rx dependence on xshift =
x1 = ... = xm for two rings surrounding RW2 at the
center (n = 6, m = 2) at two main frequencies: ω =
0.1 and ω = 0.05. We see that the position of AB1 at
the first ring is increasing as the evolution shift becomes
larger, in contrast to AB1’s x-coordinate on the outer
ring, which first increases but then saturates and finally
starts to decline slowly. Therefore, one can differ two
regions in the (x, t) plane: the first one (I) is roughly
estimated as the half-plane before the interception of
Rx1 and Rx2 curves. In this region, the cluster has a
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Fig. 4 2D color plots of the
quadruple-elliptic rogue
wave cluster, obtained for
n = 10 and m = 4, with
numbers 1, 2, 3, and 4
indicating the single-order
Akhmediev breathers
located at t = 0 on each
ellipse. The distance along
x-axis between the RW
center at (0, 0) and the
maximum of the breather
labeled with i corresponds
to the vertical semi-axis Rxi
of the i-th ellipse

regular “concentric ellipses” - like shape. For ω = 0.1,
the region I is determined by xshift < 11.7. When ω =
0.05, the region I is given by xshift < 23. The example
of a RW cluster in the second region (II) is shown in
Fig. 5b. It is clearly seen that the two rings are deformed
and thus no longer elliptical in the shape. In Fig. 5c and
5d, the Rx1 and Rx2 dependence is shown for the case
of RW2 and RW3 at the center, respectively, only in the
region I, where the radial symmetry is preserved.

In Fig. 6a, we plot the graph of Rx as a function of
xshift in the case of three rings around a RW2 cluster
(n = 8 and m = 3). We see that the vertical semi-axis
of the first and third ellipses is an increasing function
of the evolution shift, in contrast to Rx2. In Fig. 6b, the
RW2 with four rings is analyzed (n = 10 and m = 4).
Graphs in both figures are computed in region I. Our
conclusion is that the x position of AB1 (with t = 0)
on odd-labeled ellipses (1, 3) grows constantly with
the increasing shift, while Rx of even indexed rings
(2, 4) first increases, then saturates and finally slowly
declines until the symmetry is broken.

5 Multi-elliptic rogue wave clusters on Jacobi
elliptic dnoidal background

In this section, we demonstrate that multi-elliptic RW
clusters can be obtained on a periodic background
defined by Jacobi elliptic dnoidal function dn, by using
the modified DT scheme for the NLSE [29]. The seed

function used here is ψdn(x, t) = dn(t, g)ei(1−g2/2)x ,
where g is the elliptic modulus and mdn = g2 is the
elliptic modulus squared. The choice of eigenvalues
and shifts is the same as described in previous sections,
but the procedure for calculating ψ(x, t) of order n is
different. As explained in [29], the exact analytical val-
ues of wave function can be obtained only when t = 0.
In order to compute ψ(x, t 	= 0) over the entire (x, t)
grid, the numerical calculation is required. In this work,
we use the fourth-order Runge–Kutta algorithm. We
manage to obtain a two-ring cluster aroundRW2(n = 6
and m = 2) on an elliptic background (mdn = 0.42)
using this numerical procedure. The result is shown in
Fig. 7a. We also present the 2-elliptic cluster around
RW3 (n = 7, m = 2, mdn = 0.42) in Fig. 7b. By
a careful look at both 3D plots, one can observe the
low-amplitude background waves on which the AB1
structures and high-intensity AB2/AB3 peaks are gen-
erated.

6 Multi-elliptic rogue wave clusters for extended
NLSE family

Finally, we generalize our results to Hirota equation,
which is a first member of the extended family of non-
linear Schrödinger equations [14,15]. It is important
to note that the DT technique retains the same recur-
sive relations for the Lax pair and higher-orderψ func-
tions as before. We therefore can generate solitons and
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Fig. 5 Dependencies of the vertical semi-axes Rx1 and Rx2 on
the absolute shift xshift of the first two components in the Dar-
boux transformation scheme for two ellipses in the RW cluster
(m = 2). a The graphs of Rx1 and Rx2 as functions of xshift for
n = 6 and two main frequencies: ω = 0.1 and ω = 0.05. The
region in which two ellipses in a cluster are deformed roughly
begins at xshift coordinate where Rx2 saturates and decrease to

Rx1 value (here, xshift ≈ 11.7 for ω = 0.1, and xshift ≈ 23 for
ω = 0.05). b The deformed double-elliptic cluster obtained for
n = 6 and xshift = 13.5. c The Rx1 and Rx2 as functions of
xshift for n = 8 in the region of undeformed elliptic cluster. d
The Rx1 and Rx2 as functions of xshift for n = 9 in the region of
undeformed elliptic cluster

breathers of any order using the sets of eigenvalues
and transverse/evolution shifts as explained above. The
intensity distribution of such solutions will differ from
the simple cubic NLSE, due to free parameters in the
extended families and a bunch of additional dispersion
and nonlinear terms, but the procedure for their ana-
lytical buildup remains the same. In other words, one
can utilize the same algorithm and take identical sets

of shifts to compute multi-elliptic RW clusters for any
equation from the extended NLSE hierarchy.

The only difference in the DT scheme between
NLSE and Hirota equation is in analytical expressions
for the Lax pair functions r and s, but all recursive rela-
tions remain the same, as stated above. The Hirota DT
scheme is presented in detail in [19]. Here, we generate
the multi-elliptic RW cluster on a uniform background
with ψ0 = eix as the seed. Our main goal is to investi-
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Fig. 6 Dependencies of the
vertical semi-axes Rxi on
the absolute shift xshift of
the first m components in
the Darboux transformation
scheme of order n for a
three ellipses in the RW
cluster (n = 8 and m = 3),
and b four ellipses in the
RW cluster
(n = 10 and m = 4)

Fig. 7 3D color plots of the rogue wave clusters on the Jacobi
elliptic dnoidal background. The rogue wave of n − 2m order is
formed at the origin of the (x, t) plane and is encircled by two
ellipses (m = 2). The shifts are computed for X j4 = 106. The

elliptic modulus squared is mdn = 0.42. The orders of Darboux
transformation and Akhmediev breather representing the high-
intensity central peak are: a n = 6 with the second-order rogue
wave, and b n = 7 with the third-order rogue wave

Fig. 8 3D color plots of double-elliptic rogue wave clusters
(m = 2), formed on the uniform background around the second-
order RW peak (n = 6) at (0, 0) for Hirota equation. The shifts

are calculated for X j4 = 106. The free parameter is:aα = −0.07
and b α = 0.07
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gate the cluster appearance when Hirota operator (the
term in Eq. 1.2 multiplied by α) sets in. For this pur-
pose, we take α = ±0.07 and build two clusters hav-
ing RW2 at the (x, t) center, surrounded by two rings
(n = 6 and m = 2). When α is negative, the entire
cluster is tilted toward the positive direction of t-axis.
In addition, the radial symmetry of the central RW2 is
broken, since the local maxima in the vicinity of RW2
are more pronounced in the tilted direction.

The intensity distribution forα = −0.07 is shown in
Fig. 8a. If one changes the sign ofα then the skew angle
(between the vertical axis of the cluster and x-axis) will
just change the sign. The results forα = 0.07 are shown
in Fig. 8b. The measured skew angle for α = ±0.07 is
θ ≈ ∓18.6◦. In addition, both ellipses are stretched for
nonzero α, since the distances between AB1s on inner
and outer rings (marked in Fig. 4 with 1 and 2) and the
central RW2 are bigger than in the NLSE case. For the
cubic NLSE (α = 0: Fig. 1a) the semi-axis lengths are
Rx1 = 10.1 and Rx2 = 22. In the Hirota case, shown
in Fig. 8, the semi-axis lengths are R1 = 10.76 and
R2 = 23.7. Here we claim that larger the α, the bigger
the skew angle and the amount of cluster stretching
(results not shown).

The analysis can be further applied on even higher-
order equations of the extended NLSE hierarchy using
the same procedure—with similar results. The subject
of ongoing research is the influence of higher-order
dispersions, additional nonlinearities, and real param-
eters on the overall shape of multi-elliptic RW clus-
ters for this highly nonlinear systems. The limitation
of this study is the complication for producing the
rogue wave clusters dynamically. Even using the sin-
gle period box and appropriate initial conditions from
DT, the modulation instability sets in during numeri-
cal integration, decreasing the AB1 intensities on the
rings and introducing additional peaks. The challenge
for obtaining RW clusters numerically for NLSE and
ENLSE remains the topic for the next research. In addi-
tion, the verification and analysis of the conservation
laws of such numerical solutions using different meth-
ods, such as structure-preservingmethod [59–64] could
be considered.

7 Conclusion

In this paper, we have presented themulti-elliptic rogue
wave clusters of the nonlinear Schrödinger equation

on uniform and nonuniform (Jacobi elliptic dnoidal)
backgrounds. We showed that the Darboux transfor-
mation scheme of an arbitrary order n (up to n = 11)
with m equal and nonzero evolution shifts, can pro-
duce Akhmediev breathers of n − 2m order positioned
at the origin of the (x, t) plane. We showed that this
high-intensity narrow peak, a central rogue wave, is
encircled by m concentric elliptical rings of the first-
order Akhmediev breathers. The number of AB1s on
each ring depends on the ring index and the solution
order.

In order to better understand the cluster geometry,
we have numerically investigated the lengths of semi-
axes of all rings around the central RW. We provided
the graphs where distances from RW at (0, 0) to AB1
on the vertical t = 0 line at each ellipse were plotted
as functions of the absolute evolution shift. Our results
suggest that the radial symmetry is destroyed for large
evolution shifts.

We next used the modified Darboux transformation
scheme to numerically build RW clusters on a peri-
odic background. Although the intensity of higher-
order Akhmediev breather at the center significantly
surpasses the amplitude of elliptic waves, we were able
to observe the weak background oscillations on which
the cluster is constructed.

We concluded our analysis by applying the Dar-
boux transformation scheme on the Hirota equation.
We exhibited that the Hirota operator introduces the
titling and stretching of the entire cluster in a direc-
tion determined by the sign of the single real Hirota
parameter.

We believe that further research ofmulti-roguewave
clusters on the cubic NLSEs is warranted in the future,
owing to many degrees of freedom offered by the Dar-
boux transformation scheme (the choice of eigenvalues
and the spatial and temporal shifts). Research possibil-
ities grow even more if one considers the cluster solu-
tions for the infinite hierarchy of extended nonlinear
Schrödinger equations. The analysis and results pre-
sented in this paper could be used to understand bet-
ter the origin and generation of rogue waves in physi-
cal systems governed by cubic and extended nonlinear
Schrödinger equations.
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ABSTRACT: Compartmentalization and integration of molecular
processes through diffusion are basic mechanisms through which
cells perform biological functions. To characterize these mecha-
nisms in live cells, quantitative and ultrasensitive analytical methods
with high spatial and temporal resolution are needed. Here, we
present quantitative scanning-free confocal microscopy with single-
molecule sensitivity, high temporal resolution (∼10 μs/frame), and
fluorescence lifetime imaging capacity, developed by integrating
massively parallel fluorescence correlation spectroscopy with
fluorescence lifetime imaging microscopy (mpFCS/FLIM); we
validate the method, use it to map in live cell location-specific
variations in the concentration, diffusion, homodimerization, DNA
binding, and local environment of the oligodendrocyte transcription
factor 2 fused with the enhanced Green Fluorescent Protein (OLIG2-eGFP), and characterize the effects of an allosteric inhibitor of
OLIG2 dimerization on these determinants of OLIG2 function. In particular, we show that cytoplasmic OLIG2-eGFP is largely
monomeric and freely diffusing, with the fraction of freely diffusing OLIG2-eGFP molecules being f D,free

cyt = (0.75 ± 0.10) and the
diffusion time τD,free

cyt = (0.5 ± 0.3) ms. In contrast, OLIG2-eGFP homodimers are abundant in the cell nucleus, constituting ∼25% of
the nuclear pool, some f D,bound

nuc = (0.65 ± 0.10) of nuclear OLIG2-eGFP is bound to chromatin DNA, whereas freely moving
OLIG2-eGFP molecules diffuse at the same rate as those in the cytoplasm, as evident from the lateral diffusion times τD,free

nuc = τD,free
cyt =

(0.5 ± 0.3) ms. OLIG2-eGFP interactions with chromatin DNA, revealed through their influence on the apparent diffusion behavior
of OLIG2-eGFP, τD,bound

nuc (850 ± 500) ms, are characterized by an apparent dissociation constant Kd,app
OLIG2‑DNA = (45 ± 30) nM. The

apparent dissociation constant of OLIG2-eGFP homodimers was estimated to be Kd,app
(OLIG2‑eGFP)2 ≈ 560 nM. The allosteric inhibitor of

OLIG2 dimerization, compound NSC 50467, neither affects OLIG2-eGFP properties in the cytoplasm nor does it alter the overall
cytoplasmic environment. In contrast, it significantly impedes OLIG2-eGFP homodimerization in the cell nucleus, increasing five-
fold the apparent dissociation constant, Kd,app,NSC50467

(OLIG2‑eGFP)2 ≈ 3 μM, thus reducing homodimer levels to below 7% and effectively
abolishing OLIG2-eGFP specific binding to chromatin DNA. The mpFCS/FLIM methodology has a myriad of applications in
biomedical research and pharmaceutical industry. For example, it is indispensable for understanding how biological functions emerge
through the dynamic integration of location-specific molecular processes and invaluable for drug development, as it allows us to
quantitatively characterize the interactions of drugs with drug targets in live cells.

The intracellular environment is a complex and crowded,
spatially heterogeneous medium the organization of

which is bestowed and dynamically maintained through
innumerable reaction-diffusion processes.1,2 While strong
interactions (bond dissociation energies D0 > 20 kJ/mol) are
important determinants of cellular physiology as they confer
specificity and selectivity,3 it is well established that weak,
nonspecific interactions (D0 < 20 kJ/mol), such as hydrogen
bonding and interactions between permanent and transient
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dipoles, are equally important despite being so weak that they
can be broken with energies that are within the range of
thermal fluctuations. At the molecular level, weak interactions
define macromolecular configuration and conformation, and
hence, their function.4 At the cellular level, they are critical
determinants of the overall organization of the cellular interior
and significantly contribute to compartmentalization, i.e., the
formation of distinct local environments (often called
membrane-less organelles), where particular interactions
between relevant biomolecules are enabled to efficiently
proceed.5−7 The evolution of mechanisms that harness weak
cooperative interactions was recently shown to render living
organisms more capable of robustly undergoing evolutionary
changes, and it appears that such mechanisms have been
repeatedly positively selected during the evolution of
increasingly complex organisms.8 The quest to deploy weak
cooperative interactions is also of relevance for designing new
drugs, in particular for the development of so-called allosteric
drugs.9−11 Allosteric drugs exploit a fundamental mechanism,
initially identified in multisubunit/multimeric proteins,12−14

which was later observed also in monomeric, intrinsically
disordered proteins.15 They bind to a distant binding site,
inducing rearrangements in the network of weak cooperative
interactions that propagate across comparatively long dis-
tances, eventually rendering the active site more/less amenable
for orthosteric ligand/drug binding.16 Efforts to develop
allosteric drugs focus on understanding the function of natural
molecules that act as allosteric modulators,17 rely on the use of
computational approaches to identify allosteric binding sites
that can be specifically targeted,18,19 and are inseparable from
the advancement of experimental techniques to understand
detailed molecular mechanisms that underlie allostery20 and to
characterize the effects of prospective allosteric drug
candidates.21 Experimental techniques designed to probe
these processes in the cellular milieu need to be sensitive
over a range of timescales (nanoseconds-to-seconds) and
length scales (nanometers to microns).
Fluorescence correlation spectroscopy (FCS) and its dual-

color variant fluorescence cross-correlation spectroscopy
(FCCS) are the only presently available techniques that can
nondestructively measure the concentration, diffusion, and
binding of fluorescent/fluorescently labeled molecules in live
cells with single-molecule sensitivity and high, sub-micro-
second, temporal resolution.22 However, the same feature of
FCS/FCCS that enables the ultimate, single-molecule
sensitivitythe possibility to probe a minute observation
volume element, thereby significantly reducing the background
and improving the signal-to-background-ratio, confers also a
serious limitation. Thus, conventional FCS/FCCS is of limited
overview, i.e., measurements are restricted to a single-point
location, probing in the cell a tiny volume of (0.2−2) × 10−15

l.23−26 To overcome this limitation, FCS was “amalgamated”
with imaging-based methods, yielding new experimental
techniques, such as temporal image correlation spectroscopy
(TICS)27 and raster image correlation spectroscopy
(RICS),28,29 which rely on raster scanning of the laser beam
to illuminate a larger area; and single-plane illumination
microscopy-based FCS (SPIM-FCS)30−33 and massively
parallel FCS (mpFCS),34−36 which deploy different illumina-
tion strategies to cover a larger area. While these new
techniques enable location-specific mapping of molecular
concentration and diffusion in cells, they also entail some
limitations. For example, the temporal and spatial resolution of

TICS are inversely related and one is improved at the expense
of the otherspatial resolution of TICS increases when the
temporal resolution is in the millisecond range, due to long
image plane acquisition time by raster scanning. This renders
TICS either ill-suited for the study of fast processes or confers
low spatial resolution.27 Similarly, RICS sacrifices spatial
resolution to determine the diffusion and the number of
molecules,28,29,37 as averaging over a relatively large number of
pixels (>64) is needed to allow an accurate spatial correlation
analysis. It also has significant problems when analyzing
heterogeneous samples since the presence of bright speckles
significantly deforms the autocorrelation curve. SPIM-FCS,
which relies on the use of light-sheet illumination and a 2D
camera to examine larger areas, can achieve high temporal
resolutionrecently reaching 6 μs for a reasonably short
(≈100 s) measurement duration using the Swiss single-photon
avalanche diode array (CHSPAD) camera.32,38 SPIM-FCS is,
however, inherently hampered by the nonuniform thickness of
the light sheet, which widens toward the edges, thus forming
larger observation volume elements. Furthermore, scattering of
the light sheet in heterogeneous environments and the
presence of opaque compounds within the specimen alter
the light-sheet intensity and can even completely block the
incident light, which is recognized by the appearance of dark
stripes in SPIM images. In SPIM-FCS, this translates to
nonuniform illumination and hence a nonuniform signal-to-
noise (SNR) ratio across the image. mpFCS relies on the
spatial modulation of the incident laser beam by a diffractive
optical element (DOE) to generate a large number of
illumination spots, and a matching SPAD camera to detect
in a confocal arrangement of the fluorescence intensity
fluctuations from a large number (1024 in a 32 × 32
arrangement) of observation volume elements, providing
single-molecule sensitivity and high spatial (∼250 nm) and
temporal (21 μs) resolution.34,35,39,40 mpFCS was shown to be
widely applicable, for the analysis of fast diffusion processes of
eGFP-fused functional biomolecules in live cells35 and in live
tissue ex vivo.39 The broad applicability of the mpFCS for
functional fluorescence microscopy imaging (fFMI) was a
motivation for us to go a step further and develop a new fFMI
modality, mpFCS integrated with fluorescence lifetime imaging
microscopy (mpFCS/FLIM). The fluorescence lifetime of a
fluorophore or a fluorescently labeled macromolecule provides
information on the environment local to the fluorophore (e.g.,
refractive index, polarity, pH, PO2, Ca2+). It can provide
complementary insights into nanoscale (1−10 nm) macro-
molecular interactions or conformations via Förster resonance
energy transfer (FRET) and dynamic quenching on the
nanosecond timescale.
Here, we present an integrated massively parallel FCS and

FLIM system (mpFCS/FLIM) on the same microscope frame.
This enables massively parallel measurements to quantitatively
characterize the location-specific concentration, mobility and
interactions (via FCS), and local properties of the immediate
surrounding of biomolecules (via fluorescence lifetime). We
demonstrate the capabilities of mpFCS/FLIM for quantitative
live cell biochemistry and cellular pharmacology by character-
izing the effect of test compound NSC 50467 on
oligodendrocyte transcriptional factor 2 (OLIG2) dimeriza-
tion. OLIG2, a basic helix−loop−helix transcription factor in
the central nervous system, plays an important role in neuronal
cell differentiation during development,41 adult neurogenesis,42

and glioblastoma development.43 Substances that target
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Figure 1. Optical setup for mpFCS/FLIM. (A) Schematic drawing of the mpFCS/FLIM optical setup. The 482 nm laser beam with elliptical cross-
section is transformed into a circular beam using an anamorphic prism pair and expanded using a Kepler telescope setup (L1 and L2) with a
pinhole in its focus. The expanded circular laser beam is focused by the focusing lens (L3) mounted on an xyz translation stage, which is positioned
in front of the diffractive optical element (DOE) that can be translated along and rotated around the z-axis. The illumination matrix consisting of
16 × 16 (256) spots, which are generated in the image plane of the back port of the microscope, is imaged by the microscope relay optics (L4) and
the objective lens to the object plane. Fluorescence is detected by a single-photon avalanche diode (SPAD) camera that can be translated along the
z-axis and tilted at two angles (pitch and yaw) or a digital single-lens reflex (DSLR) camera. (B1) Image of the illumination matrix visualized by the
DSLR camera using a thin fluorescence layer as a specimen. (B2) Enlarged image of a single illumination spot shown in (B1). Inset: Fluorescence
intensity (FI) distribution through the center of the spot (white dashed line) and the best-fit Gaussian curve (red solid line). Spot roundness,
assessed by measuring the spot radius in different directions: horizontal (0°; white dashed line), 45, 90, and 135°, showed that the ratio of spot
radius over the spot radius at 0° was 1.00, 1.02, 0.96, and 1.04, respectively. (B3) Histogram of spot radii for all 256 spots in the confocal image of
the illumination matrix is shown in (B1). The average spot radius, rspot = (17 ± 2) μm, was determined from a half of the full width at half-
maximum (FWHM) of the best-fit Gaussian curve. (B4) Histogram of peak fluorescence intensity for all spots in the confocal image of the
illumination matrix is shown in (B1). The average peak fluorescence intensity, FIMAX = (90 ± 5) au. (C1) Scanning-free confocal image of the same
specimen as in (B1) acquired using the SPC

3 SPAD camera. Here, each SPAD in addition to being a photodetector also acts as a 30 nm pinhole. Of
note, every other SPAD in the centrally positioned 32 × 32 SPADs of the 64 × 32 SPC3 SPAD camera was used. Unilluminated SPADs (dark
blue), on the sides and in-between the illuminated ones (yellow−red ones), are clearly distinguishable by fluorescence intensity. (C2) Histogram of
fluorescence intensity, i.e., photon count rates (CR) measured in all illuminated SPADs shown in (C1). The average fluorescence intensity was

Analytical Chemistry pubs.acs.org/ac Article

https://doi.org/10.1021/acs.analchem.1c02144
Anal. Chem. 2021, 93, 12011−12021

12013

https://pubs.acs.org/doi/10.1021/acs.analchem.1c02144?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.analchem.1c02144?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.analchem.1c02144?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.analchem.1c02144?fig=fig1&ref=pdf
pubs.acs.org/ac?ref=pdf
https://doi.org/10.1021/acs.analchem.1c02144?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


OLIG2 are attractive candidates for the development of
therapeutic agents for glioblastoma.44 However, identification
of such molecules is not trivial due to the large and complex
surface through which OLIG2 interacts with itself and other
partners, which is uncharacteristic and with no hydrophobic
pockets.18,19 The NSC 50467 compound was identified in silico
using the so-called “combined pharmacophore approach” and
was predicted to act as an allosteric inhibitor of OLIG2
homodimerization45−47 thus impeding OLIG2 homodimer
binding to the enhancer box (E-box), which is the canonical
bHLH transcription factor binding site.45−47

■ EXPERIMENTAL SECTION
Optical Setup for Massively Parallel Fluorescence

Correlation Spectroscopy Integrated with Fluorescence
Lifetime Imaging Microscopy (mpFCS/FLIM). The optical
design of the mpFCS/FLIM system and important features are
shown in Figure 1A−C3. Information about optical alignment,
calibration, data acquisition, analysis, image rendering, and
fitting of temporal autocorrelation curves (ACCs) using eq S1
is provided in the Supporting Information (Section S1, Figures
S1−S5).
Software for mpFCS/FLIM. mpFCS/FLIM data acquis-

ition, analysis, and graphical presentation were carried out
using our own software, into which the Micro Photon Device
(MPD) software for running the 2D SPAD array was
integrated. The software was written in Embaracadero C++
Builder 10.2 (Embarcadero Technologies). Detailed informa-
tion about data acquisition, analysis, and image rendering are
given for mpFCS in Section S1b and for FLIM in Section S1c.
Phasor plot analysis is presented in Section S1d.
Cell Culture and Transfection. Procedures for cell

culturing and transfection for mpFCS/FLIM measurements
(Section S2a), pharmacological treatment of cells (Section
S2b), and cell culture for FRET-FLIM measurements (Section
S2c) can be found in the indicated sections in the Supporting
Information.
Dissociation Constant Assessment. Procedures for

calculating the apparent dissociation constants of OLIG2-
eGFP dimers (Section S3) and Olig2-eGFP−DNA complexes
(Section S4) can be found in the indicated sections in the
Supporting Information.
Standard Solutions for mpFCS/FLIM Calibration.

Relevant information about standard solutions used for
mpFCS/FLIM system calibration can be found in Section S5.
Statistical Analysis. All values are presented as mean±

standard deviation (SD). Two-tailed Student’s t-test was used
to compare two groups. The correlation analyses were reported
using the probability value (p-value). Differences between two
groups were considered to be significant when p < 0.05.
Pearson’s sample correlation coefficient r was used to assess
the strength of a linear association between two variables.
Statistical analysis was performed using the Origin 2018
program for interactive scientific graphing and data analysis

and/or Excel. During data analysis, data from a few pixels
(<5%) were disregarded due to the extremely high background
in these SPADs. The results were replicated in three
independent experiments, starting from cell transfection,
culturing, treatment, and measurement. Similar trends were
observed in all three experiments. Figures show representative
data acquired in a single cell.

■ RESULTS
Validation of mpFCS/FLIM System Performance for

FCS. The sensitivity and temporal resolution of the mpFCS/
FLIM system are unprecedented, enabling us to perform
measurements in a buffered aqueous solution of the enhanced
Green Fluorescent Protein (eGFP; Figure 1D1−D3). Of note,
the amplitude of the average ACC acquired by mpFCS is half
the amplitude of the ACC acquired using conventional single-
point FCS (spFCS), largely due to a higher background in the
mpFCS system than in the spFCS system (Figure 1D2). In
contrast, normalized autocorrelation curves nicely overlap
(Figure 1D3), revealing that the observation volume elements
(OVEs) in the mpFCS and the spFCS systems are of similar
size. We also show that the ACC can be fitted with the
acceptable signal to noise using eq S1, α = 1, i = 1, T = 0
(Figure S4A,B) and that the axial ratio is not diverging (s = ωz/
ωxy = 4.6), which indicates that the assumption of a 3D-
ellipsoidal Gaussian OVE is applicable. Finally, we show by z-
stack imaging that the fluorescence intensity profile in the axial
direction is Gaussian with a half width at half-maximum,
HWHM = (1.15 ± 0.09) μm (Figure S4C).

Validation of mpFCS/FLIM System Performance for
FLIM. To characterize the performance of the mpFCS/FLIM
system for fluorescence lifetime (τf) measurements, the
instrument response function (IRF) was measured and
single-exponential decay fitting of FLIM curves was compared
to convolution fitting with the IRF (Figure S6); effects of the
gate width and the step size between gates on τf were examined
(Figure S7); the precision with which τf of pure species can be
determined was assessed using solutions of molecules with
known fluorescence lifetimes (Figures 2 and S8); and the
ability of our system to resolve two lifetimes using measure-
ments at a single frequency was evaluated using a series of two-
component solutions with different relative contributions of
the two component (Figures 2 and S9). The most important
results are summarized in Figure 2.
Briefly, Figure 2A1 shows 256 simultaneously recorded

fluorescence decay curves in a phosphate buffer solution of
eGFP. Analysis using the single-exponential decay model (eq
S2) yielded a histogram of fluorescence lifetimes from which
eGFP fluorescence lifetime was determined, τf,eGFP = (2.5 ±
0.02) ns (Figure 2A2). This value agrees well (i.e., to within
10%) with the values obtained in other laboratories.48−50

Using a 2.0 ns gate width and a 0.2 ns gate step time, τf was
measured for several standards in solution, covering a τf range
from 1 to 10 ns (Figure 2B1,B2). The agreement between

Figure 1. continued

determined, CR = (440 ± 35) kHz. (C3) Scatter plot showing spot peak intensity measured using the SPC3 SPAD camera (C1) as compared to the
spot intensity measured using the DSLR camera (B1). While a unimodal distribution is observed, six SPADs with disparate values were identified.
(D1) 256 single-SPAD autocorrelation curves (ACCs) recorded in an aqueous buffer solution of eGFP, ceGFP = 4 nM, with the corresponding
average ACC (black). (D2) ACCs acquired in the same solution as in D1 by mpFCS (black; same as in D1) and spFCS ACC (red). The dashed
gray line shows G(τ) = 1. (D3) ACCs shown in D2 normalized to the same amplitude, G(10 μs) = 1 at τ = 10 μs, acquired using the spFCS (red)
and the mpFCS (black) systems. The dashed gray line shows Gn(τ) = 0. In all images, scale bar is 10 μm.
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expected and measured fluorescence lifetimes, which can be
gleaned from Figure 2B2, is excellent (r = 0.999, p < 0.001).
Given that τf can be considered a “molecular fingerprint,”

allowing detection and discrimination between multiple species
that emit fluorescence over the same spectral window, we
tested the capability of our instrument to distinguish
fluorophores that emit in the same spectral region and have
discernible lifetimes, Rhodamine 6G (Rh6G), τf,Rh6G = (3.80 ±
0.04) ns, and eGFP, τf,eGFP = (2.50 ± 0.02) ns. To this aim, we

mixed Rh6G and eGFP solutions at different proportions
(Figure 2C1,C2). As expected, the total τf increased as the
proportion of the species with the longer τf (here Rh6G) was
increased (Figure 2C1). A fit of the data to an exponential
decay function by two processes (eq S3; with τf for eGFP and
Rh6G fixed and amplitudes floated) yielded relative amplitudes
that matched well the calculated relative contribution of the
components in the mixture (Figure 2C2).
Since attempts to fit the data with a two-component-

exponential decay model with free-floating τf and their relative
contributions did not lead to extraction of the correct
component lifetimes and their relative amounts (Figure
S9A1,A2), phasor analysis51−53 was used to analyze the
simultaneously acquired fluorescence decay curves, assuming
that two lifetime components were common to all of the
curves. By deploying phasor analysis, which uses the Fourier
transform to decompose experimentally measured fluorescence
decay curves into complex-valued functions of the modulus
(m) and the phase angle (θtot) (eqs S4−S21), global analysis of
a two-component system is reduced to algebraic calculations in
the phasor space (Figure S9B3). Following calibration
experiments (Figure S8), we computed by phasor analysis τf
and components’ fractions with dramatically improved
accuracy and precision (Figure S9B1,B2).

Spatial Mapping of Fluorescence Lifetime in a Fixed
Specimen. To demonstrate spatial mapping of τf, a fixed plant
specimen, the acridine orange stained section through the
rhizome of the lily of the valley (Convallaria majalis) was used
(Figure 3).
Fluorescence images acquired using a spot-wise, 16×16,

illumination and the DSLR camera (Figure 3A,B1) show cells
in the central parenchyma made visible owing to the
fluorescence signal from the cell wall. The fluorescence
image of the same cell as in Figure 3B1 acquired using the
SPC3 SPAD camera is shown in Figure 3B2. Fluorescence
decay curves simultaneously recorded in 256 individual SPADs
(Figure S10), exemplified in Figure 3C, when fitted using a
two-component exponential decay model (Figure 3D1),
yielded a short, τf,wall1 = (0.6 ± 0.1) ns (Figure 3D2) and a
long fluorescence lifetime component, τf,wall2 = (2.9 ± 0.2) ns
(Figure 3D3). Importantly, the thus determined τf provided
significant image contrast (Figure 3E1,E2), and even a
“ratiometric” image could be obtained revealing the relative
contribution of the component with the short fluorescence
lifetime (Figure 3E3).

Spatial Mapping of Concentration, Diffusion, and
Fluorescence Lifetime in Live Cells. To demonstrate
spatial mapping of the concentration, diffusion, and lifetime
in live cells (Figure S11), we first performed measurements on
fluorescent proteins, eGFP (Figures 4 and S12) or eGFP
tetramer (eGFPtet; Figures S13 and S14), as nonreactive
molecular probes.
Our data show that for similar eGFP concentrations in the

cell, ceGFP ≈ 20 nM, and in the aqueous buffer solution, ceGFP ≈
4 nM, the mean diffusion time of eGFP was about 2.5 times
longer in the cell than in the aqueous buffer, τD,eGFP,cell = (260
± 60) μs vs τD,eGFP,buffer = (110 ± 10) μs, consistent with
previous studies,54 whereas the molecular brightness and
fluorescence lifetimes were similar CPSMeGFP,cell = (1.0 ± 0.3)
kHz and CPSMeGFP,buffer = (1.0 ± 0.2) kHz, τf,eGFP,cell = (2.50 ±
0.05) ns and τf,eGFP,buffer = (2.50 ± 0.02) ns. However, the
relative standard deviations (RSD) of all measured variables
were higher in the living cell (Figure 4B2,C2,D2,E2) than those

Figure 2. Fluorescence lifetime imaging microscopy (FLIM) using
the integrated mpFCS/FLIM system. (A1) 256 simultaneously
recorded eGFP fluorescence decay curves in aqueous phosphate
buffer. (A2) Corresponding histogram of fluorescence lifetimes
obtained using a one-component exponential decay model to fit the
fluorescence decay curves. From a best-fit Gaussian curve, the
fluorescence lifetime was determined, τf,eGFP = (2.50 ± 0.02) ns. (B1)
Fluorescence decay curves recorded in aqueous solutions of different
fluorescent dyes: ATTO495 (black), Rhodamine B (RhB; red), eGFP
(blue), Rhodamine 6G (Rh6G; green), ATTO488 (cyan), BODIPY
FL (magenta), Rubrene (dark yellow), and the Instrumental
Response Function (IRF; gray), all acquired using the same SPAD
in the SPC3 camera. (B2) Comparison of fluorescence lifetimes
measured using the mpFCS/FLIM system with literature values.
Pearson’s correlation indicated that there was a significant positive
association between the measured and literature values (r(7) = 0.999,
p < 0.001). The red line indicates perfect agreement. (C1) Normalized
fluorescence decay curves for Rh6G, eGFP, and their mixtures made
so that a specified number of photons originates from Rh6G, e.g., 50%
Rh6G indicates that 50% of photons are from Rh6G: eGFP (0%
Rh6G; dark gray), 25% Rh6G (red), 50% Rh6G (blue), 75% Rh6G
(green), and 100% Rh6G (violet). (C2) Comparison of the relative
contribution of Rh6G, as determined from fluorescence lifetime
measurements using a two-component exponential decay fitting
model with fixed fluorescence lifetimes: τf,eGFP = 2.5 ns and τf,Rh6G =
3.8 ns (black dots), with its actual concentration in a two-component
mixture. Pearson’s correlation indicated that there was a significant
positive association between the measured τf and values found in the
literature (r(5) = 0.995, p < 0.01).
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in the homogenous solution (Figure S3B−E), indicating that
the cell environment presents a spatial variation in local
concentration, local diffusion processes (Figure S15), and local
excited-state decay (environment). Correlation maps (Figure
S16) showed that no correlation was observed between the
concentration (number of eGFP), molecular brightness, and
lifetime, ruling out any spatially dependent concentration
quenching in the fluorescence lifetime and absence of
diffusion-influenced lifetime quenching. Taken together,
these results are largely consistent with the view of eGFP
being a biochemically inert, monomeric protein, able to roam
largely unimpeded inside the cellular milieu. The broadened
distribution functions observed here (relative to homogenous
aqueous buffer) reveal that the cellular interior is not uniform
and that eGFP is not totally confined to the cytosol but is also
found in cytoplasmic organelles.
In contrast to eGFP, which can access the entire cell, a

fluorescence image of a HEK cell-expressing eGFPtet reveals
distinctive fluorescence intensities in the cytoplasm and the cell
nucleus (Figures S11B and S13A). Furthermore, the large RSD
of the diffusion time for eGFPtet in the cytoplasm is of
particular note, as it is ten-fold larger than the corresponding
value for the monomeric eGFP in the cytoplasm. Because the
eGFPtet is 4 times larger than eGFP (4 nm long axis
dimension), this suggests that obstacles in the size range of
10 nm or more in the cellular environment affect eGFPtet

dynamics, as revealed using the anomalous diffusion model (eq
S1, α ≠ 1)55−57 to fit the experimentally derived ACCs and
determine the anomalous diffusion exponent (α; Figure S15B).
Furthermore, and in contrast to the diffusion time, the
fluorescence lifetime was homogeneous in cells expressing
eGFPtet (Figure S13E1). FLIM curves in the nucleus showed
lower photon counts but revealed similar decay rates (Figure
S14C1−3). The histogram of fluorescence lifetime quantified
τf,eGFPtet = (2.4 ± 0.05) ns in the cytoplasm and similarly in the
nucleus (Figure S13E2).

Spatial Mapping of Transcription Factor OLIG2-eGFP
in Live Cells Before and After Treatment with
Compound NSC 50467: an Allosteric Inhibitor of
OLIG2 Dimerization. To demonstrate spatial mapping of
the concentration, diffusion, and lifetime of interacting
molecules in live cells, intracellular localization and dynamics
of OLIG2 was characterized (Figures 5, S11C,D, and S17−
S25).
OLIG2 is known to bind as a homodimer to the enhancer

box (E-box), the canonical bHLH transcription factor binding
site.45−47 It is predominantly localized in the cell nucleus
(Figures 5A1 and S11C), but is known to shuttle between the
nucleus and the cytoplasm (Figure S11D), with the actual
localization pattern emerging from a dynamic equilibrium that
is predominantly governed by the nuclear export signal.58

Spatial mapping of the number of OLIG2-eGFP in untreated

Figure 3. Spatial distribution of fluorescence lifetime in a fixed section of the rhizome of lily of the valley (C. majalis). (A) Fluorescence image of a
spot-wise, 16 × 16, illuminated cell (green) overlaid on a wide-field transmission image (gray) of a region in the central parenchyma recorded using
the DSLR camera. (B1) Zoomed fluorescence image of a spot-wise illuminated cell in the central parenchyma recorded using the DSLR camera.
(B2) Fluorescence image of the same cell as in (B1) acquired using the SPC

3 SPAD camera. Fluorescence intensity is given in photon counts (PC),
exposure time 46 ms. (C) Fluorescence decay curves recorded in individual SPADs at distinct intracellular locations: cell wall (black squares) and
inside the cell (red circles). All fluorescence decay curves are shown in Figure S10. (D1) A fluorescence decay curve recorded in an individual SPAD
at the cell wall (black squares) fitted using a two-component exponential decay model (eq S3, red line). Inset: Corresponding residuals. (D2)
Histogram of the short fluorescence lifetime component in the plasma membrane and the best-fit Gaussian curve yield τf,wall1 = (0.6 ± 0.1) ns. (D3)
Histogram of the long fluorescence lifetime component in the plasma membrane and the best-fit Gaussian curve yield τf,wall2 = (2.9 ± 0.2) ns.
(E1−3) FLIM images of the cell in (B2) rendered visible by mapping the: short (E1) and long (E2) fluorescence lifetime component and the relative
contribution of the short component (E3). In all images, the scale bar is 10 μm.
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cells revealed that the concentration of OLIG2-eGFP in the
cell nucleus is higher than in the cytoplasm (Figure 5A2); the
diffusion time, determined from the full width of the ACC at
half maximum, is significantly longer in the cell nucleus than in
the cytoplasm, τD

nuc = (250 ± 300) ms vs τD
cyt = (0.9 ± 1.5) ms

(Figure 5A3,E), and the fluorescence lifetime map revealed a
significantly longer lifetime states in the cell nucleus,
fluorescence lifetime, τf,OLIG2‑eGFP

nuc = (3.0 ± 0.3) ns vs
τf,OLIG2‑eGFP
cyt = (2.7 ± 0.2) ns (Figure 5F), reflecting differences
in the local environment surrounding the eGFP probe of
OLIG2-eGFP in these cellular locations (Figure 5A4). Given
the unexpectedly large experimental errors for diffusion times,
we further examined ACCs. This analysis revealed two
characteristic decay times in both, the cytoplasm (Figures
5C1 and S18B1,C1) and the cell nucleus (Figures 5C2 and
S18B2,C2), with the fast-decaying components being, within
the experimental error, indistinguishable between these
compartments, τD,free

cyt = τD,free
nuc = (0.5 ± 0.3) ms, while the

relative amplitude and the diffusion time of the second
component were larger and much longer in the cell nucleus

than in the cytoplasm, f D,bound
nuc = (0.65 ± 0.10) vs f D,bound

cyt =
(0.25 ± 0.10) and τD,bound

nuc = (850 ± 500) ms vs τD,bound
cyt = (60

± 30) ms, respectively. (Of note, fluorescence intensity time
series (Figure S18A1,A2) show that the signal intensity is
unchanged over time and is not distorted by photobleaching.
Rather, the ACCs recorded in the cell nucleus do not settle at
1 because the decay time of the second component is
comparable to the signal acquisition time length (20 s).)
Finally, OLIG2-eGFP molecular brightness in the cytoplasm,
CPSMOLIG2‑eGFP

cyt = (1.0 ± 0.7) kHz (Figure 5G), was within
the experimental error indistinguishable from that of eGFP in
live cells, CPSMeGFP = (1.0 ± 0.3) kHz, measured under the
same conditions, suggesting that OLIG2-eGFP is monomeric
in the cytoplasm. In the nucleus, average molecular brightness
is higher, CPSMOLIG2‑eGFP

nuc = (1.4 ± 0.7) kHz (Figure 5G and
Table S1), suggesting that a dynamic equilibrium between
OLIG2-eGFP monomers and dimers exists.
Treatment with the allosteric inhibitor of OLIG2 dimeriza-

tion did neither change the concentration, nor the diffusion
time, nor the fluorescence lifetime, and nor the molecular
brightness of OLIG2-eGFP residing in the cytoplasm; p> 0.05
for all measurements (Figures 5C1, D−G, S17A1−3 and
S19A1−4). However, it significantly perturbed the motions
and the local environment of OLIG2-eGFP in the cell nucleus,
causing, on the average, a decrease in the diffusion time by 4
times (from 850 to 200 ms; Figures 5C2,E and S19B2, p = 5 ×
10−3), and reduced the fluorescence lifetime (Figure 5F, p =
1.5 × 10−8) and the molecular brightness (Figures 5G, S17B3
and S19B4, p = 7 × 10−3), while leaving the overall OLIG2-
eGFP concentration unchanged, as reflected by the number of
OLIG2-eGFP molecules (Figures 5D and S17B1, p > 0.05).
Moreover, the positive correlation between local OLIG2-eGFP
molecular brightness and the local diffusion, which was strong
in the cell nuclei of untreated cells, was significantly reduced
(Figure S19B2‑2,3‑2).
Finally, mpFCS measurements enabled us to assess the value

of the apparent dissociation constants for OLIG2-eGFP
binding to chromatin DNA before, Kd,app

OLIG2‑DNA = (45 ± 30)
nM, and after treatment, Kd,NSC50467

OLIG2‑DNA = (130 ± 40) nM (Figure
S19C1−3). Also, mpFCS measurement of OLIG2-eGFP
concentration and molecular brightness revealed that in
untreated cells about 25% of OLIG2-eGFP molecules are
homodimers and that treatment with NSC 50467 effectively
reduced OLIG2-eGFP homodimer levels to below 7% (Table
S1). This, in turn, enabled us also to infer apparent OLIG2-
eGFP homodimer dissociation constants in untreated cells
Kd,app
(OLIG2−eGFP)2 ≈ 560 nM, which upon treatment becomes

Kd,app,NSC50467
(OLIG2‑eGFP)2 ≈ 3 μM.
Taken together, the mpFCS data indicate that treatment

with the allosteric modulator NSC 50467 does not significantly
alter OLIG2-eGFP properties in the cytoplasm, whereas in the
cell nucleus OLIG2-eGFP dimers are not efficiently formed in
the presence of NSC 50467 and OLIG2-eGFP binding to the
chromatin DNA is significantly abolished.
We then used Förster resonance energy transfer (FRET) via

FLIM (FRET-FLIM), to further characterize NSC 50467
effects on OLIG2-eGFP dimer formation. To this aim, cells
expressing OLIG2-eGFP, with eGFP acting as a FRET donor,
and dark yellow fluorescent protein ShadowY tagged OLIG2
molecules (OLIG2-ShY), with ShY acting as FRET acceptor,
were used. For a positive FRET control, a tandem dimer of
eGFP and ShadowY (eGFP-ShY) was transfected into cells. As
expected, robust FRET was observed with the positive FRET

Figure 4. Spatial map of eGFP concentration, diffusion, brightness,
and fluorescence lifetime in a live HEK cell. (A1) Fluorescence image
of an eGFP-expressing HEK cell acquired using a spot-wise, 16 × 16,
illumination and a DSLR camera. The hand-drawn dashed line
highlights the cell border visualized by transmission light imaging.
(A2) Count rate map. Corresponding ACCs and FLIM curves are
shown in Figure S12. (B1) Spatial map of the average NeGFP in the
OVE. Of note, the apparently high average number of molecules in
the cell surrounding is an artifact of the near-zero amplitude of the
ACCs in the cell culture medium (see Figure S12A2). (B2) Histogram
corresponding to B1. The best-fit Gaussian curve yields NeGFP = (4.22
± 0.92), corresponding to ceGFP ≈ 20 nM. (C1) Spatial map of τD,eGFP.
(C2) Histogram corresponding to (C1) yields the average eGFP
diffusion time, τD,eGFP = (260 ± 60) μs. (D1) Spatial map of eGFP
brightness as reflected by counts per second per molecule (CPSM).
(D2) Histogram corresponding to (D1) yields average CPSMeGFP =
(1.0 ± 0.3) kHz. (E1) Spatial map of eGFP fluorescence lifetimes.
(E2) Histogram corresponding to (E1) yields the average eGFP
fluorescence lifetime, τf,eGFP = (2.50 ± 0.05) ns.
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control probe, with a FRET efficiency of 55% (as determined
by phasor analysis of the FLIM data, Figure S20). Phasor plots
recorded in cells expressing OLIG2-eGFP and OLIG2-
ShadowY showed evidence of emission from a mixture of
FRET and non-FRET states including the FRET contribution
from the OLIG2 dimer (Figure S21A). In the context of a
FRET/non-FRET state model (involving donor, acceptor, and
FRET states), our analysis delivered an amplitude fraction of
FRET to be (0.3 ± 0.1) in the absence of allosteric inhibitor,
which decreased to (0.07 ± 0.06) upon treatment with the
inhibitory compound, also observable at other cells (Figure
S21B,E,F). As expected, the decrease in the FRET fraction was
accompanied by an increase in the contribution of non-FRET
states. This data provides evidence for the efficient inhibition
of OLIG2 dimer formation by the inhibitory compound. Since
the RSD of the amplitude of the FRET fraction of OLIG2
without compound is larger than that of the tandem dimer of

fluorescent proteins (eGFP-ShY), we can conclude that
OLIG2 dimerization in the nucleus was in addition to
OLIG2 dimerization inhibition also affected by the nuclear
environment (e.g., genome DNA structure).

■ DISCUSSION

In this work, we present two important achievements, the
development of a new functional fluorescence microscopy
imaging (fFMI) modality attained by integrating massively
parallel fluorescence correlation spectroscopy with fluores-
cence lifetime imaging microscopy (mpFCS/FLIM) and
demonstrate its use to characterize the action of a compound
with potential therapeutic effects that target OLIG2.
Our instrument is a quantitative scanning-free confocal

fluorescence microscope with single-molecule sensitivity; it has
similar confocal volume elements with single-point FCS and 10
μs/frame temporal resolution and can map fluorescence

Figure 5. Spatial map of OLIG2-eGFP concentration, diffusion, brightness, and fluorescence lifetime in a live HEK cell before and after treatment
with NSC 50467. (A1, B1) Fluorescence images of an untreated (A1) and a treated (B1) HEK cell-expressing OLIG2-eGFP, acquired using a spot-
wise, 16 × 16, illumination and a DSLR camera. The hand-drawn dashed lines that highlight the cell border (white) and the cell nucleus (orange)
were visualized by transmission light microscopy. Corresponding fluorescence intensity fluctuation time series and ACCs are shown in Figure S18.
(A2, B2) Spatial map of the average number of OLIG2-eGFP molecules in an OVE, recorded in an untreated (A2) and a treated (B2) cell. (A3, B3)
Spatial map of OLIG2-eGFP diffusion times recorded in an untreated (A3) and a treated (B3) cell. (A4, B4) Spatial map of fluorescence lifetimes
recorded in an untreated (A4) and a treated (B4) cell. Corresponding FLIM curves are shown in Figure S18. (A5, B5) Spatial map of OLIG2-eGFP
brightness (CPSM) recorded in an untreated (A5) and a treated (B5) cell. (C1, C2) Single-pixel ACCs normalized to the same amplitude, G(20 μs)
= 1 at τ = 20 μs, recorded in the same pixel in the cytoplasm (C1) and the same pixel in the cell nucleus (C2) before (black) and after (red)
treatment. Two-component 3D free diffusion model fitting to the ACCs recorded in the cell nucleus and the cytoplasm in the untreated (green)
and the treated (blue) cell. (D−G) Effect of treatment on the number of molecules (D), diffusion time (E), average fluorescence lifetime (F), and
average molecular brightness (G).
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lifetimes from 1 to 10 ns. The instrument builds on our
previous work,35 but we have now improved to longer signal
acquisition duration, ∼10 s from previous 2.7 s, with a higher
temporal resolution, ∼10 μs/frame from previous ∼21 μs/
frame, toward tracking faster dynamic processes. In addition,
the SNR was dramatically improved. In particular, the number
of particles ratio against spFCS reduced 10 times, from 50 to 5
for fluorospheres (d = 100 nm). Also, single-pixel autocorre-
lation curves in eGFP and QD525 in water agree to within
10% with spFCS. Importantly, the system integrated with
FLIM enabled us to perform mpFCS and FLIM at the same
position in the cell. This is a significant improvement
compared to current practice, where considerable time lags
are introduced when moving the specimen from one
microscope to the other. At the same time, the time needed
for finding the same cell after moving the specimen from one
microscope to the other is entirely abolished. Our dedicated
software provides mono- and two-component exponential
decay fitting for all 256 SPADs nearly instantly, rendering a
fluorescence lifetime image in a few seconds. Implementation
of phasor analysis makes multicomponent analysis in FLIM
easily achieved without the need to fit multicomponent
exponential decay curves.
In comparison with other presently available 2D FCS

instruments, such as FCS based on total internal reflection
(TIR-FCS59−62) and single plane illumination microscopy
(SPIM-FCS30−33), our approach is more versatile. The main
limitation of TIR-FCS is its restriction to an investigation of
processes at the basal plasma membrane. SPIM-FCS, on the
other hand, enables us to visualize the inside of cells and
perform measurements there, but it is hampered by an
inhomogeneous illumination and is characterized by a
relatively larger observation volume (∼1 × 10−15 l).
Advantages of our approach are optical sectioning, homoge-
nous illumination and detection, and small confocal volume
elements (∼0.35 × 10−15 l), which is particularly important
since larger observation volume elements average local
differences in concentration, mobility, and intermediate
surrounding of molecules in a live cell. Thus, the integrated
mpFCS/FLIM system uniquely enables us to map with great
precision the molecular numbers and mobility via mpFCS and
characterize the local environment immediately surrounding
fluorescent/fluorescently labeled molecules via FLIM. Instru-
ment performance was stringently assessed in a series of
validation experiments using well-characterized samples. Most
notably, we have demonstrated that we could measure the
concentration and diffusion of eGFP in a dilute aqueous
solution (ceGFP = 4 nM, Figure 1D1−D3) and showed that it is
uniform (Figures S3 and S15). We have also shown that
noninteracting molecules smaller than 5 nm, e.g., eGFP, diffuse
without significant hindrance through the entire cell (Figures 4
and S15), while molecules/molecular complexes that are larger
than 10 nm, such as eGFPtet, largely reside in the cytoplasm
where their diffusion is hindered by internal membranes in the
cytoplasm (Figures S13 and S15). These findings are in line
with experimental findings reported in the literature and with
theoretical findings showing that the cytoplasm behaves to a
very large extent as a liquid phase for length scales shorter than
100 nm and as a dynamically structured macromolecular
matrix for longer length scales.63 They are also important for
the validation of our instrument performance.
Importantly, the integrated mpFCS/FLIM system enabled

us to characterize in live cells the heterogeneous reaction-

diffusion landscape of transcription factor OLIG2-eGFP and
provided important new insights into its intracellular
organization. It also enabled us to characterize in great detail
the effects of the allosteric inhibitor NSC 50467 on OLIG2-
eGFP homodimerization and interactions with chromatin
DNA. The possibility to quantitatively characterize in live
cells location-specific differences in transcription factor
concentration, homodimerization, and DNA binding and the
effect of pharmacological agents on these determinants of
transcription factor function opens transcription factors to
experimental therapeutics. Here, we have shown that the
therapeutic compound NSC 50467 targeting OLIG2 homo-
dimerization efficiently abolishes OLIG2-eGFP binding to
chromatin DNA. We have also shown that this compound does
not affect OLIG2-eGFP levels in the cytoplasm and its
distribution in cytoplasmic organelles/membrane-less micro-
domains. The possibility to perform such detailed, previously
intractable measurements may significantly facilitate new
therapeutic discoveries.
In conclusion, the methodology presented here is a versatile

tool with myriads of applications in biomedical research. In its
current realization with 256 (16 × 16) OVEs, simultaneous
sampling in cellular organelles is limited to a handful of
locations. This, however, can be improved using another DOE
(e.g., (32 × 32), as we have previously shown35,39). Also, while
we have demonstrated the application of our method for
studies in live tissue ex vivo,35,39 our approach is better suited
for studies in cell cultures, where the background from
scattered fluorescence is lower than in tissues/small organisms.
Despite these limitations, the strength of our approach lies in
the user-friendly instrument design and the capacity of our
methods to characterize both, compartmentalization of
molecular processes, by measuring local excited-state decay
via FLIM, and their dynamic integration, by measuring
diffusion/active transport using mpFCS. Compartmentaliza-
tion and dynamic integration of molecular processes are
opposed yet coexisting and intertwined principles essential for
normal cellular physiology as they enable location-specific
processing of information and integral whole-cell response.
Our methodology is thus paving the way to better under-
standing how biological functions emerge from underlying
spatially confined chemical processes.
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SUMMARY: (S1) Optical setup for mpFCS/FLIM, data analysis and image rendering. S1a: Optical setup and alignment; 
S1b: mpFCS data acquisition, analysis and instrument calibration; S1c: FLIM measurement, data analysis and image rendering; 

S1d: Phasor analysis of FLIM; S1e: FLIM in complex sample. (S2) Cell culture. S2a: Imaging; S2b: Pharmacological treatment; 

S2c: FLIM-FRET. (S3) Determining the concentration of OLIG2-eGFP homodimers based on molecular brightness. (S4) Deter-

mining the apparent dissociation constant for OLIG2-eGFP binding to chromatin DNA. (S5) Standard solutions for calibration.

S1a: mpFCS/FLIM instrumental setup. Principal components 
that comprise the mpFCS/FLIM system shown in Fig. 1A in the 

main text are: (1) a directly current-modulated picosecond 482 nm 

laser switchable between continuous wavelength (CW) or pulsed 

mode (Laser Diode Head LDH-D-C-485 driven using the Pico-
second Pulsed Diode Laser Driver PDL 800-D for Pulsed and CW 

operation, PicoQuant, Germany); (2) a 16×16 Diffractive Optical 

Element (DOE; Holoeye Photonics AG, Germany); (3) a photon-

counting camera based on a 64×32 Single-Photon Avalanche 
Diode (SPAD) array (SPC3 Single Photon Counting Camera, Mi-

cro Photon Devices MPD, Italy), where the photosensitive area of 

the chip consists of 64×32 circular SPADs that are 30 μm in di-

ameter and the distance between adjacent diodes along a 
row/column, i.e., the pitch of the camera is 150 μm; and (4) an 

objective (C-Apochromat 63×/1.2 W Corr) mounted on an invert-

ed epi-fluorescence microscope Axio Observer Z1 equipped with 

a high efficiency filter set (Filter Set 38 HE) for enhanced Green 
Fluorescent Protein (eGFP) that consists of an excitation bandpass 

filter EX BP 470/40 nm (central wavelength/ bandwidth), long 

pass dichroic mirror with a cutoff wavelength of 495 nm, and an 

emission band pass filter EM BP 525/50 (all from Carl Zeiss, 

Germany). These components are assembled on an optical table 
with active vibration damping (Thorlabs Inc., USA) and connect-

ed using standard opto-mechanical components (Newport Corpo-

ration, USA, and Thorlabs Inc., USA). An anamorphic antireflec-

tion coated prism pair (PS879-A, Thorlabs Inc., USA) is used to 
correct the intrinsic ellipticity of the laser beam, (3:1 ratio of ma-

jor to minor axis); and the laser beam is further shaped and ex-

panded by a Kepler telescope setup (L1 and L2) with a 15 µm 

pinhole in its focus to obtain a laser beam with a circular cross-
section (15 mm) and a Gaussian intensity distribution profile. The 

expanded Gaussian laser beam is focused by a focusing lens (L3) 

and diffracted by the DOE to generate 16×16 foci in the image 

plane of the back port of the microscope. The illumination matrix 
is imaged by the microscope relay optics (schematically presented 

by L4) and the objective lens to the object plane. Fluorescence is 

collected with the same objective lens and imaged either using a 

Complementary Metal Oxide Semiconductor (CMOS) 18.0 Meg-
apixel Digital Single-Lens Reflex (DSLR) camera Canon EOS 

100D, pixel size 18.5 μm2 and pixel pitch of 4.3 μm (Canon Inc., 

Japan), used to enable fast sample localization, or the 64×32 SPC3 
SPAD camera used for time-resolved measurements. The light 

path between the two camera ports was manually switched. 

A uniform thin fluorescence layer deposited on the coverslips 

surface by a highlighter marker was used for checking daily the 

optical alignment of the mpFCS/FLIM system. 
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S1b: mpFCS measurement, data analysis and image render-
ing. Raw mpFCS data, i.e. photon counts, were acquired using the 

so-called free-running operating mode of the SPC3 camera; stored 

on the camera’s internal memory and then transferred to an SSD 

storage unit in a HP Workstation Z440-Xeon E5-1620 3.5 GHz 
using the high-speed USB 3.0 computer interface that the SPC3 

camera is equipped with. Fast data analysis by auto- and cross-

correlation was performed using an NVIDIA GeForce GTX 780 

graphic card containing 2304 Compute Unified Device Architec-

ture (CUDA) cores as describe in detail in Krmpot et al.1. 

For mpFCS measurements in solution, fluorescence intensity 

fluctuations were acquired for 10 s with a temporal resolution of 

10 μs per frame. mpFCS measurements in live cells lasted 20 s, 
with a temporal resolution of 20 μs per frame. To map the con-

centration, the amplitude of the autocorrelation curves (ACCs) 

simultaneously recorded in 1616 observation volume elements 

(OVEs) was estimated from the value of G() at lag time  = 10 

μs, G(10 µs), for measurements in solution and G() at lag time  

= 20 μs, G(20 µs), for measurements in live cells. The average 

number of molecules in the OVE calculated from the autocorrela-

tion amplitude as N = 1/(G(10 µs) – 1) or N = 1/(G(20 µs) – 1). 

To render diffusion time (D) maps, the characteristic decay time 

of the ACCs was determined from its full width at half maximum. 
If not otherwise indicated, the full width of the ACC at half max-

imum is plotted in the fFMI images to show the spatial distribu-

tion of average translational diffusion times (D), respective-

ly.ACCs were fitted using the analytical function for three-

dimensional (3D) diffusion of one (i = 1) or two (i = 2) compo-

nents and, where appropriate, triplet formation: 
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In equation (S1), N is the average number of molecules in the 

OVE; T is the average equilibrium fraction of molecules in the 

triplet state (when not applicable, T = 0); and T is the triplet cor-

relation time, related to the rate constants for intersystem crossing 
and the triplet decay; fi is the relative amplitude of the i-th com-

ponent and the sum of all relative amplitudes is equal to 1,  
∑ 𝑓𝐷,𝑖 = 1
𝑛
𝑖=1 ; τDi is the translational diffusion time of the i-th 

component; xy and z are the 1/e2 radial and axial radii of the 

observation volume element (OVE), respectively;  is the anoma-

lous diffusion exponent:  = 1, for free 3D diffusion;  < 1 for 

sub-diffusion, e.g. as a result of molecular crowding – the smaller 

, the greater the crowding; or  > 1 for super-diffusion, e.g. as a 

result of active cellular transport. The diffusion coefficient D was 

determined from the diffusion time using the relationship 𝜏𝐷 =
 𝜔𝑥𝑦
2 /𝐷 . Offline ACCs fitting was performed using the Origin 

Data Analysis and Graphing Software (OriginLab Corporation, 

USA). 

The local molar concentration was determined as 𝑐𝑙𝑜𝑐𝑎𝑙 (𝑙,𝑚) =

 𝑁𝑙,𝑚/(NA ∙ 𝑉𝑙,𝑚), where NA is the Avogadro’s number (6.02×1023 

mol-1), Nl,m is the average number of molecules in the individual 

(l,m) OVE determined by fitting the corresponding experimental 

ACC, and Vl,m is the volume of the (l,m) observation volume ele-

ment (OVE). 

 

Fig. S1. Characterizing 

the Observation Vol-

ume Element (OVE) 

size in the integrated 

mpFCS/FLIM system 

using 100 nm flu-
ospheres. (A1) 256 sin-

gle-SPAD autocorrela-

tion curves (ACCs) rec-
orded in an aqueous sus-

pension of 100 nm flu-

ospheres, c = 2 nM (by 

spFCS), with the corre-
sponding average ACC 

(black). (A2) Fitting the 

analytical function for 

three-dimensional (3D) 

diffusion of one compo-

nent (red) to the average 

ACC shown in (A1; 

black). The average 
structure parameter was 

determined to be s = 4.6. (B) Histogram of diffusion times determined from the full width at half-maximum of the ACCs shown in (A1). 

From the best-fit Gaussian curve (black), the average diffusion time was determined, D,100 = (3.3 ± 0.8) ms. (C1) Spatial map of OVE 

waist radius (xy,mpFCS-FLIM) derived from the diffusion times in (B) and the diffusion constant of 100 nm fluospheres, D100 = 4.4 µm2/s, 

using equation: D = 𝜔𝑥𝑦
2 /4D. (C2) Corresponding histogram of OVE waist radius. From the best-fit Gaussian curve (black), the average 

OVE waist radius was determined, xy,mpFCS/FLIM = (0.24 ± 0.03) µm. (D1) Spatial map of the effective OVE volume (VOVE,mpFCS/FLIM), 

derived from the waist radius in (C1) and the average structure parameter s = 4.6, using equation: 𝑉𝑂𝑉𝐸 = 𝜋
3/2𝜔𝑥𝑦

3 𝑠. (D2) From the best-fit 

Gaussian curve (black), the average effective OVE volume was determined to be VOVE,mpFCS-FLIM = (0.35 ± 0.12) fl.Data on mpFCS/FLIM 

system calibration for mpFCS measurements are shown in Figs S1-S5.  
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To begin with, the observation volume element (OVE) size was 

measured using 100 nm fluospheres (diameter d = 100 nm; diffu-

sion coefficient D100 = 4.4 µm2 s-1)2 (Fig. S1). 

Single-SPAD autocorrelation curves (ACCs) acquired in a 2 nM 
aqueous suspension of fluospheres, the concentration of which 

was determined using the reference single point FCS (spFCS) 

system, are shown in Fig. S1A1. By fitting the average ACC using 

a theoretically derived equation for free 3D diffusion of a single 

component (eq. (S1),  = 1, i = 1, T = 0; Fig. S1A2, red), the aver-

age diffusion time (D), D,100 = (3.3 ± 0.8) ms (Fig. S1B); the 

average structure parameter s = 4.6; and the average OVE waist 

radius xy,mpFCS/FLIM = (0.24 ± 0.03) µm (Fig. S1C), were deter-

mined. The xy,mpFCS/FLIM value is similar to the OVE radius 

measured in the reference spFCS system, xy,spFCS = (0.25 ± 0.04) 

µm, determined using a dilute solution of ATTO488 (data not 

shown). Using the experimentally determined average structure 
parameter (Fig. S1A2) and the OVE waist radius (Fig. S1C), the 

effective volume, VOVE,mpFCS-FLIM = (0.35 ± 0.12)10-18 m3 and the 

average axial radius of the OVEs was determined, z,mpFCS/FLIM = 

xy,mpFCS/FLIMs = 0.24 µm  4.6 = (1.1 ± 0.2) µm. 

The mpFCS/FLIM system calibration was further verified using 

an aqueous suspension of quantum dots (Fig. S2). 

Fig. S2. Performance of the integrated mpFCS/FLIM system 

compared to the conventional spFCS system using an aqueous 

suspension of quantum dots. (A) 256 single-SPAD autocorrela-

tion curves (ACCs) normalized to the same amplitude, G() = 1 at 

lag time  = 10 µs, recorded in an aqueous suspension of quantum 

dots (QD525), cQD525 = 7 nM, and the corresponding average 
ACC determined by mpFCS (black). ACC recorded in the same 

suspension using the conventional single-point FCS (spFCS) used 

as a reference (blue). (B) Histogram of diffusion times determined 

from the full width at half-maximum of the ACCs shown in (A). 
From the best-fit Gaussian curve, the average diffusion time was 

determined, D,QD525 = (270 ± 160) µs. In some pixels, significant-

ly longer diffusion times, 600 µs – 2 ms, were measured likely to 

be due to the formation of QD525 agglomerates.  

 

A 4 nM buffered aqueous solution of the enhanced Green Fluo-

rescent Protein (eGFP) was used to confirm single-molecule sen-

sitivity of the mpFCS/FLIM system (Fig. S3) and assess whether 

possible artifacts are arising due to deviations of the OVE shape 

from a 3D-ellipsoidal Gaussian (Fig. S4A and S4B). To this aim, 
goodness of fitting the average ACC recorded in the aqueous 

buffer solution of eGFP (ceGFP = 4 nM) using the equation for a 

one-component free 3D diffusion in a Gaussian OVE (eq. (S1),  

= 1, i = 1, T = 0) was examined3. As can be seen (Fig. S4A and 

S4B), a poor fit with large fitting residuals at long time scales and 
a divergent axial ratio, which are indications of a non-Gaussian 

observation volume, were not observed, indicating that the as-

sumption of a Gaussian observation profile is valid.  

 

Fig. S3. Measuring with single-molecule sensitivity the concen-

tration, diffusion, brightness and fluorescence lifetime of 

eGFP in an aqueous phosphate buffer solution using the inte-

grated mpFCS/FLIM system. (A) 256 single-SPAD autocorrela-

tion curves (ACCs) recorded in an aqueous buffer solution of 
eGFP, ceGFP = 4 nM, with the corresponding average ACC 

(black). (B) Histogram of number of eGFP molecules, determined 

from the ACCs shown in (A). From the best-fit Gaussian curve 

(black), the average ACC amplitude was determined, NeGFP = 
(0.66 ± 0.15). (C) Histogram of diffusion times determined from 

the full width at half-maximum of the ACCs shown in (A). From 

the best-fit Gaussian curve (black), the average diffusion time was 

determined, D,eGFP,mpFCS = (110 ± 10) µs. (D) Histogram of eGFP 

brightness (CPSM). From the best-fit Gaussian curve (black), the 

average eGFP brightness was determined, CPSMeGFP = (1.0 ± 0.2) 
kHz. (E) Histogram of eGFP fluorescence lifetimes. From the 

best-fit Gaussian curve (black), the average eGFP fluorescence 

lifetime was determined, f,eGFP = (2.50 ± 0.02) ns. 

 

Finally, the axial resolution (Fig. S4C) and sensitivity of the inte-

grated mpFCS/FLIM system were characterized (Fig. S5).  

The axial resolution of the mpFCS/FLIM system was assessed in 

two ways, from FCS calibration experiments using a 2 nM aque-

ous suspension of fluospheres (Fig. S1), and z-stack imaging of a 
thin fluorescence layer deposited on the coverslip surface by a 

highlighter marker (Fig. S4C, black symbols). As described 

above, FCS calibration experiments yielded the axial radius 

z,mpFCS/FLIM = (1.1 ± 0.2) µm, in good agreement with the value 

derived from z-stack imaging, for which the best-fit Gaussian 

curve of the fluorescence intensity profile as a function of dis-
tance from the focal plane yielded the half width at half maxi-

mum, HWHM = (1.15 ± 0.09) μm (Fig. S4C, red solid line). 
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Figure S4. Assessing possible deviation of the observation 

volume element (OVE) shape from a 3D-ellipsoidal Gaussian 

and the Axial resolution of the mpFCS/FLIM system. (A) Av-

erage ACC recorded in an aqueous buffer solution of eGFP, ceGFP 

= 4 nM (black symbols; same data as shown in Fig. 1D1 and Fig. 
S3A) fitted using a one-component free 3D diffusion model in a 

Gaussian OVE (eq. (S1);  = 1, i = 1, T = 0). (B) Residuals corre-

sponding to data shown in (A). (C) Fluorescence intensity as a 

function of distance from the focal plane. 

 

The sensitivity of the integrated mpFCS/FLIM system was char-

acterized using standard dilution series (Fig. S5). 

 

Figure S5. Sensitivity of the integrated mpFCS/FLIM system 

compared to that of the conventional spFCS system assessed 

using a dilution series of 100 nm fluospheres in aqueous sus-
pensions. (A) Average autocorrelation curves (ACCs) recorded 

by the integrated mpFCS/FLIM system in a series of diluted sus-

pensions of 100 nm fluospheres in water. The indicated nominal 

concentrations, calculated from the concentration of the original 

solution as provided by the manufacturer, were: 0.6 nM (black), 

0.11nM (red), 0.02 nM (green) and 0.0045 nM (blue). (B) Aver-

age ACCs acquired on the same samples as in (A) using the refer-

ence spFCS system. (C) Particle number determined by mpFCS 
(red) and spFCS (black) as a function of the nominal concentra-

tion of the fluospheres in a suspension. Linear regression analysis 

revealed that the average particle concentration determined by 

mpFCS was 5-fold higher than the concentration determined by 

spFCS. SDs are shown as yellow and green error bars. 

 

S1c: FLIM measurement, data analysis and image rendering 
using the integrated mpFCS/FLIM system. For fluorescence 

lifetime measurements, the so-called time-gating operating mode 
of the SPC3 camera was used1, 4. To this aim, the laser is operated 

in the pulsed mode, pulse repetition rate 50 MHz, with a pulse 

being triggered by the SPAD camera, after which the gate is 

opened. The gate width (smallest available value 220 ps) and step 
duration (smallest available value 20 ps) were adjusted to provide 

optimal trade-off between signal-to-noise; fluorescence lifetime 

accuracy, taking into account the convolution of the Instrumental 

Response Function (IRF) with the intensity measured at the first 
time gate (Fig. S6), and signal acquisition time. The number of 

steps was adjusted to match the time frame of the 20 ns internal 

clock following instructions provided in the MPD SPC3 User 

Manual (http://www.micro-photon-evices.com/MPD/media/User 

Manuals/SPC3_usermanual.pdf).  

 

Figure S6. Effect of Instrumental Response Function (IRF) on 

fluorescence lifetime measurement using the integrated 

mpFCS/FLIM system. (A1) Single-SPAD FLIM curve recorded 

in an aqueous solution of ATTO495, cATTO495 = 100 nM (black). 

Fluorescence lifetime of ATTO495 is f,ATTO495,literature = 1.10 ns. 

Fitting of one-component exponential decay function to this 

FLIM curve using our mpFCS/FLIM software (blue), yields 

f,ATTO495 = 1.05 ns. Convolution fitting with IRF (red) using the 
freely available DecayFit software 

(http://www.fluortools.com/software/decayfit), yields f,ATTO495 = 

1.00 ns. (A2) Residuals between observed and fitted photon 

counts. Both models had similar residuals plot at times longer 

than 1 ns from the excitation pulse, but the convolution fit (red) 

exhibited fluctuations at earlier times than the simple mono-
exponential decay fit without IRF deconvolution (blue). (B) Com-

parison between fluorescence lifetimes of several standard dyes, 

1.0 ns  f  8 ns, measured using the integrated mpFCS/FLIM 

system and determined by fitting a simple mono-exponential de-

cay curve (blue symbols) to the FLIM fluorescence decay curve 
or by using the convolution fit with IRF (red symbols). The 

dashed grey line shows the perfect correlation between experi-

mental and literature values. SDs are shown as green error bars. 

To optimize the gate width and step duration, ATTO488 in aque-
ous buffer solution was used as a fluorescence lifetime standard, 

f,ATTO488 = 4.16 ns. Gate widths and step durations were chosen 

based on the appearance of the fluorescence decay curves (Fig. 

S7) and the accuracy and precision of the measured lifetimes rela-

tive to the lifetime standard (Fig. S6). (Of note, curves that were 
noisy or had spurious fluctuations, e.g. Fig. S7A, black, were 

rejected.) 

http://www.micro-photon-evices.com/MPD/media/User%20Manuals/SPC3_usermanual.pdf
http://www.micro-photon-evices.com/MPD/media/User%20Manuals/SPC3_usermanual.pdf
http://www.fluortools.com/software/decayfit
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Figure S7. Effect of gate width and gate step time on meas-
ured fluorescence lifetimes. (A) Single-SPAD FLIM curves 

recorded in an aqueous solution of ATTO488, cATTO488 = 100 nM, 

acquired using different gate widths, 0.37 ns – 10 ns. Note the 

similarity in the intensity decays for gate widths 1.2 ns – 4 ns. (B) 
Effect of gate width on the extracted fluorescence lifetime. The 

mpFCS/FLIM data analysis software performs fitting starting 

from the 3rd data point after the photon count peak. Extracted 

fluorescence lifetimes increased for increasing gate widths, be-
cause the IRF effect prolonged to longer times for longer gate 

widths. To verify this interpretation, single-exponential decay 

fitting was performed after excluding more and more data points 

from the photon counts peak as the gate width was increased. 
While the agreement between measured and literature findings 

was thereby somewhat improved for longer gate widths (8.0 ns 

and 10 ns), the agreement was not satisfactory. Results obtained 

using gate widths of 1.6 ns and 2.0 ns agreed best with literature 
findings, and the results obtained using a gate width of 2.0 ns 

were less noisy as the number of collected photons was higher 

than when 1.6 ns gate width was used. Therefore, 2.0 ns gate 

width is recommended for precise FLIM measurement. (C) Sin-
gle-SPAD FLIM curves acquired in the same solution as in (A) 

using different gate step times, 0.04 ns – 1.5 ns. While similar 

FLIM curves were obtained for all gate step times tested, the max-

imum photon counts peak in the FLIM curve was missed when 
the 1.5 ns gate step time was used. (D) Fluorescence lifetime val-

ues as a function of gate step times. While similar values were 

obtained for all gate step times tested, the average fitting chi-

square per degree of freedom decreased to a plateau for gate step 
times longer than 0.1 ns (inlet). Therefore, gate step time in the 

interval 0.12 ns – 1.0 ns is recommended for precise FLIM meas-

urement.  

Based on these criteria, we have selected to use a 2 ns gate width, 
a 0.2 ns step size and a total sampling of 80 steps. Thus, an indi-

vidual FLIM curve, i.e. a fluorescence decay curve recorded by a 

single SPAD in the SPAD camera, consists of an array of integer 

photon counts (8 or 16 bits unsigned integer type data), represent-
ing the fluorescence decay curve over one FLIM period. A single 

value of index k in a FLIM measurement is equal to the total 

number of photons counted through a short gate window of 2 ns 

duration,∆𝑡gate = 2 ns, starting at time  𝑡𝑘 = 𝑡𝑠 + (𝑘 − 1) ∙ ∆𝑡shift   

(measured from the onset of the excitation laser pulse). The entire 

FLIM curve is thus recorded by shifting this window by ∆𝑡shift =
0.2 ns time steps, where the first window begins at 𝑡𝑠 = 2 ns start 

shift, the second at 2.2 ns, and so on. Eighty measurement points 
were recorded in total for each FLIM curve, extending over a 2-18 

ns sub-period during a single 20 ns FLIM measurement time. 

In order to minimize the noise and improve the precision of fluo-

rescence lifetime measurements, mpFLIM data were acquired for 
10 min (averaging over 180 FLIM curves). The single-SPAD 

FLIM curves acquired for all 256 SPADs, with each single-SPAD 

curve being an average of 180 FLIM fluorescence decay curves, 

are stored in a single binary file, the so-called “.spcf” file, which 
comprises a header and acquisition metadata followed by raw 

image data, which is created by the MPD Software Development 

Kit (SDK) functions incorporated in our program. The file format 

is described in the MPD SPC3 User Manual (http://www.micro-
photon-evices.com/MPD/media/User Manu-

als/SPC3_usermanual.pdf). 

Our dedicated mpFLIM data analysis software includes several 

options. The first option enables the user to load and graphically 
display any individually recorded FLIM curves for each selected 

pixel(𝑖, 𝑗), where  1 ≤ 𝑖 ≤ 32  and 1 ≤ 𝑗 ≤ 64. If several FLIM 

measurements are acquired consecutively, the software can also 

calculate the arithmetic average of all FLIM curves for a given 

pixel, yielding an individual average FLIM curve for each pixel. 

The second option enables the user to fit a mono-component ex-

ponential decay function to the experimentally derived FLIM 

curves: 

𝑦𝑓𝑖𝑡1 = 𝑦0 + 𝐴𝑒𝑥𝑝 (−
(𝑡 − 𝑡0)

𝜏
)                                             (S2) 

or to fit an exponential decay function with two characteristic 
times, so-called two-component exponential decay function, to the 

experimentally derived FLIM curves: 

𝑦𝑓𝑖𝑡2 = 𝑦0 + 𝐴1𝑒𝑥𝑝(−
(𝑡 − 𝑡01)

𝜏1
)

+ 𝐴2𝑒𝑥𝑝(−
(𝑡 − 𝑡02)

𝜏2
)                                                             (S3) 

Irrespective of which fitting function is chosen, the software au-

tomatically makes initial guesses for the fitting parameters for 

each individual average FLIM curve. In the case of function 𝑦𝑓𝑖𝑡1, 

equation (S2), the initial amplitude value 𝐴 is set to the difference 

between the maximum and the minimum of the individual aver-

aged FLIM curve. The time shift 𝑡0 is simply equal to the time 
position of the fluorescence intensity peak, while the fluorescence 

lifetime 𝜏 is estimated as the time when the photon count drops e 

times, i.e. decreases to 1/e of its maximal value (measured from 

the FLIM peak). Offset 𝑦0 is set to be equal to the minimal fluo-
rescence intensity value in a FLIM curve. As for the two-

component exponential decay case, the procedure for guessing the 

initial parameter values is similar to the one for one-component 

exponential decay analysis, with the exception of a procedure for 
guessing the fractional contribution of each process to the total 

fluorescence, i.e. for guessing the relative amplitudes A1 and A2 in 

equation (S3), for which the program assumes that: 𝐴1 = 𝐴2 =
𝐴 2⁄ . 

FLIM data are further processed using the Levenberg–

Marquardt's method for nonlinear least squares curve-fitting, as 

described in the mrqmin nonlinear least-squares fit, Marquardt's 

method, Chapter 15, Numerical Recipes 2nd ed. ANSI C Files 
(https://www.aquila.infn.it/pierleoni/LFC/ROUTINES/Chap15.pd

f). Using our software, all fitting functions are calculated within a 

few seconds, which significantly increases the efficiency of the 

experiment. If, for any reason, the fit diverges for a particular 
FLIM curve, the user can select that FLIM curve, enter the initial 

http://www.micro-photon-evices.com/MPD/media/User%20Manuals/SPC3_usermanual.pdf
http://www.micro-photon-evices.com/MPD/media/User%20Manuals/SPC3_usermanual.pdf
http://www.micro-photon-evices.com/MPD/media/User%20Manuals/SPC3_usermanual.pdf
https://www.aquila.infn.it/pierleoni/LFC/ROUTINES/Chap15.pdf
https://www.aquila.infn.it/pierleoni/LFC/ROUTINES/Chap15.pdf
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parameter values manually and repeat the algorithm just for the 

selected dataset. 

 

S1d: Phasor analysis of FLIM data. In the phasor analysis of 

FLIM data, Fourier transform of FLIM fluorescence decay curves 
is calculated and the resulting complex number is presented in a 

2D polar coordinate system where the abscissa represents the real 

part and the ordinate the imaginary part of the complex number5-

10. In this way, a phase vector, so-called phasor, is obtained, for 
which the distance from the pole and the polar angle are uniquely 

defined by the fluorescence lifetime. Phasors follow the normal 

vector algebra and their coordinates can be added/subtracted. This 

allows multi-component analysis of FLIM data without the need 
to fit multi-component exponential decay functions to FLIM fluo-

rescence decay curves and reduces to vector algebra the analysis 

of complex fluorescence intensity decays by two or more process-

es expected in situations where there are multiple fluorophores in 
a mixture or when Förster Resonance Energy Transfer (FRET) 

occurs between the fluorophores5-10. We have developed the rou-

tine for phasor analysis of FLIM data in Excel (Microsoft Office, 

Microsoft, Seattle, WA), using the add-in program Solver to find 

optimal solutions for the fitting parameters. 

As a first step, Fourier transformation of the normalized FLIM 

fluorescence decay curve is calculated using the following equa-

tions: 

𝑚𝑐𝑜𝑠(𝜃𝑡𝑜𝑡) =  
∑ [𝐹(𝑡) − 𝐵𝐺] ∙ cos (2𝜋𝜔𝑡)∞
0

∑ 𝐹(𝑡) − 𝐵𝐺∞
0

                      (S4) 

𝑚𝑠𝑖𝑛(𝜃𝑡𝑜𝑡) =  
∑ [𝐹(𝑡) − 𝐵𝐺] ∙ sin (2𝜋𝜔𝑡)∞
0

∑ 𝐹(𝑡) − 𝐵𝐺∞
0

                       (S5) 

In equations (S4) and (S5), shown by Fereidouni et al.11 to be 

valid for a number of time-gates that is > 16 (80 in our experi-
ments), F(t) is detected fluorescence intensity, i.e. photon counts 

at time t, BG is the background fluorescence intensity, m is the 

modulus, tot is the phase angle and ω is the phasor frequency that 

is related in time-domain fluorescence lifetime measurements 

with the FLIM measurement time (T),  = 1/T. Usually, the FLIM 

curve acquisition time is defined by the laser repetition frequency 

(here 50 MHz, yielding for a single FLIM curve a maximum 
measurement time of 20 ns), and a phasor frequency is conven-

tionally chosen that matches the excitation laser repetition fre-

quency of the pulsed laser. However, the Instrument Response 

Function (IRF) and the gating process effectively shorten the 
FLIM curve acquisition time (the actual FLIM curve acquisition 

time in our experiments was 13.6 ns) and alter the shape of the 

recorded fluorescence intensity decay curve, which manifests 

itself in phasor analysis through rescaling of the theoretical modu-
lus and phasor rotating by a fixed value. To account for instru-

ment phase delay and instrument demodulation of the signal, a 

series of fluorescence lifetime standards were used to determine 

the correction factors according to the following equations: 

𝑚𝑐𝑜𝑠(𝜃𝑡𝑜𝑡)𝑐𝑜𝑟𝑟 =  
𝑀𝑡
𝑀𝑒
∙ [𝑚𝑐𝑜𝑠(𝜃𝑡𝑜𝑡) ∙ 𝑐𝑜𝑠(𝜃𝑡 − 𝜃𝑒)

−  𝑚𝑠𝑖𝑛(𝜃𝑡𝑜𝑡) ∙ sin (𝜃𝑡 − 𝜃𝑒)]        (S6) 

 

𝑚𝑠𝑖𝑛(𝜃𝑡𝑜𝑡)𝑐𝑜𝑟𝑟 = 
𝑀𝑡
𝑀𝑒
∙ [𝑚𝑠𝑖𝑛(𝜃𝑡𝑜𝑡) ∙ 𝑐𝑜𝑠(𝜃𝑡 − 𝜃𝑒)

−  𝑚𝑐𝑜𝑠(𝜃𝑡𝑜𝑡) ∙ sin (𝜃𝑡 − 𝜃𝑒)]        (S7) 

 

In equations (S6) and (S7), M is the modulation, θ is the phase 

angle and the subscripts t and e denote the theoretical and the 

experimentally measured values, respectively. Using six different 
fluorescent dyes with known fluorescence lifetimes (Fig. S8A), 

the instrumental demodulation correction ratio, Mt/Me, and the 

instrumental phase shift correction, θt – θe, were determined 

Mt/Me = 1.006 and θt – θe = 0.035 rad for  = 77 MHz (corre-

sponding to the actual FLIM curve acquisition time of 13 ns).  

 

Figure S8. Phasor plot calibration and fluorescence lifetimes. 

(A) Phasor plot showing the universal circle (black). Phasors cal-

culated using equations (S4) and (S5) to analyze theoretical 

mono-exponential decay functions with decay times from 1 ns – 
20 ns (blue). Phasors calculated using equations (S11) and (S12), 

the phasor frequency  = 77 MHz and fluorescence lifetime val-

ues, 1 ns  f  20 ns with F2 = 0 (green). Experimentally meas-
ured uncorrected phasors (red). (B). Corrected fluorescence life-

time values calculated using equations (S6), (S7) and (S8) to de-

termine the displacement of the phasor positions. (C) Comparison 

of fluorescence lifetimes determined using single exponential fit 
(black rectangles) to the intensity decay data with that of the 

phasor approach (red circles). Dashed grey line indicates perfect 

agreement between the fluorescence lifetime values derived using 

mono-exponential fit to the FLIM fluorescence decay curves 
(black symbols) and the phasor analysis approach (red symbols) 

against literature values. SDs are shown as green error bars. 

After correction, the apparent fluorescence lifetime was calculat-

ed: 

〈𝜏〉 =  
𝑚𝑠𝑖𝑛(𝜃𝑡𝑜𝑡)𝑐𝑜𝑟𝑟
𝑚𝑐𝑜𝑠(𝜃𝑡𝑜𝑡)𝑐𝑜𝑟𝑟

∙
1

2𝜋𝜔
                                                    (S8) 

 

and the phasor plot was drawn (Fig. S8B). Comparison of fluores-

cence lifetimes determined using one-exponential fit to the inten-

sity decay data acquired using the phasor approach are shown in 

(Fig. S8C). 

In a two-component mixture containing two species with different 

fluorescence lifetimes or in a solution of one species where fluo-

rescence lifetime decays by two parallel processes with different 
half-lives, FLIM fluorescence decay curves can be described us-

ing a two-component exponential decay function:  

 

𝐹(𝑡) =  𝐴1 𝑒𝑥𝑝 (−
𝑡

𝜏1
) + 𝐴2 𝑒𝑥𝑝 (−

𝑡

𝜏2
)                            (S9) 

𝑓1 = 
𝐴1

𝐴1 + 𝐴2
,     𝑓2 = 

𝐴2
𝐴1 + 𝐴2

                                            (S10) 
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where the pre-exponential factors A1 and A2 are amplitudes, τ1 

and 2 are fluorescence lifetimes, and f1 and f2 are the fractional 

contributions of species 1 and 2, respectively, to the total fluores-

cence. 

Phasor analysis in this case yields the total phasor, which is the 

vector sum of the two component phasors weighted by their frac-

tional intensity contributions. The cosine and sine components of 
the total phasor depend on the fractional contribution of compo-

nent 1 (F1), the lifetime of component 1 (1), the lifetime of com-

ponent 2 (2) and the phasor frequency ():  

𝑚𝑐𝑜𝑠(𝜃𝑡𝑜𝑡)𝑐𝑜𝑟𝑟 =  
𝐹1

1 + (2𝜋𝜔)2𝜏1
2 + 

𝐹2

1 + (2𝜋𝜔)2𝜏2
2     (S11) 

 

𝑚𝑠𝑖𝑛(𝜃𝑡𝑜𝑡)𝑐𝑜𝑟𝑟 = 
2𝜋𝐹1𝜔𝜏1

1 + (2𝜋𝜔)2𝜏1
2 + 

2𝜋𝐹2𝜔𝜏2

1 + (2𝜋𝜔)2𝜏2
2      (S12) 

 

𝐹1 = 
𝐴1𝜏1

𝐴1𝜏1 + 𝐴2𝜏2
,      𝐹2 = 1 − 𝐹1                                     (S13) 

To extract from FLIM fluorescence decay curves the values of 
these parameters, the Excel add-in program Solver was used to 

find optimal values along with a minimization of the chi-square 

value of photon counts by varying two lifetimes (τ1 and τ2) and 

the fractional contribution of component 1 (F1): 

 

𝜒2 = 
1

𝐿 − 𝑝 − 1
                                                                        (S14) 

 

In equation (S14), L denotes total number of gates in the FLIM 
curve (in our experiments L = 80); p is a parameter number; Fk is 

photon counts at the k-th gate in the amplitude-normalized FLIM 

curve, and Fk,phas is photon counts  at the k-th gate in FLIM curve 

re-constructed by phasor parameters. 

For a two-component exponential decay, the phasor lies inside the 

semicircle (Fig. S9B3). However, the phasor of the two-

component mixture must be positioned between the phasors of the 
two individual components, which lie on the semicircle. The rela-

tive distance of the phasor for the mixed state from the individual 

components reflects the fractional intensity contribution of each 

component. From this, the molar fractions of the two-component 

mixture can be inferred. 

 

 

 

Figure S9. Fluorescence lifetime measurement in a mixture of Rh6G and eGFP, and mixture composition determination via 

mpFLIM. Comparison of results obtained by exponential decay fitting (A1 and A2) and phasor analysis (B1-3). (A1) Fluorescence 
lifetimes of Rh6G and eGFP determined using a two-component exponential decay fitting with all parameters in equation (S9) being al-

lowed to freely vary. (A2) Intensity-weighted fractions of Rh6G in mixtures with different Rh6G/eGFP content determined using equations 

(S9) and (S10) for fitting the experimentally measured mpFLIM fluorescence decay curves shown in Fig. 2C1. For fitting, fluorescence 

lifetimes of eGFP and Rh6G were fixed to the values obtained by analysing mpFLIM fluorescence decay curves shown in Fig. 2C1 (black 
and violet, respectively) and the intensity-weighted fraction was varied. The dashed grey line shows perfect correlation between measured 

and actual values. (B1) Fluorescence lifetimes of Rh6G and eGFP determined using two-component phasor analysis, equations (S11)-

(S13). SDs are shown as yellow and green error bars. (B2) Intensity-weighted fraction of Rh6G in mixtures with different Rh6G/eGFP 

content determined using two-component phasor analysis, equations (S11)-(S13). The dashed grey line shows perfect correlation between 
measured and actual values. (B3) Phasors in pure eGFP (black) and Rh6G (red) solutions and their mixtures containing different amounts 

of these components expressed as intensity-weighted fractions: Rh6G:eGFP = 0.25:0.75 (green), 0.5:0.5 (lilac), 0.75:0.25 (ochre). Of note, 

phasor values measured in the mixtures are distributed along the dashed blue line connecting the eGFP (black) and Rh6G (red) phasor 

positions. 
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Finally, we have also developed a three-component phasor analy-
sis procedure to allow characterization of OLIG2 dimerization by 

FLIM-FRET using eGFP and ShadowY (ShY) as FRET donor 

and acceptor, respectively. eGFP and ShY constitute a suitable 

donor-acceptor pair with a Förster radius equal to 6.2 nm12. How-
ever, both eGFP and ShY are efficiently excited with the 488 nm 

laser line (molar absorption coefficient: eGFP = 55 900 M-1cm-1 13 

and ShY = 136 000 M-1cm-1 12) and emit in the region detected by 
our instrumental set-up, even though ShY emission is compara-

tively lower due to its small fluorescence quantum yield (QYShY= 

0.0112, QYeGFP = 0.613). Since only a fraction of OLIG2 molecules 

will dimerize, there will be three characteristic decay times in 
cells expressing OLIG2-eGFP and OLIG2-ShY: for OLIG2-eGFP 

molecules that do not undergo dimerization and the eGFP donor is 

therefore not subject to FRET (feGFP, donor only), for OLIG2-eGFP 

molecules undergoing dimerization and hence likely FRET (feGFP, 

FRET) and for the acceptor (directly excited or indirectly excited 

via FRET, fShY, acceptor only). To describe this situation, a three-

component phasor analysis routine was developed, with fixed 

phasor positions of the donor (xD, yD) and the acceptor (xA, yA), 

determined in HEK cells expressing OLIG2 labelled with the 
donor or the acceptor alone, and varying along the x-axis the 

phasor position of the FRET component (xF): 

𝑥𝑡𝑜𝑡,𝑐𝑜𝑟𝑟 = 𝐹𝐷 ∙ 𝑥𝐷 + 𝐹𝐴 ∙ 𝑥𝐴 + 𝐹𝐹 ∙ 𝑥𝐹                               (S15) 

 

𝑦𝑡𝑜𝑡,𝑐𝑜𝑟𝑟 = 𝐹𝐷 ∙ 𝑦𝐷 + 𝐹𝐴 ∙ 𝑦𝐴 + 𝐹𝐹 ∙ 𝑦F                              (S16) 

 

𝐹𝐷 + 𝐹𝐴 + 𝐹𝐹 = 1                                                                    (S17) 

 

(𝑥𝐹 −
1

2
)
2

+ 𝑦𝐹
2 =  

1

4
                                                             (S18) 

where, x=mcos(θ) and y=msin (θ) denote phasor position for 

donor (D), acceptor (A) and FRET component (F). F is an intensi-

ty-weighted fraction of donor, acceptor and FRET component. 

The intensity-weighted fraction is defined by area of triangles: 

𝐹𝐷 =
𝑆𝐷

𝑆𝐷 + 𝑆𝐴 + 𝑆𝐹
                                                                   (S19) 

𝐹𝐴 =
𝑆𝐴

𝑆𝐷 + 𝑆𝐴 + 𝑆𝐹
                                                                    (S20) 

𝐹𝐹 =
𝑆𝐹

𝑆𝐷 + 𝑆𝐴 + 𝑆𝐹
                                                                   (S21) 

where, S is the area of a triangle at each diagonal position of ver-

tices. For example, SD is the area made by three vertexes, phasor 

positions of donor, acceptor and measurement in which area is 

defined by these phasor positions. The add-in program Solver was 
used to find optimal solutions for the fitting parameters along with 

the minimization of chi-square value as shown in equation (S14). 

Further information is given below in section (S2c): Positive and 

negative controls for phasor analysis of FRET. 

 

S1e: FLIM in a fixed acridine orange stained section through 

the rhizome of the lily of the valley (Convallaria majalis). Sin-

gle SPAD fluorescence intensity decay curves recorded in the 
fixed acridine orange stained section through the rhizome of the 

lily of the valley (Convallaria majalis; Fig. S10). 

 

Figure S10. Single-SPAD fluorescence intensity decay curves 

recorded in a fixed acridine orange stained section through 

the rhizome of the lily of the valley (Convallaria majalis). (A1) 
Single-SPAD FLIM curves recorded in the cell wall of a single 

cell in the central parenchyma. (A2) Single-SPAD FLIM curves 

recorded in the interior of the same cell. Results of FLIM curve 

analysis are given in the main text (Fig. 3). 

 

S2a: Cell culture and fluorescent proteins expression. HEK 

cells (American Type Culture Collection (ATCC)) were main-

tained in a humidified atmosphere containing 5 % CO2 at 37 °C in 
Dulbecco’s Modified Eagle Medium (Gibco Life Technologies) 

supplemented with 10 % fetal bovine serum (Gibco), 1 % penicil-

lin-streptomycin (Gibco; final conc. 100 U/mL of penicillin and 

100 µg/ mL streptomycin). 

Expression vectors encoding the enhanced Green Fluorescent 

Protein (peGFP-N1), eGFP-fused OLIG2 (pOLIG2-eGFP-N1) or 

eGFP tetramer (peGFPtet-C1) were transiently transfected into 

HEK cells 1, 14 (Figs S11-S19). 

 

Figure S11. Fluorescence images of spot-wise (1616) illumi-

nated cells expressing eGFP-tagged molecules of interest 

(green) overlaid on a wide-field transmission image (grey) 

recorded using the DSLR camera. (A) Live HEK cells express-

ing monomeric eGFP showing its uniform distribution inside the 

cell. (B) Live HEK cells expressing the eGFP tetramer (eGFPtet), 
showing preferential eGFPtet localization in the cytoplasm. (C) 

Live HEK cell expressing OLIG2-eGFP showing a nuclear locali-

zation of the eGFP tagged OLIG2 transcription factor. (D) Fluo-

rescence image of a live HEK cell expressing OLIG2-eGFP con-
trasted after image acquisition to render visible the cytoplasmic 

pool of OLIG2-eGFP. In all images, the hand-drawn dashed lines 

highlight the border of the cell (white) and the cell nucleus (or-

ange). Scale bar: 10 μm. 
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Figure S12. Single-SPAD autocorrelation curves (ACCs) and 

mpFLIM curves of eGFP fluorescence in a live eGFP expressing 

HEK cell. (A1) Single-SPAD ACCs recorded inside the cell. (A2) Single-

SPAD ACCs recorded outside of the cell, in the immediately surrounding 

cell culture medium. (B1) Single-SPAD FLIM curves recorded inside the 
cell. (B2) A typical single-SPAD FLIM curve recorded inside the cell 

(black symbols) as compared to a single-SPAD FLIM curve recorded 

outside of the cell (red symbols), in the immediately surrounding cell 

culture medium. The dashed green line shows a one-exponential decay 

function fitted to the FLIM data recorded inside the cell. 

 

 

 

 

 

 

 

 

 

 

Figure S13. Spatial map of the autocorrelation 

amplitudes, diffusion times and fluorescence 

lifetimes of tetrameric eGFP (eGFPtet) in a live 

HEK cell. (A) Fluorescence image of a HEK cell 

expressing eGFPtet acquired using a spot-wise, 

1616, illumination and a DSLR camera. The 

hand-drawn dashed lines that highlight the cell 
border (white) and the cell nucleus (orange), 

were visualized by transmission light microsco-

py. Corresponding ACCs and FLIM curves are 
shown in Fig. S14. (B1) Spatial map of the auto-

correlation amplitude at lag time  = 20 µs (G(20 

µs)), which is inversely proportional to the aver-

age number of eGFP tetramers in the OVE. (B2) 

Histograms corresponding to the data in B1, 

showing the distribution of autocorrelation am-
plitudes in the cytoplasm (red) and the nucleus 

(blue). From the best-fit Gaussian curve (black), 

the average amplitude in the cytoplasm was de-

termined G(20 µs)cyt = (1.05 ± 0.03), correspond-
ing to an average concentration of eGFPtet, 

ceGFPtet,cyt  100 nM. For ACCs recorded in the 

cell nucleus, please see explanation in the main 

text. (C1) Spatial map of eGFPtet diffusion times. 

(C2) Histograms corresponding to the data in C1, 
showing the distribution of diffusion times in the 

cytoplasm (red) and the nucleus (blue). From the 

best-fit Gaussian curve (black), the average 

eGFPtet diffusion time in the cytoplasm was de-

termined to be D,eGFPtet,cyt = (700 ± 600) µs and 

D,eGFPtet,nuc = (160 ± 80) µs. (D1) Spatial map of 

eGFPtet brightness (CPSM). (D2) Histograms 
corresponding to the data in D1, showing the distribution of eGFPtet brightness in the cytoplasm (red) and the nucleus (blue). From the best-

fit Gaussian curve (black), the average eGFPtet brightness was determined to be CPSMeGFPtet,cyt = (2.5 ± 1.0) kHz in the cytoplasm and 

CPSMeGFPtet,nuc = (0.8 ± 0.2) kHz in the nucleus. (E1) Spatial map of eGFPtet fluorescence lifetimes. (E2) Histograms corresponding to the 

data in E1, showing the distribution of fluorescence lifetimes in the cytoplasm (red) and the nucleus (blue). From the best-fit Gaussian 

curve (black), the average eGFPtet fluorescence lifetime was determined to be f,eGFPtet,cyt = (2.4 ± 0.1) ns in the cytoplasm and f,eGFPtet,nuc = 

(2.4 ± 0.1) ns in the nucleus. Scale bar: 10 µm. 
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Figure S14. Single-SPAD autocorrelation curves (ACCs) and 
mpFLIM curves of eGFP tetramer in a live HEK cell. (A1) Sin-

gle-SPAD ACCs in the cytoplasm. (A2) Single-SPAD ACCs record-

ed in the cell nucleus. (B) Typical photon counts in the cytoplasm 

(red) and the nucleus (blue). Due to the lower fluorescence intensity 
in the cell nucleus, the SNR is lower for FCS measurements in the 

cell nucleus. Subsequently, the amplitude of the ACCs recorded in 

the nucleus is lower as a consequence of the high background. (C1) 

Single-SPAD FLIM curves recorded in the cytoplasm. (C2) Single-
SPAD FLIM curves recorded in the cell nucleus. (C3). A typical 

single-SPAD FLIM curve recorded in the cytoplasm (red symbols), 

cell nucleus (blue symbols) and outside the cell, in the immediately 

surrounding cell culture medium (ochre symbols). The dashed navy 
and green lines show a one-exponential decay function fitted to the 

FLIM data recorded in the cytoplasm and the nucleus, respectively. 

(D) The number of eGFPtet in the cytoplasm (red) and the nucleus 

(blue) against the fluorescence lifetime. (E) The diffusion time rec-
orded in the cytoplasm (red) and the nucleus (blue) against the fluo-

rescence lifetime. (F) The molecular brightness recorded in the cy-

toplasm (red) and the nucleus (blue) against the fluorescence life-

time. 

 

 

 

Figure S15. Anomalous diffusion analysis of eGFP and eGFP 
tetramer (eGFPtet) in live HEK cells. (A1) Typical autocorrelation 

curves of eGFP in phosphate buffer (green), eGFP in a live HEK cell 

(red), and eGFPtet in a live HEK cell (blue). (A2) Residuals between 

the experimental ACCs and the fitted theoretical functions for 3D 
diffusion (equation (S1)) show excellent agreement (chi-square val-

ues ranging from 10-6 – 10-4). (B) Histograms of the anomalous dif-

fusion exponent distribution and average values determined from the 

best-fit Gaussian curves (black): eGFP,buffer = 1.00 ± 0.09 (green), 

eGFP,cell = 0.80 ± 0.08 (red) , and eGFPtet,cell = 0.60 ± 0.08 (blue). (C1) 

Spatial map of the anomalous diffusion exponent for eGFP in a live 

HEK cell. The anomalous diffusion exponent in the cytoplasm is not 
statistically significantly different from the value measured in the 

cell nucleus, p > 0.05. (C2) Spatial map of the diffusion time of 

eGFP in a live HEK cell. (D1) Spatial map of the anomalous diffu-

sion exponent for eGFPtet in a live HEK cell. The anomalous diffu-

sion exponent in the cytoplasm, 𝛼𝑒𝐺𝐹𝑃𝑡𝑒𝑡
𝑐𝑦𝑡

 = 0.6  0.1, is statistically 

significantly different from the value measured in the cell nucleus, 

𝛼𝑒𝐺𝐹𝑃𝑡𝑒𝑡
𝑛𝑢𝑐  = 0.5  0.3, p = 0.027. (D2) Spatial map of the diffusion time 

of eGFPtet in a live HEK cell. Dashed lines show nuclear region (or-

ange) and the cell (white). Scale bar: 10 μm. 

 

 

 

Figure S16. Scatter plots derived from spatial maps of eGFP concentration, diffusion and brightness as a function of fluorescence 
lifetime in a live HEK cell. (A) Scatter plots of number of eGFP against fluorescence lifetime of eGFP. (B) Scatter plots of eGFP diffu-

sion time against fluorescence lifetime. (C) Scatter plots of eGFP CPSM against fluorescence lifetime.  
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S2b: Pharmacological treatment. After transfection, HEK cells 
were cultured for 24 h in the 8-well chambered cover glass. 

Thereafter, the cell culture medium was replaced either with a 

phenol red free medium (untreated cells) or with a phenol red free 

medium containing 1 µM 5-chloro-N1,N3-bis[3(4,5-dihydro-1H-
imidazol-2yl)phenyl]benzene-1,3-dicarboxamide, dihydrochloride 

(compound NSC 50467; treated cells). Detailed information on 

the NSC 50467 compound pound and its preparation can be found 

in14. Briefly, the NSC 50467 compound was dissolved in Dime-

thyl sulfoxide (DMSO) yielding a stock solution (mM concentra-
tion) that was stored at 4 °C for future use. On the day of treat-

ment, an aliquot was taken from the stock solution, allowed to 

warm up to room temperature and an adequate volume was pipet-

ted-out and diluted with the phenol red free medium to a final 
concentration of 1 µM NSC 50467. After 1 h incubation, all 

measurements were performed at room temperature. The results 

are shown in Figs S17-S19. 

 

Figure S17. Relationship between num-

ber, diffusion times or brightness and 

fluorescence lifetime in live OLIG2-

eGFP expressing HEK cells following the 

treatment with 1 µM NSC 50467, the 

allosteric inhibitor of OLIG2 homodi-

merization. (A1-3) Relationship between 

the number (A1), diffusion time (A2) and 
molecular brightness (A3) against fluores-

cence lifetime in the cytoplasm of untreated 

(black) and treated (red) cells. (B1-3) Rela-

tionship between the number (B1), diffusion 
time (B2) and molecular brightness (B3) 

against fluorescence lifetime in the nucleus 

of untreated (black) and treated (red) cells. 

 

 

 

Figure S18. Single-SPAD autocorrelation curves (ACCs) and 

mpFLIM curves of OLIG2-eGFP in a live HEK cell before 

and after treatment with the allosteric inhibitor of OLIG2 

homodimerization NSC 50467. (A1) Photon counts recorded in 

the cytoplasm, nucleus and outside of the cell before treatment. 

(A2) Photon counts recorded in the cytoplasm, nucleus and out-
side of the cell after treatment with the allosteric inhibitor of 

OLIG2 dimerization NSC 50467. (B1) Single-SPAD ACCs rec-

orded in the cytoplasm of an untreated cell. (B2) Single-SPAD 

ACCs recorded in the nucleus of the same cell. (C1) Single-SPAD 
ACCs recorded in the cytoplasm of the same cell following 1 h 

treatment with 1 µM NSC 50467. (C2) Single-SPAD ACCs rec-

orded in the nucleus of the same cell, following treatment with 

NSC 50467. (D1) Single-SPAD FLIM curves recorded in the cy-
toplasm of an untreated cell. (D2) Single-SPAD FLIM curves 

recorded in the nucleus of the same cell as in D1. (D3) Typical 

single-SPAD FLIM curves recorded in the nucleus (black sym-

bols) and cytoplasm (red symbols) of an untreated cell and outside 
the cell, in its immediate surroundings (ochre symbols), together 

with corresponding fitted curves (dashed lines). (E1) Single-

SPAD FLIM curves recorded in the cytoplasm of the same cell as 

in (D1) following a 1 h treatment with 1 µM NSC 50467. (E2) 
Single-SPAD FLIM curves recorded in the nucleus of the same 

cell as in D1 following treatment. (E3) Typical single-SPAD 

FLIM curves recorded in the nucleus (black symbols) and cyto-

plasm (red symbols) of a treated cell and outside the cell, in its 
immediate surroundings (ochre symbols), together with corre-

sponding fitted curves (dashed lines). 
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Figure S19. Determination of the apparent dissociation constant of OLIG2-eGFP binding to chromatin DNA in a live HEK cell 
before and after treatment with the allosteric inhibitor of OLIG2 homodimerization NSC 50467. (A1-4) Cytoplasm: Diffusion time of 

free (A1) and bound (A2) OLIG2-eGFP, the mole fraction of bound OLIG2-eGFP (A3) and OLIG2-eGFP local concentration in individual 

OVEs (A4), before (black) and after (red) treatment. (B1-4) Nucleus: Diffusion time of free (B1) and bound (B2) OLIG2-eGFP, the mole 

fraction of bound OLIG2-eGFP (B3) and OLIG2-eGFP local concentration in individual OVEs (B4), before (black) and after (red) treat-
ment. (Bi-2) Molecular brightness in the nucleus, as reflected by counts per second and molecule (CPSM) measured in a single-SPAD, as a 

function of: the diffusion time of the free OLIG2-eGFP fraction (B1-2), the diffusion time of the DNA-bound OLIG2-eGFP fraction (B2-2) 

and the mole fraction of the DNA-bound OLIG2-eGFP (B3-2) before (black) and after (red) treatment. (C1-3) Apparent dissociation constant 

of OLIG2-eGFP binding to chromatin DNA determined from linear-regression analysis of [OLIG2-eGFP]free
2  = f ([OLIG2-eGFP]DNA-bound) 

(C1) and from Gaussian curve fitting to the histograms of apparent dissociation constant distribution before (C2) and after treatment (C3). 

 

S2c: FLIM-FRET. For FLIM-FRET experiments, the expres-
sion plasmids of ShadowY (ShY) and tandem dimer of eGFP-

ShY on pCPCI3 vector were kindly provided by Dr. Hideji 

Murakoshi, National Institute for Physiological Sciences, 
Aichi Japan12. Expression plasmids of pShY-CPCI3 and 

peGFP-N1 were transfected into HEK cells as a negative con-

trol, eGFP-ShY as a positive control in FRET experiments. 
Expression plasmid of OLIG2-ShY was constructed as previ-

ously described14. Briefly, OLIG2 sequence was amplified 
from pGEM-OLIG2 using forward primer with NheI site and 

reverse primer with AgeI site15, ligating into pShY-CPCI3 

vector.  

One day before the transfection, HEK cells were split and 
transferred to 8-well chambered coverglass with 1.0 × 104 

(cells/mL in each chamber). HEK cells on the 8-well chamber 

were transfected with 100 ng plasmid DNA and 0.2 µL 
Lipofectamine 2000 (Thermo Fisher Scientific) in each well. 

After the transfection, HEK cells were cultured for 24 h in a 

humidified atmosphere containing 5 % CO2 at 37 °C. The me-
dium was replaced to phenol red free medium, FluoroBriteTM 

DMEM (Gibco) just before the experiments (Figs S20 and 

S21). 
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Figure S20. Positive and negative controls for phasor analysis of 

FRET between the eGFP donor and the ShadowY (ShY) acceptor. 

Negative control (NC), live HEK cells co-expressing eGFP and 

ShY. Positive control (PC), live HEK cells expressing the fusion 

protein eGFP-ShY linked via a peptide SGLRSG. (A1) Average 
fluorescence lifetimes presented in a phasor plot. Fluorescence life-

time measured in the NC is virtually indistinguishable from the fluo-

rescence lifetime of the eGFP donor (phasor positions for NC: (x,y) = 

(0.4253,0.4923) and eGFP: (x,y)=(0.4333, 0.4895)), the phasor of 
which is located on the semicircle, suggesting that neither FRET nor 

direct ShY excitation affect eGFP lifetime and its measurement in the 

NC cells. In contrast, the PC phasor exhibited a shift with respect to 

the eGFP donor, indicating a FRET contribution. (A2) Amplitude of 

the FRET state fraction, 0.38  0.02. (A3) FRET efficiency in the 

FRET population is 0.55 ± 0.03. (B1) Spatial mapping of the amplitude 
fraction in a PC cell shows a homogenous, tight distribution of ampli-

tude fraction of FRET component (range: 0.33-0.41), with slightly 

higher amplitude fraction in some pixels. (B2) Fluorescence images of 

a spot-wise (1616) illuminated PC cell recorded using the DSLR 

camera. 

 
 

Figure S21. The effect of treatment with the allosteric inhibitor 

NSC 50467 on OLIG2 homodimerzation in live HEK cells co-

expressing OLIG2 constructs genetically fused with the eGFP 

(donor) or the ShY (acceptor) characterized using the multi-
component FLIM-FRET phasor analysis approach. (A1) Phasor 

positions in untreated cells (blue) and cells treated with NSC 50467 

(ochre) localize inside the universal circle, indicative of donor fluores-

cence quenching due to FRET. (A2) Magnified detail of the phasor 
plot in (A1) reveals that 1 h treatment with 1 µM NSC 50467 causes 

the phasor to move counter-clockwise, indicating less quenching due 

to FRET. (B) Amplitude fraction of the FRET component in untreated 

cells (0.3 ± 0.1) was reduced to (0.07 ± 0.06) upon treatment with 
NSC 50467, suggesting that OLIG2 dimerization is significantly re-

duced. (C1) Spatial mapping of the amplitude fraction of FRET in 

untreated cells. (C2) Spatial mapping of the amplitude fraction of 

FRET in cells treated with the inhibitory NSC 50467 compound. (D) 

Left: Fluorescence image of a spot-wise (1616) illuminated HEK cell 
expressing OLIG2-eGFP and OLIG2-ShY (green) overlaid on a wide-

field transmission image (grey) recorded using the DSLR camera. 

Right: The same fluorescence image shown on its own to better visual-

ize the nuclear localization of OLIG2. (E) Positions of average phas-
ors acquired in untreated (ochre) and treated (blue) cells. Each phasor 

point is an average over a single cell. The black solid line links the 

donor and the FRET component (FRET trajectory). The red solid line 

links the donor with the acceptor. Phasor plots in the absence of in-
hibitory compound were distributed in-between the red and black 

lines, suggesting OLIG2 dimer formation. On the other hand, phasor 

plots in the presence of inhibitory compound were shifted onto the red 

line, reducing FRET. (F) Box and whisker plot showing the amplitude 

fraction of each component measured in untreated (black) and treated 

(red) cells, suggest that the FRET fraction was significantly reduced, 

while the donor fraction was significantly increased, suggesting 

OLIG2 dimer dissociation or perturbation by inhibitory compound. 
 

 

 To determine the fraction 

of OLIG2-eGFP homodimers based on molecular brightness anal-

ysis, the procedure described by Oasa et al.16 is applied. Briefly, 

the mole fraction of OLIG2-eGFP monomers (Fmonomer) and ho-

modimers (Fhomodimer), the sum of which is equal to one (Fmonomer + 

Fhomodimer = 1), were calculated using equations (S22) and (S23): 

𝐹monomer =
4 − 2𝐶𝑃𝑆𝑀n

3 − 𝐶𝑃𝑆𝑀n

                                                        (S22) 

𝐹homodimer =
𝐶𝑃𝑆𝑀n − 1

3 − 𝐶𝑃𝑆𝑀n

                                                        (S23) 
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where OLIG2-eGFP molecular brightness is reflected by counts 

per second and molecule (CPSM) and: 

 

𝐶𝑃𝑆𝑀n =
𝐶𝑃𝑆𝑀OLIG2-eGFP,nuc

𝐶𝑃𝑆𝑀eGFP, cell

 .                                           (S24) 

The concentration of OLIG2-eGFP monomers (cmonomer) and ho-
modimers (chomodimer) in the cell nucleus is the product of the cor-

responding mole fraction and the total concentration as measured 

by FCS (cmonomer = Fmonomerctot and chomodimer = Fhomodimerctot), and 

the apparent dissociation constant of OLIG2-eGFP homodimers 

was determined as: 

𝐾
d,app

(OLIG2-eGFP)2
=
𝑐monomer
2

𝑐homodimer

 .                                                   (S25) 

The results of this analysis are summarized in Table S1. 

 

Table S1. OLIG2-eGFP brightness analysis and determination of the apparent average dissociation constant of OLIG2-eGFP ho-

modimers.  

 Cytoplasm Nucleus 

 Untreated Treated Untreated Treated 

CPSM / kHz 1.0 ± 0.7 1.0 ± 0.5 1.4 ± 0.7 1.1 ± 0.3 

CPSMn 1.0 1.0 1.4 1.1 

Fmonomer 1 1 0.77 0.94 

Fhomodimer 0 0 0.23 0.06 

ctot / nM 50 ± 20 50 ± 40 210 ± 80 210 ± 130 

cmonomer / nM 50 ± 20 50 ± 40 160 197 

chomodimer / nM 0 0 47 13 

𝐾d,apparent

(OLIG2-eGFP)2
 / nM * * 560 3000 

CPSM:     Average OLIG2-eGFP molecular brightness determined by mpFCS. The bright pixels with CPSM > 2 were not  

                       included in this analysis.  

CPSMn:           Molecular brightness of OLIG2-eGFP against average molecular brightness of eGFP in live cell (Fig. 4, main text).  

F:                    Mole fraction 

c:                     Concentration 

𝐾
d,apparent

(OLIG2-eGFP)2
: Apparent dissociation constant of OLIG2-eGFP homodimers 

 

 By fitting the theoretically de-

rived equation for free 3D diffusion of two components to the 
ACCs recorded in the cell nucleus, (Fig. 5C2, Fig.S18B2 and C2) 

the mole fraction of free, 𝑓free
nuc and DNA-bound, 𝑓bound

nuc , OLIG2-

eGFP were determined. 

The concentration of free, [OLIG2-eGFP]free, and bound, 

[OLIG2-eGFP]DNA-bound, is the product of the corresponding 

mole fraction and the total OLIG2-eFFP concentration as 
measured by FCS, and the average apparent dissociation con-

stant for OLIG2-eGFP binding to chromatin DNA was deter-

mined as: 

𝐾d,apparent
OLIG2-DNA =

[OLIG2-eGFP]free
2

[OLIG2-eGFP]DNA-bound

 .                              (S26) 

 

To this aim, linear-regression analysis of [OLIG2-eGFP]free
2 = f 

([OLIG2-eGFP]DNA-bound) was used to assess 𝐾d,apparent
OLIG2-DNA from 

the slope (Fig. S19C1). Gaussian curve fitting to the histo-
grams of apparent dissociation constant distribution is shown 

for measurements in the same cell before (Fig. S19C2) and 

after treatment (Fig. S19C3). 

To examine the possible effects of slow processes and/or pho-
tobleaching on assessing the dissociation constants, we note 

that for processes with characteristic times that are very long, 

i.e. comparable with the signal acquisition time length, an 
apparently abrupt decay in the amplitude of the ACC is ob-

served that arises because a small number of data points is 

collected at such long time scales (Fig. S5C2). While longer 
measurements would make it possible to collect more data 

points at long time scales, they would also increase the risk of 
photobleaching. Hence, there is a tradeoff between optimiza-

tion of photobleaching and the signal acquisition length. To 

assess whether the ACCs could be fit satisfactorily with ac-

ceptable signal to noise using eq. (S1),  = 1, i = 2, T = 0, we 
performed the chi-square test for goodness of fit. This analysis 

yielded chi-square (χ2) values χ
𝑛𝑢𝑐
2  = 2.710-4 and χ

𝑐𝑦𝑡
2 = 

5.010-5 in untreated OLIG2-eGFP expressing cells. For mon-

omeric eGFP in live cells the goodness of fit using eq. (S1),  

= 1, i = 1, T = 0, yielded χ
𝑒𝐺𝐹𝑃,𝑐𝑒𝑙𝑙
2 = 3.210-5 and for eGFP in 

buffer solution χ
𝑒𝐺𝐹𝑃,𝑠𝑜𝑙
2 = 2.410-5. We therefore regard that 

ACCs reflecting OLIG2-eGFP diffusion and binding could be 
fit satisfactorily with acceptable signal to noise using eq. (S1), 

 = 1, i = 2, T = 0. 

In order to assess to what extent data points for which very 

long decay times were observed (such as data shown in Fig. 

S22, curves A-C) affect our analysis, we have compared the 
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relative fraction of bound OLIG2-eGFP in the cell nucleus 

(𝑓D,bound
nuc ); the apparent diffusion behavior of OLIG2-eGFP in 

the cell nucleus affected by DNA binding, (τD,bound
nuc ) and the 

apparent dissociation constant of OLIG2-eGFP—DNA com-

plexes ( Kd,app
OLIG2−DNA ) when including/excluding these data 

points. 

 

 

Figure S22 Fluorescence intensity fluctuation with very long 
characteristic times. Autocorrelation curves A-C are correspond-

ing to fluorescence intensity fluctuation time series A-C in the 

right graph. 

 

This analysis showed that while exclusion of data points with 

CPSM that are larger than twice the CPSMeGFP, which are 
characterized by very long decay times (ACCs denoted A-C in 

Fig.S22) changes somewhat the actual values of the assessed 

variables: from 𝑓D,bound
nuc  = (0.65  0.10) to 𝑓D,bound

nuc  = (0.60  

0.10); from τD,bound
nuc  = (850  500) ms to τD,bound

nuc  = (600  

200) ms and  from Kd,app
OLIG2−DNA = (45  30) nM to 

Kd,app
OLIG2−DNA= (60  21) nM, the overall conclusions remain. 

Moreover, we have tested whether adoption of different fitting 
models affects the interpretation of our data. In particular, the 

following models were tested: the two-component free diffu-

sion model (eq. (S1),  = 1, T = 0, i = 2; Fig. S23, red), the 

two-component anomalous diffusion model (eq. (S1),   1, T 

= 0, i = 2; Fig. S23, green); the two-component diffusion mod-

el with anomalous first diffusion component and free second 

diffusion component (eq. (S1), 1  1, 2 = 1 T = 0, i = 2; Fig. 
S23, blue); the one-component free diffusion model with bind-

ing (eq. (S27)17,  = 1, T = 0, i = 1; Fig. S23, dark yellow) or 

the one-component anomalous diffusion model with binding 

(eq. (S27)17,   1, T = 0, i = 1; Fig. S23, dark blue). In eq. 

(S27)17: 

 

koff denotes the dissociation rate constant, while all other pa-

rameters are the same as in eq. (S1). 

 

Figure S23: Analysis of OLIG2-eGFP diffusion and binding in 

the cell nucleus using different free and/or anomalous diffu-

sion models with/without binding. Upper: Single-pixel autocor-
relation curve (open circles) fitted using the two-component free 

diffusion model (red), the two-component anomalous diffusion 

model (green), the two-component anomalous (first component) 

and free (second component) diffusion model (blue), the one-
component free diffusion model with binding (dark yellow), or 

the one-component anomalous diffusion model with binding (dark 

blue). Bottom: Corresponding fitting residuals. 

 
As can be seen from the residuals analysis, all models can fit 

the ACC with similar chi-square values per degree of freedom: 

χ𝑓𝑟𝑒𝑒,2𝑐
2 = 4.0 10-6, χ𝑎𝑛𝑜𝑚,2𝑐

2  = 4.4 10-6, χ𝑓𝑟𝑒𝑒+𝑎𝑛𝑜𝑚,2𝑐
2 = 4.1 

10-6, χ𝑓𝑟𝑒𝑒+𝑏𝑖𝑛𝑑𝑖𝑛𝑔,2𝑐
2 = 2.0 10-6 and χ𝑓𝑟𝑒𝑒+𝑏𝑖𝑛𝑑𝑖𝑛𝑔,2𝑐

2 = 2.0 

10-6. Moreover, the number of molecules (N), diffusion time 

of free OLIG2-eGFP (D1) and the relative fraction of the sec-

ond/binding component (f) are similar between all models: 
Nfree,2c = 22.6, Nanom,2c = 22.3, Nfree+anom,2c = 21.6, Nfree+binding,2c = 

22.7 and Nanom+binding,2c = 21.2; 𝜏𝐷1
𝑓𝑟𝑒𝑒,2𝑐

 = 390 µs, 𝜏𝐷1
𝑎𝑛𝑜𝑚,2𝑐

 = 

340 µs,  𝜏𝐷1
𝑓𝑟𝑒𝑒+𝑎𝑛𝑜𝑚,2𝑐

 = 270 µs,  𝜏𝐷1
𝑓𝑟𝑒𝑒+𝑏𝑖𝑛𝑑𝑖𝑛𝑔,2𝑐

 = 450 µs,  

𝜏𝐷1
𝑎𝑛𝑜𝑚+𝑏𝑖𝑛𝑑𝑖𝑛𝑔,2𝑐

 = 240 µs; 𝜏𝐷2
𝑓𝑟𝑒𝑒,2𝑐

 = 1.7 s,  𝜏𝐷2
𝑎𝑛𝑜𝑚,2𝑐

 = 1.8 s,  

𝜏𝐷2
𝑓𝑟𝑒𝑒+𝑎𝑛𝑜𝑚,2𝑐

 = 1.8 s,  𝜏𝐵𝑖𝑛𝑑𝑖𝑛𝑔
𝑓𝑟𝑒𝑒+𝑏𝑖𝑛𝑑𝑖𝑛𝑔,2𝑐

 = 2 s (koff = 0.49 s-1), 

𝜏𝐵𝑖𝑛𝑑𝑖𝑛𝑔
𝑎𝑛𝑜𝑚+𝑏𝑖𝑛𝑑𝑖𝑛𝑔,2𝑐

 = 2.2 s (koff = 0.46 s-1); 𝑓2
𝑓𝑟𝑒𝑒,2𝑐

 = 0.77, 

𝑓2
𝑎𝑛𝑜𝑚,2𝑐

 = 0.76, 𝑓2
𝑓𝑟𝑒𝑒+𝑎𝑛𝑜𝑚,2𝑐

 = 0.73, 𝑓𝑏𝑖𝑛𝑑𝑖𝑛𝑔
𝑓𝑟𝑒𝑒+𝑏𝑖𝑛𝑑𝑖𝑛𝑔,2𝑐

 = 0.77 

and  𝑓𝑏𝑖𝑛𝑑𝑖𝑛𝑔
𝑎𝑛𝑜𝑚+𝑏𝑖𝑛𝑑𝑖𝑛𝑔,2𝑐

 = 0.71; for 𝛼𝑓𝑟𝑒𝑒,2𝑐  = 1,  𝛼𝑎𝑛𝑜𝑚,2𝑐  = 

0.95,  𝛼𝑓𝑟𝑒𝑒+𝑎𝑛𝑜𝑚,2𝑐  = 0.75,  𝛼𝑓𝑟𝑒𝑒+𝑏𝑖𝑛𝑑𝑖𝑛𝑔,2𝑐  = 1 and 

𝛼𝑎𝑛𝑜𝑚+𝑏𝑖𝑛𝑑𝑖𝑛𝑔,2𝑐 = 0.65. Interestingly, the anomalous diffusion 

exponent (α) was close to free diffusion (α  1) when the two-

component anomalous diffusion model was applied, whereas 

the diffusion model with anomalous diffusion of the first com-
ponent and free diffusion of the second component yielded α = 

0.75, a value that is in-between values of  for eGFP mono-

mer and tetramer.  

Importantly, all diffusion models tested yielded congruent 
results and similar values for the apparent dissociation con-

stant of OLIG2-eGFP–DNA-complexes, whereas a principal 

difference arises by adopting the diffusion and binding model 
(eq. (S27)), which yields the OLIG2-eGFP dissociation rate 

constant (koff) instead of τD,bound
nuc . According to this model, the 

mean life of the OLIG2-eGFP–DNA complex (1/koff) is esti-

𝐺(𝜏) = 1 +
1

𝑁
∙ [1 +

𝑇

1 − 𝑇
𝑒
−
𝜏
𝜏𝑇] 

∙

(

 
 
 

𝑓𝐷

(1 + (
𝜏
𝜏𝐷𝑖
)
𝛼

)√1 +
𝑤𝑥𝑦
2

𝑤𝑧
2 (

𝜏
𝜏𝐷𝑖
)
𝛼

+ (1 − 𝑓𝐷)𝑒
−𝑘𝑜𝑓𝑓∙𝜏

)

 
 
 

  (S27) 
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mated to be  2 s. While further studies are needed to establish 

which model correctly interprets the ACCs, it was previously 
shown that eGFP fluorescence is not changing upon eGFP-

tagged transcription factor binding to DNA18, 19, favoring our 

original interpretation.  

For OLIG2-eGFP behavior in the cytoplasm, residuals- analy-

sis showed that three different diffusion models: one-

component anomalous diffusion (Fig. S24, green), two-
component free diffusion model (Fig. S24, blue) and a two-

component anomalous diffusion model (Fig. S24, red). could 
fit the ACC with similar chi-square values per degree of free-

dom: χ𝑎𝑛𝑜𝑚,1𝑐
2 = 2.8 10-5, χ𝑓𝑟𝑒𝑒

2  = 2.5 10-5 and χ𝑎𝑛𝑜𝑚,2𝑐
2 = 2.0 

10-5: yielding Nanom,1c = 1.9, Nfree = 5.5 and Nanom,2c = 5.2; 

𝜏𝐷
𝑎𝑛𝑜𝑚,1𝑐

 = 17 µs, 𝜏𝐷1
𝑓𝑟𝑒𝑒

 = 560 µs and  𝜏𝐷1
𝑎𝑛𝑜𝑚 = 350 µs; 𝜏𝐷2

𝑓𝑟𝑒𝑒
 = 

70 ms and  𝜏𝐷2
𝑎𝑛𝑜𝑚 = 40 ms; 𝑓2

𝑓𝑟𝑒𝑒
 = 0.26 and 𝑓2

𝑎𝑛𝑜𝑚 = 0.26; for 

𝛼𝑎𝑛𝑜𝑚,1𝑐 = 0.34, 𝛼𝑓𝑟𝑒𝑒 = 1 and 𝛼𝑎𝑛𝑜𝑚,2𝑐 = 0.66. 

 

Figure S24. Two-component free versus anomalous diffusion 

model analysis of OLIG2-eGFP dynamics in the cytoplasm. 
Left: Single-pixel autocorrelation curve (black symbols) fitted 

using a one-component anomalous diffusion model (green), two-

component free diffusion model (blue) or a two-component 

anomalous diffusion model (red). Right: Corresponding residuals. 
 

However, the one-component anomalous diffusion model 

yields a very short diffusion time value, 𝜏𝐷
𝑎𝑛𝑜𝑚,1𝑐

 = 17 µs, that 

is inconsistent with protein diffusion. This model is therefore 

not applicable. 

 

Finally, we show (Fig. S25) that similar results were obtained 

in different cells from three independently replicated experi-

ments. 

 

Figure S25: Effect of treatment with NSC 50467 on OLIG2-

eGFP diffusion and binding in different cells. Left: Average 
autocorrelation curves (ACCs) reflecting OLIG2-eGFP diffusion 

and binding in the nucleus of untreated (black) and treated (red) 

cells. Measurements were taken in three independent experiments, 

starting from cell transfection, culturing, treatment and measure-

ment. Middle: Diffusion time of bound OLIG2-eGFP (𝜏𝐷2) de-

rived by fitting the ACCs shown to the left using a two-

component free diffusion model. Right: Relative contribution of 

bound OLIG2-eGFP (f2). 

Dilute aqueous suspension of 100 nm fluospheres (Fluo 

Spheres® Size Kit #2; Ex/Em: 505/515, Molecular Probes, 
Life Technologies Corporation, USA; D100 = 4.4 µm2/s 2) was 

used for the daily calibration of the mpFCS system. Occasion-

ally, dilute aqueous suspension of quantum dots 525 (Qdot® 
525 ITK™ Carboxyl Quantum Dots, Molecular Probes, Life 

Technologies Corporation, USA) and eGFP (purified by His-
tag from E. coli) in 200 mM Phosphate buffer pH7.4, were 

used as secondary mpFCS calibration standards. For this pur-

pose, the fluospheres and quantum dots were suspended in 
water and sonicated for 30 min before use. The standard solu-

tions for mpFCS calibration were freshly prepared on the day 

of use and their concentration was measured by spFCS.  

Single point Fluorescence Correlation Spectroscopy (spFCS) 

was performed using an uniquely modified ConfoCor3 system 
built on an LSM510 META platform, consisting of an inverted 

microscope for transmitted light and epifluorescence (Axiovert 

200 M), the VIS-laser module comprising the Ar-ion (458, 
477, 488 and 514 nm), HeNe 543 nm and the HeNe 633 nm 

lasers, the C-Apochromat 40×/1.2 N. A. W objective and sili-
con avalanche photodiodes (SPCM-AQR-1X; PerkinElmer) 

(Carl Zeiss MicroImaging GmbH, Jena, Germany)20. Dilute 

aqueous solution of ATTO488 (Sigma-Aldrich; DATTO488 = 400 
µm2/s 2) was used for the daily calibration of the spFCS sys-

tem. spFCS data were analyzed using the program for FCS 

data analysis that is part of the ConfoCor3 running software 

package. 

For fluorescence lifetime (f) measurements, the following 

standards were used: ATTO495 (Sigma-Aldrich: f,ATTO495 = 

1.1 ns21), Rhodamine B (RhB; Sigma-Aldrich: f,RhB = 1.56 

ns22), enhanced Green Fluorescent Protein (eGFP: f,eGFP = 2.4 

ns and 2.6 ns23, 24), Rhodamine 6G (Rh6G; Sigma-Aldrich: 

f,Rh6G = 3.79 ns25), ATTO488 (Sigma-Aldrich: f,ATTO488 = 4.2 
ns and 4.16 ns26, 27, BODIPY FL (Thermo Fisher Scientific: 

f,BODIPY FL = 5.66 ns28), Rubrene (Sigma-Aldrich: f,Rubrene = 

7.4 ns29, 30). These substances were suspended in Dimethyl 

sulfoxide (DMSO) at a concentration of 10 µM, aliquoted and 
stored at -20 °C. For actual measurements, the fluorescence 

standards were thawed and, after reaching room temperature, 

diluted 100 - 1000 times using as a solvent: water for 
ATTO488, ATTO495, BODIPY FL, Rhodamine B and Rho-

damine 6G; 200 mM Phosphate buffer pH7.4 for eGFP; and 

methanol for Rubrene. 

For all measurements, in solution and in live cells, 8-well 

chambered cover glass (Nunc® Lab-Tek® II, Thermo Fisher 

Scientific) were used. 
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ABSTRACT: Functional fluorescence microscopy imaging (fFMI), a time-
resolved (21 μs/frame) confocal fluorescence microscopy imaging
technique without scanning, is developed for quantitative characterization
of fast reaction-transport processes in solution and in live cells. The method
is based on massively parallel fluorescence correlation spectroscopy (FCS).
Simultaneous excitation of fluorescent molecules in multiple spots in the
focal plane is achieved using a diffractive optical element (DOE).
Fluorescence from the DOE-generated 1024 illuminated spots is detected
in a confocal arrangement by a matching matrix detector comprising 32 ×
32 single-photon avalanche photodiodes (SPADs). Software for data
acquisition and fast auto- and cross-correlation analysis by parallel signal
processing using a graphic processing unit (GPU) allows temporal
autocorrelation across all pixels in the image frame in 4 s and cross-
correlation between first- and second-order neighbor pixels in 45 s. We
present here this quantitative, time-resolved imaging method with single-molecule sensitivity and demonstrate its usefulness for
mapping in live cell location-specific differences in the concentration and translational diffusion of molecules in different
subcellular compartments. In particular, we show that molecules without a specific biological function, e.g., the enhanced green
fluorescent protein (eGFP), exhibit uniform diffusion. In contrast, molecules that perform specialized biological functions and
bind specifically to their molecular targets show location-specific differences in their concentration and diffusion, exemplified
here for two transcription factor molecules, the glucocorticoid receptor (GR) before and after nuclear translocation and the Sex
combs reduced (Scr) transcription factor in the salivary gland of Drosophila ex vivo.

The living cell is a complex dynamic system where local
concentrations and spatial distribution of molecules are

perpetually changing. Living cells control the concentration and
spatial distribution of biological molecules through molecular
interactions and transport processes. Through reaction-trans-
port processes, biomolecules are integrated over space and time
into dynamical self-regulatory networks and perform complex,
life-sustaining functions, such as gene transcription and signal

transduction. To understand how these complex biological
functions emerge through random motion and molecular
collisions, the concentration and mobility of biological
molecules need to be quantitatively characterized in live cells.1,2
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So far, fluorescence microscopy techniques, confocal laser
scanning microscopy (CLSM)3−10 and fluorescence correlation
spectroscopy (FCS)11−16 in particular, have proven to be
indispensable for such studies. However, despite their great
versatility, CLSM and FCS also have limitations. Most notably,
CLSM imaging is not directly quantitative; while fluorescence is
inherently quantitative and fluorescence intensity is propor-
tional to the number of molecules, involved calibration
experiments are needed to relate the signal intensity measured
using a CLSM system to the number of molecules.17 Moreover,
because of the heterogeneous chemical composition inside
different subcellular compartments or because of different
conditions in different cells (e.g., pH, oxidative stress,
crowding), fluorescent molecules are not necessarily in the
same local environment. Hence, their brightness may be
different.18 Under such circumstances, the difference in
fluorescence intensity need not necessarily reflect differences
in molecular numbers but may rather reflect differences in
molecular brightness due to local differences in environmental
conditions.
In addition, the temporal resolution of CLSM is low. In

CLSM, the acquisition at the level of individual pixels is fast, in
the order of microseconds, but the acquisition of an image frame
is slow, lasting more than a quarter of a second for a 512 × 512
pixels image. On top of this, the signals in a CLSM image are not
acquired at the same point in time, and there is always a time lag
between the signals acquired in individual pixels. The temporal
resolution of CLSM can be improved by scaling down the
number of pixels, i.e., by reducing the area from which the signal
is acquired. This, however, results in loss of overview. Classical
single-point FCS (spFCS) is also hampered by limited overview,
providing quantitative information in a minute observation
volume element (OVE) that is typically 0.2−2.0 fl (μm3).
Hence, to acquire quantitative information from several
locations in a cell using the conventional spFCS setup, spFCS
measurements need to be performed successively, which is not
suitable for the study of fast dynamical processes.
To overcome these limitations, specific illumination techni-

ques are used to irradiate a larger area in the sample and the
signal is simultaneously recorded from different locations using
array detectors. Following the pioneering work at the beginning
of this millennium,19−22 several different experimental realiza-
tions of multiplexed FCS have been reported.23−36 These
inventions have significantly advanced our capacity to character-
ize the spatiotemporal dynamics of complex biological trans-
formations and approach challenging biological problems from
the holistic point of view.24,26,28,33,35,37−45 However, further
improvements are needed in order to develop instrumentation
with better temporal resolution and with data acquisition and
analysis software that are sufficiently robust for reliable routine
application in biomedical research.
We present here a setup for quantitative, time-resolved

confocal fluorescence microscopy imaging without scanning
that is based onmassively parallel FCS (mpFCS)measurements,
where a diffractive optical element (DOE) and a matching
matrix single-photon avalanche photodiode (SPAD) camera are
used to achieve massively parallel confocal arrangement.32,34,38

We show that this approach canmap the local concentration and
translational diffusion coefficients of molecules in live cells.
Since these properties are tightly linked to biomolecular activity
at functional sites and are crucial for understanding their
mechanisms of action, we call this method functional
fluorescence microscopy imaging (fFMI).

■ MATERIALS AND METHODS

fFMI Instrumental Setup. The fFMI system consists of an
inverted epi-fluorescence microscope Axio Observer D1
equipped with a C-Apochromat 63×/1.2 W Corr objective
and a high efficiency filter set (Filter Set 38 HE) for enhanced
green fluorescent protein (eGFP) consisting of an excitation
bandpass filter EX BP 470/40 nm (central wavelength/
bandwidth), long pass dichroic mirror with a cutoff wavelength
of 495 nm, and an emission band pass filter EM BP 525/50 (all
from Carl Zeiss, Germany); a continuous wave (CW) 488 nm
frequency-doubled diode laser Excelsior 488 (Spectra-Physics,
France); a telescopic laser beam expander; a double filter wheel
with 10 (5 + 5) uniform neutral density filters of different optical
density (OD) to enable a wide range of attenuation (OD 0.2−
8.0) in discrete steps (Thorlabs Inc., USA); a diffractive optical
element (DOE) specially designed to split the single laser beam
into 32 × 32 beams (Holoeye, Germany); a Single Photon
Counting Camera SPC2 that enables parallel single photon
counting by means of a monolithic 32× 32 array (Micro Photon
Devices MPD, Italy).32 These elements were assembled on an
optical table with active vibration damping (Technical
Manufacturing Corporation TMC, USA) using standard opto-
mechanical components (Newport Corporation, USA, and
Thorlabs Inc., USA). To enable fast sample localization, an 18.0
megapixel digital single-lens reflex (DSLR) camera Canon EOS
600D (Canon Inc., Japan) with a pixel size of 18.5 μm2 and a
pixel pitch of 4.3 μm (http://snapsort.com/compare/Canon-
600d-vs-Canon_EOS_550D/specs) was coupled to the side
port opposite to the SPAD camera, and the light path between
the two camera ports was manually switched.
Raw data, i.e., photon counts, acquired by the SPAD camera

were transferred to a Dell Precision Fixed Workstation T5600-
Xeon E5-2620 2 GHz equipped with an NVIDIA GeForce GTX
780 graphic card containing 2304 compute unified device
architecture (CUDA) cores that were used for fast data analysis
by auto- and cross-correlation.

LSM 510 ConfoCor 3 System. An individually modified
ConfoCor 3 instrument (Carl Zeiss, Germany) for laser
scanning fluorescence microscopy imaging and for spFCS was
used as a reference.46 spFCS data were analyzed using the
program for data analysis in the running software package and
the scientific graphing and data analysis software Origin
(OriginLab).

Software for fFMI. The software for data acquisition and
analysis was written in Embaracadero C++ Builder XE7
(Embarcadero Technologies, USA).

■ RESULTS

Instrumental Design. Key elements of the instrumental
design, highlighted in Figure 1a and insets a1−a3, describe the
underlying working principle. Briefly, collimated light from the
single-beam CW laser is expanded and led to an achromatic
doublet lens (focal length f = 150 mm)mounted on a precise x−
y−z translation stage (Figure 1a, focusing lens), which focuses
the expanded and collimated laser beam on the DOE mounted
on a single-axis precise translation stage (Figure 1a, DOE). By
filling the aperture of the DOE, the diffraction pattern consisting
of 32 × 32 well-separated illumination spots and the zeroth-
order diffraction maximum in the center is formed in the focal
plane of the focusing lens that coincides with the image plane of
the rear port of the inverted epi-fluorescence microscope
(Figure 1a, rear port image plane). Formation of the spot-wise
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illumination pattern is schematically depicted in Figure 1, inset
a1, featuring for the sake of clarity an array of 4× 4 spots with the
clearly indicated zeroth-order diffraction maximum. The relay
optics of the rear port of the microscope (Figure 1a, microscope
relay optics), the dichroic mirror (integrated in the Filter Set 38
HE), and the objective lens project the illumination matrix from
the rear port into the focal plane of the objective (Figure 1a,
object plane; Figure 1, inset a2). A uniform thin layer of dried
Rh6G was used to visualize the illumination matrix. The image
acquired using the pixel-dense DSLR camera shows that the
sample is illuminated in a distinct spot-wise array of 32 × 32
well-separated points of similar intensity, except for the zeroth-
order diffraction spot visible in the center (Figure 1b).
Corresponding fluorescence intensity distribution profiles

along the x and y axes are shown in Figure 1, insets b1 and b2,
respectively.
After passing through the dichroic mirror and the emission

filter integrated in the Filter Set 38 HE, the spot-wise
fluorescence matrix is imaged by the objective and the tube
lenses onto the SPAD camera (Figure 1a and inset a3). The
SPAD camera is attached to one of the two side ports of the
microscope, with the DSLR camera being attached to the other
side and used for fast sample localization using standard wide-
field imaging. The SPAD camera contains a photosensitive chip
and a 16-bit photon counter based on a field programmable gate
array (FPGA). The photosensitive area of the chip consists of 32
× 32 circular SPADs that are 20 μm in diameter. The distance
between adjacent diodes along a row/column, i.e., the pitch of

Figure 1. Instrumental setup for functional fluorescence microscopy imaging (fFMI). (a) Schematic presentation of the optical arrangement in the
fFMI instrument. The expanded single laser beam is focused by the focusing lens on the diffractive optical element (DOE). The illumination matrix of
32 × 32 laser beam spots (here depicted as a 4 × 4 matrix for simplicity) is formed at the image plane of the rear port of the microscope. Inset:
Formation of the ordered spotty pattern at three characteristic planes: (a1) in the rear port image plane, (a2) in the object plane, and (a3) in the side port
image plane. Of note, the zeroth-order diffraction peak falls exactly between 4 central pixels of the SPAD camera when the fFMI system is fully aligned
and is therefore not detected by the SPAD camera. (b) Image of the illuminationmatrix generated in the focal plane of the microscope objective. A thin
layer formed by drying of a concentrated Rhodamine 6G (Rh6G) solution was used as the sample, and the image was acquired by the 18.0 megapixel
digital single-lens reflex (DSLR) camera. The zeroth-order diffraction peak is readily visible when using the pixel-dense DSLR camera. Inset:
Fluorescence intensity profiles along (b1) the x-axis and (b2) the y-axis show that the sample is illuminated in a distinct pattern of 32 × 32 spots. The
pitch (the shortest distance between two adjacent spots) of the illumination matrix in the sample plane is 1.587 μm. (c) Image of filamentous actin in
fixed muntjac skin fibroblast cells acquired under spot-wise illumination using the 18.0 megapixel DSLR camera. (d) Image of the sample described in
(c) acquired by the SPAD camera. Signal acquisition time = 1 ms. Fluorescence intensities ranged from 0 (dark blue) to ≥13 700 photons per second
(red). The scale bar is 10 μm. (e) Distribution of diffusion times in a dilute aqueous suspension of fluospheres, d = 100 nm, recorded by the fFMI
system. The average diffusion time was determined to be τD = (3 ± 2) ms. (f) ACC recorded in an individual pixel, i.e., by an individual SPAD in the
SPAD matrix detector (magenta). Cross-correlation curves (CCCs) derived by cross-correlating the signals recorded in this particular SPAD and its
first- and second-order neighbors (blue). Inset: (f1) Amplitude of the CCCs (blue) normalized to the amplitude of the ACC (magenta),ACCC/AACC, as
a function of the squared distance between neighboring OVEs (δ). As expected, the amplitudes of the CCCs decay exponentially with the distance
between neighboring OVEs squared,47 and the data from this study (black dots) agree well with results reported in the literature: Buchholz, PhD
Thesis (CCC1 and CCC2, Figure 6.4; red circles),48 Dertinger et al. (Figure 6; blue triangle),47 Ries and Schwille (Figure 4; green inverted triangle),49

and Ries et al. (Figure 2d; lilac diamond).50 The relative amplitude ACCC/AACC = 1 at OVE distance δ = 0 corresponds to cross-correlation of
fluorescence intensity fluctuations in the reference pixel to itself. The fitted single-exponential decay curve (red, dashed) shows that the amplitude of
the CCC decays exponentially with δ2.47
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the camera, is 100 μm. Further details on the SPAD camera
design and performance can be found in refs 32 and 51−53.
Since the aperture of every SPAD is a pinhole positioned in the
conjugate focal plane with respect to the illumination matrix,
confocal configuration is achieved for all 32 × 32 foci.
By imaging the complex spatial distribution of filamentous

actin in fixed muntjac skin fibroblast cells, we could verify that
there is no significant loss of information due to interspaced
sampling (Figure 1c,d). Images acquired by the pixel-dense
DSLR camera (Figure 1c) and the SPAD camera (Figure 1d)
clearly show that the SPAD camera veritably reflects the spatial
distribution of actin filaments over long distances.
In a well-aligned fFMI system, similar values for the

translational diffusion time are obtained in the majority of
pixels, and the distribution of diffusion times across the whole
matrix is narrow, exemplified here for a measurement performed
in a dilute aqueous suspension of 100 nm fluospheres (Figure
1e). Themeasured diffusion time, τD = (3± 2)ms (Figure 1e), is
in good agreement with the value obtained using the reference
spFCS system, τD = (2.5 ± 0.5) ms (see fFMI Instrument
Calibration and Performance Characterization for details on
instrument calibration).
Finally, cross-correlation of signals recorded in a reference

pixel with the signal recorded in its first- and second-order
neighbors showed that there is virtually no cross-talk between
neighboring SPADs, as is evident from the relatively small
amplitude of the CCCs (Figure 1f, blue) that is less than 4% of
the amplitude of the ACC (Figure 1f, magenta). The Supporting
Information contains details of the software for data analysis, the
calculation of auto- and cross-correlation curves, and image
rendering (Section S1), cell culture (Section S2), instrument
alignment (Section S3, Figure S1), OVE size determination

(Section S4, Figure S2), and accuracy, precision, and sensitivity
(Section S5, Figure S3).

fFMI Instrument Calibration and Performance Char-
acterization. A dilute aqueous suspension of carboxylate
functionalized quantum dots (2 nM) was used to compare the
fFMI instrument performance with respect to the conventional
spFCS system used as a reference. For this purpose, fFMI and
conventional spFCSmeasurements were performed on the same
sample (Figure 2a−f). To have similar conditions in both
experiments, the illumination intensity in the conventional
spFCS instrument was set to 14.8 μW at the microscope
objective lens, in order tomatch the intensity in individual foci of
the fFMI instrument, which was estimated to be 1/1024 of the
intensity measured at the microscope objective (18.9 mW)
reduced by 20% to account for the intensity of the zeroth-order
diffraction peak.
Both fFMI and spFCS revealed that, despite prolonged

sonication, the quantum dots suspension is polydisperse, being
made up of individual quantum dots present in large excess
(Figure 2a,b (blue pixels), Figure 2d (top), and corresponding
ACCs in Figure 2e) but also containing a small amount of very
bright quantum dot agglomerates of different sizes (Figure 2a,b
(green-red pixels), Figure 2d (bottom), and corresponding
ACCs in Figure 2f). In measurements using the conventional
spFCS instrument, the presence of sparse agglomerates could be
readily revealed in some but not all recordings (Figure 2d, the
magenta time series exemplifies a measurement where quantum
dot agglomerates were not observed), whereas fFMI revealed in
a single shot that the quantum dot suspension is polydisperse
and provided the spatial localization of agglomerates at the
moment of measurement, as is evident from the map of ACC
amplitudes, G0, (Figure 2a, green-red pixels), the translational

Figure 2. fFMI instrument calibration and performance characterization using a dilute aqueous suspension of quantum dots. (a) Spatial map of
amplitudes (G0) of individual ACCs at the lag time τ = 103.7 μs, acquired by fFMI. Fluorescence intensity fluctuations were recorded in a single
measurement lasting 2.7 s. (b) Corresponding spatial map of translational diffusion times (τD). (c) Diffusion time distribution histogram
corresponding to the data shown in (b). (d) Fluorescence intensity fluctuations recorded in the same sample as in (a−c) acquired using a conventional
spFCS system. Fluorescence intensity bursts of different intensities (note the different scales on the ordinates) reveal that the dilute quantum dot
suspension is polydisperse, containing single quantum dots (magenta) and a significantly lower amount of very bright quantum dot agglomerates that
were sporadically observed (blue trace). (e) ACCs normalized to the same amplitude, Gn(τ) = 1 at lag time τ = 103.7 μs, obtained by temporal
autocorrelation analysis of fluorescence intensity fluctuations reflecting diffusion of single quantum dots. The ACCs were acquired by fFMI (black)
and spFCS (magenta). The black ACC is an average ACC acquired from 10 consecutive fFMI recordings of fluorescence intensity fluctuations in a
single SPAD, i.e., in a single OVE/single pixel, each measurement lasting 2.7 s. The magenta ACC is acquired from the fluorescence intensity
fluctuation time series of 10 s. The dotted blue line shows fitting of the magenta ACC. (f) ACCs normalized to the same amplitude, Gn(τ) = 1 at lag
time τ = 103.7 μs, reflecting diffusion of sparse quantum dot agglomerates, acquired by fFMI in a single pixel and in a 2.7 s measurement (blue) and by
spFCS (green).
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diffusion time, τD, map (Figure 2b, green-red pixels), and the
distribution of diffusion times (Figure 2c).
Both, the conventional spFCS and the fFMI system, showed

marked differences in diffusion times between single quantum
dots, τD,sqd

spFCS = (200 ± 50) μs (Figure 2e), and quantum dot
agglomerates, τD,qda

spFCS = (7 ± 2) ms (Figure 2f). Importantly, the
characteristic decay times of ACC obtained using the fFMI
instrument and the conventional spFCS setup concurred, as is
evident from the overlap of the ACCs normalized to the same
amplitude,Gn(τ) = 1 at τ = 103.7 μs, for individual quantum dots
(Figure 2e) and for quantum dot agglomerates (Figure 2f). This
observation is in line with calibration measurements showing
that the OVEs in the fFMI system are similar in size to that in the
conventional spFCS instrument.
Of note, the average diffusion time for single quantum dots

estimated from the diffusion time histogram, τD,sqd
hist = (600 ±

100) μs (Figure 2c), is evidently longer than the value
determined by fitting spFCS data, τD,sqd

spFCS = (200 ± 50) μs
(Figure 2e, magenta). This discrepancy, which is particularly
pronounced for molecules/particles with short diffusion times,
arises because of the comparatively low temporal resolution of
the matrix SPAD detector, due to which plateauing of the ACC
cannot be observed (Figure 2e). Consequently, the translational
diffusion time, estimated from the full width of the ACC at its
half-maximum (Figure 2e, black), will appear to be somewhat
longer than what it really is (Figure 2e, magenta). Using
fluospheres of different size, we could demonstrate that, the
longer the translational diffusion time, the less pronounced will
be this difference, and the diffusion coefficient could be correctly
determined (as shown in Section S5, Figure S2).

Small Differences in Translational Diffusion Time
between eGFP Monomers and Tetramers Could Be
Measured in Live Cells by fFMI. In order to assess the
precision of the fFMI system, its capacity to measure small
differences in translational diffusion time was probed using live
U-2 OS cells expressing monomeric or tetrameric eGFP, eGFP,
or eGFP4, respectively (Figure 3).
fFMI could also measure subtle differences in the translational

diffusion between eGFP (Figure 3c,d) and eGFP4 (Figure 3g,h,
red pixels and bars). It showed that translational diffusion of
eGFP monomers in U-2 OS cells is rather uniform across the
cell, with an average diffusion time τD,eGFP = (2.5 ± 0.5) ms
(Figure 3c,d), whereas the translational diffusion time of eGFP4
is about two times longer, τD,eGFP4 = (5.0 ± 0.8) ms (Figure 3g,
upper cell; Figure 3h, red histogram). This difference, derived
from measurements in 10 cells in each group, is in agreement
with the theoretically expected value of 1.6 times.
fFMI also indicated cells where oligomeric forms containing

less than four eGFP molecules prevail. Such cells (Figure 3g,
lower cell) are identifiable through the shorter translational
diffusion time (Figure 3h, green histogram (lower cell) versus
the red histogram (upper cell)), higher average nuclear
concentration of fluorescent molecules, Ncorr

lcell ≈ 12 versus Ncorr
ucell

≈ 6 (Figure 3f), and wider distribution of diffusion times (Figure
3h, green histogram, versus Figure 3d). Lower size oligomers can
occur due to degradation processes. While eGFP is not
efficiently degraded by proteinases, the flexible linker is, due
to the specific construction of the plasmid where each eGFP
sequence is preceded by an ATG start codon.

Mapping the Heterogeneous Distribution and Dy-
namics of Molecules in Live Cells by fFMI. Having

Figure 3. Spatial distribution of molecular numbers and diffusion time maps in live U-2 OS cells expressing monomeric or tetrameric eGFP. (a) 18.0
megapixel DSLR image of a spot-wise illuminated U-2 OS cell expressing monomeric eGFP. (b) Spatial distribution of molecular numbers (Ncorr)
across an optical section in the cell, with slight eGFP accumulation in the nucleus. (c) eGFP diffusion times (τD) across the same section as in (b). (d)
The corresponding τD distribution histogram shows that eGFP mobility inside the cell is rather uniform, τD = (2.5 ± 0.5) ms. (e) DSLR image of two
cells expressing eGFP4, acquired as described in (a). (f) Molecular numbers (Ncorr) map reveals eGFP4 prevalence in the cytoplasm. (g) eGFP4
diffusion time map in two adjacent cells. In the upper cell, the average diffusion time, τD = (5.0 ± 0.8) ms, is two times longer than the diffusion time
measured for eGFP in (d). This is in agreement, within the experimental error, with the expected theoretical difference of 1.6 times. In the lower cell,
where eGFP4 degradation was observed, the average nuclear concentration was higher than in the upper cell, Ncorr

lcell ≈ 12 versus Ncorr
lcell ≈ 6; τD was the

same as in cells expressingmonomeric eGFP, and a wider distribution of diffusion times ((h), green histogram, versus (d)) was observed. (h) Diffusion
time distribution histograms in the upper (red) and the lower (green) cell shown in (g).
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established that fFMI can measure small differences in
translational diffusion between cells that express uniformly
diffusing molecules of different size, we assessed its capacity to
map the heterogeneous distribution and nonuniform dynamic
behavior of a molecule in the same cell (Figure 4). We have
therefore chosen the glucocorticoid receptor (GR), a tran-
scription factor for which the heterogeneous distribution and
complex intracellular dynamics are well established and
characterized by conventional spFCS.54−56

fFMI readily revealed the nonuniform distribution and
uneven diffusion of fluorescently tagged wild type glucocorticoid
receptors (eGFP-GRwt) in the cytoplasm of untreated U-2 OS
cells (Figure 4a−d), showing that eGFP-GRwt concentration in
the periphery is lower, Navg

pnr ≈ 1.25, and its diffusion time is
shorter, τD

per = ≈(0.8 ± 0.2) ms, than in the perinuclear region
that is enriched in intracellular membranes,Navg

pnr≈ 2.5 and τD
pnr =

(4.0 ± 0.5) ms.
As expected, treatment of U-2 OS cells with the GR agonist

dexamethasone (100 nM Dex) induced eGFP-GRwt trans-
location from the cytoplasm to the cell nucleus (Figure 4). In the
nucleus (Figure 4e−h), eGFP-GRwt partitioned into different
domains, showing both an uneven distribution of molecular
numbers (Figure 4f) and “patchy” diffusion behavior (Figure
4g), revealing domains where eGFP-GRwt motility is fast and
interactions with other molecules are scarce and/or nonspecific,
characterized by short diffusion times, as opposed to regions
where binding with higher affinities is observed; eGFP-GRwt
motion is therefore stalled, and diffusion times are longer.
Mapping Dynamic Processes in the Plasma Mem-

brane of Live Cells by fFMI. The capacity of the fFMI system
was tested for quantitative characterization of dynamic processes
in the plasma membrane. For this purpose, PC12 cells stably
transformed to express a G protein-coupled receptor (GPCR),
the wild type μ-opioid receptor fused at the N-terminal end with
eGFP (eGFP-MOP), were used to map in live cells its spatial

surface density and lateral diffusion in the plasma membrane
(Figure 5). As can be seen, the plasma membrane and the
perinuclear region, enriched with membranous structures of the
endoplasmic reticulum and the Golgi complex, could be easily
distinguished from the remaining cellular compartments and the
surroundings by fluorescence intensity imaging using the DSLR
camera under spot-wise illumination (Figure 5a). While the map
of the average number of molecules in theOVE (Ncorr) was noisy
due to low expression levels of eGFP-MOP (Figure 5b), the
translational diffusion time maps could be readily acquired,
rendering the plasma membrane and the membranous
structures in the perinuclear region clearly visible (Figure 5c).
fFMI revealed that the eGFP-MOP diffusion in the plasma
membrane (Figure 5 d, red) and in membranous structures in
the perinuclear region (Figure 5d, blue) is complex, and two
principal decay times were identified: τD1 = (1.0 ± 0.5) ms and
τD2 = (100 ± 20) ms (Figure 5d).

Mapping ex Vivo the Heterogeneous Distribution and
Dynamics of Molecules in Thick Tissue Specimen by
fFMI.While we have established that crosstalk between pixels is
not an issue for quantitative characterization of concentration
and diffusion in dilute solutions/suspensions (Figure 1f), it is
well-known that themain challenge for quantitative fluorescence
microscopy imaging of a thick specimen using multifocal optical
arrangement arises because out-of-focus light that originates
from bright structures in remote focal planes above/below the
sample plane can pass through adjacent pinholes. This increases
the background signal, i.e., reduces the SNR, and gives rise to
hazy images where the details that are normally observed in
confocal laser scanning microscopy are obscured in spinning
disk confocal microscopy.57 In order to probe the capacity of the
fFMI system to characterize dynamical processes in thick
samples, the concentration and nuclear dynamics of the
mCitrine-tagged Sex combs reduced (Scr) dimeric transcription
factor (mCitrine-(Scr)2) were investigated in salivary glands

Figure 4. Spatial distribution of molecular numbers and diffusion timemaps of glucocorticoid receptors (GR) before and upon ligand-induced nuclear
translocation in live U-2 OS cells. (a) DSLR image of a spot-wise illuminated unstimulated U-2 OS cell expressing eGFP-GRwt. (b) fFMI reveals the
spatial distribution of eGFP-GRwt numbers (Ncorr) across an optical section in the cell with their accumulation in the cytoplasm. (c) Spatial distribution
of translational diffusion times (τD) across the same section as in (b). (d) Diffusion time distribution histogram in the cytoplasm of cells shown in (c).
(e) DSLR image showing eGFP-GRwt translocation to the cell nucleus after stimulation with dexamethasone. (f) Spatial distribution of molecular
numbers (Ncorr) reveals eGFP-GRwt translocation from the cytoplasm to the cell nucleus. (g) fFMImap of eGFP-GRwt diffusion times (τD), reflecting a
patchy distribution due to differences in eGFP-GRwt interactions with the surrounding molecules. (h) Diffusion time distribution histogram in the cell
nucleus shown in (g).

Analytical Chemistry Article

DOI: 10.1021/acs.analchem.9b01813
Anal. Chem. 2019, 91, 11129−11137

11134

http://dx.doi.org/10.1021/acs.analchem.9b01813


from Drosophila third instar larvae bearing in the genome a
multimeric specific binding site of Scr ( fkh250con; see Section S2
and ref 38 for details). The results are presented in Section S6
and Figure S4.

■ DISCUSSION

Spatial filtering of fluorescence, which is at the heart of CLSM, is
achieved by conjugate focal plane arrangement of optical
elements and obstruction of out-of-focus light by detection
through a pinhole. This significantly improves the SNR of
fluorescence microscopy, enabling optical sectioning and
fluorescence imaging with high spatiotemporal resolution and
single-molecule sensitivity. Advantages for biomedical research
and diagnostics brought about by confocal imaging are so
numerous that it has been stated that “. . .confocal technology is
proving to be one of the most important advances ever achieved
in optical microscopy.”58 Confocal configuration was also shown
to be critical for FCS;59,60 by reducing the size of the OVE, a
significantly smaller number of solvent molecules was observed,
which efficiently reduced the background and enhanced the
signal-to-noise ratio. This, in turn, has enabled single-molecule
detection and short measurement time. The possibility to have
multiplexed confocal arrangements of excitation and detection
pathways is therefore essential for quantitative studies of fast
dynamic processes in live cells that require high spatiotemporal
resolution and single-molecule sensitivity.
Presently available state-of-the-art instruments for massively

parallel FCSmeasurements, such as the systems described in refs
29 and 31, rely on the use of light sheet illumination and point-
wise detection via an electron multiplying charge coupled device
(EMCCD) camera29 or a SPAD matrix detector.31,36 In these
arrangements, a selected plane in the sample is illuminated at a
defined z-position by a micrometer-thin light sheet that is
perpendicular to the optical axis of the detection objective lens.
The advantage of light sheet illumination over a confocal
arrangement comes from the specific illumination of an area that
is significantly larger than the cross sectional area of the confocal
volume element. The disadvantage of light sheet illumination as
compared to multiplexed confocal arrangement comes from the
nonuniformity of the light sheet over longer distances, which
means that the area over which OVEs of the same size are
obtained is restricted. In addition, structures in the specimen
that absorb/scatter the excitation light distort the light sheet,
and the size of the OVEs is not uniform across heterogeneous
samples.29,31 To circumvent these problems in light sheet based
microscopy imaging, the sample needs to be repositioned and

precisely rotated, which is a limiting factor for the study of fast
dynamical processes. It also complicates sample preparation and
mounting, and sample preparation procedures are considerably
more complex for light sheet microscopy than for confocal
imaging.61 Such restrictions do not exist for fFMI. Here, the limit
in number of focal spots is set by the intensity of the single-beam
laser and the dark count of individual SPADs that comprise the
matrix detector.
The advantage of the SPAD matrix detectors over EMCCD

cameras primarily lies in the temporal resolution, which is
inherently low in EMCCD cameras because of the slow readout
and frame-transfer processes. At present, the temporal
resolution of EMCCDs is in the millisecond range, at best,
whereas the temporal resolution of SPADs is easily in the
microsecond and even submicrosecond range. Thus, SPAD
matrices hold the promise to significantly improve the temporal
resolution of fluorescence microscopy imaging, allowing a 100-
to 1000-times better temporal resolution. Furthermore, no
analogue measurement of voltage or current is needed for
SPADs, so no additional noise is added by the readout process.
Finally, the SPAD detector is typically less sensitive than
EMCCD to electromagnetic interference due to electro-
magnetic radiation generated by other equipment.
The disadvantage of SPADmatrix detectors over an EMCCD

stems mainly from the variability in dark count rates between
individual detectors, which gives a nonuniform SNR over an
image frame (Figure 1f). This, however, is not too big a problem
for fFMI; while differences in dark count rates affect the signal
intensity, the outcome of temporal autocorrelation analysis is
not significantly affected and the average number of molecules in
the OVE and the diffusion time could still be accurately
determined by autocorrelation analysis even though the SNR is
not exactly the same in all foci. Of course, this is only possible
when the SNR is sufficiently high in all foci. If this is not the case,
the amplitude of the autocorrelation curve becomes unreliable.
Another well-known limitation associated with SPADs is

related to afterpulsing.32,62,63 In the present camera, afterpulsing
is observed in the ACCs as a prominent and fast-decaying peak
at lag times, τ < 100 μs (Figure 2e, black; Figure 2f, green;
Section S6, Figure S4g, blue). Afterpulsing is more prominently
observed in measurements where low signal intensities were
measured, e.g., individual quantum dots (Figure 2e, black)
versus bright quantum dot agglomerates (Figure 2f, green).
However, afterpulsing-related distortion of ACCs may be
circumvented by cross-correlating the signals between two
detectors,32,62 by subtracting the contribution of afterpulsing
from the ACCs,63 and by SPAD design.64

Figure 5. Dynamic lateral organization of mu-opioid receptor in the plasma membrane. (a) DSLR image of a spot-wise illuminated PC12 cell
expressing eGFP-MOP. (b) Spatial distribution of eGFP-MOP numbers (Ncorr) across an optical section in the cell. (c) Spatial distribution of diffusion
times (τD) across the same section as in (b). (d) Corresponding diffusion time distribution histograms inside the cell (blue) and in the plasma
membrane (red).
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Despite the limitations of currently available technologies for
massive production of SPADs, which restrain the temporal
resolution and affect quantitative characterization in live cells as
discussed above, the data presented here compellingly show that
it is possible to achieve amassively parallel confocal arrangement
and quantitative confocal imaging with single-molecule
sensitivity without scanning via massively parallel FCS. This
yields quantitative confocal imaging with an unprecedented
temporal resolution, which in the present setup is 21 μs/frame.
We have demonstrated that massively parallel analysis of
fluorescence intensity fluctuations by temporal autocorrelation
and spatiotemporal cross-correlation analyses can be achieved,
yielding 1024 ACCs in about 4 s and about 24 000 CCCs in 45 s.
The use of the graphic processing unit (GPU) is a major
advantage for the calculation of CCCs, since the number of
CCCs is much larger than the number of ACCs. The FPGA
approach described in ref 30 calculates ACCs in real time, but
the memory constraints would not allow the calculation of
CCCs as well. Hence, a combination of these two approaches
will likely be the best for future applications.

■ CONCLUDING REMARKS
The quantitative, time-resolved confocal fluorescence micros-
copy imaging approach developed here retains the capacity to
perform optical sectioning and is empowered by the abolish-
ment of scanning, thus allowing simultaneous data acquisition in
all points in an image frame with a submillisecond temporal
resolution (here 21 μs/frame). It provides, with diffraction
limited spatial resolution, quantitative information about
location-specific differences in the concentration and mobility
of the molecules, which cannot be otherwise deduced. The
possibility to characterize the fast cellular dynamics of
molecules: quantitatively, nondestructively, with the ultimate
sensitivity and with unprecedented temporal resolution, enables
us to address how biomolecules are integrated via chemical
reactions and transport processes into dynamical self-regulated
networks through which emergent properties, such as gene
transcription and signal transduction, arise at the higher level of
organization and at longer spatio-temporal scales.
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Supporting Information: Functional Fluorescence Microscopy Imag-
ing. Quantitative Scanning-Free Confocal Fluorescence Microscopy 
for the Characterization of Fast Dynamic Processes in Live Cells 
Aleksandar J. Krmpot1,2, Stanko N. Nikolić1,2, Sho Oasa1, Dimitrios K. Papadopoulos3,†, Marco Vitali4, 
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1Department of Clinical Neuroscience (CNS), Center for Molecular Medicine (CMM), Karolinska Insti-
tutet, 17176 Stockholm, Sweden; 2Institute of Physics Belgrade, University of Belgrade, 11080 Bel-
grade, Serbia; 3Max-Planck Institute for Molecular Cell Biology and Genetics, 01307 Dresden, Germa-
ny; 4Sicoya GmbH, 12489 Berlin, Germany; 5Laboratory of Molecular Cell Dynamics, Faculty of Ad-
vanced Life Science, Hokkaido University, Sapporo, 001-0021, Japan; 6AlbaNova University Center, 
Royal Institute of Technology, Department of Applied Physics, 10691 Stockholm, Sweden; 7Micro Pho-
ton Devices (MPD), 39100 Bolzano, Italy; 8Department of Biosciences and Nutrition, Karolinska Insti-
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SUMMARY: Description of the software for data analysis, calculation of auto- and cross-correlation curves and image rendering 
(S1); standard solutions, auxiliary slides for instrument calibration, alignment, and cell culture (S2); optical alignment of the fFMI 
system (S3); observation volume element size determination (S4); accuracy, precision and single-molecule detection sensitivity of 
the fFMI system(S5) are given in the Supporting Information (S1-S5) together with the results obtained by imaging in thick speci-
men the transcription factor Sex Combs Reduced (Scr) in live salivary glands of Drosophila ex vivo (S6).  

S1. SOFTWARE FOR DATA ANALYSIS 

Auto-correlation and cross-correlation analysis. Raw data 
collected by the SPAD camera, consisting of 131000 frames 
acquired every 20.74 µs that yield 1024 fluorescence intensity 
fluctuation traces recorded over 2.7 s, were stored in the cam-
era’s internal memory, transferred to the computer and sub-
jected to correlation analysis to yield auto- and first- and sec-
ond-order cross-correlation curves (ACC and CCC, respec-
tively) for all 3232 pixels in an image frame. For this pur-
pose, the so-called multi-tau algorithm was used, described in 
detail elsewhere1, 2. Briefly, in the multi-tau algorithm values 

of the second order correlation function (2) ( )G   are deter-

mined on a quasi-logarithmic time scale. Each lag time () for 

which the (2) ( )G   value is calculated, is called a channel. 

The channel is thus characterized by an individual sampling 
time (the bin width) and the lag time  (the delay from the 
measurement at time 0).  The first sixteen channels form the 
first group, while all other groups consist of eight consecutive 
channels. The bin width for the first group is determined by 
the shortest counting interval of the detector, which is 20.74 
µs for the SPAD camera used. The following group has an 
individual sampling time that is twice as long, while for the 

other channels it is equal to the accumulated sampling time of 
all preceding channels plus the bin width of its group. Two 
additional variables are introduced: the so-called delayed mon-
itor Mdel defined for each channel and the direct monitor Mdir 
defined for each group. The purpose of Mdel is to accumulate 
all counts sampled in its channel, while Mdir accumulates all 
counts without delay time at a particular sampling time. 

The ACCs, Mdel and Mdir are calculated according to the fol-
lowing formulas: 
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Here, i is the lag time and 1
12i

i    is the sampling time 

for channel i. Bin width for the first group is
1 20.74 s   . 
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m and M are integers defined as /i im    and / iM T   , 

where T is the total measurement time. The number of photons 
counted over a time interval [( 1) , ]i ik k     is denoted as

( )in k  . In essence, the correlation analysis boils down to 

obtaining the sum of the products ( ) ( )i i in k n k m        

of the counted photons at time 
ik   and 

im   later, as de-

scribed by Wohland et al. 3. 

The CCCs are calculated for two SPADs of the camera desig-
nated as the "first" or "second" order neighbors of the refer-
ence pixel. For example, if the row and column of pixels a and 
b are denoted as ( )row a , ( )col a , ( )row b  and ( )col b , 

respectively, then pixels a and b are said to be "first" order 
neighbors if relationships (1) or (2) apply: (1) 

1)()(  browarow  and 1)()(  bcolacol or (2) 

1)()(  bcolacol and 0)()(  browarow . Similarly, 

for "second" order neighbors: (1) 2)()(  browarow and 

2)()(  bcolacol  or (2) 2)()(  bcolacol and 

1)()(  browarow .  

The following formula was used for the calculation of CCCs: 

 

 

                                                                                ,      (4) 

 

where ( )a in k   and ( )b in k   denote photon counts at 

time ik   for pixels a and b, respectively. 
,a delM  and 

,a dirM  are calculated according to (2) and (3) by taking the 

photon counts an  of pixel a. In analogy, 
,b delM  and ,b dirM

were calculated by taking the photon counts bn of pixel b. It is 

important to note that, in general, (2) (2)( ) ( )ab i ba iG G  , since 

the symmetry relation )()( )2()2(
ibaiab GG   only holds in the 

absence of directed motion. Thus, for each pair of pixels there 
are two cross-correlation curves, which may be different in 
case of directed molecular movement i.e. flow4. 

 

Massively parallel calculations of ACC and CCC using the 
graphics processing unit (GPU). Since fluorescence intensity 
fluctuations are independently recorded by SPADs that consti-
tute the SPC2 camera, parallel computing could be used to 
speed up data analysis by auto- and cross-correlation. For this 
purpose, the NVIDIA GeForce GTX 780 graphic card was 
used that contains 2304 Compute Unified Device Architecture 
(CUDA) cores that can run tens of thousands of independent 
tasks (threads) simultaneously. By running as many threads in 
parallel as possible, the CUDA platform enabled us to use the 
processing power of the GPU to massively parallelize data 

analysis. Using one thread to calculate the (2) ( )G   value of 

one channel for one particular pixel, the CUDA program exe-
cuted two groups of threads for ACCs calculation and forty 

groups of threads for CCCs calculation, where each group runs 
64000 threads in parallel on the GPU. This decreased the time 
required for computation of 1024 ACCs by a central pro-
cessing unit (CPU) from  210 s to  4 s by a GPU, and from 
 77 minutes (CPU) to  45 s (GPU) for the calculation of 
CCCs. 

 

fFMI image rendering. An ACC was calculated for each pix-
el. The amplitude of the ACC was estimated from the value of 
G() at  = 103.7 µs, chosen because the contribution of after-
pulsing, which decays quickly, was determined to be negligi-
ble for lag times longer than 100 µs. The average number of 
molecules in the observation volume element (OVE) was cal-
culated as N = 1/(G(103.7) – 1)), and then corrected, Ncorr = 
N/fcorr, where the correction factor fcorr = 48.1 was determined 
from calibration experiments described in subsection 3.4. The 
characteristic decay time of the ACC, which is equal to the 
average translational diffusion time (D), was determined from 
its full width at half maximum. If not otherwise indicated, 
these values are plotted in fFMI images to show the spatial 
distribution of molecular numbers (Ncorr) and translational 
diffusion times (D).   

For measurements by conventional, spFCS, the experimental 
ACCs were fitted using the analytical function for free three-
dimensional (3D) diffusion of a single chemical species and, 
where appropriate (e.g. Rh6G), triplet formation: 
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In eq. (5), G0 is the zero lag time amplitude of the ACC; N is 
the average number of molecules in the OVE; D is the aver-
age diffusion time; ߱௫௬  and ߱௭  are the radial and the axial 
radius of the OVE, respectively, where the excitation intensity 
reaches 1/e2 of its value at the center; T is the average equilib-
rium fraction of molecules in the triplet state (when not appli-
cable, T = 0); and T is the triplet correlation time, related to 
the rate constants for intersystem crossing and the triplet de-
cay. The diffusion coefficient D was determined from the dif-
fusion time using the relationship D = ߱௫௬

ଶ /4D. 

 

S2. STANDARD SOLUTIONS, AUXILIARY SLIDES 
FOR INSTRUMENT CALIBRATION, ALIGNMENT, 
AND CELL CULTURE.  

Laser grade Rhodamine 6G (Rh6G), dye content 99 % (Sig-
ma-Aldrich), DRh6G = 4.1410-10 m2 s-1, was used to prepare 
standard solutions for spFCS instrument calibration. Dilute 
aqueous suspension of yellow-green fluorescent carboxylate-
modified polystyrene nano/microspheres of different diameter: 
d = 20 nm, 100 nm (Dfs100 = 4.410-12 m2 s-1,), 200 nm, 500 
nm, 1.0 µm and 2.0 µm (FluoSpheres® Size Kit #2; Ex/Em: 
505/515) and carboxylate functionalized quantum dot nano-

delbdira

mM

k
iibia

iab MM

mknkn
mM

G
,,

1)2(

)()(
1

)(













S-3 

 

crystals, d = 20 nm, emission maxima at 525 nm (Qdot® 525 
ITK™ Carboxyl Quantum Dots), Molecular Probes, Life 
Technologies Corporation, USA, were used for fFMI instru-
ment calibration and performance characterization. For this 
purpose quantum dots/fluospheres suspension were freshly 
prepared and sonicated in an ultrasonic bath for 30 min before 
use.  

For fFMI instrument alignment, a uniform thin layer of Rh6G 
was prepared by squeezing 1 µL of concentrated Rh6G solu-
tion in water between a microscopic slide and a cover glass 
(#1.5 thickness, 2240 mm) and allowed to dry. 

Preparation of fixed muntjac skin fibroblast cells with filamen-
tous actin stained using Alexa Fluor® 488 phalloidin 
(FluoCells® Prepared Slide #6; Muntjac cells with Mouse 
Anti-OxPhos Complex V Inhibitor Protein, Alexa Fluor® 555 
Goat Anti-Mouse IgG, Alexa Fluor® 488 Phalloidin, and TO-
PRO®-3) was purchased from Molecular Probes, Life Tech-
nologies Corporation, USA and used for fFMI performance 
characterization. 

 

 Live salivary glands ex vivo. Third instar wandering Drosoph-
ila larvae expressing dimers of the Hox transcription factor 
Sex combs reduced (Scr) coupled to the mCitrine fluorescent 
protein and a multimer Scr-binding site of the fork-head en-
hancer (fkh250con), as previously described5-7, were dissected 
in phosphate buffered saline (PBS, pH = 7.4) at room tempera-
ture. The salivary glands were transferred to 8-well chambered 
cover glass (Nunc® Lab-Tek® II, Thermo Fisher Scientific, 
USA) containing 200 μL of PBS for imaging.  

 

Cell culture. PC12 and U-2 OS cells were purchased from the 
American Type Culture Collection (ATCC). PC12 cells were 
stably transformed to express the µ-opioid receptor genetically 
fused with the enhanced Green Fluorescent Protein at the C 
terminus (eGFP-MOP)8, 9 . U-2 OS cells were transiently 
transformed to express the eGFP monomer (eGFP), eGFP 
tetramer (eGFP4) consisting of four eGFP molecules covalent-
ly bound via a flexible linker, or the glucocorticoid receptor 
tagged with eGFP at the N terminus (eGFP-GRwt)

10.  

For multiplication purposes PC12 cells were cultured in colla-
gen-coated flasks using RPMI 1640 medium supplemented 
with 5 % fetal bovine serum (FBS), 10 % heat-inactivated 
horse serum, 100 U/ml penicillin and 100 µg/ml streptomycin; 
whereas U-2 OS cells were grown in the Dulbecco's modified 
Eagle's medium (DMEM) supplemented with 10 % FBS. All 
cell culture reagents were from Invitrogen, Sweden. The cells 
were maintained at 37 C in a humidified 5 % CO2 atmosphere 
and sub-cultured every 3-4 days. For FCS experiments, PC12 
cells were plated in 8-well chambered cover glass (Nunc® 
Lab-Tek® II, Thermo Fisher Scientific, USA) 2-3 days before 
the FCS experiment and grown in phenol-red free RPMI cell 
culture medium.  

The U-2 OS cells were plated in the 8-well chambered cover 
glass at a cell density of ∼10,000 cells per well one day before 
transfection. The cells were transfected with 300 ng plasmid 
DNAs for transient expression of eGFP-GRwt, eGFP monomer 
or eGFP4 tetramer using 2.6 µL Lipofectamine 2000. Three 
hours after transfection, the cell culture medium was replaced 
by a fresh medium supplemented with 10 % FBS. The trans-

fected U-2 OS cells were then cultured for 21 hours and sub-
jected to FCS measurements. All FCS experiments were per-
formed at room temperature.  

In order to induce eGFP-GRwt nuclear translocation, U-2 OS 
cells were treated with 100 nM Dexamethasone (Dex), pur-
chased from Sigma (St.Louis, MO, USA). 

 

S3. OPTICAL ALIGNMENT OF THE fFMI SYSTEM 

To align the illumination and detection matrices, the dried 
Rh6G sample was illuminated and the spot-wise image was 
recorded using the DSLR camera. The pitch of the illumina-
tion matrix was adjusted by translating the DOE along the 
beam axis (Fig. 1 a). Thereafter, light was directed to the 
SPAD camera attached to the other side port of the micro-
scope. Photon counts were observed in all SPADs in real time 
using a software routine specially designed for this purpose. 
By moving the focusing lens (Fig. 1 a) in the plane perpendic-
ular to the laser beam the lateral position of the illumination 
matrix was adjusted until the signal was maximized in all 
SPADs simultaneously, indicating that the system is well 
aligned (Fig. S1 a).  

 
Figure S1. Optical alignment of the fFMI system. a) Image 
of dried Rh6G obtained using the SPAD matrix detector when 
the fFMI system is well aligned. b) Image of dried Rh6G ob-
tained using a deliberately misaligned fFMI system, where the 
illumination and detection matrices are shifted three rows be-
tween one another. c) Image of dried Rh6G acquired using a 
deliberately misaligned fFMI system, where individual illumi-
nation spots fall between individual SPADs and the 0th-order 
maximum, which in a well aligned system is not visible as it 
falls between the central pixels, is captured in the red pixel 
(17,16). d) Dark count rate distribution in the SPAD camera. 

 

In order to verify that the illumination and detection matrices 
overlap, we show here two examples of deliberate misalign-
ment: (1) when there is a mismatch of three rows between the 
illumination and detection matrices (Fig. S1 b); and (2) when 
the zero-order diffraction spot, which normally is not visible 
as it falls between the central SPADs on the SPAD matrix 
detector, is deliberately visualized in pixel (17, 16) (Fig. S1 c, 
red pixel). Since all illumination spots in the latter case fall 
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between the SPADs, the signal recorded in all other SPADs is 
very low (Fig. S1 c, blue) and the measured intensity is at the 
level of the detector dark count (Fig. S1 d). 

 

S4. OBSERVATION VOLUME ELEMENT SIZE  

To determine the OVE size, a suspension of fluospheres, d = 
100 nm, with a known diffusion coefficient (D = 4.410-12 
m2s-1)11, was used as a calibration standard. The spatial distri-
bution of diffusion times was mapped (Fig. S2 a), and the cor-
responding histogram of diffusion time distribution was ob-
tained (Fig. S2, b), yielding an average diffusion time D = 
(3.7  1.1) ms.  

 
Figure S2. Observation volume element size. a) Diffusion 
time map recorded in an aqueous suspension of fluospheres, d 
= 100 nm. b) Corresponding histogram of diffusion times dis-
tribution. The  average diffusion time was determined to be D 
= (3.7  1.1) ms. c) Histogram of lateral radius size distribu-
tion, ߱௫௬ = (255  40) nm. d) Average ACC across all pixels 
(black squares) and the fitted ACC (red). e) Histogram of axial 
radius size distribution, ߱௭ = (1.1  0.2) µm.  f) Histogram of 
effective volume size distribution, Veff = (0.36  0.17)10-15 l. 

 

The lateral radius size was then calculated for each OVE using 
the relationship D = ߱௫௬

ଶ /4D, i.e. ߱௫௬
ଶ  = 4DD, yielding a map 

of lateral radii size (data not shown) and the average size of 
the lateral radius was determined from the histogram of lateral 
radius size distribution, ߱௫௬	= (255  40) nm (Fig. S2 c). 

 To determine the axial radius, an average ACC across the 
SPAD matrix was generated (Fig. S2 d, black squares) and 
fitted using a theoretical equation that is analogous to equation 
(5), where detector afterpulsing visible at lag times D < 40 µs 

was represented by an exponential decay term (Fig. S2 d, red 
curve). Fitting yielded the diffusion time, D = (3.7  1.1) ms 
and the axial to lateral structure parameter ratio, ߱௭ /߱௫௬	= 
4.28. Using this value and the average lateral radius size, the 
axial radius size was determined to be ߱௭	= (1.1  0.2) µm 
(Fig. S2 e). 

 Finally, the effective volume was calculated Veff = 
ଷ/ଶߨ ∙ ߱௫௬

ଶ ∙ ߱௭  for each pixel (data not shown), and the aver-
age effective volume of the OVE was determined from the 
histogram of effective volume size distribution, Veff = (0.36  
0.17)10-15 l (Fig. S2 f).  

 

S5. ACCURACY, PRECISION AND SINGLE-
MOLECULE DETECTION SENSITIVITY OF THE 
fFMI SYSTEM 

While diffusion times can be determined with great precision 
and the diffusion coefficients obtained by fFMI agreed well 
with values determined by spFCS and with theoretically calcu-
lated values (Fig. S3 a), the distribution of diffusion times 
measured in the suspension of fluospheres is somewhat broad 
(Fig. 1 e) for several reasons. Most notably, the fluospheres 
suspension contains, despite prolonged sonication, not only 
individual fluospheres but also some agglomerates, which are 
now more readily detected since we examine 1024 OVEs sim-
ultaneously. Furthermore, the intensity of the incident light in 
individual foci is rather weak, estimated to be 1/1024 of the 
intensity measured at the microscope objective (18.9 mW) 
reduced by 20 % to account for the intensity of the zero-order 
diffraction peak. Consequently, the autocorrelation curves are 
somewhat noisier. Finally, the diffusion time is determined by 
reading out the full width at half-maximum from the experi-
mentally derived ACCs, which are noisy, rather than from the 
fitted theoretical ACCs. 

 In comparison to diffusion times, the amplitude of the au-
tocorrelation curve determined by the fFMI and the spFCS 
differed considerably (Fig. S3 b).  

 The difference in the amplitudes of ACCs arises primarily 
due to differences in the signal-to-noise-ratio (SNR) between 
the fFMI and the spFCS systems. The primary contributor to 
lower SNR ratio in the fFMI system is the dark count rate of 
individual SPADs, which for most SPADs comprising the 
matrix detector was over 1000 counts per second for individu-
al SPAD (Fig. S1 d). and less than 250 photons per second in 
the conventional spFCS system used as a reference12. 

 Another important contributing factor is the so-called pin-
hole cross-talk, i.e. increase in the background signal arising 
due to inadvertent transmission of out-of-focus light through 
neighboring detectors. Finally, when 1024 ACCs are simulta-
neously recorded, the signal acquisition time length in the 
fFMI system is limited to 2.7 s by the internal memory of the 
matrix SPAD camera, which may restrain the underlying sta-
tistical analysis resulting in noisy ACCs. By improving these 
features, the concentration and diffusion of eGFP molecules in 
water could be characterized (Fig. S3 c–f). Here, the amplitude 
of the average ACC recorded by the fFMI system, G0,fFMI = 
1.05  0.01 (Fig.  S3 d, black), differed from the value meas-
ured by  
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Figure S3. Accuracy, precision and single-molecule detec-
tion sensitivity of the ffmi system. a) Diffusion coefficient of 
fluospheres of different diameter: d = 0.02 µm (black), d = 0.1 
µm (red), d = 0.2 µm (green), d = 0.5 µm (blue), d = 1.0 µm 
(cyan) and d = 2.0 µm (pink), experimentally measured by 
fFMI, with respect to theoretically expected values. b) Ampli-
tudes of ACCs measured in a dilute suspension of fluospheres, 
d = 100 nm, by fFMI (squares) and spFCS (open circles). For 
all concentrations tested, the amplitude measured by spFCS 
was 48.1 times larger than the amplitude by fFMI, as deter-
mined from the ratio of slopes of the regression equations: y = 
(0.189  0.005)x, for fFMI, and y = (9.1  0.4)x, for spFCS, 
yielding the correction factor fcorr = 9.1/0.189 = 48.1. The 
fFMI and spFCS measurements were performed at comparable 
excitation intensities (14.8 µW at the microscope objective 
lens in spFCS). Background correction was not applied. Box: 
c) Spatial map of amplitudes (G0) acquired by fFMI in a (18.5 
 0.4) nM solution of eGFP in water (eGFP concentration was 
determined by the spFCS system). d) Individual ACCs ac-
quired by fFMI in the same sample described in i). The ampli-
tude G0 of the average ACC (solid black) was G0,fFMI = (1.05  
0.01). e) Spatial map of translational diffusion times acquired 
by fFMI in the same sample described in c). f) Corresponding 
histogram of translation diffusion time distribution. Gaussian 
fitting yields translational diffusion time for eGFP in water, 
D.eGFP = (110  30) µs. In c)–f), the inter-pixel distance was 
increased using a 1616 DOE and every other detector on the 
next generation SPAD camera. Signal acquisition time was 
four times longer, as the number of simultaneously acquired 
ACCs was reduced from 1024 to 256. 

spFCS, G0,spFCS = 1.26  0.01, 4.9 times (fcorr = 4.9). Similarly, 
the translational diffusion times, D,fFMI = (120  30) µs and 
D,spFCS = (85  3) µs, yield, after correction for differences in 

the observation volume area size (߱௫௬,௦ிௌ
ଶ  = 0.042 µm2 and 

߱௫௬,ிெூ
ଶ  = 0.054 µm2), diffusion coefficient values that agree 

within the experimental error (DspFCS = (1.2  0.1)10-10 m2s-1 
and DfFMI = (1.1  0.1)10-10 m2s-1). Importantly, these values 
agree also with literature values, DeGFP = 0.9510-10 m2s-1 13. 

 

S6. IMAGING THICK SPECIMEN USING fFMI  

While we have established that crosstalk between pixels is not 
an issue for quantitative characterization of concentration and 
diffusion in dilute solutions/suspensions (Fig. 1 f), it is well 
known that the main challenge for quantitative fluorescence 
microscopy imaging of thick specimen using multi-focal opti-
cal arrangement arises because out-of-focus light that origi-
nates from bright structures in remote focal planes 
above/below the sample plane can pass through adjacent pin-
holes. This increases the background signal, i.e. reduces the 
SNR, and gives rise to hazy images where details that are 
normally observed in confocal laser scanning microscopy are 
obscured in spinning disk confocal microscopy 14. In order to 
probe the capacity of the fFMI system to characterize dynam-
ical processes in thick samples, the concentration and nuclear 
dynamics of the mCitrine-tagged Sex combs reduced (Scr) 
dimeric transcription factor (mCitrine-(Scr)2) was investigated 
in salivary glands from Drosophila third instar larvae bearing 
in the genome a multimeric specific binding site of Scr 
(fkh250con; see Materials and Methods and15 for details). The 
obtained results are presented in Fig. S4.  

 Fluorescence intensity imaging of a polytene nucleus ac-
quired by the DSLR camera is shown in Fig. S4 a. The spatial 
map of the average number of mCitrine-(Scr)2, calculated by 
extrapolating to zero lag time the virtually noise-free G() 
values at lag time  = 5 ms, is shown in Fig. S4 b, and the cor-
responding spatial map of diffusion times in Fig. S1 c. The 
histogram reflecting the distribution of diffusion times inside 
the cell nucleus is shown in Fig. S4 d. Fluorescence intensity 
fluctuations simultaneously recorded at several different posi-
tions in the cell nucleus (Fig. S4 e, yellow, blue and magenta) 
and in the cytoplasm (Fig. S4 e, black), show that the average 
signal intensity is unchanged during the signal acquisition time 
(2.7 s), indicating that the signal is not distorted by extensive 
photobleaching. Individual ACCs acquired in different pixels 
in the cell nucleus are shown in Fig. S4 f. 

 fFMI maps of the average number of mCitrine-(Scr)2 mol-
ecules (Fig. S4 b) and their translational diffusion time (Fig. 
S4 c), clearly show that the mCitrine-(Scr)2 transcription factor 
is predominantly located in the cell nucleus (Fig. S4 b), and 
that nuclear diffusion is rather slow (Fig. S4 c and d), presum-
ably due to interactions with the multimeric specific binding 
site of Scr. Furthermore, fFMI shows that the investigated 
protein is not uniformly distributed in the cell nucleus, and 
that domains with different mCitrine-(Scr)2 concentration and 
diffusion exist. This is expected, since polytene cell nuclei 
contain 210 chromosomal copies associated together in giant 
polytene chromosomes. In the nucleoplasm, where there is no 
chromatin, the diffusion of unbound mCitrine-(Scr)2 is faster 
because its movement is not deterred by interactions with the 
DNA5, 6. 
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Figure S4. Spatial distribution of molecular numbers and diffusion time maps of transcription factor dimers in live salivary glands 
of Drosophila. a) DSLR image of a polytene cell nucleus in a live salivary gland dissected from a third instar larva of the fruit fly 
Drosophila melanogaster genetically engineered to express a mCitrine-tagged dimeric Sex Combs Reduced (Scr) transcription fac-
tor mCitrine-(Scr)2. Note that only the cell nucleus is unambiguously visible in the images, while the fluorescence intensity in the 
cytoplasm was at the level of background. b) Spatial map of molecular numbers (Ncorr) in the nucleus shown in a) (slightly shifted 
due to differences in the position of the images), shows uneven transcription factor distribution. c) Spatial map of diffusion times 
(D) reveals that transcription factor dynamic behavior is non-uniform, showing domains where fast or slow diffusion prevails. Re-
gions where slow diffusion is observed reflect transcription factor binding to chromatin, i.e. putative sites of transcriptional activity. 
d) Corresponding diffusion time histogram (pixels in rows 3-16 and columns 1-10). e) Fluorescence intensity fluctuations (photon 
counts per 20.74 µs) recorded in selected pixels in the cell nucleus (yellow, blue and magenta) and the cytoplasm (black). Time 
series collected during 2.7 s show that significant photobleaching was not observed during signal acquisition. f) Corresponding 
ACCs recorded in the selected pixels in the cell nucleus, generated by temporal autocorrelation analysis of fluorescence intensity 
fluctuations shown in e). g) ACCs normalized to the same amplitude (G() = 1 at  =103.7 µs) recorded by fFMI (blue) and conven-
tional FCS instrument used as a reference (red). The black line represents the fitting using an autocorrelation function derived for a 
model for free three-dimensional diffusion (eq. (5)).The overlap between ACCs shows that optical properties of the newly devel-
oped instrument are of high quality and that the observation volume element size is similar in both setups. 

 

On the average, the amplitudes of ACCs acquired by fFMI 
were estimated to be about 50-60 times smaller than the ampli-
tudes of ACCs acquired spFCS. (As it was not always possible 
to perform measurements on exactly the same cell using both 
systems, the difference in amplitudes was estimated at the 
population level from measurements on 10 cells in the same 
salivary gland.) This value is somewhat larger than the value 
determined for in solution measurements, fcorr = 48.1, suggest-
ing that the SNR is lower. However, the decay times of the 
ACCs acquired by fFMI (Fig. S4 g, blue) and by conventional 
spFCS (Fig. S4 g, red), agreed well, as can be seen from the 
overlap of ACC normalized to the same amplitude (Fig. S4 g), 

and ACCs acquired by fFMI showed similar value for the 
translational diffusion time, D,fFMI  D,FCS = 25 ms, as was 
obtained by fitting the ACCs obtained by spFCS using eq. 5 
(Fig. S4 g, black).  This is expected for FCS measurements in 
thick samples. Here, the amplitudes of ACCs change due to 
the uncorrelated crosstalk from deeper tissue sections, which 
increases the background and reduces the amplitude of the 
ACCs. However, the decay time of the ACCs is not influ-
enced, and the diffusion time can be correctly determined. 
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Yiqi Zhang · Milivoj R. Belić · Siu A. Chin
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Abstract Wepresent analytical andnumerical double-
periodic solutions of the one-dimensional nonlinear
Schrödinger equation and its extended versions in the
form of Talbot carpets. The breathers and rogue waves
of different orders are obtained using numerical simula-
tions, starting from the initial conditions calculated by
the Darboux transformation. To suppress undesirable
aspects of modulation instability leading to homoclinic
chaos, Fourier mode pruning procedures are invented
to preserve andmaintain the twofold periodicity of car-
pets. The novelty of this paper is analytical Talbot car-
pets for Hirota–quintic equation and ability to obtain
them dynamically by controlling the growth of the
Fourier modes. In addition, the new period-matching
procedure is also described for periodic rogue waves
that can be utilized to produce Talbot carpets without
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Science Program, Texas A&M University at Qatar,
P.O. Box 23874, Doha, Qatar
e-mail: stankon@ipb.ac.rs
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mode pruning. Tablot carpets may find future utility in
optoplasmonic nanolithography.
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waves

1 Introduction

Nonlinear Schrödinger equations (NLSEs) of different
orders continue to elicit acute attention of numerous
researchgroups around theworld, for their utility in var-
ious branches of mathematics and physics [1–8]. Here,
our attention is focused on the one-dimensional NLSEs
arising in the extension of the basic cubic NLSE up to
the fifth-order in nonlinearity and dispersions, of utility
in nonlinear fiber optics. In particular, we are interested
in the unstable solutions of thesemodelswhen themod-
ulation instability sets in.

Modulation instability (MI) is the basic nonlinear
optical process in which a weak periodic perturbation
of the fundamental pump wave produces an exponen-
tial growth of a finite number of spectral sidebands
locked to and growing at the expense of the pump
[4,5,9]. Although commonly known as the Benjamin–
Feir instability of Stokes waves, that appeared in the
1960s, the MI of the cubic NLSE debuted already in
1947, in the Bogoliubov’s work on the uniform Bose
gas [10]. It is widely believed that MI is the root cause
of the appearance of rogue waves (RWs) in nonlinear
optics. The problem is, how to systematically incorpo-
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rate the process of MI into the dynamics of generation
andobservationofRWs in theNLSEsof different types.

A convenient handle in this process is provided by
the existence of a family of exact solutions to the basic
cubicNLSE in the formofAkhmediev breathers (ABs),
Kuznetsov–Ma (KM) solitons, and the Peregrine soli-
ton, whichmay be regarded as the elementary solutions
on a finite background from which higher-order RW
solutions can be formed. In this sense, ABs seem to
be especially relevant [11,12], which can be general-
ized to the doubly periodic solutions (as well as to the
extended NLSEs). They allow for an easy systematic
buildup of higher-order breathers that can be regarded
as prototype RWs [13,14].

The complication is that these basic and higher-
order solutions represent homoclinic orbits of unstable
Stokes waves in the dynamics of cubic NLSE [15–18].
The generic long-time dynamics of modulated Stokes
waves, for example, ABs with two or more unstable
modes, is chaotic. Once the system, for a range of rel-
evant parameters and initial and boundary conditions,
enters homoclinic chaos, the predictive power of the
model diminishes. The question has even been raised
whether the chaos seen belongs to the model itself or is
induced by the numerical procedure applied [15,16].

For these reasons, a school of thought has emerged
which holds that it is not important to follow exact
dynamics of individual members of the family of exact
solutions, but to look at the statistics of RWs in the
chaotic regime [4,6,13,19,20]. Optical RWs are rare
extreme events in the fluctuation of optical fields; there-
fore, their statistical features, such as long-tailed proba-
bility distributions, should be considered as their defin-
ing features. Thus, one should proceed with the numer-
ical solution of different NLSEs with appropriate ini-
tial conditions seeded with noise of various types, and
after many runs compare the associated statistics of the
resulting field distributions with the available experi-
mental data.

In this paper, we adopt a different approach. It is our
belief that for specific applications, one still must per-
form carefully designed numerical simulations of indi-
vidual well-defined RW solutions, even when it leads
to following their dynamics deep in the chaotic region.
The general idea is to discern order from chaos. The
specific goal is to investigate the possibility of pro-
ducing Talbot carpets out of ABs of different orders,
with an eye on possible applications in nanolithogra-
phy. Such an investigation requires launching an exact

breather and following its repeated self-imaging recur-
rences for as long as possible.

Thus, we examine how AB and RW solutions may
be obtained for the NLSE and its extensions, the Hirota
and quintic equation, and used to accomplish the goal
stated. To this end, of immense importance are the ana-
lytical solutions to the NLSE that are periodic both
along the spatial and temporal axes, and can be viewed
as Talbot self-images, introduced in [12]. This study
was extended in [21,22], where the nonlinear Talbot
carpets of rogue waves were reported for the first time.
These solutions are associated with the Talbot effect,
first described in the nineteenth century [23], about the
same time the solitarywaveswere discovered.An inter-
esting feature of the nonlinear Talbot effect is that it
only displays the primary and secondary images.

The Talbot effect is a near-field diffraction effect,
observed when light beams diffract at some periodic
structure (such as gratings) and produce recurrent self-
images at equidistant planes. In-between the planes,
fractional and even fractal images are observed, lead-
ing to intricate light patterns that are called the Tal-
bot carpets. Later, the self-imaging phenomena have
been reported in many areas of physics, such as atomic
[24,25] and quantum [26] optics, waveguide arrays
[27], Bose–Einstein condensates [28,29], photonic lat-
tices [30], and X-ray imaging [31]. Talbot self-images
can even be regarded as an example of Fermi–Pasta–
Ulam recurrence [9]. Nonlinear Talbot effect from non-
linear photonic crystals was experimentally demon-
strated in [32]. An overview of the recent advances
of Talbot effect in modern science is presented in [33].

Themajor advances in this paper can be stated as fol-
lows.We present the dynamical generation of breathers
and rogue waves in Talbot carpet-like arrangements,
for the NLSE and its extensions. We calculate the first-
and higher-order breathers using Darboux transforma-
tion (DT) and extract initial conditions in a wide box
that is a multiple of the main breather’s period [34].
We invent two pruning procedures for Fourier modes,
to suppressmodulation instability that ruins the double-
periodic pattern of high-intensity peaks. We generalize
the NLSE solution formula from [12] and obtain exact
solutions for the Hirota–quintic equation. We display
a new class of solutions and analyze different mode
pruning algorithms for their dynamical stabilization.
We introduce a novel way for generating Talbot carpets
for the quintic equation on nonuniform backgrounds,
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basedon specific ratios of the breather and elliptic back-
ground periods on which the breathers ride.

The paper is organized in the following fashion. In
Sect. 2, we introduce the model of generalized NLSEs
and analyze a numerical algorithm for generating non-
linear Talbot carpets from their solutions that may or
may not require mode pruning. In Sect. 3, we pro-
vide exact solutions of the Hirota–quintic equation and
exhibit dynamical procedure for producing Talbot car-
pets for this specific extended NLSE. In Sect. 4, we
build double-periodic RWs on a dnoidal background
for the quintic equation and arrange them also in the
form of Talbot carpets. In Sect. 5, we summarize our
results.

2 Dynamical double-periodic solutions of the
extended NLSE

In this paper, we study double-periodic solutions of
the extended nonlinear Schrödinger equation, called
the quintic NLS equation (QNLSE)

iψx + S[ψ(x, t)] − iαH [ψ(x, t)]
+ γ P[ψ(x, t)] − iδQ[ψ(x, t)] = 0.

(1)

Here, the transverse variable is denoted by t and the lon-
gitudinal variable by x , while α, γ and δ are arbitrary
real numbers used to introduce higher-order terms. The
wave functionψ ≡ ψ(x, t) represents the slowly vary-
ing envelope that could be optical, plasmonic or other
in nature. A distinct value of Eq. (1) is that it represents
a general extension of the NLS equation to the quintic
order that includes in a consistent manner various dis-
persive and nonlinear contributions of relevance to the
propagation of pulses in fibers.

Operators S, H , P , and Q comprise the nonlinear-
ity terms and higher-order spatial dispersions. They
arise in an infinite hierarchy of NLSEs [7,8,35]. Their
expressions are as follows:

S[ψ(x, t)] = 1

2
ψt t + |ψ |2ψ, (2)

H [ψ(x, t)] = ψt t t + 6|ψ |2ψt , (3)

P[ψ(x, t)] = ψt t t t + 8|ψ |2ψt t + 6|ψ |4ψ + 4|ψt |2ψ
+6ψt

2ψ∗ + 2ψ2ψ∗
t t , (4)

Q[ψ(x, t)] = ψt t t t t + 10|ψ |2ψt t t

+30|ψ |4ψt + 10ψψtψ
∗
t t

+10ψψ∗
t ψt t + 20ψ∗ψtψt t + 10ψ2

t ψ∗
t ,

(5)

where the subscripts t [and x in Eq. (1)] represent the
partial derivatives. Additional terms of higher-order
dispersion and nonlinearity are required for the descrip-
tion of ultrashort pulse propagation through optical
fibers [2,36–39].

The third-order term (Hirota) is used to explain the
generation of supercontinuum [5] and pulse-deforming
phenomena in fibers [40]. The fourth-order
(Lakshmanan–Porsezian–Daniel) operator appears in
the analysis of Heisenberg spin chains [35]. The fifth-
order dispersion (quintic) is noticeable in laser experi-
ments with ultrashort pulse duration (below 20 fs) [41].

When α = γ = δ = 0, Eq. (1) reduces to the well-
known cubic NLSE, which is the fundamental equa-
tion of nonlinear optics [4,9,20,42,43]. If only α �= 0,
we deal with the Hirota equation [44–47]. In case of
nonzero α and δ with γ = 0, we talk about Hirota–
quintic equation.

Various solutions of the QNLSE, such as soli-
tons [48,49], breathers [49,50], and RWs [51], have
been discussed in the literature. It is well known that
breathers and solitons of arbitrary order can be obtained
analytically using the DT technique. These solutions
are single periodic: breathers along t , and solitons along
x direction. Single-periodic NLSE solutions, such as
ABs, can be utilized to dynamically construct nonlin-
ear Talbot carpets, which are also intimately connected
with the double-periodic solutions of NLSE.

The period of an AB (first order or higher order)
is determined by the single parameter a < 0.5 of the
solution [9]:

L = π√
1 − 2a

. (6)

The initial condition for dynamical generation is
derived from exact AB solutions at a certain value of
the evolution variable x = x0, using Darboux transfor-
mation [52]. Here, it is essential to adjust the size of
the transverse box (t1, t2) to an integer multiple M of
the fundamental breather’s period and apply periodic
boundary conditions,

ΔT = t2 − t1 = ML . (7)
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Fig. 1 Double-periodic numerical solutions, made of the first-
order NLSE breathers (α = γ = δ = 0), using the pruning
procedure in FFT. The breather parameter is a = 0.36. a One

breather in the box, no pruning. b Its spectrum. c Three breathers
(3 periods) in the box, with the pruning. d The corresponding
spectrum

Numerical solutions of NLSEs in this paper are
obtained using the second-order split-step fast Fourier
transform (FFT) method. When the box size is exactly
equal to the breather’s fundamental period L , the
Fourier harmonics form the basic set of spatial frequen-
cies

S1 = {
ω j = jΩ; | 0 ≤ j < N

}
, (8)

where Ω = 2π/L is the mode spacing and N the total
number of modes. The mode growing out of this basic
set will be the stable fundamental breather mode. How-
ever, if the box is larger (M > 1), the fundamental

mode andmode spacings are smallerΩM = Ω/M , and
Fourier modes form a new set SM with a larger num-
ber of modes (NM). All modes from SM that are not
elements of S1 exponentially grow from infinitesimal
amplitudes, owing to modulation instability. Now, the
modes from S1 are also under MI and grow exponen-
tially, but they interfere constructively and only form
the fundamental AB mode.

The key point in generating nonlinear Talbot carpets
is to suppress the undesirable unstable Fourier modes.
This can be achieved in different ways. In the simplest,
after each numerical iteration one simply eliminates the
unstable subharmonics, leaving only the ones responsi-
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Fig. 2 Dynamical generation of Talbot carpet from the first-
order breathers using a DT initial condition, with a = 0.36 and
M = 5. a A failed attempt, due to MI. b The corresponding
Fourier spectrum, displaying loss of Talbot periodicity due to

the exponential growth of non-quintuplet modes. c Successful
generation of the Talbot carpet using the pruning procedure. d
Fourier spectrum after the pruning is applied

ble for the formation of the fundamental AB (labeled as
0, ±M ,±2M , ±3M , etc). It effectively eliminates MI.
The procedure is illustrated in Fig. 1. Although quite
drastic, it apparently works. The other ways include
suppressing the unstable modes selectively and to a
degree.

In Fig. 1a, we show numerical evolution of the first-
order Akhmediev breather (a = 0.36) when the box
size is equal to the breather’s period (M = 1). One can
see that the intensity peak at t = 0 is repeated along x-
axis at the Talbot periods, forming a stable mode. This
peak is consecutively shifted for half a period along
t-axis, forming the secondary Talbot image at half the

Talbot period. The corresponding Fourier spectrum is
shown in Fig. 1b. Next, we calculate the same breather
over three periods (M = 3). We apply the simple
pruning algorithm to Fourier modes, setting all unsta-
ble mode amplitudes to zero except the triplet modes,
indexed as 0, ± 3, ± 6, ± 9, and so on. The result is an
extended Talbot carpet with alternate shifting of inten-
sitymaxima along x- and t-axes, as presented inFig. 1c.
The spectrum of the triplet mode amplitudes is shown
in Fig. 1d.

In Fig. 2, we display how the simple pruning tech-
nique actually works. We again choose the first-order
breather with a = 0.36 and set the numerical box to
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Fig. 3 Same as Fig. 1 but with Gaussian pruning. a The carpet. b Its spectrum. The modes at the bottom are the suppressed unstable
modes

be exactly five times the breather’s period: M = 5.
In this case, the AB will be formed by the modes
A0, A5, A10, . . . , A5m . If the pruning algorithm is not
applied, the chaotic behavior ruins the carpet after just
one full Talbot cycle, as shown in Fig. 2a. This is the
MI in action: The unstable modes grow exponentially
and prevent the homoclinic orbit (the initial AB mode)
from returning to itself after more than one cycle. This
is clearly observed in the buildup of Fourier spectrum
of all modes (Fig. 2b), which destroys the spatial Tal-
bot periodicity. Note that after the full cycle, another
displaced AB appears but not at half-cycle, interacting

Fig. 4 Double-periodic numerical solution of NLSE, made of
the second-order breathers, having a = 0.41. The box contains
5 breather’s periods. The solution is obtained using the pruning
procedure

with the full mode. As a result of this interaction, or
beating of the two modes, two second-order ABs (that
can be regarded as the second-order RWs) are formed
around x = 45, which constitutes the normal channel
for the production of RWs throughMI. However, when
the pruning procedure is applied, all non-quintuplet
modes are killed after each iteration. Effectively, the
procedure prevents the orbit to wander in the homo-
clinic tangle, forcing it to stick to itself and return back
to the starting point. The result is the perfect nonlinear
Talbot carpet (Fig. 2c), with the perfect Fourier spec-
trum (Fig. 2d).

In Fig. 3, we illustrate the Gaussian pruning algo-
rithm, in which the unstable modes are not eliminated
completely but suppressed by a Gaussian factor. Thus,
the unstable modes are multiplied by a Gaussian factor
that depends on their strength: When weak, they are
allowed to grow; but the more they grow the more they
are suppressed. Effectively, they can grow only up to a
certain level, determined by the Gaussian distribution.
In Fig. 3b, the unstable modes, visible at the bottom
of the figure, cannot grow above the level of approxi-
mately 10−9.

In Fig. 4, we present the nonlinear Talbot carpet con-
sisting of the second-order breathers with consequently
higher peak intensity. It can be regarded as a carpet
composed of rogue waves. The box size is five times
the fundamental breather period, having a = 0.41.
This breather contains two unstable modes. Initial con-
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ditions were derived from DT along a line passing
through the breather’s maximum. As in the previous
figures, the simple pruning algorithm was used, which
left only the quintuplet Fourier modes intact.

Obtaining Talbot carpets composed of the third-
order ABs required tedious mode elimination proce-
dure, due to inherent instability of such solutions and
lowprobability of the triple collisions of breather’s con-
stituents in the xt-plane. No effective pruning algo-
rithm could be devised yet, although different mode
pruning techniques produced nonuniform carpets of
extended stability. We are actively engaged in this
investigation, and hope to resolve the issues in a future
publication.

3 Talbot carpets for the Hirota and Hirota–quintic
equation

A family of double-periodic solutions of NLSE that
include Jacobi elliptic functions (JEFs) is presented in
[12] and in Eq. (6) of [21]. Here, we report the gener-
alization of this expression to the exact solution of the
Hirota–quintic equation:

ψ(x, t)

= k√
2

A(x, t) · dn ( kx
2 , g = 1

k

) + i
k sn

( kx
2 , g = 1

k

)

1 − A(x, t) · cn ( kx
2 , g = 1

k

) ·

· eix/2,
(9)

where

A(x, t)

=
cn

(√
k

(
t + 2αx + (

4 − 1
2k

2
)
δx

)
, g =

√
k−1
2k

)

√
1 + k

(10)

g is the elliptic modulus, m = g2 is the elliptic modu-
lus squared, and k is a positive real constant. The JEF
functions sn(x, g), cn(x, g), and dn(x, g) are all peri-
odic, with the periods 4K , 4K , and 2K , respectively,
where K (m) = ∫ π/2

0 dθ/
√
1 − g2sin2θ is the com-

plete elliptic integral of the first kind. Therefore, solu-
tions described in Eq. (9) are periodic in both t and x
directions for any k > 0. They allow the formation of
Talbot carpets for the extended NLSE, up to the fifth-
order dispersion.

We use analytical solution from Eq. (9) to dynam-
ically generate Talbot carpets for the Hirota equation
(α �= 0, γ = δ = 0). We calculate initial conditions
for numerics at some particular x value using Eq. (9).
However, the numerical algorithm is different from the
basic NLS equation. Since we have 6|ψ |2ψt terms in
the H operator, comprising both dispersion and nonlin-
earity in a single term, it is not convenient to use FFT.
Instead, we use a finite difference method to calculate
derivatives and the fourth-order explicit Runge–Kutta
method for the evolution of the wave function.

In Fig. 5a, we show a failed attempt to dynamically
generate Hirota Talbot carpet (α = 0.2712, γ = δ = 0,
and k = 1.7286). The box is exactly equal to 10 peri-
ods along the t-axis. At x ≈ 25, modulation instability
starts to ruin the carpet, leading to chaotic behavior
of the modes. The intensity peaks are smeared and of
lower intensity, since the unstable modes increase their
amplitudes during evolution. To overcome the influ-
ence of MI, after each few iterations we perform the
FFT ofψ(x, t) and then set the amplitudes of all modes
to zero, except for the modes with indices 0, ±10,
±20, ±30, etc. In this manner, modulation instabil-
ity is suppressed and Talbot carpet produced, as shown
in Fig. 5b. The numerical solution obtained in this way
is equal to the analytical one, all the way to the total
calculation time (x = 60).

In the next example, we exhibit analytical Talbot
carpets of the Hirota–quintic equation, having γ = 0
and k = 1.772. No pruning is needed here. In Fig. 6a,
we show Talbot carpet obtained for α = −0.2712 and
δ = −0.1. In general, the breathers are tilted. One can
infer that the tilt of each breather-like structure to the
right is caused by the negative signs of quintic parame-
ters. If signs of α and δ are changed, identical intensity
patterns will be produced, but with the tilt in the oppo-
site direction (Fig. 6b). If α and δ have different signs,
thenHirota and quintic termswill tend to tilt and stretch
intensity maxima in different directions. For the given
values of α and δ, one can balance the action of H and
Q operators, and obtain a solution that satisfies both
the NLSE and Hirota–quintic equations. This condi-
tion is met when the coefficient which multiplies x in
Eq. (10) is set to zero: 2α+(4−k2/2)δ = 0. From this
expression, for α = −0.2712 and k = 1.772, one can
calculate δ = −4α/(8 − k2) = 0.2232. The solution
so found is straight Talbot carpet, as shown in Fig. 6c.
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Fig. 5 Hirota Talbot carpet (numerical evolution) with 10 peri-
ods in a box. Initial conditions are given by analytical expression
(9), withα = 0.2712, γ = δ = 0 and k = 1.7286. aNormal evo-

lution of the initial breather, with MI included. b Talbot carpet,
with the pruning procedure applied

Fig. 6 Talbot carpet of Hirota–quintic equation (γ = 0 and k = 1.772). Parameters are: a α = −0.2712 and δ = −0.1, b α = 0.2712
and δ = 0.1, c α = −0.2712 and δ = − 4α

8−k2
= 0.2232

Fig. 7 Quintic Talbot carpet made of the second-order breathers
that arematchedmutually and to the dnbackgroundwave. Param-
eters: c = 1, α = −0.03, γ = −0.0614, δ = 0.7: am = 0.1192,

ν1 = 0.92, ν2 = 0.83, q = 9. b m = 0.0505, ν1 = 0.92,
ν2 = 0.8104, q = 8
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4 Double-periodic rogue waves of the quintic
equation using period-matching procedure

In this section, we discuss the numerical procedure for
generating double-periodic RW solutions of the quintic
equation (α �= 0, γ �= 0, δ �= 0). These are basically
higher-order breathers obtained by the Darboux trans-
formation technique, when one sets JEFs as the starting
seed solutions ψ0(x, t). Being doubly periodic, they
can appear in the form of Talbot carpets. Hence, no
pruning procedure is necessary, owing to the extensive
and very precise periodmatching that ensures construc-
tive nonlinear interference of modes and prevents the
growth of unstable sidebands. Only the fundamental
double-periodic RW mode can grow. This is similar to
the generation of the stable AB in Fig. 1, where also no
pruning was necessary.

The discussion here leans a lot on the results
obtained in [53].We choose the dn function as the back-
ground [7,8,53]:

ψ0(x, t) = ceiφxdn (ct + vx,m) , (11)

with φ = 1
2 (2 − m) c2 + γ c4

(
6 − 6m + m2

)
and v =

(2 − m) αc3 + δc5
(
6 − 6m + m2

)
. Next, we calculate

an arbitrary-order breather on the elliptic background,
using the procedure described in detail in [53].

As shown in Sect. 5 of [53], the matching of the
higher-order breather period TB to the period of the dn
background Tdn may lead to the appearance of periodic
RWs. This means that the ratio of periods q = TB/Tdn
should be a positive integer. In addition, it is also needed
to match the periods TB1, . . . , TBK of the DT con-
stituents that form a K th-order breather (TBj = TB1/j ,
for j = 2, . . . , K ) with the background. An intricate
period-matching procedure ensues, which leads to a
Talbot carpet of periodic RWs that requires no prun-
ing.

Two examples of the quintic Talbot carpets, consist-
ing of the second-order breathers, are shown in Fig. 7.
We take c = 1, α = − 0.03, γ = − 0.0614, and
δ = 0.7. We use expressions from [53] to calculate
m = 0.1192, ν1 = 0.92, and ν2 = 0.83, leading to
q = 9 and TB2 = TB1/2. Here, ν1 and ν2 are the eigen-
values of the first two unstable modes, according to the
DT. We get the double-periodic rogue wave shown in
Fig. 7a. Similarly, we take the second set of values:
m = 0.0505, ν1 = 0.92, and ν2 = 0.8104, and obtain

q = 8. The result is another quintic Talbot carpet, seen
in Fig. 7b.

5 Conclusion

In this paper, we have presented dynamical procedure
for generating Talbot carpets from the solutions of gen-
eralized NLSEs, consisting of the first- and second-
order breathers. We have shown that to this end, it is
necessary to calculate the initial wave for numerics
using DT, and to set the transverse box size equal to
an integer number of breather periods.

We have introduced two pruning algorithms, by
which unstable Fourier modes that produce modula-
tion instability and may ruin the carpet are eliminated
or suppressed (except the ones building the fundamen-
tal breather).

We have next displayed new exact Talbot carpet
solutions of the Hirota–quintic equation, which is a
generalization of the NLSE resulting from a consistent
Taylor expansion of dispersive and nonlinear terms.We
have analyzed how the three parameters in the equation
affect intensity distributions in the carpet. We pointed
out that for particular combination of the parameter
values, common solutions of both NLSE and Hirota–
quintic equation can be obtained.

In the end, we applied the analysis from our previous
work to generate doubly periodic rogue waves of the
quintic equation.Weused an extensive periodmatching
of higher-order breathers and an elliptic background
on which the breather is constructed, to produce rare
periodic RWs which obliviate the need for using the
pruning procedure to suppress MI.

We believe that various Talbot carpet solutions of
extended nonlinear Schrödinger equations (up to the
fifth-order dispersion) can find applications within the
broad class of self-imaging phenomena and possibly
for nano-photonic lithography. An interesting exten-
sion of this work is to invent pruning techniques that
are amenable to experimental generation of modes in
fibers, in which only the adverse effects of MI are sup-
pressed.
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OI171006 of the Serbian Ministry of Education, Science and
Technological Development and project No. 18-11-0024 of the
Russian Science Foundation. M.R.B. acknowledges support by
the Al-Sraiya Holding Group.

Open Access This article is distributed under the terms of
the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits
unrestricted use, distribution, and reproduction in any medium,
provided you give appropriate credit to the original author(s) and
the source, provide a link to the Creative Commons license, and
indicate if changes were made.

References

1. Kivshar, Y.S., Agrawal, G.P.: Optical Solitons. Academic
Press, San Diego (2003)

2. Agrawal, G.P.: Applications ofNonlinear FiberOptics. Aca-
demic Press, San Diego (2001)

3. Fibich, G.: The Nonlinear Schrödinger Equation. Springer,
Berlin (2015)

4. Dudley, J.M., Dias, F., Erkintalo,M.,Genty,G.: Instabilities,
breathers and rogue waves in optics. Nat. Photon. 8, 755
(2014)

5. Dudley, J.M., Taylor, J.M.: Supercontinuum Generation in
Optical Fibers. Cambridge University Press, Cambridge
(2010)

6. Solli, D.R., Ropers, C., Koonath, P., Jalali, B.: Optical rogue
waves. Nature 450, 1054 (2007)

7. Ankiewicz,A.,Kedziora,D.J., Chowdury,A., Bandelow,U.,
Akhmediev, N.: Infinite hierarchy of nonlinear Schrödinger
equations and their solutions. Phys. Rev. E 93, 012206
(2016)

8. Kedziora, D.J., Ankiewicz, A., Chowdury, A., Akhme-
diev, N.: Integrable equations of the infinite nonlinear
Schrödinger equation hierarchy with time variable coeffi-
cients. Chaos 25, 103114 (2015)

9. Chin, S.A., Ashour, O.A., Belić, M.R.: Anatomy of the
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Milivoj R. Belić · Siu A. Chin
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Abstract We investigate the generation of breathers,
solitons, and rogue waves of the quintic nonlinear
Schrödinger equation (QNLSE) on uniform and ellipti-
cal backgrounds. The QNLSE is the general nonlinear
Schrödinger equation that includes all terms up to the
fifth-order dispersion. We use Darboux transformation
to construct initial conditions for the dynamical gen-
eration of localized high-intensity optical waves. The
condition for the breather-to-soliton conversion is pro-
vided with the analysis of soliton intensity profiles. We
discover a new class of higher-order solutions in which
Jacobi elliptic functions are set as background seed
solutions of the QNLSE. We also introduce a method
for generating anewclass of roguewaves—theperiodic
rogue waves—based on the matching of the periodic-
ity of higher-order breathers with the periodicity of the
background dnoidal wave.
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1 Introduction

Current research on various nonlinear Schrödinger
equations (NLSEs) with different dispersion and non-
linearity terms is incredibly rich and very intense,
owing to their widespread use as mathematical models
for physical systems in diverse fields, such as plasmas,
Bose–Einstein condensates, nonlinear optics, and solid
state physics [1–6]. Solitons, the solutions of NLSEs
that keep their shapes during propagation and mutual
interactions, as a result of balance between disper-
sive and nonlinear terms, are of special interest [4,6–
10]. The properties revealed by the propagation and
interaction of solitons play a vital role in developing
many applications [11,12]. Therefore, it is important
to find new soliton solutions to different physical mod-
els based on NLSEs and to study their properties.

In this paper, we study breathers, solitons, and rogue
waves of the extended nonlinear Schrödinger equation,
called the quintic equation

iψx + S[ψ(x, t)] − iαH [ψ(x, t)]
+ γ P[ψ(x, t)] − iδQ[ψ(x, t)] = 0,

(1.1)

where S, H , P , and Q are the specific operators arising
in the systematic derivation of the infinite hierarchy
of nonlinear Schrödinger equations [9,10]. They act
on the optical slowly-varying wave envelope, denoted
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by ψ ≡ ψ(x, t), and systematically take into account
increasing orders of dispersion and nonlinearity. As it
is customary in the field of fiber optics, the transverse
(temporal) variable is denoted by t and the longitudinal
(spatial) variable by x .

The nonlinear Schrödinger operator S includes the
basic second-order dispersion and Kerr nonlinearity:

S[ψ(x, t)] = 1

2
ψt t + |ψ |2ψ. (1.2)

The NLSE with only these terms present is the funda-
mental equation of nonlinear optics [13], on which the
whole edifice of higher-order NLSEs and various phys-
ical models are built. The Hirota operator H encom-
passes the third-order dispersion and the corresponding
nonlinearity [14]:

H [ψ(x, t)] = ψt t t + 6|ψ |2ψt . (1.3)

It is of importance in the generation of supercontinuum
[8] and in pulse-deforming phenomena [15]. Operator
P is called the Lakshmanan–Porsezian–Daniel (LPD)
operator and it encloses the fourth-order dispersion and
nonlinearity:

P[ψ(x, t)] = ψt t t t + 8|ψ |2ψt t + 6|ψ |4ψ + 4|ψt |2ψ
+ 6ψt

2ψ∗ + 2ψ2ψ∗
t t .

(1.4)

It arises in the analysis of Heisenberg spin chains [16].
The quintic operator Q includes the fifth-order terms:

Q[ψ(x, t)] = ψt t t t t + 10|ψ |2ψt t t + 30|ψ |4ψt + 10ψψtψ
∗
t t

+ 10ψψ∗
t ψt t + 20ψ∗ψtψt t + 10ψ2

t ψ∗
t .

(1.5)

The fifth-order dispersion cannot be neglected in laser
experiments producing ultrashort pulses, where the
pulse duration reaches below 20 fs [17].

In Eq. (1.1), we follow the convention adopted in
[16], calling the equation quintic and assuming that all
three real parameters: α, γ and δ are in general nonzero
(this is a slight change in notation as compared to [16],
in which the term “quintic” is reserved for the case of
α = γ = 0 and δ �= 0). Also, this equation is slightly
different from Eq. (1) in [18] having the same name,
but including the |ψ |4ψ term with the second-order
dispersion, rather than the fourth.

By setting all three parameters α, γ , and δ in
Eq. (1.1) to zero, the QNLSE reduces to the basic
NLSE, on which there exists a wealth of results
[4,7,12,19–21]. By extending the NLSE to a more
complex equation with variable coefficients, several

novel optical solitary waves have been found [22].
Additional higher-order dispersion and nonlinearity
terms in the NLSE are required to describe the propa-
gation of ultrashort pulses through optical fibers [5,23–
28].

Different solutions of the QNLSE, such as breathers
[29,30], solitons [29,31], and rogue waves (RWs) [32],
have been found and discussed in the literature. While
higher-order dispersion terms are needed for a more
accurate description of various propagation waves, the
H , P , and Q operators (which contain more than
just dispersion terms) were introduced based on the
paramount concern of integrability. How best to choose
the values α, γ and δ for a better, yet integral, descrip-
tion of any physical system remains an on-going pro-
cess [9,16]. The aim of this work is to explore the
impact of these higher-order nonlinear operators on
breathers, solitons and rogue waves. The current work
is an initial mathematical investigation rather than a
final physicalmodeling.But, now that extensive numer-
ical computations of these higher-order terms are avail-
able, we are in position to help experimenters in deter-
mining the optimal values ofα, γ and δ for any physical
system of interest.

The primary contributions of this work can be sum-
marized as follows: (1) We presented the procedure for
dynamical generation of high-intensity breathers and
RWs on uniform background, based on the Darboux
transformation (DT)method applied toQNLSE. (2)We
provided conditions for the breather-to-soliton conver-
sion in QNLSE and examined the transverse intensity
profiles of such solitons when α, γ , and δ are nonzero.
(3) We obtained new solutions of the QNLSE, when
Jacobi elliptic functions (JEFs) are used as the seed
waves in the DT scheme. (4)We discovered a new class
of RWs, the periodic rogue waves. (5) We confirmed
that the peak-height formula, introduced in [33], gives
the correct peak value for all the higher-order solutions
of QNLSE.

Some comments on the prior work are in order. Pre-
viously, the QNLSE has been analyzed as a specific
member in the infinite NLSE hierarchy of equations
[9,10]. There, new families of exact solutions have been
presented that included the dnoidal/cnoidal JEFs (for an
elementary introduction to JEFs, see [34]). The conver-
sion of the breather to a solitonwas analyzed in [16], but
for the specific case of α = γ = 0 and δ > 0. Follow-
ing similar lines to our combined analytical-numerical
procedure for the Hirota and NLSE [35–37], here we
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were able to find new solutions of QNLSE, when the
dn JEF is taken as the seed wave function in the DT
scheme. The algorithm is essentially the same as the
one introduced in [33,35] for the Hirota equation, but
the complexity of QNLSE required a more extensive
and intricate numerical procedure to attain the stated
goals. To this end, we extracted initial wave functions
from the DT applied to the QNLSE and then propa-
gated these functions to obtain dynamical propagating
RW solutions at an arbitrary x .

In the end, we demonstrated amethod for generating
recurring high-intensity structures of the QNLSE on
an elliptical background, which we call, paradoxically,
the “periodic rogue waves”. This is clearly explained in
Sect. 5. Our work generalizes the procedure previously
applied to theNLSE, as described in details in [38]. The
new insight we bring to this work is the realization that
anybreather constructed on a periodic backgroundwill,
in general, no longer be periodic. This is because the
period of the breather will generally be incommensu-
ratewith the period of the background. For higher-order
breathers, withmore than two periods, the resulting dis-
order frommore than two-wavemixingwill destroy any
periodicity, and they will therefore appear as solitary
peaks on a noisy background—that is, as commonly
understood RWs. However, by painstakingly matching
the periods of the breathers to the background, one can
resurrect the hidden periodic peaks obliterated by the
background. Therefore, a new class of RWs will be
produced, the periodic rogue waves.

This paper is organized as follows. In Sect. 2, we
analyze the basic solutions of the QNLSE and show
how higher-order breathers can be obtained numeri-
cally from the initial DT wave function. In Sect. 3, we
provide the condition for the breather-to-soliton con-
version. In Sect. 4, we present the procedure for calcu-
lating breathers and RWs on an elliptical background.
In Sect. 5, we show how to build periodic RWs on
a dnoidal background. In Sect. 6, we summarize our
results. The general DT scheme forQNLSE is provided
in “Appendix”.

2 Breather solutions of the quintic equation on a
uniform background

In this work, we evolve QNLSE numerically with a
precisely determined initial wave function so that its
intrinsic modulation instability focuses the initial wave

function into breathers andRWsof different orders. The
goal is to demonstrate that by adjusting the parameters
of QNLSE to match realistic fiber propagation prop-
erties, the initial wave functions determined appropri-
ately might be utilized in real experiments to produce
higher-order RW structures physically. To this end,
carefully chosen initial waves ψ (x0, t) at a particular
value of the propagation variable x = x0 are required,
which can be derived by specific procedures coming
from the inverse scattering theory, such as theDT.Then,
the RWs are generated dynamically, by employing con-
venient numerical algorithms to evolve the wave func-
tion ψ over the entire (x, t) grid.

Exact first-order solutions of the infinite NLSE hier-
archy are calculated in [9,10]. Here, we are interested
in the more realistic case of QNLSE (1.1) and higher-
order solutions. Thus, all the coefficients in the infinite
hierarchy multiplying the sixth and higher-order dis-
persions will be set to zero, while the initial waves will
be carefully chosen, so as to generate solutions of dif-
ferent orders. The solution procedure is as follows.

According to the inverse scattering theory of NLSE,
the first-order breather solutionψ1(x, t), characterized
by the complex eigenvalue

λ = r + iν, (2.1)

is obtained from the DT scheme having the ψ0 =
ei(1+6γ )x plane-wave seed. It is of the form:

ψ1 (x, t) =
(
1 + 2ν

G1 + i H1

D1

)
ei(1+6γ )x . (2.2)

Here:

G1 = cos (κr t + dr x) cosh (2χi )

− cosh (κi t + di x) sin (2χr ) ,

H1 = sinh (κi t + di x) cos (2χr )

+ sin (κr t + dr x) sinh (2χi ) ,

D1 = cosh (κi t + di x) cosh (2χi )

− cos (κr t + dr x) sin (2χr ) ,

(2.3)

where the wavenumbers, frequencies and other param-
eters are:

κ = 2
√
1 + λ2 = κr + iκi

χ = 1

2
arccos

(κ

2

)
= χr + iχi

d̄ = 2(α + 3δ) + (1 + 4γ )λ − 4(α + 2δ)λ2

− 8γ λ3 + 16δλ4
(
d̄ = d̄r + i d̄i

)
d = κ d̄ = dr + idi .

(2.4)
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Fig. 1 First-order breather intensity distribution in the (x, t)
plane for different values of parameters α, γ and δ. The eigen-
value is λ ≈ 0.97i . In each row, one parameter is varied
and the other two are set to zero. Top row: γ = 0, δ = 0,
α = −0.10, − 0.05, 0, + 0.05, + 0.10, from left to right. Mid-

dle row: α = 0, δ = 0, γ = −0.10, − 0.05, 0, + 0.05, + 0.10,
from left to right. Bottom row: α = 0, γ = 0, δ = −0.10, −
0.05, 0, + 0.05, + 0.10, from left to right. In each panel, the
transverse axis (horizontal) spans from t = −6.3 to 6.3 and the
propagation axis (vertical) from x = −2.5 to 2.5

One can see that ψ1 is periodic in the transverse
direction (with the imaginary part of the eigenvalue 0 <

ν < 1), i.e., it represents a breather. The frequency ω

and the period L are solely determined by the imaginary
part of the eigenvalue:

ω = 2
√
1 − ν2, L = π√

1 − ν2
. (2.5)

In Fig. 1, we show the first-order breathers with
purely imaginary eigenvalues, to depict the influence
of the QNLSE parameters α, γ and δ on the intensity
distribution of ψ1 in the (x, t) plane. In the top row,
we varied parameter α from − 0.1 to + 0.1, keeping
γ = 0 and δ = 0. Analogously, in the middle (bottom)
row, we changed only γ (δ) value. One can see that the
larger absolute value of α introduces the bigger skew of
the breather, while the sign of α determines to which
side the breather is tilted. The parameter γ does not
introduce the skew, but extends (γ < 0) or compresses
(γ > 0) the breather along the evolution x-axis. As for
δ, it also skews the breather (but stronger than α) and
narrows its intensity profile. These observations also
hold for the breathers on nonuniform backgrounds and
for higher-order breathers (i.e., RWs) that will be cov-
ered in the next sections. These, as it will be seen, can

be calculated via a recursive DT scheme using the same
seed for a given set of eigenvalues.

In order to create the N th-order QNLSE breather
dynamically, we have to preserve the fundamental peri-
odicity of ψ1 and thus choose periodic boundary con-
ditions in numerics. The details of the procedure are
given in [33,35]. Now, there are N eigenvalues, and
we assume that initially each of these eigenvalues is
purely imaginary λ j = iν j . We choose the eigenvalues
such that the higher-order frequencies are equal to the
integer multiples of the first-order frequency:ω j = jω
(ν1 ≡ ν, ω1 ≡ ω). It follows:

λ j = iν j = i
√
j2ν2 − ( j2 − 1) for 2 ≤ j ≤ N .

(2.6)

The procedure is to take the initial ν, calculate other
eigenvalues using the last equation and apply the DT, to
calculate the appropriate initial wave condition across
the transverse t-axis. That wave is then evolved numer-
ically, starting from some value of x before the desired
peak of the rogue wave and ending well past the peak.
For numerical integration, we use a finite difference
method, to calculate the derivatives up to fifth-order
and the fourth-order explicit Runge–Kutta method for
the evolution of the wave function. Due to the com-
plexity and high nonlinearity of the quintic equation,

123



Breathers, solitons and rogue waves of the quintic nonlinear Schrödinger equation

Fig. 2 Dynamically generated higher-order breathers ofQNLSE
on a uniform background. Initial wave functions are extracted
from the DT solutions and then numerically evolved along coor-
dinate x . The values of ν1 are set at the beginning of the proce-

dure, while other imaginary parts are calculated using Eq. (2.6).
a The second-order breather: ν1 = √

0.95, α = 0.0625, γ =
0.053, δ = 0.043. b The fourth-order breather: ν1 = √

0.9384,
α = −0.1625, γ = 0.017, δ = 0.006

derivatives are calculated with O(h12) accuracy, where
h is the step size along the t-axis.

In Fig. 2, we demonstrate the second- and fourth-
order breathers obtained dynamically. In Fig. 2a, we
choose ν1 = √

0.95 for the first constituent breather
and calculate ν2 using Eq. (2.6). The parameters are:
α = 0.0625, γ = 0.053, and δ = 0.043. In Fig. 2b,
it is ν1 = √

0.9384, α = −0.1625, γ = 0.017,
and δ = 0.006. As explained before, the tilt and
the stretching of breathers are caused by the QNLSE
parameters. We also confirm that the peak intensities
(|ψ |2max = 22.453 in Fig. 2a and |ψ |2max = 39.029 in
Fig. 2b) are determined solely by the imaginary parts
of eigenvalues, independent of α, γ , δ, in agreement
with the peak-height formula derived in our previous
work [33,35]. In fact, the same conclusion holds for
the infinite hierarchy of NLSEs.

3 Breather-to-soliton conversion in the quintic
equation

Usually, solitons cannot be obtained from breathers.
However, in QNLSE, for the specific values of α, γ ,
and δ, the solitons can be directly obtained from the
breather solutions. The breather-to-soliton conversion
happens when the extrema of trigonometric and hyper-
bolic functions in Eq. (2.3) are located along the same
straight lines in the (x ,t) plane [16]. FromEq. (2.3), one
can write:
dr
κr

= di
κi

. (3.1)

From this equation and Eq. (2.4), it follows:

d̄i = 0. (3.2)

Assuming a general complex eigenvalueλ = r+iν, we
use Eqs. (2.3) and (3.2) to derive a relation between α,
γ , δ, and ν for which the breather-to-soliton conversion
emerges:

8r
(
8r2δ − 3rγ − α − 2δ

)

+ 8ν2(γ − 8rδ) + 4γ + 1 = 0. (3.3)

The soliton obtained in this manner is characterized by
oscillatory tails at both sides of the central maximum.
If we analyze the transverse soliton profile at x = 0, we
see fromEq. (2.3) that themodulus of thewave function
ψ is determined by the ratio of cos (κr t) to cosh (κi t).
It follows that the number of side fringes depends on
the quantity κr/κi . Similar “multi-peak” andW-shaped
solitons were reported for the LPD equation, that is,
Eq. (1.1) with α = δ = 0 [39,40].

In Fig. 3, we show two breather-to-soliton conver-
sions under the condition of Eq. (3.3). One chooses the
real and imaginary parts of eigenvalue λ and of the
two quintic parameters. The remaining parameter is
then computed by Eq. (3.3). The soliton in Fig. 3a is
formed for λ = 0.75 + 0.9i , α = 0.75, γ = −0.12,
δ = −0.13139. For the soliton in Fig. 3b, we have
λ = 0.057 + 0.85i , α = 1

12 , γ ≈ −0.08397, δ = 1
24 .

In the first case, one sees one fringe at both sides of
the soliton maximum, due to the low kr/ki ≈ 1.7
ratio. In the second case, several fringes are seen, since
κr/κi ≈ 6.

4 Solutions of the quintic equation on an elliptical
background

Rogue waves in nature never appear on a flat back-
ground. There is always a wavy background, on which
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Fig. 3 Conversion of the first-order breather of QNLSE to a soliton: a λ = 0.75 + 0.9i , α = 0.75, γ = −0.12, δ = −0.13139 and
κr/κi ≈ 1.7, b λ = 0.057 + 0.85i , α = 1

12 , γ ≈ −0.08397, δ = 1
24 and κr/κi ≈ 6

under certain circumstances suddenly giant waves
appear. Therefore, of particular interest are localized
solutions that growon nonuniformbackgrounds [35]. It
is shown in [37] that the general form of NLSE solution
on an elliptical background can include only two JEFs,
cn or dn. We generalize this finding to the QNLSE.

Exact solutions of the QNLSE that include JEFs are
presented in [9,10]:

ψdn(x, t) = ceiφxdn (ct + vx,m) , (4.1)

ψcn(x, t) = c√
2

√
s + 1eiφx

· cn
(√

sct + √
svx,m = 1

2
+ 1

2s

)
.

(4.2)

Here we produce analogous solutions dynamically.
With m = g2 we denote the elliptic modulus squared,
c is an arbitrary constant, while φ and v are quantities
determined by α, γ , δ, m, and c, as specified below.
We can use any of these functions as a seed in the DT
scheme to calculate the N th-order breathers on ellip-
tical backgrounds. The matrices U and V , necessary
for the DT scheme of the quintic NLSE, are given in
“Appendix”.

Note that all results obtained for the Hirota equation
and presented in [35], can be obtained by the method
of this section, when γ = δ = 0 is chosen. However,
here we aim at obtaining more general solutions of the
QNLSE.

4.1 Applying the DT scheme to ψ0 = ψdn

We now apply the DT procedure, as described in
“Appendix”. We first examine the case when the
seed function ψ0 is given by Eq. (4.1), with φ =
1
2 (2 − m)c2 + γ c4(6 − 6m + m2) and v = (2 − m)

αc3 + δc5(6 − 6m + m2) [10]. To solve a system of
four coupled linear differential equations for Lax pairs
rt , st , rx and sx (subscripts indicate partial derivatives),
we use the traveling wave variable u

u = ct + vx, (4.3)

and replace the t-derivatives with the u-derivatives.
Having in mind the form of equations, we try the solu-
tions of the form:

r(x, u) = g(x, u)e−iφx/2, s(x, u) = h(x, u)e+iφx/2.

(4.4)

We skip the derivation details, which can be found in
[35]. First, one finds the u-derivatives of g and h:

gu = i
λ

c
g + i · dn(u)h, (4.5)

hu = i · dn(u)g − i
λ

c
h. (4.6)

Next, one provides the constants A and B for the quintic
case (cf. “Appendix”):

A =
(
4λ2 − mc2

)(
1

4
− αλ

)

+ (γ − 2δλ)

[
4λ2

(
c2 − 2λ2

)
− 1

2
mc4 (2 − m)

]
,

(4.7)

B = cλ
[
(1 − 4αλ) + 2 (γ − 2δλ)

[
(2 − m)c2 − 4λ2

]]
. (4.8)

The solution for the Lax pair generating functions, with
the eigenvalues λ j and x-shifts x0 j (1 ≤ j ≤ N ) is:

r1 j (x, u = 0) = 2ie−iφ
(
x−x0 j

)
/2

· sin[+χ j + κ jλ j (x − x0 j ) − π/4],
(4.9)

s1 j (x, u = 0) = 2e+iφ
(
x−x0 j

)
/2

· cos[−χ j + κ jλ j (x − x0 j ) − π/4],
(4.10)

where:

κ j =
√
A2
j + B2

j

λ j
, (4.11)
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Fig. 4 First-order breathers on the dn background. The parameters are: c = 1, λ = 0.75i , α = 0.13, γ = 0.1, δ = −0.07: a m = 0.752

and b m = 0.52. As m decreases, the breather appears more periodic

χ j = 1

2
arccos

κ jλ j

B j
. (4.12)

Constants A and B (and thus κ and χ ) are labeled with
the j index and are calculated for each λ ≡ λ j .

Now, we need to calculate r1, j and s1, j for any u.
The evolution equations are given by expressions (4.5)
and (4.6). We can solve them numerically, using the
fourth-order Runge–Kutta method. We write u = ct +
v(x − x0) = 0 and get t = − v

c (x − x0). Starting from
this value of t and bynumerically evolving du = cdt (at
a given x in the grid), one can calculate r1, j (x, u) and
s1, j (x, u). Next,we shift these values to the entire (x, t)
plane, to get r(x, t) and s(x, t). Finally, one employs
Eqs. (A 1) and (A 2) to calculate the N th-order solution
ψN (x, t).

In Fig. 4, we show the first-order breather (λ =
0.75i) on an oscillatory dn background, for different
values of m. The parameters are: c = 1, α = 0.13,
γ = 0.1, and δ = −0.07. For (a) m = 0.752 and for
(b) m = 0.52. Whereas breathers on a constant back-
ground are strictly periodic, except at λ = i , when one
obtains the Peregrine soliton, the peaks here are ape-
riodic. This is easily understandable because we now
have two periods, that of the breather, and that of the
background. When the two periods are incommensu-
rate, no overall periodicity is possible. We thus see the
quasi-periodic oscillation of the peaks with increasing
value of m. The spacing between the peaks can also
be understood as the beat phenomenon associated with
having two periods. As shown, there are only 7 peaks
for m = 0.752 but 11 for m = 0.52. In the limit of
m → 0, one recovers the constant background case.
For this case of first-order breathers, having two peri-
ods only changes periodicity to quasi-periodicity. As
wewill see in Sect. 5, for higher-order breathers involv-
ing more than two periods, the changes will be more
dramatic.

4.2 Applying the DT scheme to ψ0 = ψcn

The seed function ψ0 is now given by Eq. (4.2), where
φ = 1

2c
2 + 1

2γ c
4(3− s2) and v = αc3 + 1

2δc
5(3− s2).

We again consider the traveling wave variable u and
continue working in the xu-grid:

u = √
s (ct + vx) . (4.13)

Following the procedure from the previous subsection,
we get for the values of A and B:

A =
[
λ2 − c2

4 (2m − 1)

]

· [1 − 4αλ + 2(γ − 2δλ)(c2 − 4λ2)], (4.14)

B = cλ

√
m

2m − 1
[1 − 4αλ

+ 2(γ − 2δλ)(c2 − 4λ2)]. (4.15)

The Lax pair generating functions r1 j (x, u = 0) and
s1 j (x, u = 0), as well as κ j and χ j , all have the
same general form as for the dn seedings—Eqs. (4.9) to
(4.12). However, κ j and χ j differ in the two cases, due
to different A and B for the dn/cn seeds, and therefore
r , s and the final solution ψN (x, t) will differ too.

5 Periodic rogue waves

In this section, we show that the appearance of RW
solutions in theQNLSE is determinedby the interaction
of the periods of a higher-order breather with that of the
dn background.

In Fig. 5a, we show a second-order breather gener-
ated with ν1 = 0.92, ν2 = 0.81, and quintic param-
eters c = 1, m = 0.1049, α = 0.05, γ = −0.003
and δ = 0.5. Similar to the first-order breather case
of Fig. 4, the peaks are not periodic. For the second
and higher-order breathers, the mixing of three or more
modes generally leads to chaos, and the periodicity
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Fig. 5 Second-order breather on a dn background. Parameters:
c = 1, m = 0.1049, α = 0.05, γ = −0.003, δ = 0.5. a
Unmatched case, when only the central RW peak is generated:
ν1 = 0.92, ν2 = 0.81, q = 3.17. b Periodic rogue wave. Con-
stituent breathers arematchedmutually and to the dn background

wave: ν1 = 0.94, ν2 = 0.8345, q = 4. Insets in both fig-
ures show the 2D-intensity distributions, depicting high-intensity
peaks imposed on the elliptic background. Note the appearance
of the slanted secondary RW peaks in (a), suggesting the possi-
bility of building a Talbot carpet out of RWs

is destroyed. Therefore, one sees in Fig. 5a, only a
solitary peak on a noisy background. Thus, higher-
order breathers on a periodic background are generally
rogue waves. On a periodic background, there is there-
fore a radical distinction between first-order breathers
and all higher-order breathers.

What happens now if one insists that the higher-
order breather’s periodmatches that of the background?

The period of the dnoidal part of the DT seed func-
tion [Eq. (4.1) with c = 1] is given by:

Tdn = 2K (m) = 2
∫ π/2

0

dθ√
1 − m sin2 θ

, (5.1)

where K (m) is the complete elliptic integral of the first
kind. On the other hand, from the exact solution of the
Lax pair along the u = 0 line (Sect. 4), one can write
the characteristic breather period as:

TB = π

κr
. (5.2)

Here κ = κ(α, γ, δ, ν,m) = κr + iκi is given by
Eq. (4.11). In order for the breather’s period to be com-
mensurate with that of the dn function, onemust match
π

κr
= 2qK (m) ⇒ κr = π

2qK (m)
, (5.3)

for some positive integer q. This matching requires two
steps. (1) After some values of α, γ , δ and ν1 are cho-
sen, one writes the general expression for κ1 and the
breather period TB1 using Eqs. (4.7), (4.8), (4.11) and
(5.2). Then, one numerically solves Eq. (5.3) to find
m for given ν and q (note that this procedure can be
inverted, i.e. one can calculate ν1 for the given m). (2)

One matches the periods of all constituent breathers by
numerically solving the set of N − 1 equations:

TB j = TB1/j, where j = 2, . . . , N . (5.4)

In thisway, one calculates ν2, . . . , νN . Having the com-
plete set of breather frequencies, the wave function
ψN (x, t) can be calculated using DT (see Sect. 4.1).

For the same set of quintic parameters as used in
Fig. 5a, we now take ν1 = 0.94, giving q = 4, mean-
ing that the period of the first constituent breather is
four times larger than the period of the dn seed func-
tion (4.1). Next, we determine ν2 of the second con-
stituent breather from TB2 = TB1/2 to be ν2 = 0.8345.
Now both breather’s periods are commensurate to the
background and to each other. The resulting second-
order breather is shown Fig. 5b. One now sees a peri-
odic series of peaks of nearly equal height as that of
Fig. 5a. Clearly, if Fig. 5a is a rogue wave, then Fig. 5b
is a periodic rogue wave.

We repeat the procedure for a third-order breather,
keeping the same values of c, m, α, γ , δ and ν1 as in
the previous figure. The results are depicted in Fig. 6.
Again, if we just take ν2 = 0.81 and ν3 = 0.61, with
periods unmatched to the background, one obtains a
RW shown in Fig. 6a. However, if one takes ν2 =
0.8345 and ν3 = 0.625, matching the background
period, then one obtains the periodic RW of Fig. 6b.
Note that the peaks are lying along a skewed line in the
(x, t) plane, not along the t-axis.

If one changes the elliptic modulus squared m suffi-
ciently, while keeping the breather’s eigenvalues intact,
the RW periodicities would also be disturbed (not
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Fig. 6 Third-order breather on a dn background. Parameters:
c = 1, m = 0.1049, α = 0.05, γ = −0.003, δ = 0.5. a An
unmatched case when only the central RW peak is generated:
ν1 = 0.92, ν2 = 0.81, ν3 = 0.61, q = 3.17. b Periodic RW.

The constituent breathers are matched mutually and to the dn
background wave: ν1 = 0.94, ν2 = 0.8345, ν3 = 0.625, q = 4.
Insets in both figures show the 2D-intensity distributions, depict-
ing high-intensity peaks imposed on the elliptical background

shown). We stress the fact that the third-order peri-
odic RWs are harder to obtain and are more vulnerable
to the mismatch of the frequencies, when compared
to the second-order breathers. Also, the possibility of
building Talbot carpets with the third-order periodic
RWs appears more remote. Namely, the modulation
instability of the third-order solutions is greater and
the probability of three different modes constructively
interfering in the (x, t) plane is significantly lower.

We also confirm the validity of the peak-height for-
mula for the dn background (Figs. 4, 5, 6), since it
exactly reproduces the maximum intensity of the cen-
tral peak at (0, 0) (not shown). This further points to
the universal validity of the peak-height formula for all
members of the infinite hierarchy of NLSEs.

6 Conclusion

In this paper, we have presented a procedure for the
dynamical generation of breathers and RWs of the
QNLSE on uniform and elliptical backgrounds. We
have derived the condition for the breather-to-soliton
conversion of QNLSE for nonzero α, γ , and δ param-
eters, and provided an analysis of intensity profiles of
a converted soliton.

We have obtained various intense solitary or peri-
odic peaks for the highly nonlinear and computation-
ally demanding QNLSE. In many aspects, our proce-
dure can be termed as an exact procedure for obtaining
numericalRWsof theQNLSE. In thisway, one can con-
struct and analyze unstable higher-order solutions due
to the modulation instability. They could be of impor-

tance for the production of exotic solutions in physical
systems modeled by the QNLSE.

But most importantly, we have pointed out a rad-
ical distinction between the first-order breathers and
all higher-order breathers on a periodic background.
The first-order breathers can at most be quasi-periodic,
whereas all higher-order breathers are generally RWs.
By matching the period of the breather to that of the
background, which requires exceedingly fine tuning,
one can generate a new and even more rare kind of
RWs, which, paradoxically, are periodic.
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Appendix A: The general Darboux transformation
scheme

The quintic solution of order N is a nonlinear superpo-
sition of N independent simple solutions, where each
is determined by the complex eigenvalue λ j (1 ≤ j ≤
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N ). The corresponding wave function is:

ψn = ψn−1 + 2
(
λ∗
n − λn

)
sn,1r∗

n,1∣∣rn,1
∣∣2 + ∣∣sn,1

∣∣2 . (A 1)

The Lax pair functions rn,1 and sn,1 are given by recur-
sive relations involving rn,p(x, t) and sn,p(x, t):

rn,p = [(
λ∗
n−1 − λn−1

)
s∗
n−1,1rn−1,1sn−1,p+1

+ (
λp+n−1 − λn−1

) ∣∣rn−1,1
∣∣2rn−1,p+1

+ (
λp+n−1 − λ∗

n−1

) ∣∣sn−1,1
∣∣2rn−1,p+1

]
/ (∣∣rn−1,1

∣∣2 + ∣∣sn−1,1
∣∣2) ,

sn,p = [(
λ∗
n−1 − λn−1

)
sn−1,1r

∗
n−1,1rn−1,p+1

+ (
λp+n−1 − λn−1

) ∣∣sn−1,1
∣∣2sn−1,p+1

+ (
λp+n−1 − λ∗

n−1

) ∣∣rn−1,1
∣∣2sn−1,p+1

]
/ (∣∣rn−1,1

∣∣2 + ∣∣sn−1,1
∣∣2) .

(A 2)

Thus, all pairs rn,p and sn,p can be determined start-
ing from r1, j and s1, j . The functions r1, j (x, t) and

s1, j (x, t), forming the Lax pair R =
(
r
s

)
≡

(
r1, j
s1, j

)
,

are determinedby the eigenvalueλ ≡ λ j and an embed-
ded arbitrary center of the solution (x0 j , t0 j ). The Lax
pair satisfies a system of linear differential equations:

∂R

∂t
= U · R,

∂R

∂x
= V · R. (A 3)

For the quintic NLSE, matricesU and V are defined as
(ψ ≡ ψ0) [31]:

U = i

[
λ ψ(x, t)∗
ψ(x, t) − λ

]
,

V =
5∑

k=0

λk · i
[
Ak B∗

k
Bk − Ak

]
. (A 4)

The coefficients Ak and Bk are given by:

A0 = −1

2
|ψ |2 − 3γ |ψ |4 − iα

(
ψ∗
t ψ − ψtψ

∗)

−γ
(
ψ∗
t tψ − |ψt |2 + ψt tψ

∗)

−iδ
(
ψ∗
t t tψ − ψ∗

t tψt + ψt tψ
∗
t − ψt t tψ

∗)
−6iδ

(
ψ∗
t ψ − ψtψ

∗) |ψ |2,
B0 = 2α|ψ |2ψ + 6δ|ψ |4ψ + i

1

2
ψt + 6iγ |ψ |2ψt

+αψt t + 2δψ∗
t tψ

2 + 4δ|ψt |2ψ + 6δ(ψt )
2ψ∗

+8δψt t |ψ |2 + iγψt t t + δψt t t t ,

A1 = 2α|ψ |2 + 6δ|ψ |4 − 2iγ
(
ψ∗
t ψ − ψtψ

∗)
+2δ

(
ψ∗
t tψ − |ψt |2 + ψt tψ

∗) , (A 5)

B1 = ψ + 4γ |ψ |2ψ − 2iαψt − 12iδ|ψ |2ψt

+ 2γψt t − 2iδψt t t ,

A2 = 1 + 4γ |ψ |2 + 4iδ
(
ψ∗
t ψ − ψtψ

∗) ,

B2 = −4αψ − 8δ|ψ |2ψ − 4iγψt − 4δψt t ,

A3 = −4α − 8δ|ψ |2,
B3 = −8γψ + 8iδψt ,

A4 = −8γ,

B4 = 16δψ,

A5 = 16δ,

B5 = 0. (A 6)

The solutions of Lax pair equations are further pursued
in the text.
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Abstract We investigate the systematic generation of
higher-order solitons and breathers of the Hirota equa-
tion on different backgrounds. The Darboux transfor-
mation is used to construct proper initial conditions
for dynamical generation of high-intensity solitons and
breathers of different orders on a uniform background.
We provide expressions for the Lax pair generating
functions and the procedure for calculating higher-
order solutions when Jacobi elliptic functions are the
background seed solutions of the Hirota equation. We
confirm that the peak height of each soliton or breather
in the nonlinear Darboux superposition adds linearly,
to form the intensity maximum of the final solution.
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1 Introduction

In this work, we study the solitons and breathers of the
Hirota equation (HE) [1–3]

i
∂ψ

∂x
+ 1

2

∂2ψ

∂t2
+ |ψ |2ψ − iα

(
∂3ψ

∂t3
+ 6|ψ |2 ∂ψ

∂t

)
= 0

(1.1)

on various backgrounds. Here, x and t are the retarded
time in themoving frameand the transverse spatial vari-
able, respectively, while ψ denotes the slowly varying
wave envelope.

The fundamental solutions of HE are of great impor-
tance inmanyfields dealingwith nonlinear propagating
waves, ranging from oceanography to fiber-optics [4].
HE contains only one real parameter α, related to the
transverse velocity of the wave. Setting α = 0 reduces
HE to the nonlinear Schrödinger equation (NLSE) [5–
8]. The necessity of extending the NLSE to the HE
and other higher-order members of the NLS hierar-
chy of equations arises from the need to understand
propagation of ultrashort pulses through optical fibers
[9,10]. Amore accurate description of the real physical
systems requires additional terms, to account for self-
steepening, self-frequency shift, and third-order disper-
sion [11–15]. It was shown that these third-order terms
are of significant importance in pulse-deforming phe-
nomena [16] and supercontinuum generation [17].

In this work, we show that the solitons and breathers
of high intensity can be dynamically generated on zero
and constant backgrounds by a direct numerical inte-
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gration of an initial wave function extracted from the
Darboux transformation (DT), with appropriate bound-
ary conditions. We also find new Hirota solutions,
derived by DT on an elliptic background. In all the
cases, we demonstrate that the peak height formula
[(PHF—Eq. (4.1)] gives the correct peak value of a
higher-order solution of HE, as a linear sum of peak
heights of its DT constituents [18].

Solitons, breathers and rational solutions ofHE have
been previously studied using DT in Refs. [2,19–22].
Additional interest inNLSE andHirota breathers arises
from their relationship with the rogue waves (RWs)
[23–27] that can be modeled by higher-order breathers
concatenated from the first-order ones via DT itera-
tions [24,27–29]. An interesting finding in Hirota [30]
and quintic NLSE [31] is the breather-to-soliton con-
version, obtained for specific values of the breather
eigenvalues—a feature not possible in the ordinary
cubic NLSE. The study of NLSE breathers on a Jacobi
elliptic function (JEF, see [32]) background was previ-
ously done in Refs. [33,34]. A recent discovery of an
infinite hierarchy of extended nonlinear Schrödinger
equations [35–38] has also revealed that they may only
have dnoidal and cnoidal backgrounds in their solu-
tions. To the extent that HE can better describe light
propagation in an optical fiber, this work should also
contribute to a better understanding of optical RW gen-
eration.

The paper is organized as follows: In Sect. 2, we ana-
lyze the basic Hirota solutions and show the usefulness
of DT for numerical simulations. In Sect. 3, we provide
a derivation of the Lax pair generating functions and
higher-order solutions when cnoidal and dnoidal func-
tions are taken as seed solutions in DT. In Sect. 4, the
PHF for HE is presented. In Sect. 5, we present ana-
lytical and numerical results concerning higher-order
solitons and breathers on different backgrounds, uti-
lizing the periodicity of ABs and breather-to-soliton
conversion. In Sect. 6, we summarize the findings and
importance of our results. The general DT scheme is
provided in “Appendix.”

2 Solitons and breathers of the Hirota equation

Darboux transformation can be used to obtain higher-
order soliton/breather and rogue wave solutions of the
Hirota equation on different backgrounds. The key
steps in obtaining these nonlinear structures dynam-

ically, for discretized x and t intervals, are: 1. use
DT to calculate the initial wave function at a partic-
ular value of the propagation variable x = x0, i.e., to
find ψ (x0, t), 2. analyze the wave function values at
the edges of the t-interval in order to pick appropriate
boundary conditions, and 3. apply a convenient numer-
ical algorithm to calculate the wave function over the
entire xt-grid (in this case, the fourth-order Runge–
Kutta method).

To numerically generate higher-order solitons, we
calculate the initial wave function from a zero seed:
ψ0 = 0. The appropriate boundary condition can be
found from the first-order DT solution, characterized
by a pure imaginary eigenvalue λ = iν (without loss
of generality, we can assume zero shifts along the x and
t axes),

ψ (x, t) = 2νe2iν
2x

cosh
[
2ν

(
t + 4αν2x

)] . (2.1)

From (2.1), it follows that the first-order soliton has a
single peak with the amplitude |ψ (0, 0)| = 2ν, and
its intensity decays exponentially, following the cosh
function. Consequently, the Neumann boundary con-
dition ∂ψ

∂t = 0 can be used in numerical evaluations of
higher-order Hirota solitons. It should be noted that the
Hirota coefficient α appears only in the denominator,
giving a tilt to the soliton propagation.

A higher-order Akhmediev breather (AB) of HE is
constructed by DT when a plane-wave seed, ψ0 = eix ,
is utilized. The first-order AB is given by [19]

ψ(x, t) =
[
2(1 − 2a) cosh(βx) + iβ sinh(βx)

cosh(βx) − √
2a cos [ω(t + vx)]

− 1

]
eix ,

(2.2)

where a is an arbitrary parameter in the range 0 < a <

1/2. The frequency ω, the growth factor β, and the
parameter v determining the tilt of the breather in the
xt-plane are given solely in terms of a:

ω = 2
√
1 − 2a, β = ω

√
2a, v = 2α(1 + 4a).

(2.3)

The difference between NLSE and Hirota breathers
originates only from the parameter v. NLSE solutions
are obtained when v = 0 (α = 0).

From Eq. (2.2), one can see that Hirota’s AB is peri-
odic along t-axis, with the period

123



Systematic generation of higher-order solitons and breathers 1639

L = 2π

ω
= π√

1 − 2a
. (2.4)

Consequently, in contrast to solitons, periodic bound-
ary conditions are required for dynamical generation of
higher-order ABs. Briefly, one assumes that each of N
eigenvalues is purely imaginary λ j = iν j . The param-
eter a j of each breather constituent is connected to the
imaginary part of its eigenvalue via the relation

ν j = √
2a j . (2.5)

Due to periodicity, it is natural to choose higher-
order breathers that retain the same periodic length
L of the first-order breather, having ω j = jω
(a1 ≡ a, ω1 ≡ ω). From Eqs. (2.3) to (2.5), it follows

λ j = i

√
2

(
j2a − j2 − 1

2

)
. (2.6)

If, for any j , ω j is not an integer multiple of ω, then
the periodicity of the original breather is destroyed. For
more details, see [18]. The procedure for generating
higher-order ABs is to take an initial a, calculate other
eigenvalues according to Eq. (2.6), and apply the DT.

3 New solutions of the Hirota equation on
dnoidal/cnoidal backgrounds

In recent articles [35,36], new exact solutions of HE
that include JEFs are presented:

ψdn(x, t) = ceiφxdn (ct + vx,m) , (3.1)

ψcn(x, t) = c√
2

√
s + 1eiφx ·

·cn
(√

sct + √
svx,m = 1

2
+ 1

2s

)
.

(3.2)

Here,m is the elliptic modulus squared, c, s, φ are con-
stants, and v is the speed of the wave that depends on α.
By setting c = 2ν and m = 1, we reproduce the soli-
ton solution of Eq. (2.1). Any of these functions may
be used as a seed for the Darboux transformation. This
motivated us to examine how higher-order solutions
can be obtained on dnoidal/cnoidal backgrounds. All
results in this section are derived using the general Dar-
boux transformation scheme for Hirota equation given
in “Appendix.”

3.1 Derivation of the DT Lax pair generating
functions and higher-order solutions for ψ0 = ψdn

Here the seed function ψ0 is given by Eq. (3.1) with
φ = (

1 − m
2

)
c2 and v = (2 − m) αc3 [35]. The Lax

pair equations consist of a systemof four coupled linear
differential equations for rt , st , rx , and sx . Here, the
subscripts stand for partial derivatives. To solve these
equations, we introduce the traveling variable

u = ct + xv (3.3)

and continue the analysis with x and u. Now, the t-
derivatives are replaced by the u-derivatives: ∂ψ

∂t =
c2eiφx ∂dn(u)

∂u and ∂2ψ

∂t2
= c3eiφx ∂2dn(u)

∂u2
. We take the

ansatz:

r(x, u) = g(x, u)e−iφx/2 and

s(x, u) = h(x, u)e+iφx/2. (3.4)

The matrix elements of U and V from Eq. (7.4) in
“Appendix” can be calculated by substituting ψ0 into
Eq. (7.5). From Eq. (7.4), the u-evolutions are obtained

gu = i
λ

c
g + i · dn(u)h, (3.5)

hu = i · dn(u)g − i
λ

c
h. (3.6)

The equations for the x-derivative are a bit more com-
plicated, but actually not needed for numerical calcu-
lations. It is only necessary to obtain the x-derivative at
u = 0, to initiate the numerical integration of r and s.
Evolution along the x-axis at u = 0 follows from Eq.
(7.3)

gx = i Ag + i Bh, (3.7)

hx = i Bg − i Ah, (3.8)

where constants A and B are

A =
(

λ2 − mc2

4

)
(1 − 4αλ), (3.9)

B = cλ(1 − 4αλ). (3.10)

By differentiating and combining Eqs. (3.7) and (3.8)
one obtains:

gxx = −(A2 + B2)g (3.11)

and

hxx = −(A2 + B2)h. (3.12)
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Thus, the exact solution for g or h is h(x, u =
0) = C1eiκλx + C2e−iκλx . Here, κ =

√
A2+B2

λ
,

while C1 and C2 are arbitrary constants. We can
embed the phase shift of π/4 into h(x, u = 0),
to center the solution at the origin. Next, we take
C1 = e−iπ/4−iχ and C2 = e+iπ/4+iχ . Therefore:
h(x, u = 0) = 2 cos(−χ + κλx − π/4). If we sub-
stitute h(x, u = 0) in (3.8), we will get the solu-
tion g(x, u = 0) = 2i sin(−χ + κλx − π/4 + ϕ).
The idea is to make the solutions for g and h sym-
metrical and in agreement with the published articles
[27,28,33]. We can choose −χ + ϕ = +χ , and there-
fore χ = 1

2ϕ = 1
2 arccos

κλ
B . The solution for g is

g(x, u = 0) = 2i sin(+χ + κλx − π/4).
Now, we go back to the Lax pair generating func-

tions, introducing N eigenvalues and x-shifts (t-axis
shifts are ignored since they provide negligible advance
in the understanding, alongsidewith numerical compli-
cations). The quantities κ and χ are labeled with the
j index. Hence, the Lax pair generating functions for
eigenvalue λ j and shift x0 j (1 ≤ j ≤ n) are:

r1 j (x, u = 0)

= 2ie−iφx/2 sin[+χ j + κ jλ j (x − x0 j ) − π/4]
(3.13)

s1 j (x, u = 0)

= 2e+iφx/2 cos[−χ j + κ jλ j (x − x0 j ) − π/4],
(3.14)

where

κ j = (
1 − 4αλ j

) √
c2 +

(
λ j − mc2

4λ j

)2

(3.15)

χ j = 1

2
arccos

κ j

c
(
1 − 4αλ j

) .

(3.16)

The remaining task is to find the r1, j and s1, j func-
tions for any u. The evolution equations are given
by expressions (3.5) and (3.6). We can solve them
only numerically, for instance using the fourth-order
Runge–Kutta method. We write u = ct + xv = 0 and
for a given x , we find t = − v

c x . We start from this t
value and numerically evolve du = cdt (in both direc-
tions) to find r1, j (x, u) and s1, j (x, u). Next, we shift
these values from the (x, u) to the (x, t) frame, to get
all values on the grid: r(x, t) and s(x, t). Finally, by
employing the well-known recursive relations in Eq.
(7.2) and iterative relations in Eq. (7.1), the N th-order

solution, ψN (x, t), can be calculated. In the special
case of α = 0 and c = 1, the Hirota Lax pair generat-
ing functions and the final N th-order wave function are
equivalent to the NLSE solutions described in Section
2.2 of [33].

3.2 Derivation of the DT Lax pair generating
functions and higher-order solutions for ψ0 = ψcn

The analysis is analogous to the previous case. The seed
function ψ0 is given by Eq. (3.2), where φ = 1

2c
2 and

v = αc3. The substitution

u = √
s (ct + xv) (3.17)

gives ∂ψ
∂t = c2

√
s(s+1)

2 eiφx ∂cn(u)
∂u and ∂2ψ

∂t2

= c3s
√

s+1
2 eiφx ∂2cn(u)

∂u2
. The ansatz is now:

r(x, u) = g(x, u)e−iφx/2 and

s(x, u) = h(x, u)e+iφx/2. (3.18)

The evolution along u-axis (from the U matrix) is

gu = iλ

c
√
s
g + i

√
s + 1√
2s

cn(u)h, (3.19)

hu = i
√
s + 1√
2s

cn(u)g − iλ

c
√
s
h. (3.20)

Again, we restrict further analysis only to u = 0.
The evolution along the x-axis is:

gx = i Ag + i Bh, (3.21)

hx = i Bg − i Ah, (3.22)

where

A = (1 − 4αλ)

(
λ2 − 1

4
c2s

)
, (3.23)

B = cλ
√
m√

2m − 1
(1 − 4αλ) . (3.24)

By differentiating the last two equations, one gets

gxx = −(A2 + B2)g, (3.25)

hxx = −(A2 + B2)h. (3.26)

The exact solution for h is h(x, u = 0) = C1eiκλx +
C2e−iκλx , with κ =

√
A2+B2

λ
. We choose C1 and

C2 constants as in the previous case. The final solu-
tion for Lax pair generating functions is obtained
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after the complete sets of eigenvalues and x-shifts are
introduced,

r1 j (x, u = 0)

= 2ie−iφx/2 sin[+χ j + κ jλ j (x − x0 j ) − π/4],
(3.27)

s1 j (x, u = 0)

= 2e+iφx/2 cos[−χ j + κ jλ j (x − x0 j ) − π/4],
(3.28)

where

κ j = (
1 − 4αλ j

) ·

·√m

√
c2

2m − 1
+ 1

m

(
λ − c2

2m − 1
· 1

4λ

)2

,

(3.29)

χ j = 1

2
arccos

κ j
√
2m − 1

c
√
m

(
1 − 4αλ j

) . (3.30)

The Lax pairs generating functions for both dn and
cn seedings have the same form. However, parameters
κ j and χ j differ in the two cases, so the r and s func-
tions and the final solutions differ too. An equivalent
numerical scheme, proposed in the previous subsec-
tion, can be used to calculate r and s functions for any
x and u, and then over the entire xt-grid. Again, in the
special case of α = 0 and c = √

2m − 1, the Hirota
Lax pair generating functions and the final N th-order
solution are equivalent to theNLSE solutions described
in Section 2.3 of [33].

4 Peak height formula for the Hirota equation

We have stated that the maximum amplitude of the N th
order DT solution is just a linear sum of peak heights

of the individual solitons or breathers in the nonlinear
superposition. In [34], we have proven that the peak
height formula (PHF) holds regardless of the choice of
the seed function in DT,

ψN (0, 0) = ψ0(0, 0) +
N∑

n=1

2νn . (4.1)

Again, the assumption is that all N eigenvalues are
purely imaginary λ j = iν j (the real part would not
change the PHF). It is proven in [18] that PHF holds
when the Lax pair generating functions satisfy the fol-
lowing equation, assuming zero x and t shifts for all
eigenvalues:

s1, j (0, 0) = ir1, j (0, 0). (4.2)

In Table 1, explicit expressions for the seed and Lax
pair generating functions of HE are given. For brevity,
we omit “ j” index in N eigenvalues.

It is easy to check that the relation inEq. (4.2) applies
to all cases given in Table 1.

For the potential applications of soliton propagation
in optical fibers modeled by HE, a high soliton inten-
sity is an advantage. As explained in detail in [30], a
breather can be converted to a soliton for a specific
value of the real part �{λ j } of all eigenvalues,

�{λ j } = 1

8α
. (4.3)

According to the PHF, this means that such a “con-
verted” soliton (single or higher order) would have
greater amplitude compared to the one obtained with
zero seed, having the same set of eigenvalues.

Table 1 Seed solutions for Hirota equation and the corresponding Lax pair generating functions (r1, j ≡ r and s1, j ≡ s)

Seed function ψ0(x, t) Lax pair generating functions PHF

0
r(x, t) = ei

[
λt−λ2(4αλ−1)x−π/4

]

s(x, t) = e−i
[
λt−λ2(4αλ−1)x−π/4

] ψN (0, 0) =
N∑

n=1
2νn

eix
r(x, t) = 2ie−i x/2 sin

(
χ + 1

2κt + 1
2dx − π/4

)
s(x, t) = 2e+i x/2 cos

(−χ + 1
2κt + 1

2dx − π/4
) ψN (0, 0) = 1 +

N∑
n=1

2νn

ψdn(x, t)
r(0, 0) = 2i sin(+χ − π/4)
s(0, 0) = 2 cos(−χ − π/4)

ψN (0, 0) = c +
N∑

n=1
2νn

ψcn(x, t)
r(0, 0) = 2i sin(+χ − π/4)
s(0, 0) = 2 cos(−χ − π/4)

ψN (0, 0) = c
√

m
2m−1 +

N∑
n=1

2νn
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5 Numerical verification

Here we present numerical simulations of higher-order
solitons and breathers on uniform and nonuniform
backgrounds and introduce a simple criterion to esti-
mate the solution peak value using the PHF.

5.1 Solutions of Hirota equation on uniform
backgrounds

First, we show that the single-soliton solutions, ob-
tained by DT (Fig. 1a) and by dynamical integration
(Fig. 1b), are in excellent agreement if one chooses the
Neumann boundary conditions. The maximum inten-
sity in both figures is 7.84, in agreement with PHF
(λ = 1 + 0.9i), 7.84 = (0 + 2 · 0.9)2. The second-

order soliton is shown in Fig. 1c (DT) and 1d (direct
integration). It is generated from the two single soli-
tons, characterized by eigenvalues λ1 = 1 + 0.9i and
λ2 = 1 + i . The maximum intensity in this case is
14.44 = (0 + 2 · 0.9 + 2 · 1)2. The tilt in the soliton
propagation in all figuresmainly comes from theHirota
parameter α = 1/8, but also from the real part of eigen-
values.

In Fig. 2, we demonstrate that higher-order breathers
can numerically evolve from an initial DT wave func-
tion by applying a periodic boundary condition. First,
we choose a1 = a = 0.464 for the first AB in a
nonlinear superposition and calculate its eigenvalue
according to Eq. (2.5). As stated in Sect. 2, the second-
and third-order breathers should have their frequen-
cies exactly two and three times higher than the fre-

Fig. 1 Propagation of the soliton with α = 1/8: a 2D intensity
plot of the first-order DT solution withψ0 = 0 and λ = 1+0.9i ;
b numerical evolution of the initial condition taken at x = 0
from (a); c 2D intensity plot of the second-order DT solution

with ψ0 = 0, λ1 = 1 + 0.9i , and λ2 = 1 + i ; and d numerical
evolution of the initial condition taken at x = −2.5 from (c).
Maximum intensity value |ψ |2 is 3.24 in (a) and (b), and 14.44
in (c) and (d), in agreement with PHF
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Fig. 2 Dynamically generated third-order breathers. Initialwave
function is extracted from DT solution, having a plane-wave
seed, at x = −2.5. The fundamental period is characterized
by a = 0.464 from Eq. (2.3). Pure imaginary eigenvalues λ j ,

with 1 ≤ j ≤ 3, are calculated using Eq. (2.6). The peak inten-
sity is |ψ |2max = 33.64, in agreement with PHF. a α = −0.1, b
α = +0.1

Fig. 3 2D intensity plot of dynamically generated fifth-order
breather. Initial wave function is extracted from the DT solution,
having a plane-wave seed, at x = −2.5. The fundamental period
is characterized by a = 0.485 from Eq. (2.3). Pure imaginary
eigenvalues λ j , with 1 ≤ j ≤ 5, are calculated using Eq. (2.6).
Thepeak intensity is |ψ |2max = 81, in agreementwithPHF.Hirota
parameter is α = 0.1

quency of the first-order one. We show the third-
order breather in Fig. 2a for α = −0.1, and in
Fig. 2b for α = 0.1. The tilt and a slight stretch-
ing of the solution are determined by the parame-
ter α solely. The PHF holds: |ψ |2max = 33.64 =
(1 + 2ν1 + 2ν2 + 2ν3)2.

In Fig. 3, we show a fifth-order breather, numer-
ically obtained in the same way as the third-order
breather from the previous figure. We start from a1 =
a = 0.485, calculate other eigenvalues accordingly
(Eq. 2.6), and set the domain for numerics assuming

periodic boundary conditions. The peak intensity is
|ψ |2max = 81 = (1 + 2ν1 + 2ν2 + 2ν3 + 2ν4 + 2ν5)2.

Next, we utilize a breather-to-soliton conversion
of HE, to further exemplify the utility of PHF. Even
when the plane-wave seeding is used to generate
breathers, the solitons of arbitrary orders are gen-
erated under the condition given by Eq. (4.3). One
can immediately see the benefits of PHF: The “con-
verted” soliton will have the amplitude maximum of
1 + ∑

i 2νi , instead of
∑

i 2νi , obtained from the
usual zero seed. We demonstrate this by using the
same eigenvalues as in Fig. 1, but having real parts
equal to 1

8α . The intensity peak heights of single
and double converted solitons are 7.84 and 23.04,
respectively, which are higher than those of the soli-
tons of the same shape shown in Fig. 1. Real and
imaginary parts of the wave function have a discon-
tinuity at the edges of the t interval. Furthermore,
lim

t→±∞ |ψ |2 = 1 and lim
t→±∞

∂ψ
∂t = 0, so the Neumann

boundary condition can still be applied in this case
(Fig. 4).

5.2 Solutions of Hirota equation on nonuniform
backgrounds

We now switch to the solutions generated by the DT
when the seed is taken from dn or cn family of JEFs,
given by Eqs. (3.1) and (3.2). First, we examine if
the breather-to-soliton conversion holds for nonuni-
form backgrounds. In Fig. 5a, b, we show the first-order
converted solitons, differing only in the parameter c of
Eq. (3.1). For c = 1, the background oscillations have
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Fig. 4 Dynamically generated soliton solutions of the a first
and b second order, for α = 1/8. A breather-to-soliton con-
version in Hirota equation is utilized to obtain higher-intensity
solitons. Initial wave functions are extracted from the DT solu-
tions having a plane-wave seed. The real parts of all eigen-

values satisfy Eq. (4.3). Parameters are: a λ1 = 1 + 0.9i ,
|ψ |2max = (1 + 2 · 0.9)2 = 7.84, and b λ1 = 1+0.9i ,λ2 = 1+i ,
|ψ |2max = (1 + 2 · 0.9 + 2 · 1)2 = 23.04, both in agreementwith
the PHF for breathers

Fig. 5 Breather-to-soliton conversion of the Hirota equation on dnoidal background. Wave functions are calculated using the DT with
the seed given by Eq. (3.1). Parameters are: α = 1/6, m = 0.52, λ = 0.75 + 0.9i , with a c = 1 and b c = 1.5

longer periods and smaller amplitudes, as compared to
the c = 1.5 case. We conclude that a weaker oscilla-
tion causes less perturbation in the soliton propagation.
Therefore, the converted soliton is slightly affected, as
shown in Fig. 5a, while in Fig. 5b a considerable dis-
tortion is observed.

Akhmediev breathers and Kuznetsov–Ma solitons
of HE can be also produced on elliptic backgrounds.
Similar to the NLSE case, ABs are produced when the
imaginary part of an eigenvalue is ν < 1, while the KM
solitons are obtained in the ν > 1 case. It was shown
in [33] that the NLSE ABs are stretching out and KM

solitons are compressing, as the elliptic modulus
√
m

or ν is increasing. Our calculations for Hirota equation
produced the same results (not shown). Here we exam-
ine the influence of parameter c in the seed functionψdn

on the period of ABs andKM solitons.We set α = 1/6,
m = 0.52, and λ = 0.75i for AB, and α = 0.03,m =
0.52, and λ = 1.25i for KM soliton. When c = 1
(Fig. 6a), five peaks are visible, compared to seven in
the c = 1.2 case (Fig. 6b). Results differ when the KM
soliton is produced: More crests are visible for lower
c, as shown in Fig. 6c, d. It is clear that a higher c
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Fig. 6 First-order Akhmediev breathers obtained by the DT,
with dnoidal seed from Eq. (3.1). Parameters are: α = 1/6 and
m = 0.52. The eigenvalue is λ = 0.75i , with a c = 1 and b c =

1.2. Kuznetsov–Ma soliton is obtained for α = 0.03,m = 0.52,
and λ = 1.25i , with c c = 1 and d c = 1.2

yields shorter periods of ABs and longer periods of
KM solitons.

Next, we generate the first-order breathers, denoted
as the dim and bright RWs, on a dnoidal background
(c = 1). These results are similar to those in [33]
and [34]. In general, the dim RW is obtained when
ν ≈ 1

2 − 1
2

√
1 − m, while the bright RW is gener-

ated for ν ≈ 1
2 + 1

2

√
1 − m. In Fig. 7a, b, the dim

and bright RWs are shown, respectively, for α = 0.3
and m = 0.5. The intensities of dim (bright) RWs are
1.6716 (7.3284). These two RWs can be combined
into a second-order solution using DT, as shown in
Fig. 7c. Its intensity is always 9 (in agreement with
PHF), independent of the background parametrized
by m. In the special case of m = 0.5, the inten-

sity of this second-order rogue wave is equal to
the sum of intensities of the dim and bright RWs.
In this manner, we have generated a “Pythagorean
triplet” of rogue waves for the Hirota equation. A
comparison of these results with the same solutions
of NLSE (Figs. 3, 4, and 5 in [34]) reveals a sim-
ilar structure, except for the tilt introduced by the
parameter α.

In Fig. 8a, b, we show the third-order breathers gen-
erated by DT for both dnoidal and cnoidal seeds. The
backgrounds differ in the two cases, showing distorted
oscillatory patterns. However, very sharp and strong
central peaks appear similarly in both figures, suggest-
ing that these maxima can be recognized as RWs of HE
on nonuniform backgrounds.
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Fig. 7 a The dim and b the bright rogue waves obtained for α = 0.3, m = 0.5, and ν ≈ 1
2 ∓ 1

2

√
1 − m. c The second-order solution

formed by the DT from RWs of (a) and (b). The peak intensity is 9, precisely equal to the sum of its constituents’ intensities

Fig. 8 Third-order breathers calculated using the DT on
a nonuniform background. Parameters are λ1 = 0.91i ,
λ2 = 0.81i , λ3 = 0.61i , and α = 0.05. Seed functions: a
ψ0 = ψdn, m = 1/9, c = 1, and b ψ0 = ψcn, m = 0.982,
c = √

2m − 1. Both intensity maxima are in agreement with the
PHF: a |ψ |2max = 32.036 = [c + 2(0.91 + 0.81 + 0.61)]2 and

b |ψ |2max = 31.810 =
[
c
√

m
2m−1 + 2(0.91 + 0.81 + 0.61)

]2
.

Insets in both figures show 2D intensity distribu-
tions, in order to depict strong and sharp central
peaks imposed on irregular oscillatory patterns of the
background
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6 Conclusion

In this work, we have presented a procedure for dynam-
ical generation of higher-order solitons and breathers
of the Hirota equation on uniform background, using
the Darboux transformation. Once the wave func-
tion at a particular value of the evolution variable is
found using DT, it can be used as an initial condition
for numerical evaluation, with appropriate boundary
conditions. This dynamical evolution toward higher-
order solitons and breathers is important in the situ-
ations when the existence of such solutions is ques-
tionable in the presence of modulation instability.
Thus, theDTmay provide analytical higher-order solu-
tions that might not exist, owing to modulation insta-
bility, which—as a rule—exists in these solutions.
We have shown that the breather-to-soliton conver-
sion can be used to produce solitons of higher ampli-
tude and that the periodicity of Akhmediev breathers
can be utilized for dynamical generation of rogue
waves.

We also presented a derivation of the Lax pair
generating functions and a procedure for calculat-
ing higher-order solutions of Hirota equation when
dnoidal and cnoidal JEFs are used as seed solutions
for the DT. We demonstrated that higher-order ABs
and Kuznetsov–Ma solitons can be generated on these
nonuniform backgrounds. For particular sets of param-
eters, we found that the higher-order DT solutions
can be treated as rogue waves of the Hirota equa-
tion.

Finally, we generalized our peak height formula for
the Hirota equation, proving that the peak height of
a higher-order solution is a simple linear sum of the
constituent peak heights. This formula may be useful
in guiding the design and production of breathers of
maximal intensity in physical systems modeled by the
Hirota equation.
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7 Appendix: The general Darboux transformation
scheme

A higher-order soliton (breather) solution of the N th
order is a nonlinear superposition of N independent
solitons (breathers), each determined by a complex
eigenvalue λ j , where 1 ≤ j ≤ N (the real part of the
eigenvalue determines the angle between the localized
solution and x-axis, while the imaginary part charac-
terizes the periodic modulation frequency [27]). The
N th-order wave function given by the DT is:

ψn = ψn−1 + 2
(
λ∗
n − λn

)
sn,1r∗

n,1∣∣rn,1
∣∣2 + ∣∣sn,1

∣∣2 . (7.1)

In order to find rn,1 and sn,1, one has to analyze recur-
sive relations between rn,p(x, t) and sn,p(x, t) func-
tions of the Lax pair equations in the general form:

rn,p = [(λ∗
n−1 − λn−1

)
s∗
n−1,1rn−1,1sn−1,p+1

+ (
λp+n−1 − λn−1

) ∣∣rn−1,1
∣∣2rn−1,p+1

+ (
λp+n−1 − λ∗

n−1

) ∣∣sn−1,1
∣∣2rn−1,p+1]

/
(∣∣rn−1,1

∣∣2 + ∣∣sn−1,1
∣∣2)

sn,p = [(λ∗
n−1 − λn−1

)
sn−1,1r

∗
n−1,1rn−1,p+1

+ (
λp+n−1 − λn−1

) ∣∣sn−1,1
∣∣2sn−1,p+1

+ (
λp+n−1 − λ∗

n−1

) ∣∣rn−1,1
∣∣2sn−1,p+1]

/
(∣∣rn−1,1

∣∣2 + ∣∣sn−1,1
∣∣2) .

(7.2)

From the last equation, it can be deduced that all rn,p

and sn,p can be calculated just from r1, j and s1, j , with
1 ≤ j ≤ N . The functions r1, j (x, t) and s1, j (x, t),

forming the Lax pair R =
(
r
s

)
≡

(
r1, j
s1, j

)
, are deter-

minedby the eigenvalueλ ≡ λ j , an embedded arbitrary
center of the solution

(
x0 j , t0 j

)
, and a system of linear

differential equations:

∂R

∂t
= U · R,

∂R

∂x
= V · R. (7.3)

Particularly for the Hirota equation, matrices U and V
are defined as (ψ ≡ ψ0) [30]:
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U = i

[
λ ψ(x, t)∗

ψ(x, t) −λ

]
,

V =
3∑

k=0

λk · i
[
Ak B∗

k
Bk −Ak

]
, (7.4)

where the coefficients Ak and Bk are

A0 = −1

2
|ψ |2 − iα

(
ψ∗
t ψ − ψtψ

∗) ,

B0 = 2α|ψ |2ψ + 1

2
iψt + αψt t ,

A1 = 2α|ψ |2, B1 = ψ − 2iαψt

A2 = 1, B2 = −4αψ, A3 = −4α, B3 = 0.

(7.5)
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Given any background (or seed) solution of the nonlinear Schrödinger equation, the Darboux transformation
can be used to generate higher-order breathers with much greater peak intensities. In this work, we use the
Darboux transformation to prove, in a unified manner and without knowing the analytical form of the background
solution, that the peak height of a high-order breather is just a sum of peak heights of first-order breathers plus
that of the background, irrespective of the specific choice of the background. Detailed results are verified for
breathers on a cnoidal background. Generalizations to more extended nonlinear Schrödinger equations, such as
the Hirota equation, are indicated.

DOI: 10.1103/PhysRevE.95.012211

I. INTRODUCTION

The study of high-intensity optical solitons and breathers
of the cubic nonlinear Schrödinger (NLS) equation, has
became a cornerstone of modern nonlinear physics and is
of special importance in modern nonlinear photonics. For a
comprehensive review of optical solitons and breathers, see
the work by Dudley et al. [1].

While the inverse scattering [2] and the direct method [3]
have been used in the past to study solitons of the NLS equa-
tion, many of the recent advances in understanding breathers
[4] and rogue waves [5,6] are based on using the Darboux
transformation (DT) [7]. Given any background (or seed)
solution of the NLS equation, the Darboux transformation
can be used to generate a high-order solution on top of that
background with either greater peak intensity [4–6], or greater
shape complexity [8,9].

The Darboux transformation is generic in that by iter-
ating a pair of generating solutions of the Lax-pair [10]
equation containing the background as an input function,
it provides a systematic procedure for creating new so-
lutions. The Darboux transformation itself knows nothing
about the evolution equation it is transforming, or the back-
ground wave function it is using. The Darboux iterations
are therefore the same for the cubic NLS equation, the
Hirota equation [11–13], and other extended NLS equations
[14–16], regardless of the choice of the background. Variants
in the evolution equation and the background solution are only
reflected in the initial generating solutions of the Lax-pair
equation. Different evolution equations have different Lax-pair
equations and therefore different generating solutions. The
same Lax-pair equation with different background solutions
will also have different generating solutions.

In this work, we first prove in Sec. II a remarkable generic
result for DT. If the initial generating functions of DT satisfy a
simple phase condition (7) below, then the peak-height formula
(6) follows. This formula states that the peak height of a
high-order soliton or breather is just a sum of its constituent
first-order soliton or breather peak heights plus that of the
background. Thus, as long as (7) is true, regardless of the
choice of evolution equation or the background wave function,

one has the peak-height formula (6). Hence, Eq. (7) guarantees
the peak-height formula for the cubic NLS equation, the
Hirota equation [11–13], and any other extended NLS equation
[14–16] that evolves according to the Lax-pair equation
[10]. This then greatly generalizes the peak-height formula
first stated for solitons [17] and more recently proved for
Akhmediev breathers [18]. We recall that in Ref. [18], we have
shown that the peak-height formula on a constant background
is essential for determining what first-order breathers are
necessary for producing a higher-order breather of a given
intensity. One can then extract an initial profile of the light
pulse, with the correct Fourier components, so that when
such a pulse is initiated in an optical fiber (assuming that
its propagation is well described by the NLS equation), it
will be compressed into a breather of the required intensity.
Such an initial light pulse can be produced in experiments
similar to those described in Refs. [19,20], particularly via the
latter reference’s frequency comb. By proving a more general
peak-height formula here, we hope to pave the way for a
possible future practical realization of these more general NLS
equations.

The phase condition (7), however, is simply a relative phase
between the two generating functions of the Lax equation, and
can always be conveniently so chosen in the soliton case of
ψ0 = 0. This is also shown in Sec. II. Thus, the peak-height
formula holds for solitons of all the NLS equations mentioned
above.

Furthermore, when ψ0 �= 0, the background generates a
nontrivial phase for the two generating functions of the
Lax equation. We prove in Sec. III that for the cubic NLS
equation, and without knowing the analytical form of the
background wave function, Eq. (7) remains true despite the
added background phase. That is, the peak-height formula (6)
for the cubic NLS equation is true regardless of the choice of
the background solution: vanishing, uniform, or varying. In
this manner, the proof of the peak-height formula for the cubic
NLS equation is made complete.

For the Hirota and other extended NLS equations on a
uniform background, others [11–16] have shown that (7) is true
and therefore the peak-height formula also holds. However, for
a nonuniform background, the Lax-pair equations for these
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extended equations are more complex and it is difficult and
beyond the scope of this work to prove (7) for the extended
equations on a general background.

Finally, in Sec. IV we show that for the cubic NLS equation,
the only nonuniform background that can support Akhmediev-
type breathers is the Jacobi elliptic function dn(t,k), which
forms a “dnoidal” background. In the end, in Sec. V we
verify our theoretical results with numerical calculations and
summarize our conclusions in Sec. VI.

II. BASIC RESULT FOR THE DARBOUX
TRANSFORMATION

The N th-order DT wave function of any nonlinear evolution
equation, such as the cubic nonlinear Schrödinger equation

i
∂ψ

∂x
+ 1

2

∂2ψ

∂t2
+ |ψ |2ψ = 0, (1)

is given by [7]

ψN (x,t) = ψ0(x,t) +
N∑

n=1

2(l∗n − ln)sn1r
∗
n1

|rn1|2 + |sn1|2 , (2)

where ψ0(x,t) is the background solution and the sum
goes over N constituent soliton or breather solutions, each
characterized by an eigenvalue

ln = iνn, with νn > 0.

Here, x and t are the conventional propagation distance and
transverse variable of fiber optics. At a given n, the functions
rn1(x,t) and sn1(x,t) depend recursively on all the lower n

functions via [7]

rnj = [(l∗n−1 − ln−1)s∗
n−1,1rn−1,1sn−1,j+1

+ (lj+n−1 − ln−1)|rn−1,1|2rn−1,j+1

+ (lj+n−1 − l∗n−1)|sn−1,1|2rn−1,j+1]/(|rn−1,1|2

+ |sn−1,1|2), (3)

snj = [(l∗n−1 − ln−1)sn−1,1r
∗
n−1,1rn−1,j+1

+ (lj+n−1 − ln−1)|sn−1,1|2sn−1,j+1

+ (lj+n−1 − l∗n−1)|rn−1,1|2sn−1,j+1]/(|rn−1,1|2

+ |sn−1,1|2). (4)

These DT iterations are “generic” in that they are of the same
form for all NLS or extended equations they are designed to
solve. The knowledge of a particular nonlinear equation or a
background solution is encoded only in the initial solutions
r1j (x,t) and s1j (x,t) of the Lax-pair equation (to be described
below), which kick-start the iterations of (3) and (4).

For the general wave function ψN (x,t), iterations (3) and
(4) are recursively too complex to be written down analytically
beyond the lowest few orders. However, we can prove a
fundamental result on the basis of (3) and (4) alone, that if
for all 1 � n � N , sn1(0,0) and rn1(0,0) only differ by an
arbitrary phase φ,

sn1(0,0) = eiφrn1(0,0), (5)

then

ψN (0,0) = ψ0(0,0) +
N∑

n=1

(−ieiφ)2νn

= ψ0(0,0) +
N∑

n=1

2νn. (6)

This peak-height formula (6) follows from (5) by simply
evaluating (2) at the origin x = t = 0 with the choice of the
phase

φ = π

2
.

Note that (6) gives the wave function itself, not its modulus.
Since one can always center the soliton or breather at the origin,
this formula gives the peak height of the N th-order soliton or
breather as a linear sum of peak heights of individual solitons
or breathers plus the height of the background solution. The
choice of the phase eiφ = i is natural, in that the resulting peak
height is real and positive.

We will now prove that (5) is true if the initial Lax solutions
also satisfy the phase condition

s1j (0,0) = eiφr1j (0,0), (7)

for each j -constituent soliton or breather. We defer the proof of
(7) to the next section, since these initial Lax solutions require
knowledge of the specific equation and the background.

To prove (5) on the basis of (7), we apply iterations (3)
and (4) at x = t = 0 and suppress the notation (0,0). Starting
from (7), which is s1j = eiφr1j for 1� j �N , one can prove
successively that s2j = eiφr2j for 1� j �N−1, s3j = eiφr3j

for 1� j �N−2, etc. Therefore, given sn−1,j = eiφrn−1,j , (3)
and (4) read as

rnj = −(ie−iφ)νn−1sn−1,j+1 + iνj+n−1rn−1,j+1,

snj = (−ieiφ)νn−1rn−1,j+1 + iνj+n−1sn−1,j+1,

which means that

eiφrnj = −iνn−1sn−1,j+1 + iνj+n−1(eiφrn−1,j+1)

= (−ieiφ)νn−1rn−1,j+1 + iνj+n−1sn−1,j+1

= snj .

Thus, the proof by induction is complete. Note that we only
need the above equality to evaluate (2) for the peak height; we
do not need the actual analytical expression for rnj and snj . This
is why the peak height can be evaluated simply, circumventing
the full nonlinear complexity of DT.

In the case of the cubic NLS equation, the initial functions
s1j (x,t), r1j (x,t) are solutions to the following set of four
Lax-pair partial differential equations [5] (subscripts dropped
for clarity):

rt = iψ∗
0 s + ilr, (8)

st = iψ0r − ils, (9)

rx =
(

il2 − i

2
|ψ0|2

)
r +

(
ilψ∗

0 + 1

2
(ψ∗

0 )t

)
s, (10)
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sx =
(

−il2 + i

2
|ψ0|2

)
s +

(
ilψ0 − 1

2
(ψ0)t

)
r, (11)

whose compatibility condition requires ψ0 to be a solution
of the NLS equation. For more extended NLS equations, the
Lax-pair equations remain linear, but are more complex, and
can be found in Refs. [14–16]. Since (8)–(11) is a set of
four linear equations, the solutions s1j (x,t) and r1j (x,t) will
contain four constants of integration. As the DT wave function
(2) is unaffected by a common phase (or a common scale
factor) of s1j (x,t) and r1j (x,t), one constant can be used to
normalize both to unit modulus. Two constants can be used
to shift the solution peak to x0 and t0 and the last constant
can be chosen to fix the relative phase, so that (7) is true.
Such a relative phase then guarantees a positive wave function
peak height. This argument suggests that (7) is always possible
(when x0 = t0 =0) by simply choosing

r1j (0,0) = e−iπ/4 and s1j (0,0) = eiφr1j (0,0) = eiπ/4.

(12)

This is indeed the case for solitons based on the background
ψ0 = 0. For example, integrating (8)–(11) with ψ0 = 0 gives

r1j (x,t) = exp[−νj (t − t0) − iν2
j (x − x0) − iπ/4], (13)

s1j (x,t) = exp[νj (t − t0) + iν2
j (x − x0) + iπ/4], (14)

which produces a first-order soliton (when setting x0 = t0 =0)

ψ1(x,t) = ψ0 + 2(l∗1 − l1)r∗
11s11

|r11|2 + |s11|2

= 2(−2iν1) exp
(
i2ν2

1x + iπ/2
)

exp(−2ν1t) + exp(2ν1t)

= 2ν1 exp
(
i2ν2

1x
)

cosh(2ν1t)

with a positive peak height at the origin

ψ1(0,0) = 2ν1. (15)

Since (13) and (14) satisfy (7) when x0 = t0 =0, the peak height
of an N th-order soliton is given by (6), with ψ0(0,0) = 0.
This result has been stated without a proof some time ago
[17], but with a different relative phase between r1j (x,t)
and s1j (x,t). Result (12) remains true for ψ0 = 0 in the
more extended NLS equations, including the Hirota and
the Lakshmanan-Porsezian-Daniel operators (see Ref. [14]).
Thus, the peak-height formula holds for solitons in all extended
NLS equations.

When ψ0 �= 0, as we shall see below, the background will
generate an additional phase on the initial Lax solutions, and
one must show that (7) remains true in spite of the added phase.

III. GENERAL BACKGROUND WAVE FUNCTIONS

For solutions of the NLS equation with a nonuniform
background of the form

ψ0(x,t) = AF (t)eiBx, (16)

where A �= 0 and F (t) is real, we will show that Eq. (7) remains
true, but now requires that φ = π/2. For ψ0(0,0) to be the peak,
we assume that F (t) is normalized such that

F (0) = 1 and Ft (0) = 0. (17)

This is all that we need to prove (7); we do not need to know
the analytic form of F (t). [We also do not need to require
Ftt (0) < 0; the case of Ftt (0) > 0 is covered by taking A < 0.]

For F (t) not constant, one cannot solve all four Lax-pair
equations. However, one can still solve (10) and (11) by
invoking (16) and (17). Fixing t = 0 with l = iν, the last two
Lax-pair equations read [suppressing the subscripts and (x,0)
dependence]

rx = −i
(
ν2 + 1

2A2
)
r − νAe−iBxs,

sx = i
(
ν2 + 1

2A2
)
s − νAeiBxr.

Letting

r = ae−iBx/2 and s = beiBx/2

gives

ax = −iUa − νAb, (18)

bx = iUb − νAa, (19)

where U = ν2 + 1
2 (A2 − B). It follows that

bxx = (ν2A2 − U 2)b = ν2ω2b (20)

with

ω =
√

B − ν2 −
(

A2 − B

2ν

)2

, (21)

and hence the solution is

b = Ceνωx + De−νωx.

In this work, we focus on the breathers with real ω, thus
restricting

B − ν2 − 1

ν2

(
A2 − B

2

)2

� 0. (22)

The boundary value of this equation defines the rogue wave
limit of ω = 0. When ω is imaginary, one has Kuznetsov-Ma-
type solutions periodic in x [21,22].

For breathers, the solution for a follows from (19),

a = 1

νA
(iUb − bx) = D

(
νω + iU

νA

)
e−νωx

−C

(
νω − iU

νA

)
eνωx.

From (20), the parentheses are just pure phases,

a = Dei2χ−νωx − Ce−i2χ+νωx,

given by

cos(2χ ) = ω/A and sin(2χ ) = U/(νA). (23)

To make a and b symmetrical, we can choose

D = e−iχ−iδ and C = eiχ+iγ ,
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with phases δ and γ yet to be determined. This then gives,
restoring all subscripts,

r1j (0,0) = eiχj −iδ − e−iχj +iγ = eiχj −iδ + e−iχj +iγ−iπ ,

s1j (0,0) = eiχj +iγ + e−iχj −iδ.

The above will satisfy (7) if the phase φ is given by

φ = δ + γ = π

2
.

Note that only the sum δ + γ is fixed to be π/2; however, the
symmetrical choice of δ = γ = π/4 is universally adopted
in the literature [6,7,23]. Thus, for the above choice of
φ, (7) remains true independent of the phase χj gener-
ated by the background. Therefore, the peak-height formula
(6) for breathers is true regardless of the choice of the
background.

To verify that 2ν1 is indeed the peak height of the first-order
DT wave function, we compute directly

ψ1(x,0) = ψ0(x,0) + 2(l∗1 − l1)s1j r
∗
11

|r11|2 + |s11|2 =
(

A + 2ν1[1 − sin(2χ1) cosh(2ν1ω1x) + i cos(2χ1) sinh(2ν1ω1x)]

cosh(2ν1ω1x) − sin(2χ1)

)
eiBx. (24)

At x → ±∞, we have intensity

|ψ1(±∞,0)|2 = [A − 2ν1 sin(2χ1)]2 + [2ν1 cos(2χ1)]2 = A2 − 4Aν1 sin(2χ1) + 4ν2
1 = A2 − 4U + 4ν2

1 = 2B − A2, (25)

provided that ω �= 0. For Akhmediev breathers on a uniform
background ψ0 = eix with A = B = 1, the above reproduces
the background intensity |ψ1(x → ±∞,0)|2 = 1, as compared
to the peak height ψ1(0,0) = 1 + 2ν1.

Breathers of the Hirota and extended NLS equations on the
uniform background have initial Lax solutions satisfying (7)
[13,16]. Therefore, these breathers obey the same peak-height
formula as the Akhmediev breathers.

IV. CNOIDAL BACKGROUND BREATHERS

For solutions of the cubic NLS equation with nonuniform
backgrounds, we substitute (16) into (1), to find

d2F

dt2
= 2BF − 2A2F 3.

Comparing this to the equation satisfied by any of the 12 Jacobi
elliptic functions [24] zn(t,k)

d2zn

dt2
= βzn + 2αzn3,

we must have α = −A2 and β = 2B. Among the 12 elliptic
functions, only four have α negative [24], given by

(1) F (t) = cn(t,k) with A = k,B = k2 − 1/2,

(2) F (t) = dn(t,k) with A = 1,B = 1 − k2/2,

(3) F (t) = nd(t,k) with A =
√

1 − k2,B = 1 − k2/2,

(4) F (t) = sd(t,k) with A = k
√

1 − k2,B = k2 − 1/2,

where k is the modulus of the elliptic function. For cases (1) and
(2), t = 0 is the peak of cn(t,k) and dn(t,k). However, for cases
(3) and (4) the peaks are at nd(K,k) and sd(K,k), where K is
the quarter-period of cn. Therefore, for these to peak at t = 0,
one must set F (t) = nd(t + K,k) and F (t) = sd(t + K,k). For
case (3) this means

AF (t) =
√

1 − k2 nd(t + K,k) =
√

1 − k2

dn(t + K,k)
= dn(t,k),

which is identical to case (2). For case (4), one has

AF (t) = k
√

1 − k2 sd(t + K,k) = k
√

1 − k2
sn(t + K,k)

dn(t + K,k)

= k dn(t,k)
cn(t,k)

dn(t,k)
= k cn(t,k),

which is identical to case (1). There are therefore only two
cnoidal background solutions, (1) and (2). For these two cases,
respectively, our general formula (23) for the background
phase,

cos(2χj ) =
√

1 − 1

k2

(
νj + 1

4νj

)2
,

cos(2χj ) =
√

1 −
(
νj + k2

4νj

)2
,

agrees with the results of Ref. [23].
For the cn background, the restriction (22) for breathers

gives

k2 �
(

ν + 1

4ν

)2

� 1,

since the right-hand side has a minimum of 1. There is
therefore no breather except possibly at k = 1. However, at
k=1, cn(t,1) = sech(t), which is the same as the dn case
at k = 1, described below. Thus, all breathers are contained
in the dn case and the cn background only supports the
Kuznetsov-Ma-type [21,22] breathers.

For the dn background, the breather condition (22) gives(
ν + k2

4ν

)2

� 1 → k2 � 4ν(1 − ν),

which restricts the range of ν to
1
2 − 1

2

√
1 − k2 � ν � 1

2 + 1
2

√
1 − k2. (26)

As k ranges from 0 to 1, the range of ν narrows from [0,1] to
[1/2,1/2]. In contrast to the Akhmediev breather case, where
there is only a single rogue wave at ν = 1, corresponding to the
Peregrine breather, here, at each value of k, there are two rogue
waves, corresponding to the lower and upper boundary values
of (26). (These are called the DCRW and CCRW, respectively,
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FIG. 1. A breather on the dn(t) elliptic function background, with
ν = 1/2 and k2 = 1/2. The peak intensity is 4.

in Ref. [23]). The peak intensity of the brighter rogue wave is

|ψ1(0,0)|2 = (2 +
√

1 − k2)2, (27)

to be compared to the background intensity from (25):

|ψ1(x → ±∞,0)|2 = 1 − k2. (28)

While the absolute peak intensity (27) is less than that of the
Peregrine breather, its ratio with respect to the background
intensity (28) is always greater than 9, with increasing k.

V. NUMERICAL VERIFICATION

We have implemented the Darboux transformation on
cnoidal backgrounds with the same initial conditions as used
by Kedziora et al. [23].

In Fig. 1, we show a breather on the dn(t) elliptic function
background at ν = 1/2 and k2 = 1/2. The peak intensity is
precisely 4, in agreement with the peak-height formula. While
the evolution of |ψ(x,0)|2 given in Fig. 2 only reaches a single

-10 -8 -6 -4 -2 0 2 4 6 8 10
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

FIG. 2. Comparing the DT evolution of |ψ(x,0)|2 (symbols)
with prediction (24) (lines) at ν = 1/2 and at three values of
k2 = 1/4,1/2,3/4. The peak intensity at the origin is 4 for all three
cases, but the background intensities given by (28) are respectively
3/4, 1/2, and 1/4.

FIG. 3. The bright rogue wave at k2 = 1/2 and ν = 1
2 +

1
2

√
1 − k2. The numerical peak intensity is 7.3284; the peak-height

formula intensity is 4 + 1/2 + 2
√

2 = 7.3284.

peak, its variation in the t direction is modulated by the periodic
elliptic function background.

In Fig. 2, the DT profile |ψ(x,0)|2 is compared to the general
theoretical result (24) at ν = 1/2, but at three values of k2 =
1/4,1/2,3/4. Since the peak height only depends on ν, all
three cases have the same peak intensity of 4. However, the
background intensity changes according to k2, as given by
(28). The agreement between numerical DT simulations and
theoretical predictions is perfect.

For the case of k2 = 1/2, the bright rogue wave is at
ν = 1

2 + 1
2

√
1 − k2, with peak intensity (1 + 2ν)2 = 7.3284.

This is shown in Fig. 3. Rogue waves on a uniform back-
ground reach their peaks monotonically in both the x and t

directions. Rogue waves on a cnoidal background arise out of
a background periodic in the t direction.

In Fig. 4, we show the dim rogue wave with ν = 1
2 −

1
2

√
1 − k2 at the same value of k2 = 1/2. The intensity is more

than a factor of 4 dimmer and with much shorter wavelength
oscillations in the t direction, due to the smaller ν. This
intensity profile is similar to Fig. 8(a) of Ref. [23].

Using DT, one can form a second-order rogue wave by
combining the two ν-values of the bright and dim rogue waves.
This rogue wave is special in that, since the plus and minus
terms in ν cancel, i.e., from (6),

|ψ(0,0)|2 = (1 + 2ν1 + 2ν2)2

= (1 + 1 +
√

1 − k2 + 1 −
√

1 − k2)2 = 9,

FIG. 4. The dim rogue wave at k2 = 1/2 and ν = 1
2 − 1

2

√
1 − k2.

The numerical peak intensity is 1.6716; the peak-height formula
intensity is 4 + 1/2 − 2

√
2 = 1.6716.
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FIG. 5. Second-order rogue wave at k2 = 1/2 formed by the
bright and dim rogue waves of Figs. 3 and 4. The peak intensity
of 9 here is precisely the sum of those two figures’ intensities.

its intensity is always 9 independent of the background
parametrized by k. Its intensity is exactly at the border between
first- and second-order breathers. This is shown in Fig. 5. Such
a rogue wave was originally suggested, but not computed, by
Kedziora et al. [23]. What is even more remarkable is that the
intensity of this second-order rogue wave is exactly the sum of
the intensities of the previous two first-order rogue waves. We
have therefore found a “Pythagorean triplet” of rogue waves,
in the sense that the sum of squares of two wave function peaks
is equal to the square of a third wave function peak. Such a
result would seem inexplicable and unexpected without having
an analytical form for the wave function peak. The power of
our peak-height formula is that, in order for the sum of two
squares of wave function peaks to satisfy

(2 −
√

1 − k2)2 + (2 +
√

1 − k2)2 = 9,

the two first-order rogue waves must reside on a background
of k2 = 1/2. Thus our peak-height formula makes it easy to
see that among all possible rogue waves given by (26), this
Pythagorean triplet is unique to the background of k2 = 1/2.
There are no such rogue wave triplets on other backgrounds.

A fifth-order breather is shown in Fig. 6. Such a high-
order breather is very concentrated and one has to zero-in on
the origin, to see the extremely high, yet narrow, peak. Our
peak-height formula perfectly predicted the peak height of
this high-order breather.

VI. CONCLUSIONS

In this work, we have shown that for the NLS equation, the
peak-height formula (6) is true for all proper choices of the
background solution—vanishing, uniform, or varying.

FIG. 6. Fifth-order breather at k2 = 1/2, with five values of
νi = 0.4,0.5,0.6,0.7,0.8. The numerical DT peak intensity is 49. The
peak-height formula intensity is also 49.

More generally, we have also shown that, since the DT
iterations are generic, as long as (7) is true, the peak-height
formula (6) is true for all extended NLS equations. Such
a peak-height formula will be useful in guiding the design
and production of maximal-intensity breathers in physical
systems that can be modeled by the NLS equation [18]
and its extended variants. Also, while there is no direct
generalization of DT to higher spatial dimensions for the NLS
equation, the one-dimensional (1D) solution of the NLS can
be embedded into the three-dimensional (3D) solution via
similarity reductions [25,26] in the study of Bose-Einstein
condensates. The resulting 3D solution is then basically the
1D solution multiplied by some prefactors. Our peak-height
formula will be useful in determining the peak density of the
condensate by evaluating those prefactors.

Finally, our peak-height formula provided insights into
relating all breathers generated by DT. For example, it can
be used to prove the uniqueness of the Pythagorean triplet of
rogue waves. It also provides a simple check on the accuracy of
any numerical solution of the NLS equation. This is especially
useful when solving extended NLS equations with complex
higher-order terms.
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It is well known that Akhmediev breathers of the nonlinear cubic Schrödinger equation can be 
superposed nonlinearly via the Darboux transformation to yield breathers of higher order. Surprisingly, 
we find that the peak height of each Akhmediev breather only adds linearly to form the peak height of 
the final breather. Using this peak-height formula, we show that at any given periodicity, there exists a 
unique high-order breather of maximal intensity. Moreover, these high-order breathers form a continuous 
hierarchy, growing in intensity with increasing periodicity. For any such higher-order breather, a simple 
initial wave function can be extracted from the Darboux transformation to dynamically generate that 
breather from the nonlinear Schrödinger equation.

© 2016 Elsevier B.V. All rights reserved.
The study of high-intensity optical solitons on a finite back-
ground, known as “breathers” (and “rogue waves”), is of growing 
importance in modern nonlinear photonics. For a comprehensive 
reference of recent works, see the review by Dudley et al. [1]. 
One way of achieving high intensity is to create higher-order ver-
sions of these breathers. (We regard rogue waves as special cases 
of breathers with infinite period [2].) While it has been known
for a long time [3] that these higher-order breathers can be com-
posed from first-order breathers via the Darboux transformation 
(DT), the recursive complexity of the transformation [3–7] has ob-
scured insights into the working of DT’s nonlinear superposition. 
In this work, we find analytically that, despite the nonlinear super-
position, the peak heights of the breathers only add linearly. From 
this key result, one can prove that: I) At each periodicity, there is 
a unique higher order breather of maximal peak intensity. II) With 
increasing periodicity, these higher-order breathers form a contin-
uous hierarchy of single-peak solitary waves with monotonically 
rising intensity. III) In the limit of an infinite period, these higher-
order breathers morph smoothly into rational rogue waves of the 
same order. IV) From the breather’s numerical wave function pro-
duced by DT, an initial wave function in the form of a cosine series 
can be extracted, so that when the latter is inputted into the non-

* Corresponding author.
E-mail address: chin@physics.tamu.edu (S.A. Chin).
http://dx.doi.org/10.1016/j.physleta.2016.08.038
0375-9601/© 2016 Elsevier B.V. All rights reserved.
linear Schrödinger equation (NLSE), the breather can be generated 
dynamically. Since the NLSE is an excellent model for propagating 
light pulses in an optical fiber, our results strongly suggest that 
breathers of extreme intensity and short duration can be system-
atically produced in optical fibers.

Let’s first summarize some well-known properties of first-order 
Akhmediev breathers (ABs) [8,9]. The breather’s wave function

ψ(t, x) =
[
1+ 2(1−2a) cosh(λt)+iλ sinh(λt)√

2a cos(�x) − cosh(λt)

]
eit, (1)

is an exact solution to the cubic NLSE

i
∂ψ

∂t
+ 1

2

∂2ψ

∂x2
+ |ψ |2ψ = 0, (2)

on a finite background: |ψ(t→±∞, x)| → 1. Its most fundamental 
characteristic is that it is periodic over a length L parametrized by 
the modulation parameter a:

L = π/
√

1 − 2a.

Only in the singular limit of a →1/2, L →∞, does it become the 
non-periodic, Peregrine soliton [10].

At a given a, because of this basic periodicity, the allowed 
Fourier modes can only have wave numbers

km = m� for m = 0,±1,±2, · · · , (3)
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where � is the interval’s fundamental wave number:

� = 2π/L = 2
√

1 − 2a. (4)

The growth factor λ = √
8a(1 − 2a) = �

√
1 − (�/2)2 is due to the 

instability of this fundamental mode, as determined by the Bogoli-
ubov spectrum [11–13] or by the Benjamin–Feir [14] instability. 
This growth factor, when real, implies that all modes with |km| < 2
are unstable. Specifically, the first nonzero |m| harmonic modes are 
unstable for |m|� < 2, or at the parameter values [15]

a > a∗
m ≡ 1

2
(1 − 1

m2
). (5)

If a were negative, then (4) implies that � > 2 and all modes are 
stable. A negative a will therefore not result in an AB, but only in 
stable Bogoliubov excitation modes [13].

The AB wave function (1) peaks at t = 0, with profile

ψ(0, x) = 1 + 2(1 − 2a)√
2a cos(�x) − 1

. (6)

The maximum peak height is at x = 0,

|ψ |max = 1 + 2
√

2a. (7)

As a increases from 0 to 1/2, this peak height increases from the 
background height of 1 and smoothly matches the Peregrine’s [10]
peak height of 3.

By using DT, an nth-order breather can be constructed from n
ABs with an arbitrary set of real modulation parameters

a1 > a2 > a3 > · · ·an > 0. (8)

(All t- and x-shift parameters [6] are set to zero.) However, such a 
construction would overlook the importance of periodicity. Given 
an initial AB with a1 = a, it is periodic over a length of L1 = L. For 
any ak < a1, the resulting �k , if incommensurate with �, would 
completely destroy the periodicity of the original AB. Even if �k
were commensurate with �, unless �k is just a multiple of �, the 
periodic length L must be enlarged to accommodate both wave 
numbers. While there is no logical argument forbidding such an 
arbitrary ak construction, it is reasonable to insist that the higher-
order breather retains the same periodic length L as the initial AB. 
In this case, one must choose �k = k�, resulting in the following 
set of modulation parameters:

ak = k2(a − 1

2
) + 1

2
. (9)

This set of ak as a function of a is plotted in Fig. 1. Note that 
ak > 0 only when a > a∗

k . Let’s denote the region a∗
n <a <a∗

n+1 as 
Rn; then in each region Rn there are exactly n values of (8) that 
can be combined by DT to form an nth-order breather. We will 
show below that such a breather has the highest peak intensity at 
any given periodic length parametrized by a.

The Darboux transformation gives

ψn(t, x) = ψn−1(t, x) + δψ(t, x), (10)

where δψ(t, x) depends recursively on all the previous-order wave 
functions [3–6]. This is classic nonlinear superposition. However, 
we will prove in the Appendix that for an nth-order AB, the maxi-
mum peak height at t=0 and x =0 only adds linearly, given by

|ψ |max = 1 + 2
n∑

k=1

√
2ak. (11)

This is one key finding of this work, valid for an arbitrary set of 
real ak .
Fig. 1. Modulation parameters ak of (9) as functions of a. Vertical broken lines indi-
cate the locations of a∗

m .

The peak height of |ψ(0, 0)| has been studied previously. In 
an early work of Akhmediev and Mitzkevich [16], a formula sim-
ilar to (11) was stated without proof for solitons, in terms of the 
imaginary parts of DT eigenvalues. (For an AB, the corresponding 
imaginary part is 

√
2a.) More recently, Kedziora, Ankiewicz and 

Akhmediev [17] have found numerically that the peak amplitude of 
a fused n-order rogue wave is one plus twice the imaginary part 
times n, corresponding to (11) with all ak equal. Later in Ref. [18], 
a case (their Fig. 8) with three different imaginary parts is also 
found to be true, numerically. However, in all these cases, the term 
with the imaginary part was never explicitly identified as the peak-
height of the constituent breather or soliton.

For the special set of ak given by (9), we can further deduce 
that: 1) In each region of Rn there is a unique nth-order AB with 
peak height given by (11). This peak height is maximal because 
it is a sum over all available and possible ak ’s of a given periodic 
length. 2) In regions lower than Rn , this nth-order AB does not 
exist because some of the required ak are not positive. 3) In re-
gions higher than Rn , this nth-order AB retains the highest peak 
height among all nth-order ABs. For example, in R3, we have 
a1 > a2 > a3 > 0. Clearly, from Fig. 1 and (11), the second-order 
AB formed from a1 and a2 will have the greater peak height than 
the AB2 formed from a1 and a3 or a2 and a3. The last case also il-
lustrates that the peak height of an AB2 formed from any two a
values having commensurate wave numbers will always be lower 
than that formed from wave numbers k1 and k2 over the same pe-
riodic interval. Therefore, by (11), the nth-order AB formed from 
the first n values of (9) has peak intensity greater than any other 
AB having the same periodic length.

The peak heights of these maximal higher-order ABs are plot-
ted in Fig. 2. In each Rn region, the maximal intensity breather 
is indicated as a solid line. These solid lines can be joined con-
tinuously over each region, forming a single hierarchy of maximal 
intensity breathers. In higher Rn regions, the lower-order ABs re-
main maximal for their order and are denoted by broken lines. As 
a →1/2, (11) smoothly yields |ψ |max =1 +2n, which are the peak 
heights of nth-order rational rogue waves (RWs) [2]. Thus, RWs are 
the natural end points of our periodic ABs. Although RWs have the 
highest intensity at each order, their intensities are discrete, with 
ever-growing gaps between successive orders. By contrast, the in-
tensity of our hierarchy of periodic ABn, as shown in Fig. 2, can be 
continuously chosen by changing the periodic length via the mod-
ulation parameter a.
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Fig. 2. Peak heights of maximal intensity nth-order Akhmediev breathers at any 
spatial periodic length parametrized by the modulation parameter a.

Now that we have shown that this hierarchy of high-order ABs 
is of maximal intensity, the next step is to find ways of producing 
them systematically. Currently, only breathers up to the second-
order have been observed in optical fibers [19–21]. While third-
order breathers have been seen in random field searches [1,22], the 
analytical initial wave functions used for exciting a second-order 
RW optically [20], or a third-order RW theoretically [23], were es-
sentially obtained by trial and error.

Recall that the AB wave function at t=0, (6), is an even function 
of x. Since the NLSE preserves the symmetry of the wave function, 
the full wave function must remain spatially symmetric [8], in the 
form of

ψ(t, x) = A0(t) + 2
∞∑

m=1

Am(t) cos(m�x), (12)

with complex amplitudes Am(t). As shown in Ref. [24], the insta-
bility of the fundamental mode A1(t) induces a cascading insta-
bility of all the |m| >1 modes, causing all to grow exponentially in 
locked-step with A1(t), as |Am(t)| ∼|A1(t)||m| . Therefore, at a long 
time before the AB peak, all higher-mode amplitudes are exponen-
tially small, as compared to A1(t), and the wave function must be 
of the form

ψ0(x) = A0 + 2A1 cos(�x), (13)

with complex amplitudes A0 ∼ 1 and A1 ∼ 0. Similarly, for an nth-
order AB, with n unstable modes, the wave function at a long time 
before the peak must be of the form

ψ0(x) = A0 + 2
n∑

m=1

Am cos(m�x), (14)

with n complex coefficients Am shaping the growth of the n unsta-
ble modes into a single nth-order AB. Clearly, any trial and error, 
or grid-search method would be impractical for determining more 
than two Am coefficients.

Here, we propose an extremely simple, yet systematic way of 
determining these coefficients. The method is to use the Darboux 
transformation to generate a numerical nth-order AB wave func-
tion at a sufficiently long time before the peak and extract the 
n coefficients Am by fitting it with the functional form (14). (The 
constant A0 is fixed by normalization.)

Figs. 3 and 4 show the resulting second-order AB at a = 0.43, 
produced from the NLSE with the n = 2 initial wave function (14). 
Fig. 3. (Color online.) Second-order Akhmediev breather at a = 0.43, generated 
from the nonlinear Schrödinger equation using initial wave function (14). Coef-
ficients are fitted from the Darboux transformation at t = 10 before the peak; 
A1 =(0.532 +1.32i) 10−3, A2 =(−7.56 −6.54i) 10−5, |ψ |2max = 17.48 (17.48). The value 
in parentheses gives the maximum intensity according to Eq. (11).

Fig. 4. (Color online.) Same as Fig. 3, but with coefficients fitted at t = 2 before the 
peak, with only two decimal places, A1 = 0.18 +0.28i, A2 = −0.11 −0.03i, |ψ |2max =
18.61 (17.48). This second-order AB is asymmetric.

The NLSE was solved numerically using a second-order splitting 
fast Fourier transform method with time step �t = 0.0001 and 
double-checked using a fourth-order symplectic splitting scheme 
[25]. We extracted the coefficients by fitting (14) to the DT wave 
function at t = −2 and at t = −10. (Therefore, when solving the 
NLSE numerically, the peak appears at t = 2 and t = 10 simulation 
time.) Since an overall phase is irrelevant, we subtract the phase of 
A0 from all coefficients, so that A0 is real and we renormalize it, 
to obtain A0=√

1 − 2|A1|2 − 2|A2|2. Thus, only two complex num-
bers for A1 and A2 suffice.

The fitted coefficients from t = −10 generate a nearly-perfect 
reproduction of the AB2 generated from DT, with symmetric two-
lobes before and after the peak. The spectral “fingerprint” shown 
in Fig. 5 is indistinguishable from the exact DT spectrum. The 
fit at t =−2 yields larger coefficients and produces a rather dis-
torted/asymmetric two-lobe structure in Fig. 4 and an asymmetric 
spectral fingerprint in Fig. 6. Yet, despite such a distortion, the lat-
ter AB2 has slightly higher peak intensity than predicted by (11).

The use of DT to analyze numerical simulations and experi-
ments has been done by Erkintalo et al. [15] at the same value 
of a = 0.43 (see their Fig. 1). However, they used the t-shift pa-
rameter in DT to displace the two AB, so that they only get a 1-2 
peak structure, rather than an AB2. One cannot reproduce an AB2, 
unless one uses the initial wave function of the form (14).

In Fig. 7 we show the resulting AB3 at a = 0.464, a value used 
in the experiment of Ref. [15]. It is a relatively poor approximation 
to an exact AB3, similar to Fig. 4. In Figs. 8 and 9, we show inten-
sities of AB4 and AB5, obtained in a much better approximation. 
For these two breathers, one must fit (14) at t = −8 and t = −13 
respectively, yielding rather small but accurate coefficients.

Since an nth-order AB is composed of n ABs with wave num-
bers �, 2�, · · · n�, each having 1, 2, 3, · · · n peaks respectively, 
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Fig. 5. (Color online.) The spectral “fingerprint” of Fig. 3, with coefficients fitted at 
t=10 before the peak. The amplitudes are perfectly symmetric before and after the 
peak.

Fig. 6. (Color online.) The spectral “fingerprint” of Fig. 4, with coefficients fitted at 
t=2 before the peak. This is a poor, asymmetric imitation of Fig. 5, but the resulting 
AB still has comparable (actually, slightly higher) peak intensity.

Fig. 7. (Color online.) Third-order AB at a = 0.464 from the initial wave func-
tion (14). Coefficients are fitted at t = 3 before the peak: A1 = 0.17 + 0.32i, 
A2 = −0.14 + 0.004i, A3 = 0.04 + 0.001i, |ψ |2max = 35.21 (33.65). The pre-peak 3 
lobes are much reduced.

it is equivalent to 1 + 2 + · · ·n = n(n +1)/2 single-peak ABs. This 
is also the observation of Ref. [5,6] on rogue waves. This compo-
sition can be seen in the evolving intensity of all nth-order ABs 
in each region Rn , not just in rational RWs [6]. The nth-order AB 
will emerge from the background with n lobes, then (n − 1) lobes, 
(n − 2) lobes, etc., until the intensity converges into a narrow sin-
Fig. 8. (Color online.) Fourth-order AB at a = 0.47395 from the initial wave func-
tion (14). Coefficients are fitted at t = 8 before the peak; A1 = 0.016563 +
0.067661i, A2 = −0.005927 − 0.005156i, A3 = 0.002951 + 0.001122i, A4 =
−0.008055 − 0.003309i, |ψ |2max = 48.57 (49). Outer 4 lobes are at t < 6.

Fig. 9. (Color online.) Fifth-order AB at a =0.4850173 from initial wave function (14). 
Coefficients are fitted at t = 13 before the peak; A1 = (0.64382 + 3.6195i)10−2, 
A2 = (−1.2676 − 1.3896i)10−3, A3 = (1.7862 + 1.5434i)10−4, A4 = (−6.6953 −
4.4011i)10−5, A5 = (1.2706 + 0.6913i)10−4. Peak intensity is |ψ |2max = 80 (81), but 
only the base with |ψ |2 <10 is plotted to show the time-symmetric 5-4-3-2-1-lobe 
structure.

gle peak. It then decays in a time-symmetric manner back into 2 
lobes, 3 lobes, · · · n lobes, and fades back into the background. In 
Fig. 9, we only plot the intensity near the base of the AB, to better 
show the evolving lobe structure described above.

Since the NLSE can model well the propagation of light pulses 
in an optical fiber, the above dynamical generation of high or-
der ABs strongly suggests that they can also be produced in ex-
periments similar to those described in Refs. [15,21]. The latter’s 
frequency-comb can basically produce all the initial wave functions 
given above.
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Appendix. Proof of (11)

We follow the Darboux iteration in the Appendix of Ref. [6], 
with zero x- and t-shift parameters. The wave function at x = 0
and t = 0 can be evaluated starting from their Eq. (A4),

r1 j = 2i sin(A jr), s1 j = 2 cos(B jr),
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A jr = 1

2
arccos(

� j

2
) − π

4
, B jr = −1

2
arccos(

� j

2
) − π

4
,

with � j = 2
√

1 − 2a2
j . Therefore,

s1 j = 2 cos(B jr) = 2 cos(A jr + π

2
) = −2 sin(A jr)

= ir1 j . (15)

Equation (15) is the only result we needed to prove our formula. 
It follows that for all j ≥ 1

|s1 j|2 = |r1 j|2. (16)

From Ref. [6]’s Eq. (A6),

|ψ |max = 1 + 2(l∗1 − l1)s11r∗
11

|r11|2 + |s11|2 = 1 + 2(l∗1 − l1)i|r11|2
|r11|2 + |s11|2

= 1 + (l∗1 − l1)i = 1 + (−i
√

2a1 − i
√

2a1)i

= 1 + 2
√

2a1, (17)

where ln = i
√

2an . Note that we only need to know (15) and (16)
to arrive at (17); we do not need to know the explicit forms of s11
and r11.

We now prove by induction that (15) generalizes to all n ≥ 1, 
for j ≥ 1:

snj = irnj . (18)

Assuming that sn−1,k = irn−1,k for all k, specifically k = 1, then 
Ref. [6]’s Eq. (A7) gives,

rnj = −√
2an−1 sn−1, j+1 + i

√
2a j+n−1 rn−1, j+1,

snj = √
2an−1 rn−1, j+1 + i

√
2a j+n−1 sn−1, j+1.

Now invoking sn−1,k = irn−1,k for k = j + 1 then gives

irnj = −i
√

2an−1 sn−1, j+1 − √
2a j+n−1 rn−1, j+1

= √
2an−1 rn−1, j+1 + i

√
2a j+n−1 sn−1, j+1

= snj . (19)

From Ref. [6]’s Eq. (A8), each an will only contribute a factor 2
√

2an
to the maximum peak height by applying sn1 = irn1, as done simi-
larly in (17).
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Transcription factor–DNA binding
Hox genes encode transcription factors that control the formation of body structures, segment-specifically along
the anterior–posterior axis of metazoans. Hox transcription factors bind nuclear DNA pervasively and regulate a
plethora of target genes, deploying various molecular mechanisms that depend on the developmental and cellu-
lar context. To analyze quantitatively the dynamics of their DNA-binding behavior we have used confocal laser
scanning microscopy (CLSM), single-point fluorescence correlation spectroscopy (FCS), fluorescence cross-
correlation spectroscopy (FCCS) and bimolecular fluorescence complementation (BiFC). We show that the Hox
transcription factor Sex combs reduced (Scr) forms dimers that strongly associatewith its specific fork head bind-
ing site (fkh250) in live salivary gland cell nuclei. In contrast, dimers of a constitutively inactive, phospho-
mimicking variant of Scr show weak, non-specific DNA-binding. Our studies reveal that nuclear dynamics of
Scr is complex, exhibiting a changing landscape of interactions that is difficult to characterize by probing one
point at a time. Therefore, we also provide mechanistic evidence using massively parallel FCS (mpFCS). We
found that Scr dimers are predominantly formed on the DNA and are equally abundant at the chromosomes
and an introducedmultimeric fkh250 binding-site, indicating differentmobilities, presumably reflecting transient
binding with different affinities on the DNA. Our proof-of-principle results emphasize the advantages of mpFCS
for quantitative characterization of fast dynamic processes in live cells.

© 2015 Elsevier Ireland Ltd. All rights reserved.
1. Introduction

Hox transcription factors specify segmental identity in animals by
launching the developmental programs required for morphological di-
versification of segments, such as the formation of body appendages
and the acquisition of specialized functions (Gehring, 1987; Lewis,
1978; McGinnis and Krumlauf, 1992). However, despite the wealth of
knowledge on their biological function, we still lack detailed mechanis-
tic insight into how they achieve their complex function in vivo, at the
molecular level.
poulos),

league Prof. Walter J. Gehring, a
nd inspire many generations to

.

The DNA-binding properties of Hox transcription factors in large
metazoan genomes, and the mechanisms deployed thereby to control
the regulation of their target genes, remain open questions in develop-
mental biology. The dynamic behavior of Hox transcription factors in
the nucleus can be viewed in its entirety as the problem of Hox specific-
ity, namely how Hox transcription factors, that are structurally very
similar in their DNA-binding preferences and bind in a widespread
manner in the genome, regulate apparently dissimilar morphogenetic
programs, such as the formation of body appendages, as diverse as a
fly wing and an antenna. In Drosophila, a wealth of studies has
approached the problem of Hox specificity, either structurally or
functionally.

Structural studies of homeodomain–DNA binding are exemplified in
the context of Scr (Joshi et al., 2007), Ultrabithorax (Ubx) (Passner et al.,
1999) and Antennapedia (Antp) (Muller et al., 1988; Otting et al., 1990;
Otting et al., 1988; Qian et al., 1989), for which the corresponding DNA-
bound structures have been resolved by X-ray crystallography or NMR,
respectively. In these structures, DNA binding topologies have been

http://crossmark.crossref.org/dialog/?doi=10.1016/j.mod.2015.09.004&domain=pdf
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mapped to the third helix of the homeodomain (major DNAgroove con-
tacts), as well as its N-terminal arm sequences (minor DNA groove con-
tacts). Careful examination of these structures, as in the case of Antp,
has identified important roles of the N-terminal arm of the
homeodomain (Qian et al., 1994) and the linker between the YPWM
motif (also termed the hexapeptide motif) and the homeodomain
(Qian et al., 1992) in DNA-binding affinities. In fact, both the YPWM
motif and the N-terminal arm of the homeodomain have been found
to play a major role in specificity (Papadopoulos et al., 2011;
Papadopoulos et al., 2012; Papadopoulos et al., 2010). Such specificity,
as in the cases of Scr and Antp, is required for paralog specific functions
(Furukubo-Tokunaga et al., 1993; Gibson et al., 1990; Zeng et al., 1993),
although the structure of the cis-binding site (the structure of the DNA
minor groove itself) is equally important for target recognition, at
least in the cases of Scr and Deformed (Dfd) (Joshi et al., 2007; Joshi
et al., 2010).

Functional studies on the specificity of Hox proteins have led to the
identification of cofactors, which physically interact with Hox transcrip-
tion factors and allow the binding of Hox complexes with higher strin-
gency on the DNA. For example, Extradenticle (Exd) binds DNA
together with Hox proteins, interacts physically with them via the
YPWM motif and functions as a generic Hox cofactor (Mann and Chan,
1996). The contribution of Exd in Hox function can be appreciated, for
instance, in the case of determination of antennal and leg identities
(Casares and Mann, 1998), or salivary gland morphogenesis (Rieckhof
et al., 1997), which depends on the regulation of the fkh gene, and
which, in turn, represents one of the extensively characterized bona
fide targets of Scr (Ryoo and Mann, 1999). Moreover, the YPWM motif
and its interaction with cofactors have been remarkably conserved in
evolution, emphasizing their importance in Hox functionality (Chang
et al., 1995; Knoepfler and Kamps, 1995; Lu et al., 1995).

Notwithstanding the validity of such studies in elucidating the func-
tion and specificity of Hox factors, little quantitative information has
been gained. We still do not know how much transcription factor is
contained in cells, how often and how strongly it binds to the DNA,
how long it stays on the DNA, as well as how other transcription fac-
tors/cofactors/interacting proteins are embedded intoHox reaction–dif-
fusion networks to control the dynamics and kinetics of DNA-binding
and, thereby, gene regulation. As withmost biomolecules, the temporal
evolution and spatial distribution of transcription factors in live cell nu-
clei are the most important determinants of their kinetic behavior. De-
spite this, comprehensive quantitative information on the cellular
dynamics ofmolecules in these processes is still lacking. The importance
of the kinetics of Hox–DNA binding has been appreciated already in
early studies (Affolter et al., 1990). To date, technological advances
have allowed the quantification of transcription factors with high preci-
sion, at least ex vivo (Simicevic et al., 2013). Few attempts have been
made to dissect the dynamics of Hox–DNA binding behavior using
methods that allow the quantification of concentration and molecular
mobility in live cells, such as single-point FCS (Gehring, 2011;
Vukojevic et al., 2010). These studies outlined the importance of the
measurement of transcription factor behavior in live cells, but could
not study this behavior simultaneously in a heterogeneous system,
such as a whole cell nucleus or cells in a larger tissue.

In this paper we utilize a prototype instrument for mpFCS measure-
ments that is developed in our laboratory (Vitali et al., 2014 and Krmpot
et al., in preparation) to study in vivo the integration of Scr transcription
factor molecules into reaction–diffusion networks in the nuclei of giant
salivary gland polytene cells, a tissue that is normally specified by Scr
during development.

Scr is expressed in the labial and prothoracic segments of the em-
bryo (Kuroiwa et al., 1985; LeMotte et al., 1989; Martinez-Arias et al.,
1987), the central nervous system and subesophageal ganglia
(Mahaffey and Kaufman, 1987), aswell as predominantly in the protho-
racic, among the larval, imaginal discs (Glicksman et al., 1987). In these
primordia, Scr specifies prothoracic leg development, while being – at
least in part – responsible for repression of prothoracic wing formation
(Rogers et al., 1997), a function conserved across extant insects (Hrycaj
et al., 2010). Scr has been functionally preserved in evolution, which is
best demonstrated by the ability of its mouse ortholog to induce Scr-
specific homeotic transformations in flies (Zhao et al., 1993; Zhao
et al., 1996). Finally, Scr plays a pivotal role in the specification of sali-
vary gland development (Andrew et al., 1994; Panzer et al., 1992;
Zhou et al., 2001).

Here, wemake use of flies expressingwild-type or constitutively in-
active Scr variants. They also carry a 50mer of the fkh250 specific bind-
ing site (Ryoo and Mann, 1999), to which Scr dimers bind strongly and
accumulate in salivary gland cells (Papadopoulos et al., 2012). Our ex-
perimental setup allows us to quantitatively characterize the spatial dis-
tribution of Scr molecules and measure differences in their local
diffusion properties across the whole cell nucleus.

2. Materials and methods

2.1. Microscopic setups

The ConfoCor 3 instrument and a prototype microscopic setup for
mpFCS, have been used in this study.

The uniquely modified ConfoCor3 instrument (Carl Zeiss, Jena,
Germany) consisting of an inverted microscope for transmitted light
and epifluorescence (Axiovert 200 M); a vis–laser module comprising
the Ar/ArKr (458, 477, 488 and 514 nm), HeNe 543 nm and HeNe
633 nm lasers; and the scanning module LSM 510 META was used for
single-point measurements. The instrument is modified to enable de-
tection using silicon Avalanche Photo Detectors (SPCM-AQR-1X;
PerkinElmer, USA) for imaging, which allows confocal fluorescence mi-
croscopy imaging with single-molecule sensitivity (Vukojevic et al.,
2008). Images were recorded at a 512 × 512 pixel resolution. The C-
Apochromat 40×/1.2 W UV-VIS-IR objective was used throughout.
Fluorescence intensity fluctuations were recorded in arrays of 10–30
consecutive measurements, each measurement lasting 5–10 s. Aver-
aged curves were analyzed using the software for online data analysis
or exported and fitted offline using the OriginPro 8 data analysis soft-
ware (OriginLab Corporation, Northampton, MA). In either case, the
nonlinear least square fitting of the autocorrelation curve was per-
formed using the Levenberg–Marquardt algorithm. Quality of the fitting
was evaluated by visual inspection and by residuals analysis.

The specific design and construction of thempFCS setup is described
elsewhere (Vitali et al., 2014 and Krmpot et al., in preparation). Briefly,
simultaneous excitation of fluorescentmolecules across the specimen is
achieved by passing a single laser beam through a diffractive optical el-
ement (DOE), which transforms it into a rectangular illumination ma-
trix that consists of 32 × 32 spots. Fluorescence from 1024 illuminated
spots is detected in a confocal arrangement by amatchingmatrix detec-
tor consisting of the same number of single-photon avalanche photodi-
odes (SPADs). Dedicated software was developed for data acquisition
and fast auto- and cross-correlation analysis by parallel signal process-
ing using a graphic processing unit (GPU). This approach enables quan-
titative characterization of physiological processes in live cells/tissue
with a sub-millisecond temporal resolution, presently 21 μs/frame.
The prototype setup also allows single-molecule sensitivity, but for
long signal acquisition times. Due to technical limitations, such mea-
surements are presently feasible only if the number of pixels is being
reduced.

2.2. Expression of Scr transcription factors in Drosophila salivary glands

Expression of UAS-mCitrine-Scr(wt) alone, or of combinations of
UAS-mCitrine-Scr(wt) and UAS-mCherry-Scr(wt), as well as UAS-
mCitrine-Scr(DD) and UAS-mRFP1-Scr(DD), has been induced by dpp-
blk-Gal4 (Staehling-Hampton et al., 1994), or sgs3-Gal4 (obtained from
the Bloomington Stock Center, stock number 6870). The 50mer of
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fkh250 binding sites is bound by Scr homodimers and has been previ-
ously described (Papadopoulos et al., 2012). Fluorescent balancers (Le
et al., 2006) and examination of salivary gland fluorescence through
the larval cuticle have been used for selection of genotype.

2.3. Expression of Scr dimers by bimolecular fluorescence complementation
(BiFC) in Drosophila salivary glands

Flies expressing synthetic UAS-VC-Scr and UAS-VN-Scr constructs, as
wild-type or constitutively inactive variants, have been used in this
study, as previously described (Papadopoulos et al., 2012; Papadopoulos
et al., 2010). The synthetic Scr constructs are comprised of the
homeodomain, YPWM motif and C-terminus, tagged to the C (VC) or N
(VN) terminus of the Venus fluorescent protein and they successfully re-
capitulate the Scr homeotic function to a great extent (Papadopoulos
et al., 2012). Expression has been induced using the sgs3-Gal4 driver.
Fluorescent balancers (Le et al., 2006) and examination of salivary gland
fluorescence through the larval cuticle have been used for selection of
genotype.

2.4. Preparation of salivary glands for live measurements

Salivary glands of third instar larvae have been dissected in phos-
phate buffered saline (PBS) at room temperature and transferred to 8-
well chambered cover glass (Nunc® Lab-Tek® II, Thermo Fisher Scien-
tific, USA) containing 200 μL of PBS. Salivary glands were then used di-
rectly for measurements.

3. Results

We have previously used single-point FCS to quantitatively charac-
terize the complex Scr DNA-binding in live salivary gland cell nuclei
(Vukojevic et al., 2010). However, the transcription factor molecules
are not uniformly distributed in polytene nuclei (Fig. 1). They undergo
free-diffusion in the nucleoplasm (Fig. 1A, blue circle), bind to chromo-
somal DNA, both specifically and non-specifically (Fig. 1A, green circle),
and form sites of accumulation on theDNA (Fig. 1A, red circle). This sug-
gests that Scr participates in different types of interactions in the nucle-
us at different locations. In classical, single-point FCS, fluorescence
intensity fluctuations in a stationary observation volume element
(OVE) are recorded over time, using detectors with single-photon
Fig. 1. Scr(wt) distribution and DNA-binding in polytene nuclei, visualized by confocal laser sc
Scr(wt) distribution in the salivary gland cell nucleus is non-uniform. In the nucleoplasm (blue c
with sites of loose chromatin conformation, and it also forms sites of accumulation (red circle)
1 × 10−5 s) recorded in the areas indicated in (A) reveal fast movement of Scr(wt) in the nucl
accumulation (red ACC). The latter two indicate binding to theDNA (autocorrelation curves shift
on the chromosomes and the site of accumulation is not easily discernible. Due to bleaching, w
the chromosome and the site of accumulation was shorter (10 s) than for measurements in th
sensitivity, and subjected to autocorrelation analysis, which provides
information about the average number of fluorescent molecules in the
OVE and their mobility. (For an overview of FCS methodology, refer to
Vukojevic et al., 2005). FCS measurements on the aforementioned nu-
clear locations reveal differences in mobility between the nucleoplasm
and the polytene chromosomes (Fig. 1B). These are evident from the
shift of the autocorrelation curve (ACC) recorded in the nucleoplasm to-
wards shorter decay times, as compared to the ACC recorded on the
polytene chromosomes and at the site of accumulation, where longer
decay time is observed, indicating binding to the DNA (Fig. 1B, blue ver-
sus red ACCs). However, little – if any – difference inmolecular mobility
is observed between the sites of high Scr concentration and its binding
elsewhere on the chromosomes (Fig. 1B, compare green and red FCS
curves). Moreover, the strong fluorescence intensity observed at Scr
binding sites in the nucleus suggests that, in addition to Scr accumula-
tion, higher order complexes are formed on the DNA.

We have previously established that Scr forms homodimers, which
are required for a great portion of its homeotic function in flies
(Papadopoulos et al., 2012). Here, we have sought to characterize the
DNA binding behavior of these dimers using the BiFC system (Hu et al.,
2002) and FCS.

In BiFC, proteins that are hypothesized to interact are tagged to the
N- and C-terminal portions (VN and VC, respectively) of the Venus fluo-
rescent protein.While the two halves of Venus do not fluoresce on their
own, when the two interacting partners bring them together, fluores-
cence is being reconstituted. BiFC has been successfully used in many
systems, including flies, for monitoring protein–protein interactions,
as in the case of Hox transcription factors and their interacting partners
(Boube et al., 2014; Duffraisse et al., 2014; Hudry et al., 2014; Hudry
et al., 2011; Papadopoulos et al., 2012; Sambrani et al., 2013).

By CLSM, we have observed that Scr dimers reside overwhelmingly
on the DNA (Fig. 2A) and accumulate on chromosomal regions of
decondensed chromatin (polytene chromosome interbands). In con-
trast, a constitutively inactive phosphomimicking variant of Scr, where
threonine 6 and serine 7 of the homeodomain have been substituted
by aspartates [Scr(DD)] (Berry and Gehring, 2000), and which has lim-
ited homeotic function in flies (Berry and Gehring, 2000; Papadopoulos
et al., 2012; Papadopoulos et al., 2010; Vukojevic et al., 2010), shows
limited dimerization, despite being expressed in similar amounts as
compared to Scr(wt) (Papadopoulos et al., 2012).Moreover, Scr(DD)di-
mers are largely excluded from theDNA (Fig. 2A). FCSmeasurements on
anning microscopy (CLSM) and characterized by classical, single-point FCS. (A) mCitrine-
ircle) its concentration is low, on the chromosomes (green circle) it preferentially associates
. (B) Autocorrelation curves (ACCs) normalized to the same amplitude (Gn(τ) = 1 at τ =
eoplasm (blue ACC), as compared to the chromosome (green ACC) and the site of Scr(wt)
ed towards longer characteristic times), but the differences betweenScr(wt)–DNAbinding
hich may be extensive for FCS measurements on the chromatin, signal acquisition time on
e lumen, which allow longer signal acquisition time (100 s). Scale bar is 20 μm.



Fig. 2. Study of Scr(wt) and Scr(DD) dimer formation, visualized by CLSM and characterized by BiFC, FCS and FCCS. (A) CLSM images of Scr(wt) and Scr(DD) dimers in live salivary gland
cells, visualized by BiFC. Scr(wt) dimers exhibit widespread association with chromosomal DNA, they accumulate on polytene interbands (regions of loose chromatin compaction and
hence higher transcriptional activity) and aremostly excluded from the nucleoplasm. In contrast, Scr(DD) dimers show less DNA-binding activity and some accumulation at the chromo-
center, but residemostly in the nucleoplasm. Note the lower abundance of Scr(DD) dimers as compared to Scr(wt), despite their similar levels of expression. FCSmeasurements on Scr(wt)
binding on the chromosome reveal a pronounced fraction of slowly diffusing Scr dimers, τD N 5 × 10−4 s, and a higher contribution of components characterized with decay times
τD N 1 × 10−2 s. (B) Study of monomeric and dimeric Scr(wt) and Scr(DD) dynamics by FCCS, using dually-labeled (red and green) Scr molecules. Scr(wt)monomers (upper panel) reside
on theDNA andaccumulate on the giant fkh250 binding site (and the chromocenter). Co-localization of red and green transcription factormolecules on both the fkh250binding site and the
residual chromatin is very pronounced in this case. FCCS analysis reveals strong interaction between red andgreen Scr(wt)molecules (black ACC)with a relatively higher fraction of slowly
diffusing molecules characterized by longer diffusion times, as compared to the individual monomers. In the case of Scr(DD) (lower panel), little, if any, binding to the DNA is observed in
both the green and the red channels, and Scr ismostly excluded from chromatin [similar to (A)] and resides predominantly in the nucleoplasm. Co-localization is not observed for Scr(DD).
FCCS analysis reveals little dimer formation in this case, as evidenced by the absence of significant cross-correlation (black autocorrelation curve).
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Scr(wt) dimers visualized by BiFC showedmultiple characteristic decay
times, τD N 5×10−4 s, that indicate predominantly slowdiffusion. These
results are corroborated by FCCS analysis, using dually labeled Scr mol-
ecules (Fig. 2B). Salivary gland nuclei of flies expressing UAS-mCherry-
Scr(wt) and UAS-mCitrine-Scr(wt), as well as bearing a multimeric
fkh250 binding site [as previously described (Papadopoulos et al.,
2012)], show widespread co-localization of green and red Scr mono-
mers (Fig. 2B, upper panel), reminiscent of the binding pattern of
Scr(wt) dimers tagged in the BiFC system (Fig. 2A, left). Scr(wt) dimers
reside mostly on polytene chromosomes and accumulate on the intro-
duced giant binding site (as well as the chromocenter, which contains
mostly heterochromatic regions). FCCS measurements corroborated
the finding that Scr(wt) forms dimers characterized by diverse mobil-
ities, as evident from the bimodal cross-correlation curve (CCC) with
at least two characteristic decay times (Fig. 2B, black). In contrast, the
constitutively inactive variant Scr(DD) dimerizes to a much lower ex-
tent (compare the black CCC for Scr(wt) with the corresponding one
for Scr(DD) in Fig. 2B). Moreover, Scr(DD) does not accumulate on the
fkh250 binding site or elsewhere on the chromosomes and appears to
reside mostly in the nucleoplasmic space.

As evidenced by fluorescent imaging, FCS and FCCS analyses pre-
sented above, the Scr interaction pattern across the nucleus is complex.
It bears variousmodes of residence, depending on Scr–DNA and Scr–Scr
interactions and involves three-dimensional diffusion in the nucleo-
plasm, specific and non-specific binding along chromosomes, as well
as homodimerization on specific binding sites, but also elsewhere on
the DNA. This dynamic behavior is challenging to characterize using
single-point FCS measurements, which, in turn, emphasizes the need
for methodology that would allow recording of molecular movement
and numbers in a larger area, where spatial information is concurrently
obtained. To this end, we resided to mpFCS analysis, using a prototype
experimental setup that has recently been developed in our laboratory
(Vitali et al., 2014 and Krmpot et al., in preparation). In mpFCS,
fluorescence intensity fluctuations are recorded simultaneously
using a multiplexed confocal arrangement of the illumination matrix,
comprised of 1024 points, and a matrix of 1024 SPADs, thus allowing
the concomitant study of molecular numbers and motion in a wider
area.

We have applied this methodology to characterize the molecular
distribution and dynamics of Scr(wt) and Scr(DD) dimers, tagged in
the BiFC system (Fig. 3). Fig. 3A shows a salivary gland nucleus express-
ing VC-Scr(wt) and VN-Scr(wt) and bearing the fkh250 binding site. In
accordance with results obtained by CLSM and classical FCS, mpFCS
analysis of the concentration and mobility of Scr(wt) dimers revealed
high concentration of Scr(wt) dimers in the nucleus, as compared to
the cytoplasm, where the protein is produced prior to its translocation



Fig. 3. Spatial distribution of molecular numbers and mobility of wild-type and constitutively inactive Scr transcription factor by mpFCS. (A) Scr(wt) dimers, visualized by BiFC and cap-
tured by the 18.0 megapixel digital single-lens reflex (DSLR) camera Canon EOS 600D (Canon Inc., Japan), associate strongly with polytene chromosomes and accumulate on the
multimeric fkh250 binding site. (B) Distribution of average molecular numbers per OVE shows high concentration of dimers in the nucleus and low concentration in the cytoplasm, the
site of Scr(wt) synthesis (and possible post-translational modifications). The synthetic binding site cannot be discerned and the average number ofmolecules appears to be similar across
the nucleus. However, the nucleus is enriched roughly 100-fold in transcription factor concentration over the cytoplasm. (C) Distribution of diffusion times in the same cell as in (A) and
(B) shows differentmobility of Scr(wt) molecules in the fkh250 binding site, the residual nuclear space and the cytoplasm. Two- to three-fold differences in diffusion times are discernible
between different nuclear compartments. (D) Salivary gland nuclei overexpressing Scr(DD), tagged in the BiFC system, are populated by a much lower amount of dimers, despite com-
parable expression levels to Scr(wt). Scr(DD) dimers do not bind significantly to the DNA and reside in the nucleoplasmic space, where they occasionally form aggregates. (E) Average
molecular number distribution of Scr(DD) in the same cell as in (D) shows higher concentration of the dimers in the nucleus, as compared to the cytoplasm, but roughly 10-fold lower
concentrations compared to Scr(wt) in (B). (F) The distribution of diffusion times in Scr(DD) expressing nuclei indicates that all molecules move fast. As their movement is not impeded
by interactionswith nuclearDNA, theirmovement in the nucleus is as fast as in the cytoplasm. Therefore, in themapof diffusion times thenucleus is not detectable. (G–H)Histogramof the
distribution of diffusion times in Scr(wt) (G) and Scr(DD) (H) expressing nuclei. In the case of Scr(wt), the diffusion times of cytoplasmicmolecules are lower than the ones in the nucleus.
Within the nucleus, most of themoleculesmove slowly, but it is possible to discern differences in diffusion, whichmay reflect differences in interactionswith the DNA. Scr(DD)molecules
show a narrower distribution of fast diffusion times. In this case, there is barely any differences observed between nucleus and cytoplasm.
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to the nucleoplasm. Concentration of Scr(wt) dimers in the nucleuswas
estimated to be in the micromolar range, but obvious differences in the
distribution ofmolecular numbers were not observed (Fig. 3B). Howev-
er, we observed differences in the mobility of Scr(wt) dimers between
the nucleus and the cytoplasm, as well as locally within the nucleus
(Fig. 3C and G). Their distribution in the nucleus is overall characterized
by slow diffusion, but local differences in their mobility between the
fkh250 binding site and elsewhere on the chromosomes were observed
(Fig. 3C and G). This suggests that interactions between Scr(wt) dimers
and the chromatin are slow but not uniform. They are of different
strength at different nuclear locations, which is reflected as differences
in mobility.

In contrast, dimers of the inactive variant Scr(DD) show a very dif-
ferent behavior. Since they bind DNA to a lower extent, they reside



Fig. 4. Average ACCs from selected pixels (refer to Fig. S1) in nuclei expressing Scr(wt)
and Scr(DD) normalized to the same amplitude (Gn(τ) = 1 at τ = 1 × 10−4 s). Scr(DD)
molecules in the nucleus (blue diamonds) show overlapping dynamics with cytoplasmic
Scr(wt) transcription factor (wine squares), which does not bind DNA. Scr(wt) molecules
in the nucleus (green triangles) show significantly slower dynamics, due to interaction
with the DNA.
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mostly in the nucleoplasm, in between chromosomes, where they rath-
er form aggregates (Fig. 3D). Moreover, the fkh250 binding site is not
populated by Scr(DD) dimers. mpFCS analysis of Scr(DD) dimers re-
vealed a ten-fold lower concentration than Scr(wt) (Fig. 3E, as com-
pared to Fig. 3B), with the nucleus being barely distinguishable over
the cytoplasm in the plot of molecular numbers (Fig. 3E). The diffusion
times were distributed indiscriminately between the nucleus and cyto-
plasm (Fig. 3F and H, as compared to Fig. 3C and G), indicating fast mo-
lecular movement and limited association with the DNA.

FCS measurements on Scr(wt)- and Scr(DD)-expressing cells
showed similar dynamics between Scr(DD) and the cytoplasmic frac-
tion of Scr(wt), which is not binding to the DNA, but a clear shift to lon-
ger characteristic times could be observed in the case of nuclear Scr(wt)
dimers, suggesting strong binding to the DNA (Fig. 4).

3.1. Discussion and conclusions

The problem of how the dynamic behavior of transcription factors is
linked to their function is a central question in developmental biology.
This question becomes even more interesting (and challenging to an-
swer) for transcription factors that bind DNA in a relatively indiscrimi-
nate, widespread manner, such as Hox transcription factors. Most
studies involving Hox transcription factors to date have focused on un-
derstanding specific and context-dependent developmental processes,
such as the regulation of specific downstream genes involved in mor-
phogenesis. The major reason for this is presumably methodological,
namely the lack of technology that could allow the study of the dynamic
behavior of these proteins in live cells, such as DNA-binding, target
identification, complex formation with cofactors and kinetic behavior.
However, it is precisely this knowledge thatwould allowus to gain a ho-
listic view of the problem of specificity that lies in the core of Hox biol-
ogy. In order to do this, live cell experimentation is primarily a
requirement, as fast, dynamic processes, such as transcription factor–
DNA interactions, are far more than a snapshot of transcription factor
nuclear distribution, which can be investigated in a fixed cell. Second,
two important questions need to be answered in order to understand
howbiological molecules are integrated in reaction–diffusion networks,
namely how many transcription factor molecules the nucleus contains
(concentration) and how fast they are moving (molecular mobility).
Such information can be best gained using FCS. Moreover, since the
gene expression landscape is not static, but rather dynamic, it is benefi-
cial to be able to acquire quantitative information about the local con-
centration and mobility of transcription factors simultaneously across
the cell nucleus. This is because the temporal changes in transcription
factor–DNA occupancy,mobility, interactionwith other proteins and ki-
netics within a small fraction of nuclear volume can be influenced by
local factors outside of this volume, such as global changes in chromatin
conformation and dynamics, local cofactor abundance or the presence
of other regulatory molecules, which can influence transcription factor
concentration and DNA-binding.
In this paper, we have taken initial steps in this direction using
mpFCS measurements of Scr in giant salivary gland nuclei. By classical
FCS we could not simultaneously study Scr-DNA binding on sites of ac-
cumulation versus elsewhere in the nucleus, but mpFCS allowed us to
concurrently record with high spatial resolution differences in diffusion
and concentration of Scr between different cellular and even nuclear
compartments. mpFCS indicated that the transcription factor is rather
uniformly distributed across the nucleus, but at the multimeric fkh250
binding site Scr(wt) dimer mobility is slower compared to its diffusion
in the surrounding (Fig. 3C). We attribute this to the high local concen-
tration of specific binding sites to which Scr(wt) dimers bind. This is
reflected in FCS as longer diffusion times, which indicate transcription
factor “stalling” due to interactions with the binding sites.

Wehave also observed thatmobility of Scr(wt) in the residual nucle-
ar volume (away from thebinding site) is variable (Fig. 3G),which lends
evidence for the existence of diverse target sites in the genome towhich
Scr binds with different affinities. Possible reasons why this is so could
be, apart from the binding sequence itself, also the variability in
region-specific abundance of cofactors, the existence of distinct chro-
matin states, or the variation in the chemical properties among different
nuclear compartments. In fact, the notion of high and low affinity bind-
ing of Hox transcription factors is just starting to be explored and has re-
cently been characterized in the context of Ubx–Exd binding on
enhancers of the shavenbaby (svb) gene, where clustered, low-affinity
binding of Ubx–Exd complexes are required for robustness of expres-
sion (Crocker et al., 2015). Our experiments point towards the existence
of such binding sites also for Scr. However,whether this observation has
a functional meaning also in this case, and which regulatory sequences
are bound weakly and which strongly by Scr, are questions that remain
to be investigated.

BiFC, FCS, FCCS and mpFCS experiments all indicate that Scr(wt)
forms dimers to a much greater extent than the functionally impaired
Scr(DD) (Figs 2 and 3). Artificially induced dimerization in BiFC due to
high concentration andmolecular crowding of transcription factor mol-
ecules bound to neighboring sites on the DNA (S. Merabet, personal
communication), is not supported by our FCCS analysis and by our pre-
vious studies of Scr homodimerization in coimmunoprecipitation ex-
periments (Papadopoulos et al., 2012).

We observed that Scr(wt) dimers localize predominantly on and
strongly interact with nuclear DNA, whereas Scr(DD) dimers are more
nucleoplasmic and less abundant on chromatin. This difference between
the two variants, Scr(wt) and Scr(DD), together with the requirement of
Scr dimer formation for homeotic function in vivo (Papadopoulos et al.,
2012), make it possible that phosphorylation/dephosphorylation of Scr
buffers its DNA-binding capacity not only through repulsion of the flexi-
ble N-terminal arm of the homeodomain, but also by controlling its abil-
ity to homodimerize.

Finally, we observed that Scr(DD) dimers to some extent form ag-
gregates in the nucleoplasm of salivary gland cells. We attribute this
to the high molecular crowding of these variants, due to the limited
free space in between polytene chromosomes in these cells.

The results reported in this study agree well with our previously
published results (Papadopoulos et al., 2012; Vukojevic et al., 2010)
and clearly demonstrate the potential of the newly developed method-
ology for quantitative characterization of fast dynamical processes in
live cells. Despite these positive achievements, the results of this study
should be also viewed in the light of several limitations. The first and
most important limitation of the current study lies in the sensitivity of
the instrumental setup. The dark count of SPADs that comprise the de-
tector is relatively high, according to the producer's specification it is
4 kHz on the average and 2 kHz at best, which gives rise to a lower
signal-to-noise ratio (SNR) than in a conventional single-point FCS in-
strument, where the dark count of the single detector is less than
200 Hz. Another limitation, which arises due to technical reasons, is
that it is at present not possible to performmeasurements that are lon-
ger than 2.7 s using the full matrix detector array. In FCS, fluorescence
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intensity fluctuations are recorded over a certain period of time and sta-
tisticalmethods of analysis are applied to detect non-randomness in the
data. The longer the measurement time, the better the statistical analy-
sis and the less noisy the resulting ACC. However, sincewe could not ex-
tend the signal acquisition time beyond 2.7 s using the full size of the
array, this precludes direct quantitative characterization with single-
molecule sensitivity and gives rise to an experimental error in the deter-
mination of molecular numbers. Comparison between single-point FCS
and mpFCS measurements obtained in a dilute aqueous suspension of
quantum dots, which was used as a calibration standard (Fig. S2),
shows that the amplitude measured by mpFCS is much smaller than
the amplitude measured by single-point FCS (Fig. S2 and F), in line
withwhat is expected given the high dark count of SPADdetectors com-
prising thematrix array. However, the diffusion timemeasured by both
setups was largely the same, both for individual quantum dots and for
quantumdot agglomerates, as evident from theoverlap of ACCs normal-
ized to the same amplitude (Fig. S2) which indicates that the size of the
OVE is the same in both, the conventional single-point FCS setup and the
mpFCS instrument. In order to achieve direct quantitative confocal fluo-
rescence microscopy imaging with single-molecule sensitivity and mi-
crosecond temporal resolution, the sensitivity of the detector needs to
be significantly improved. At present such technology is emerging, but
it is still too rare and expensive for massive parallelization.

Finally, we should also note that imagingwithout scanning does not
allow continuous sampling across the specimen, as there are areas be-
tween the stationary focal spots from which the signal is not collected.
In the present study, the pitch of the illumination matrix in the object
plane is 1.5 μm. Hence, adjacent observation volume elements in the
same row/column from which the signal is recorded are separated by
one OVE from which the signal is not recorded. Such arrangement was
deliberately used in the current setup in order to minimize cross-talk
between adjacent OVE.

Previous experimental setups have demonstrated the ability to per-
form FCS in a larger area by means of scanning (Balaji and Maiti, 2005;
Levi et al., 2003; Vukojevic et al., 2008). Such approaches underlined the
importance of obtaining quantitative information across larger areas of
the same sample. However, amajor concern in any scanning approach is
the inability to obtain information from distant locations simultaneous-
ly. For example, in raster scanning approaches signal acquisition at the
level of an individual pixel is fast, in the order of microseconds, but
the acquisition of an image frame is slow, lasting more than a quarter
of a second for an image frame of 512 × 512 pixels. Therefore the infor-
mation acquired in the first and the last pixel in an image frame ac-
quired by scanning does not reflect the same state of a fast changing
dynamical system. Furthermore, transcription factors exhibit complex
spatio-temporal dynamics, where molecular motion reflects diffusion
in the nucleoplasm, non-specific binding with the DNA during its
“search” for target sites and specific binding with presumably various
affinities on the DNA. Such a complex behavior is difficult to “capture”
by scanning, but the ability to perform a high number of concurrent
FCS measurements holds the promise to overcome such constrains.

In spite of the limitations of currently available technologies formas-
sive production of highly sensitive SPADs, which restrain the temporal
resolution and affect the quantitative analysis in live cells, asmentioned
above and detailed out in Krmpot et al., in preparation, the data present-
ed here compellingly show that it is possible to achieve quantitative
confocal imaging without scanning via mpFCS. This approach retains
all advantages of confocal microscopy, including the ability to control
depth of field, improved SNR by elimination of out-of-focus light and
the capability to produce 3D reconstruction of the specimen by optical
sectioning. Abolishment of scanning allows confocal microscopy imag-
ing with significantly improved temporal resolution, being 21 μs/
frame in the prototype instrument used in this study. The underlying
FCS analysis provides quantitative information about the spatial distri-
bution of molecular numbers and the mobility of molecules across the
specimen. This information, which cannot be deduced from classical
fluorescence microscopy imaging, is essential for understanding how
molecular interactions, which take place in a small, verywell defined lo-
cation, are integrated viamolecular diffusion and transportingprocesses
into dynamic regulatory networks.

This dataset indicates that mpFCS is a suitable method for the simul-
taneous recording ofmolecularmobility and concentration over a larger
area. Therefore, it is possible to study differences in these parameters in
live cells with high spatiotemporal resolution.mpFCS holds the promise
of facilitating the analysis of protein interactions (and other cellular
components) in heterogeneous systems, such as the precise quantifica-
tion of cell-to-cell variations in protein concentration and gradients (e.g.
during morphogenesis). Moreover, the high temporal resolution of
mpFCS is expected to allow quantification and dynamics of faster pro-
cesses, such as calcium signaling and neuronal transmission, simulta-
neously and across larger areas. Finally, the existing technologies of
precise gene-editing methodologies and a further improvement of de-
tector sensitivity (as discussed above) are anticipated to permit the
study of protein dynamic behavior in a larger area and at endogenous
levels in live cells.

Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.mod.2015.09.004.
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ABSTRACT  

Quantitative confocal fluorescence microscopy imaging without scanning is developed for the study of fast dynamical 
processes. The method relies on the use of massively parallel Fluorescence Correlation Spectroscopy (mpFCS). 
Simultaneous excitation of fluorescent molecules across the specimen is achieved by passing a single laser beam through 
a Diffractive Optical Element (DOE) to generate a quadratic illumination matrix of 32×32 light sources. Fluorescence 
from 1024 illuminated spots is detected in a confocal arrangement by a matching matrix detector consisting of the same 
number of single-photon avalanche photodiodes (SPADs). Software was developed for data acquisition and fast auto- 
and cross-correlation analysis by parallel signal processing using a Graphic Processing Unit (GPU). Instrumental 
performance was assessed using a conventional single-beam FCS instrument as a reference. Versatility of the approach 
for application in biomedical research was evaluated using ex vivo salivary glands from Drosophila third instar larvae 
expressing a fluorescently-tagged transcription factor Sex Combs Reduced (Scr) and live PC12 cells stably expressing 
the fluorescently tagged mu-opioid receptor (MOPeGFP). We show that quantitative mapping of local concentration and 
mobility of transcription factor molecules across the specimen can be achieved using this approach, which paves the way 
for future quantitative characterization of dynamical reaction-diffusion landscapes across live cells/tissue with a sub-
millisecond temporal resolution (presently 21 µs/frame) and single-molecule sensitivity.  

Keywords: Quantitative confocal microscopy without scanning, Functional fluorescence microscopy imaging (fFMI), 
Dynamical reaction-diffusion landscapes, Transcription factor, G protein-coupled receptor (GPCR). 
 

1. INTRODUCTION  
The living cell is a complex dynamical system, where local concentrations and spatial distribution of molecules are 
perpetually changing. Living cells control the concentration, spatial distribution and temporal dynamics of biological 
molecules through molecular interactions and transporting processes. Through reaction-diffusion processes biomolecules 
are integrated in specific dynamical networks, i.e. pathways, and perform specialized cellular functions. To understand 
detailed molecular mechanisms underlying the function of complex biological pathways, the concentration and mobility 
of interacting molecules need to be quantitatively characterized in live cells.  
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We present here a setup for quantitative confocal fluorescence microscopy imaging without scanning via massively 
parallel FCS measurements, where a Diffractive Optical Element (DOE) and a matrix single-photon avalanche 
photodiode (SPAD) camera are used to achieve massively parallel confocal arrangement.1 This approach holds the 
potential to map the landscape of biomolecules activity and quantitatively characterize the concentration and dynamics 
of molecules in live cells/tissue. We therefore name this approach functional Fluorescence Microscopy Imaging (fFMI). 

2. INSTRUMENTAL DESIGN 
The setup for fFMI is schematically depicted in Figure 1. The light beam generated by the continuous wave (CW) 488 
nm frequency-doubled diode laser was guided through a double filter wheel for intensity regulation. The double filter 
wheel consists of 5+5 uniform neutral density filters of different optical density (OD) enabling wide range of attenuation 
(OD 0.2-8.0) in discrete steps. Uniform rather than variable filters were used in order to avoid wave front distortion and 
thus preserve symmetrical light intensity distribution in the focus. The laser beam is then expanded about 10 times by 
lenses L1 and L2 arranged in a Keplerian telescope configuration. The beam path is deflected by two steering mirrors 
M1 and M2 and the periscope assembly (PA) in order to match the height and lateral position of the back port of the 
microscope. The expanded beam is focused by the plano-convex lens L3 through the diffractive optical element (DOE) 
designed to split the single laser beam into 32×32 beams. Using a lens with 150 mm focal distance (L3 in Fig. 1) and 
positioning the DOE to a focal plane distance of 130 mm, a 32×32 foci illumination matrix was formed at the rear port 
image plane of the microscope. (The halogen lamp and the light guide for transmitted light through the rear port were 
previously removed.) The relay optics of the rear port, dichroic mirror, and the C-Apochromat 63×/1.2 W Corr objective 
transfer the illumination matrix image into the focal plane of the objective. The lateral position of the illumination matrix 
and its sharpness can be adjusted by moving the steering mirrors M1 and M2 and/or lens L3, which is mounted on a 
precise x-y-z translation stage. The DOE is mounted on a single-axis precise translation stage, and the pitch of the 
illumination matrix could be adjusted to match the detector matrix by moving the DOE along the beam axis (z-axis).  
The Zeiss Filter Set 38 HE for enhanced Green Fluorescent Protein (eGFP) consisting of an excitation band pass filter 
EX BP 470/40 nm (central wavelength/bandwidth), long pass dichroic mirror with a cut-off wavelength of 495 nm, and 
an emission band pas filter EM BP 525/50 was used throughout.  
Fluorescence was detected using the SPAD camera, containing a photosensitive chip and a 16-bit photon counter based 
on a Field Programmable Gate Array (FPGA). The photo sensitive area of the chip consists of 32×32 circular SPADs 
that are 20 μm in diameter. The distance between adjacent SPADs in the same row/column is 100 μm.1-4 Since the 
aperture of every SPAD in the camera acts as a pinhole positioned in a conjugate focal plane with respect to the 
illumination matrix, confocal configuration is achieved for all 32×32 foci. 

 
Figure 1. Schematic representation of the instrumental setup for functional Fluorescence Microscopy Imaging (fFMI).  
a) DFW – double filter wheel, L1, L2, and L3 – lenses, M1 and M2 mirrors, PA – periscope assembly, DOE – diffractive 
optical element, DSLR – 18.0 megapixel digital single-lens reflex camera. The illumination matrix of 32×32 laser beam 
spots is formed at the image plane of the rear port of the microscope by passing a single-laser beam through the DOE and 
L3. b) Top: Image of the illumination matrix generated in the focal plane of the microscopic objective after passing the 
single laser beam through the DOE and L3. A thin layer of concentrated Rh 6G solution in water was used as a sample. The 
image was acquired by the DSLR camera. Bottom: Fluorescence intensity (in arbitrary units, a.u.) along the x-axis. The 
pitch of the illumination matrix in the sample plane (the shortest distance between two adjacent spots) is 1.587 μm. 
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Data analysis  

Raw data collected by the SPAD camera, consisting of 131000 frames acquired every 20.74 µs that yield 1024 
fluorescence intensity fluctuation traces recorded over 2.7 s, were stored in the camera’s internal memory, transferred to 
the computer and subjected to correlation analysis to yield auto- and first- and second-order cross-correlation curves 
(ACC and CCC, respectively) for all 32×32 pixels in an image frame. For this purpose, the so-called multi-tau algorithm 
was used.5,6 Briefly, in the multi-tau algorithm values of the second order correlation function (2) ( )G τ  are determined on 
a quasi-logarithmic time scale. Each lag time (τ) for which the (2) ( )G τ  value is calculated, is called a channel. The 
channel is thus characterized by an individual sampling time (the bin width) and the lag time τ (the delay from the 
measurement at time 0).  The first sixteen channels form the first group, while all other groups consist of eight 
consecutive channels. The bin width for the first group is determined by the shortest counting interval of the detector, 
which is 20.74 µs for the SPAD camera used. The following group has an individual sampling time that is twice as long, 
while for the other channels it is equal to the accumulated sampling time of all preceding channels plus the bin width of 
its group. Two additional variables are introduced: the so-called delayed monitor Mdel defined for each channel and the 
direct monitor Mdir defined for each group. The purpose of Mdel is to accumulate all counts sampled in its channel, while 
Mdir accumulates all counts without delay time at a particular sampling time. 

The ACCs, Mdel and Mdir are calculated according to the following formulas: 
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Here, iτ is the lag time and 1
12i

iτ τ−Δ = Δ is the sampling time for channel i. Bin width for the first group is 

1 20.74 sτ μΔ = . m and M are integers defined as /i im τ τ= Δ and / iM T τ= Δ , where T is the total measurement time. 
The number of photons counted over a time interval [( 1) , ]i ik kτ τ− Δ Δ  is denoted as ( )in k τΔ . In essence, the correlation 
analysis boils down to obtaining the sum of the products ( ) ( )i i in k n k mτ τ τΔ ⋅ Δ + Δ  of the counted photons at time ik τΔ  
and im τΔ  later.7 

The CCCs are calculated for two SPADs of the camera designated as the "first" or "second" order neighbors of 
the reference pixel. For example, if the row and column of pixels a and b are denoted as ( )row a , ( )col a , ( )row b  and 

( )col b , respectively, then pixels a and b are said to be "first" order neighbors if relationships (1) or (2) apply: (1) 
1)()( =− browarow  and 1)()( ≤− bcolacol or (2) 1)()( =− bcolacol  and 0)()( =− browarow . Similarly, for "second" 

order neighbors: (1) 2)()( =− browarow  and 2)()( ≤− bcolacol  or (2) 2)()( =− bcolacol  and 1)()( ≤− browarow .  

The following formula was used for the calculation of CCCs: 
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calculated according to (2) and (3) by taking the photon counts an  of pixel a. In analogy, 
,b delM  and 

,b dirM were calculated 

by taking the photon counts bn of pixel b. It is important to note that, in general, (2) (2)( ) ( )ab i ba iG Gτ τ≠ , and that the 
symmetry relation )()( )2()2(

ibaiab GG ττ = only holds in the absence of directed motion. Thus, for each pair of pixels there are 
two cross-correlation curves, which may be different in case of directed molecular movement i.e. flow.8 

Since fluorescence intensity fluctuations are independently recorded by SPADs that constitute the SPC2 camera, parallel 
computing could be used to speed up data analysis by auto and cross-correlation. For this purpose, the NVIDIA GeForce 
GTX 780 graphic card was used that contains 2304 Compute Unified Device Architecture (CUDA) cores that can run 
tens of thousands of independent tasks (threads) simultaneously. By running as many threads in parallel as possible, the 
CUDA platform enabled us to use the processing power of the GPU to massively parallelize data analysis. Using one 
thread to calculate the (2) ( )G τ  value of one channel for one particular pixel, the CUDA program executed two groups of 
threads for ACCs calculation and forty groups of threads for CCCs calculation, where each group runs 64000 threads in 
parallel on the GPU. This decreased the time required for computation of 1024 ACCs by a central processing unit (CPU) 
from ≈ 210 s to ≈ 4 s by a GPU, and from ≈ 77 minutes (CPU) to ≈ 45 s (GPU) for the calculation of CCCs. 

fFMI image rendering  

An ACC was calculated for each pixel. The amplitude of the ACC was estimated from the value of G(τ) at τ = 103.7 µs, 
and the characteristic decay time of the ACC from its full width at half maximum. If not otherwise indicated, these 
values are plotted in fFMI images to show the spatial distribution of ACC amplitudes and decay times across the sample. 

 

3. RESULTS AND DISCUSSION 
 

Quantum dots dynamics in dilute aqueous suspension 

A dilute suspension of carboxylate functionalized quantum dots in water was used to evaluate the potential of the fFMI 
setup for single-particle studies. For this purpose, fFMI and conventional FCS measurements were performed on the 
same sample (Fig. 2). fFMI was performed in a single-run experiment, with signal acquisition lasting 2.7 s (Fig. 2a-c and 
Fig. 2g), and in a series of 10 consecutive measurements, with each measurement lasting 2.7 s (Fig. 2d-f and Fig. 2h). 
Diffusion time histograms (Fig. 2c and f) show two characteristic values, τdiff = (0.6 ± 0.2) ms and τdiff = (10 ± 5) ms. 

Fluctuations in fluorescence intensity recorded by conventional FCS (Fig. 2i) and corresponding autocorrelation curves 
(Fig. 2j), show that the quantum dots suspension is polydisperse, containing single quantum dots and a small amount of 
bright quantum dot agglomerates. The concentration of single quantum dots was ≈ 2 nM (Fig. 2j, magenta ACC) and the 
apparent brightness, estimated as counts per molecule and second (CPMS), was CPMS = 7.4 kHz. The agglomerate 
concentration was ≈ 0.7 nM (Fig. 2j, blue ACC) and the apparent brightness CPMS = 42.0 kHz. Single quantum dots and 
agglomerates differ also in diffusion, as evident from different characteristic decay times of the corresponding ACCs 
normalized to the same amplitude (Fig. 2k, magenta vs blue ACCs).  

For a single time series acquisition of 2.7 s, temporal autocorrelation analysis yielded smooth ACCs for bright quantum 
dot clusters, as shown for several selected pixels in Fig. 2g, whereas ACCs for individual quantum dots were rather noisy 
(data not shown). As expected, acquisition of multiple time series (Fig. 2d-f), significantly improved the statistical 
analysis yielding smoother ACCs (Fig. 2h). From these measurements even diffusion properties of individual quantum 
dots could be assessed (Fig. 2k, black line).  

Decay times measured using the fFMI instrument and the conventional FCS setup agree well, as evident from the 
overlap of ACCs normalized to the same amplitude for both, individual quantum dots (Fig. 2k, magenta and black) and 
quantum dot clusters (Fig. 2k, green and blue), indicating that the observation volume element (OVE) size in individual 
fFMI pixels was similar to that in the conventional FCS setup. In some measurements signals from individual quantum 
dots and quantum dot clusters were observed, yielding biphasic ACCs with two characteristic decay times (Fig. 2l, 
violet). Again, the ACC determined by fFMI (Fig. 2l, violet) overlaps with the ACC obtained by the conventional FCS 
setup (Fig. 2l, olive). 
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Figure 2. fFMI of quantum dots dynamics in dilute aqueous suspension. a) Spatial map of G0 values, denoting the amplitude 
of individual ACCs at the lag time τ = 100 µs, acquired in a single measurement lasting 2.7 s. b) Corresponding map of 
estimated diffusion times, τdiff. c) Diffusion time histogram corresponding to the data shown in b). d) Spatial map of G0 
values for the same sample as in a), acquired as an average of 10 consecutive measurements, each individual measurement 
lasting 2.7 s. e) Map of estimated diffusion times, τdiff., corresponding to measurements shown in d). f) Diffusion time 
histogram corresponding to the data shown in e). g) ACCs for selected pixels from the image frame shown in a), acquired 
during a single run (signal acquisition 2.7 s). h) An average ACC for a selected pixel from the image frame shown in d), 
obtained from 10 consecutive measurements, each measurement lasting 2.7 s. i) Fluorescence intensity fluctuations recorded 
in the same sample using conventional FCS confirm that the suspension is polydisperse, showing the presence of single 
quantum dots (magenta trace) and quantum dots agglomerates (blue trace). j) Corresponding ACCs, obtained by temporal 
autocorrelation analysis of fluorescence intensity fluctuations presented in i). Autocorrelation analysis (pink ACC) showed 
that the concentration of individual quantum dots is ≈ 2 nM and the diffusion time τdiff = (400 ± 100) µs; the apparent 
brightness of individual quantum dots was estimated to be CPM = 7.4 kHz. As compared to individual quantum dots, the 
concentration of quantum dot clusters was lower, c ≈ 0.7 nM, the diffusion time was longer, τdiff = (6 ± 5) ms and they are 
brighter,  CPM = 42 kHz (blue ACC). k) ACCs derived from 10 consecutive measurements and normalized to the same 
amplitude reflect the diffusion properties of individual quantum dots characterized by fFMI (black) and conventional FCS 
(pink), and of quantum dot clusters characterized by fFMI (green) and conventional FCS (blue). l) ACCs normalized to the 
same amplitude recorded in a mixture of individual quantum dots with quantum dot clusters, acquired by fFMI (violet) and 
conventional FCS (olive). fFMI and single-point FCS measurements were performed at comparable excitation intensities 
(14.8 µW at the microscope objective lens in single-point FCS). The illumination intensity in individual foci (estimated to 
be 1/1024 of the intensity measured at the fFMI microscope objective (18.9 mW) reduced by 20 % to account for the zeroth 
order) was roughly the same as in the conventional set-up (14.8 µW at the microscope objective lens). 

As evident from the data presented in Fig. 2, quantum dots in dilute suspension could be visualized and characterized 
using the fFMI setup. Diffusion times measured by fFMI and conventional FCS agreed well, indicating that the OVE in 
individual pixels in the fFMI setup is similar in size in both setups. However, the amplitude of the ACCs acquired by 
fFMI was, at best, 10 times smaller than the amplitude of ACCs acquired by the conventional FCS setup. This suggests 
that the signal-to-noise (SNR) in the fFMI setup is at best ~ 3 times lower than in the conventional FCS system. The 
difference in SNR between the fFMI and conventional FCS system arises primarily due to differences in dark-count rates 
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of SPADs, which for most SPADs comprising the matrix detector was over 1000 photons per second, and about 250 
photons per second in the conventional system. Due to the low SNR, concentration could be correctly determined by the 
fFMI system only when very bright fluospheres were used (data not shown). For the quantum dots, a linear relationship 
between the ACC amplitudes measured by fFMI and conventional FCS was determined in a concentration range of 0.1 – 
100 nM, making it possible to measure the concentration of quantum dots using a calibration curve (data not shown).        

Transcription factor dynamics in live salivary glands  

The fFMI instrument was used to characterize under ex vivo conditions the nuclear dynamics of a synthetic transcription 
factor that interacts with chromosomal DNA (Fig. 3). For this purpose we have used salivary glands from Drosophila 
third instar larvae expressing an mCitrine-tagged Sex combs reduced (Scr) dimeric transcription factor (mCitrine-(Scr)2) 
and bearing a multimeric specific binding site of Scr (fkh250con) in the genome. 

 
Figure 3. Functional Fluorescence Microscopy Imaging (fFMI) of transcription factor dynamics in live salivary glands of 
Drosophila. a) Fluorescence image of a polytene cellnucleus of a live salivary gland dissected from a third instar larva of the 
fruit fly Drosophila melanogaster genetically engineered to express a mCitrine-tagged dimeric Sex Combs Reduced (Scr) 
transcription factor mCitrine-(Scr)2. The image was acquired using a digital single-lens reflex camera. b) Spatial map of G0 
values, reflecting the amplitude of auto-correlation curves (ACC) at the lag time τ = 5 ms. The blue-cyan background 
reflects regions in the cytoplasm where uncorrelated signal is observed. Green-yellow-red pixels show transcription factor 
molecules sparsely distributed in the cytoplasm and their accumulation in the cell nucleus. c) Map of estimated diffusion 
times, τdiff. In the cytoplasm, the diffusion time of molecules is shorter than 2 ms (dark blue pixels). Diffusion in the cell 
nucleus is non-uniform, showing domains where fast or slow diffusion prevails. Regions where slow diffusion is observed 
reflect transcription factor binding to chromatine, i.e. putative sites of transcriptional activity. d) Diffusion time histogram 
reflecting diffusion time distribution in the cell nucleus (pixels in rows 3-16 and columns 1-10). e) Diffusion time histogram 
reflecting mCitrine-(Scr)2 diffusion in the cytoplasm (all pixels except the ones analyzed in d). f) Fluorescence intensity 
fluctuations recorded in selected pixels in the cell nucleus (yellow, blue and magenta traces) and the cytoplasm (black trace). 
The traces, collected during 2.7 s, show that little photobleaching was observed during signal acquisition. g) ACCs recorded 
in the cell nucleus, generated by temporal autocorrelation analysis of fluorescence intensity fluctuations shown in f). h) and 
i) ACCs recorded by conventional single-point FCS in two different nuclei in the same salivary gland as in a). Black lines 
represent curves generated by fitting a model for free three-dimensional diffusion of two components. Images of cell nuclei 
acquired by CLSM are shown in the insets. j) ACCs normalized to the same amplitude recorded by fFMI (blue) and 
conventional FCS instrument used as a reference (red). The overlap between ACCs shows that optical properties of the 
newly developed instrument are of high quality and that the observation volume element size is similar in both set-ups. 
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Fluorescence image of a polytene nucleus acquired by the DSLR camera is shown in Fig. 3a. The spatial map of G(τ) 
values at lag time τ = 5 ms is shown in Fig. 3b, and the spatial map of diffusion times in Fig. 3c. Corresponding 
histograms, reflecting the distribution of diffusion times inside the cell nucleus (Fig. 3d) as compared to the distribution 
of diffusion times in the cytoplasm (Fig. 3e), are also shown. Fluorescence intensity fluctuations simultaneously 
recorded at several different positions in the cell nucleus (Fig. 3f, yellow, blue and magenta) and in the cytoplasm (Fig. 
3f, black), show that the average signal intensity is rather even during the signal acquisition time (2.7 s) and that 
photobleaching is not extensive. ACCs acquired in selected pixels in the cell nucleus (pixels (04,03), (07,05) and 
(11,01)) are shown in Fig. 3g).  

fFMI measurements (Fig. 3b and c), clearly show that mCitrine-(Scr)2 is predominantly located in the cell nucleus (Fig. 
3b), and that nuclear diffusion is significantly slower than its diffusion in the cytoplasm (Fig. 3c). Furthermore, fFMI 
shows that the investigated protein is not uniformly distributed in the cell nucleus, and that domains with different 
mCitrine-(Scr)2 concentration and diffusion exist. This is expected, since polytene cell nuclei contain 210 chromosomal 
copies associated together in giant polytene chromosomes. In the nucleoplasm, where there is no chromatin, the diffusion 
of unbound mCitrine-(Scr)2 is faster because its movement is not deterred by interactions with DNA.9,10 Fast and slow 
diffusion of mCitrine-(Scr)2 was also observed by conventional FCS, as evident from the biphasic ACC in Fig. 3i, which 
shows two characteristic decay times. Likewise, the concentration of mCitrine-(Scr)2 in the nuclear lumen is typically 
smaller than on the chromosome arms, where it readily accumulates.   

Results of conventional FCS analysis performed on the polytene chromosome in two different nuclei are shown in Fig. 
3h and i), with corresponding CLSM images shown in the insert. Again, the characteristic decay times of the ACCs 
obtained by fFMI and conventional FCS agree well, τD,fFMI ≈ τD,FCS = 25 ms, as can be seen from the overlap of ACCs 
normalized to the same amplitude (Fig. 3j).  

Amplitudes of ACCs measured by fFMI and conventional FCS cannot be compared since the measurements were 
performed in different cell nuclei. The concentration of the investigated molecule may be different in different cell 
nuclei, as evident from conventional FCS (Fig. 3h and i). It is reasonable to expect that the SNR is low, as discussed in 
the previous section, likely affecting the amplitude of the autocorrelation function. Still, one should note that the 
amplitude of ACCs recorded in the cytoplasm is larger than that of ACCs recorded in the nucleus and that the correlation 
decay time is shorter in the cytoplasm than in the cell nucleus, showing the concentration of mCitrine-(Scr)2 is lower and 
molecular movement is faster in the cytoplasm than in the nucleus. 

Preliminary data on mu-opioid receptor lateral organization in live PC12 cells  

A particular challenge in biomedical research is to characterize the dynamic lateral organization of cell surface receptors 
in the plasma membrane and investigate how it is altered in signal transduction. We present here first proof-of-principle 
results showing mu-opioid receptor dynamics across an optical section in live PC12 cell (Fig.4). Further characterization 
of MOPeGFP dynamics using pharmacological substances is ongoing. 

 
Figure 4. Left: Fluorescence image of a PC12 cell stably expressing the mu-opioid receptor fused with the enhanced Green 
Fluorescence Protein (MOPeGFP) acquired using the fFMI instrument and the 18.0 megapixel digital single-lens reflex 
camera. Right: Diffusion time (τD) map shows that MOP-eGFP localizes in the plasma membrane and the endoplasmic 
reticulum. Lateral mobility in the plasma membrane and the endoplasmic reticulum is slow, 8 ms < τD < 180 ms. 
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4. CONCLUDING REMARKS 
Data presented here show that it is possible to achieve a massively parallel confocal arrangement and quantitative 
confocal imaging without scanning via multiplexed FCS. This yields quantitative confocal imaging at an unprecedented 
temporal resolution, which in our set-up is 21 µs/frame. We showed that massively parallel analysis of fluorescence 
intensity fluctuations by temporal autocorrelation and spatio-temporal cross-correlation analyses can be achieved, 
yielding 1024 ACCs in about 4 s and about 24000 CCCs in 45 s. The possibility to have multiplexed confocal 
arrangements of excitation and detection pathways is therefore essential for quantitative studies of fast dynamical 
processes. By combining multi-spot illumination with single photon counting avalanche photodiode arrays, 1,11-14 it is 
possible to retain all advantages of confocal microscopy, including the ability to control depth of field, improved SNR by 
elimination of out-of-focus light and the capability to produce 3D reconstruction of specimen by optical sectioning. In 
addition, this allows for the abolishment of scanning, bringing about a 100-fold and in the future even a 1000-fold 
improvement in temporal resolution of confocal microscopy. The underlying FCS analysis provides quantitative 
information about the local concentration and the mobility of molecules across the specimen, which cannot be deduced 
from classical fluorescence imaging by CLSM. The possibility to measure local concentrations and mobility of 
biomolecules is essential for understanding the spatio-temporal integration of molecular interactions in live cells/tissues. 
This approach is therefore of particular interest for biomedical research applications, as it holds the capacity to map the 
dynamic landscape of biomolecules activity in live cells/tissue with single-molecule sensitivity and sub-millisecond 
temporal resolution. 
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Abstract
We investigate, experimentally and theoretically, time development of Zeeman
electromagnetically induced transparency (EIT) during propagation of two time separated
polarization laser pulses, preparatory and probe, through Rb vapour. The pulses were produced
by modifying laser intensity and degree of elliptical polarization. The frequency of the single
laser beam is locked to the hyperfine = → =F F2 1g e transition of the D1 line in 87Rb.
Transients in the intensity of σ− component of the transmitted light are measured or calculated at
different values of the external magnetic field, during both preparatory and probe pulse. Zeeman
EIT resonances at particular time instants of the pulse propagation are reconstructed by
appropriate sampling of the transients. We observe how laser intensity, Ramsey sequence and the
Rb cell temperature affect the time dependence of EIT line shapes, amplitudes and linewidths.
We show that at early times of the probe pulse propagation, several Ramsey fringes are present
in EIT resonances, while at later moments a single narrow peak prevails. Time development of
EIT amplitudes are determined by the transmitted intensity of the σ− component during the pulse
propagation.

Keywords: electromagnetically induced transparency, Ramsey effect, rubidium

(Some figures may appear in colour only in the online journal)

1. Introduction

Electromagnetically induced transparency (EIT) [1–3] is a
quantum interference phenomenon which is manifestated as a
narrow spectral resonance observed in transmitted laser light
through otherwise opaque vapour of, typically, alkali metals.
EIT is attained when two light fields couple two atomic
ground levels to a common excited level (so-called Λ-
scheme). Within the spectral bandwidth of the EIT there is a
strong dispersion of the index of refraction, resulting in a slow
light and storage of light phenomena in EIT medium [4, 5].
EIT is demonstrated as a coherent technique for controlling
the propagation of classical light pulses and other nonlinear
optics applications [4]. A review of EIT in various atomic
schemes is given in [6].

Studies of pulse propagation through EIT medium is a
mature field. Measurements of transient fluorescence [7], of
transient gains of the probe pulse [8], and of non-resonant (for
both preparation and probe beams) transients [9] were done.
Also, transient effects in adiabatic [10] and non-adiabatic [11]
regimes, depending if the rise time of the pulse is slow or fast
compared to the Rabi period and relaxation times, were
analyzed. Transients of transmission of the probe pulse were
studied for cases when the pump beam is turned off [9] or on
[11], when the probe itself is turned on, and when pump and
probe fields are suddenly detuned from the resonance [8, 12].
Detailed theoretical investigation of EIT and features of the
space-time dependent probe field in Λ-, V-, and cascade-type
schemes are presented in [13]. The same authors performed a
time-dependent analysis of the four-wave mixing process
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(FWM) in a double-Λ system, showing that generated FWM
field can acquire ultraslow group velocity [14].

It was shown that the pulse strength of the laser, the pulse
switching rate, and the magnetic field determine the rate at
which transmitted pulse reaches a new steady state. These
parameters also determine transient behavior of the probe
transmission with or without free induction decay [15].
Stepwise Raman detuning of circularly polarized pump and
probe beams resulted in the oscillatory behavior of the tran-
sient signal, with the period of oscillations depending on the
Raman detuning [16]. Dependence of decay rates of the
amplitudes of the signal oscillations on the cell temperature
and laser power was studied in [12]. Behavior of transmission
of lasers inducing Zeeman EIT, when magnetic field is sud-
denly turned off and on, was studied both experimentally and
theoretically [17]. Transients in coherent population trapping
(CPT) can be also induced by ac magnetic field as calculated
in [18, 19]. Transient response of an EIT media to a phase-
modulated pump was examined in [20].

Propagation of a probe pulse through EIT medium is
closely related to temporal evolution of EIT resonance. How-
ever, the transient development of EIT was much less studied
than transmission of the laser pulse. In [21], the build up of EIT
was observed after sudden two-photon detuning from EIT. It
was found that the Zeeman EIT width decreases inversely with
the interaction time and approaches an asymptotic value
determined by the preparatory laser intensity [21].

Various models of transient effects were developed to
predict, or to explain, the propagation of the laser pulse through
EIT medium. Typically, analytical solutions of equations for
density matrix describing a three-state model is used [15]. In
[22] the authors compared transients for the dressed-atom and
bare-atom pictures. The calculations of temporal evolution of
EIT were also studied [23]. The transient response of atomic
system was calculated when the laser is suddenly turned on in
the presence of external magnetic field [24].

The Ramsey method of separated oscillatory fields [25]
was applied to alkali atoms contained in the glass cell in order
to narrow resonance linewidth. Application of two or more
successive laser pulses leads to the appearance of high contrast
and narrow (∼100 Hz) CPT and EIT fringes [26–30]. Calcu-
lations have also shown that quantum interference, driven by
two identical pulses, results in Ramsey-like fringes [31]. Two-
photon free-induction decay in a three-level Λ system used to
obtain EIT was reported in [32]. Ramsey interference effect
appears after pulsed excitation, with fringes observed as time-
domain oscillations in the transmission amplitude of a long
attenuated query pulse [33]. Transient of Raman–Ramsey
fringes (RRF) and EIT have been measured in sodium vapour
in the hyperfine Λ system [34]. Ramsey fringes induced by
Zeeman coherence in various Rb cells for both spatially and
temporally separated laser fields were reported in [35]. Ram-
sey-like measurements of Zeeman decoherence that determine
the dumping rate of such oscillations are presented in [36]. One
application of Ramsey interference is frequency selective
magnetometer based on light-pulse atom interferometry, as
described in [37]. Implementation of a compact atomic clock
based on Ramsey–CPT interference is proposed in [38].

This work extends previous studies of laser pulse pro-
pagation through EIT medium by observing transient devel-
opment of Zeeman EIT during the pulse propagation.
Experimentally and theoretically, we monitor intensity of the
σ− component during propagation of two time separated
elliptically polarized laser pulses. The laser is locked to the D1

line of 87Rb. Zeeman EIT curves are reconstructed from
transients of σ− intensity at different external magnetic fields.
We investigate transient behavior of the EIT line shapes,
amplitudes and linewidths from the moments when laser
pulses enter the Rb buffer gas cell. In particular, we investi-
gated the case when pulses are highly elliptical (maximum
relative optical power of σ− component is only 15%), since
several slow and stored light experiments typically use this
level of ellipticity [4, 39]. We explore the effects of Ramsey
sequences by comparing the behavior of EIT during the
preparatory and the probe pulse by varying the length of the
dark time between them. The Zeeman EIT resonances are
then expected to exhibit the oscillation of transmission in
magnetic field caused by Larmor precession during the dark
time. The motivation of this work was in part to investigate
the properties of the foreseen Ramsey oscillation with respect
to pulse intensities and Rb density. Experimentally observed
developments of the Zeeman EIT are compared with corre-
sponding theoretical results. Our theoretical model based on
time dependent Maxwell–Bloch equations qualitatively
reproduces experimental observations. We are not aware of
previous publications that show the time evolution of Zeeman
EIT and Ramsey effect on this evolution when fast devel-
oping pulse propagates through Rb cell with buffer gas.

The detection of Raman–Ramsey oscillations on EIT line
shapes presented in this work can find application in high
precision magnetic field measurements and in determining the
atomic decoherence rates.

2. Theory

2.1. Description of the model

The evolution of Rb atoms contained in a buffer-gas cell is
calculated using time dependent optical Bloch equations for
Rb density matrix ρ̂

ρ ρ

ρ ρ ρ

∂
∂

= −

+ + ∂
∂

+ ∂
∂
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t t

ˆ
ˆ

i ˆ ( )

ˆ ( , ), ˆ
ˆ ˆ

, (1)

2
atom

int
SE coll

where H Bˆ ( )atom is the atomic Hamiltonian in the external
longitudinal magnetic field, V r tˆ ( , )int describes laser-atom
interaction and the term with subscript SE corresponds to
spontaneous emission. The hyperfine levels either coupled to
the laser light or populated due to spontaneous emission are
shown in the energy level diagram in figure 1.

Collisions with the buffer-gas affect the atomic evolution
in several ways. First, Rb atoms acquire diffusive motion
within the cell, as described by the first term at the right-hand
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side of (1) with D as the diffusion coefficient. Second, within
each excited state manifold the populations of Zeeman sub-
levels are equalized, while the coherences are destroyed due
to total collisional depolarization of the excited state [40, 41].
The collisions with the buffer gas also broaden the optical
transition and together with the Rb–Rb collisions lead to the
relaxation of the ground state populations and coherences.
These effects correspond to the last term at the right-hand side
of (1). For the buffer gas pressure of 30 Torr the collisional
broadening of ≈300–400MHz is comparable with the Dop-
pler width, so that we use the approximation of the motionless
atoms in the direction of the laser beam propagation. Detailed
exposition of the theoretical model is given in [42]. The
present experimental configuration requires some additions
concerning time dependent features. Contrary to the steady
state calculations in [42], here we are solving (1) in cylind-
rical coordinates (r, z) and in time. The effects of propagation
of slowly varying envelopes (SVEs) of the laser electric field
 and the polarization  of the Rb vapour are also incorpo-
rated via

ω
ϵ

∂
∂

+ ∂
∂

=  
c

r z t B

t

r z t B

z c
r z t B

1 ( , , ; ) ( , , ; ) i

2
( , , ; ), (2)

0

where ϵ0 is the vacuum dielectric constant, c is vacuum speed
of light and ω is the laser frequency. The time dependence of
these SVEs originates from the time dependent boundary
condition for the electric field at the entrance to the Rb cell

= = r z t B r t( , 0, ; ) ( , )in . In the frequency domain the
propagation equation is

ν ν ν ω
ϵ

ν+ ∂
∂

= 
c

r z B
r z B

z c
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2
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0

The frequencies for which ν r( , )in is significant satisfy

ν ν ν ν
≪ ∂

∂
∼  

c
r z B

r z B
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where L is the cell length, so that we can safely drop the first
term from (2). This leads to

ω
ϵ

∂
∂

= r z t B

z c
r z t B

( , , ; ) i

2
( , , ; ), (5)

0

which is used, in conjunction with (1), for calculation of the
transmitted electric field at z = L and Zeeman EIT resonances
at particular time instants. The normalized σ− transmission
corresponds to the ratio − −I Itr in , where −Itr and

−Iin denote
intensities of the σ− component of a laser beam, after pro-
pagation through and before entering into the Rb cell,
respectively. Numerical calculations are performed using the
DOLFIN finite element library [43] (part of the FEniCS
project [44]) and CBC.PDESys package [45].

2.2. Theoretical results

The EIT resonances were determined from calculated σ−

transmissions at a given time instant after the σ− pulse is
launched into the Rb cell, at various magnetic fields. The cell
temperature is 67 °C. The period between the two pulses,
when the laser beam was turned off, was set to 60 μs. Overall
laser intensities during the first (preparatory) and the second
(probe) pulse were 4.9 and 0.9 mW cm−2, respectively. Both
pulses were elliptically polarized with 15% of photons car-
rying the σ− polarization. Calculated EIT curves at t = 6, 16,
100, and 328 μs from the beginning of the probe pulse are
shown in figures 2(a)–(d), respectively.

From the calculated transmission signals, the amplitudes
and the linewidths of Zeeman EIT resonances evolving in
time were extracted and shown in figures 3(a) and (b),
respectively. These results show that the central peak has
higher amplitude and wider line shape soon after the start of
the probe pulse.

3. Experiment

3.1. Description of the experiment

Propagation of the polarization laser pulses and temporal
evolution of Zeeman EIT resonances are experimentally
realized in the Hanle configuration. A schematic of the
experiment is given in figure 4(a).

The external cavity diode laser is frequency locked to the
hyperfine = → =F F2 1g e transition of the D1 line in 87Rb
using the Doppler-free dichroic atomic vapour laser lock
method [46, 47]. Gaussian profile for the laser beam is
obtained by the short single mode optical fiber. In order to
apply the Ramsey method of repeated interactions of a laser
light with Rb atoms, the power of the first order diffracted
beam from the AOM is modulated and transmitted through
the cell. The linear polarization of the laser light is assured by
the high quality polarizer. The Pockels cell and the λ/4 plate
are used to generate laser pulses with elliptical polarization:
pure σ+ circular polarization is obtained when no voltage is
applied to the cell, while 15% of the σ− light is produced

Figure 1. Energy level diagram for D1 line transitions considered in
the theoretical model. Solid lines represent transitions induced by the
laser, while dotted lines correspond to possible spontaneous
emission channels from excited levels. Frequency differences
between adjacent hyperfine levels are shown.
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otherwise. The Rb cell containing 30 Torr of Ne buffer gas is
8 cm long and has 2.5 cm in diameter. The Rb cell was heated
by using hot air circulating around the cell. Measurements
were done at 67 oC and 85 oC. The Rb cell is shielded from

stray magnetic fields by the triple μ-metal layers which reduce
stray magnetic fields below 10 nT. In order to obey two-
photon detuning, long solenoid placed around the Rb cell
produces controllable longitudinal magnetic field in the range

Figure 2. Time evolution of calculated Zeeman EIT resonances during the probe pulse with overall laser beam intensity of I2 = 0.9 mW cm−2.
The overall laser beam intensity during the preparatory pulse is I1 = 4.9 mW cm−2. The dark period is TD = 60 μs. The resonances are
reconstructed and normalized from σ− transmission signals at four different times: (a) t = 6 μs, (b) t = 16 μs, (c) t = 40 μs, and (d) t = 100 μs.
The cell temperature is 67 °C.

Figure 3. Theoretically obtained time evolution of Zeeman EIT (a) amplitudes and (b) linewidths of the central fringe during the probe pulse,
for overall laser beam intensity of I2 = 0.9 mW cm−2. The overall laser beam intensity during the preparatory pulse is I1 = 4.9 mW cm−2. The
dark period is TD = 60 μs. The cell temperature is 67 °C.
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of ±10 μT. The σ− light is extracted from the transmitted laser
beam with the λ/4 plate and the PBS. Transmitted σ− laser
intensity over time, for a given magnetic field, is measured by
the photodetector and recorded by the digital storage
oscilloscope.

Laser pulses are produced after applying voltage pulses
to the AOM and the Pockels cell as shown in figure 4(b). Note
that the laser pulse here refers to the temporal change of a
laser beam polarization. That is, polarization changes from σ+

before the pulse, to elliptical polarization with 15% of σ−

relative optical power during the pulse. The first voltage pulse
to the Pockels cell (signal (i)) is preparatory pulse that pre-
pares Rb atoms into the dark state. Then, the voltages on the
Pockels cell and the AOM are synchronously turned off for a
certain period of dark time. During the dark time, Zeeman
coherence makes a Larmor precession if the external magnetic
field is not zero. After the dark time, the voltage pulses are
again applied to AOM and Pockels cell and the second
(probe) pulse, with the same polarization but intensity that can

Figure 4. (a) Experimental setup: ECDL—external cavity diode laser; OI—optical insulator; DDAVLL—Doppler-free dichroic atomic
vapour laser lock; BS—beam splitter; FC—fiber coupler; SMF—single-mode fiber; FCL—fiber collimator; AOM—acousto-optic modulator;
P—polarizer; PBS—polarizing beam splitter; PD—photodetector. Hot air is used for heating the cell. (b) Pockels cell and AOM signals used
in the experiment.

Figure 5. Measured σ− transmission signals during preparatory and probe polarization laser pulse for magnetic field (a) 3.5 μT and (b)
−0.1 μT. The curves in both figures correspond to the probe pulse overall intensity of (i) I2 = 4.9 mW cm−2, (ii) I2 = 2.5 mW cm−2, and (iii)
I2 = 0.9 mW cm−2. The overall laser beam intensity during the preparatory pulse is I1 = 4.9 mW cm−2. The cell temperature is 67 °C.

Figure 6. Time evolution of Zeeman EIT resonances during the
preparatory pulse with overall laser beam intensity of
I1 = 4.9 mW cm−2. The resonances are reconstructed and normalized
from the σ− transmission signals at four different times: t = 6 μs
(curve i), t = 16 μs (curve ii), (c) t = 100 μs (curve iii), and (d)
t = 328 μs (curve iv). The cell temperature is 67 °C.
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be different than the preparatory pulse, is created to probe the
atomic coherences. At the end of the probe pulse, we return to
a strong σ+ polarization for several ms to repump atoms back
to the Zeeman sublevels of the ground state before the next
Ramsey sequence of pulses. Note that all the time we measure

only the σ− component of the elliptically polarized laser
beam. We denote by I1 and I2 overall intensities of a laser
beam during the preparatory (duration T1) and probe pulse
(duration T2), respectively. Two synchronous voltage signals,
controlling the AOM and the Pockels cell with fully

Figure 7. Time evolution of Zeeman EIT resonances during the probe pulse with overall laser beam intensity of I2 = 0.9 mW cm−2. The
overall laser intensity during the preparatory pulse is I1 = 4.9 mW cm−2. The dark period is TD = 60 μs. The resonances are reconstructed and
normalized from the σ− transmission signals at four different times (from top to bottom): t = 6 μs, t = 16 μs, t = 40 μs, and t = 100 μs. The cell
temperature is 67 °C.

Figure 8. Experimentally obtained time evolution of Zeeman EIT (a) amplitude and (b) linewidth during the probe pulse. The overall
intensities of the probe pulse are I2 = 0.9 mW cm−2 or I2 = 2.5 mW cm−2. The overall laser intensity during the preparatory pulse is
I1 = 4.9 mW cm−2. The dark period is TD = 60 μs. The cell temperature is 67 °C. Solid lines are to guide the eye.
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adjustable amplitudes and durations, were generated by field-
programmable gate array based signal generator and oscillo-
scope, as described in [48].

Development of Zeeman EIT for cell temperature of
67 °C, corresponding to Rb density of 5×1011 cm−3 [49],
was measured with the following sequence of pulses:
I1 = 4.9 mW cm−2, T1 = 400 μs; TD = 60 μs and TD = 160 μs;
T2 = 400 μs. We varied the overall laser intensity during the
probe pulse: I2 = 4.9 mW cm−2 (AOM signal (ii)),
I2 = 2.5 mW cm−2 (AOM signal (iii)), and I2 = 0.9 mW cm−2

(AOM signal (iv)) in order to measure the intensity depen-
dencies of the: (1) σ− transmission and (2) Zeeman EIT
temporal development. The same Ramsey sequence was
used for the cell temperature of 85 °C (Rb density of
1.4×1012 cm−3 [49]), except the higher laser intensity was
required during the two pulses due to increased residual
absorption: I1 = 49 mW cm−2 and I2 = 4.8 mW cm−2.

3.2. Experimental results

In this section we show effects of the probe pulse intensity,
the Ramsey sequences of successive excitation pulses, the
external magnetic field and the cell temperature on propaga-
tion of pulses and development of EIT.

Measured transmissions of the σ− component of a laser
beam, during the preparatory and the probe pulse are shown
in figure 5. The Rb cell temperature is 67 °C. Presented results
are obtained for three values of the overall laser intensities
during the probe pulse, and for the two values of magnetic
field. The intensity and duration of the preparatory pulse are
always I = 4.9 mW cm−2 and T1 = 400 μs, so that during this
pulse 87Rb atoms are efficiently prepared into the dark state.

Transient behavior of the probe pulse depends on the
laser intensity, duration of the dark time, and magnetic field.
We show in figure 5 propagation of preparatory and probe
pulse for two values of magnetic field, 3.5 and −0.1 μT, for
three values of the probe pulse intensity, and for dark time of
60 μs. For the preparatory pulse intensity of 4.9 mW cm−2,
transmission of the probe pulse can be quite different

depending on its intensity. At high intensity of the probe
pulse (4.9 mW cm−2), probe transmission increases with time
due to optical pumping. When probe intensity is decreased to
2.5 mW cm−2, transmission is constant in time. For the lowest
probe intensity of 0.9 mW cm−2, the probe pulse probes the
coherences without significantly contributing to atomic evo-
lution and optical pumping. The signal then decays due to
decoherence and relaxation. At low magnetic field, the
transmission of the probe is higher compared to transmission
at higher magnetic fields (compare figures 5(a) and (b)),
because more atoms are coherently prepared into the dark
state by the preparatory pulse.

Due to Larmor precession of atomic polarization during
the dark time, oscillations in the measured intensity of the
probe pulse can be seen in figure 5(a), when intensity is low
and magnetic field is different from zero. Frequency of
observed fringes depends on the magnetic field, while their
amplitudes depend on the amount of coherence between
Zeeman sublevels. These results are in agreement with
[35, 36]. The fringes on the transmission signal disappear
when the σ+ polarized laser beam is kept on between the
preparatory and probe pulse (not shown), providing the evi-
dence that observed fringes are indeed due to interference
between coherently prepared atoms and the probe light.

From the transient curves of the σ− transmission, like
those in figure 5, taken at 70 different values of the long-
itudinal magnetic field, we have reconstructed Zeeman EIT
resonances at different times during the development of pre-
paratory and probe pulse. We first show Zeeman EIT reso-
nances developing during the preparatory pulse (see curves
(i)–(iv) in figure 6). As time progresses, EIT resonances keep
the similar shape and only have higher amplitude since more
atoms undergo dark state preparation.

Development of EIT during the probe pulse, when dark
time is TD = 60 μs is shown in figure 7. The overall laser
beam intensities during the preparatory and the probe pulses
were I1 = 4.9 mW cm−2 and I2 = 0.9 mW cm−2. Character-
istically, EIT resonance has central peak and fringes due to
interference between atomic coherence precessing in the

Figure 9. Measured σ− transmission signals during preparatory and probe polarization laser pulse for magnetic field (a) 3.5 μT and (b)
0.35 μT. The curves in both figures correspond to the probe pulse overall intensity of I2 = 4.8 mW cm−2. The overall laser beam intensity
during the preparatory pulse is I1 = 49 mW cm−2. The cell temperature is 85 °C.
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magnetic field and probe electric field (at t = 6 μs and
t = 16 μs). The frequency width of the fringes decreases with
time of precession. At about 40 μs since the beginning of the
probe pulse only first order fringes are visible. At longer
time they start merging with the central peak (t = 100 μs),
and at even longer time only central peak remains.

Experimental waveforms of EIT are in qualitative agreement
with theoretical curves shown in figure 2, which are calcu-
lated under the same experimental conditions. We also
found similar transition from EIT with fringes to EIT with
only central peak at higher pulse intensity, except this
transition is during shorter time.

Figure 10. Time evolution of Zeeman EIT resonances during the probe pulse with overall laser beam intensity of I2 = 4.8 mW cm−2. The
overall laser intensity during the preparatory pulse is I1 = 49 mW cm−2. The dark period is TD = 60 μs (left column) and TD = 160 μs (right
column). The resonances are reconstructed and normalized from σ− transmission signals at four different times (from top to bottom): t = 6 or
8 μs, t = 16 μs, t = 40 μs, and t = 100 μs. The cell temperature is 85 °C.
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Time dependencies of Zeeman EIT amplitudes and
linewidths are shown in figures 8(a) and (b), respectively,
for dark time of 60 μs and two values of probe intensity, 0.9
and 2.5 mW cm−2. One can see that more contrasted and
narrower resonances are obtained when the probe pulse
intensity is lower. Amplitudes of EIT behave differently at
different pulse intensities. Similar to time dependence of
transmitted probe intensity in figure 5, amplitudes of EIT
resonances increase (decrease) with time for high (lower)
probe intensity. When the pulse intensity is higher there is
prevalent influence of power broadening. High intensity of
the probe pulse also affects time evolution of Zeeman EIT.
At high intensities (black squares at figure 8(b)) the strong
electric field slows the precession, causing merging of the
fringes with the central peak and broadening of the peak.
However, at the beginning of the pulse, the EIT width is
independent on the pulse intensity. It remains the same even
when two pulses have very different intensities, as seen in
figure 8. The significance of this finding is that EIT width
will not vary with variations of intensities of the probe pulse
as long as the pulse is shorter then a few μs. The width of the
central peak is not sensitive to the intensity/power but to the
absorbed energy of the laser light. The measured amplitudes
agree well with calculated data shown in figure 3(a). How-
ever, the calculated linewidths (figure 3(b)) are somewhat
larger than experimental ones.

In the investigation of the development of EIT when
Raman detuning is achieved by modulating laser frequency at
constant magnetic field, Yoshida et al have distinguished
between the Raman–Ramsey and the hyperfine EIT spectra
depending on the time gating within excitation pulse [34].
RRF were obtained at the pulse beginning while the EIT
spectrum was obtained at its end. Due to variable magnetic
field in our experiment, reconstructed σ− transmission curve
at each time instant consists of both Raman–Ramsey and EIT
spectra.

Dependence of the transient development of Zeeman EIT
resonances on Rb density and on the length of the dark time is
studied by measuring signal pulse waveforms for Rb cell

temperature of 85 °C and for two dark times: 60 μs and
160 μs. Similarly, σ− transmission signal was measured at
different magnetic fields during the preparatory and the probe
pulse.

For investigations of transient behavior of EIT reso-
nances, the intensities of preparatory and probe pulse were 49
and 4.8 mW cm−2, respectively. At higher Rb density we
needed to increase incident intensities in order to obtain signal
from the transmitted σ− component, that is high enough for
good visibility of reconstructed EIT fringes. Measured
transmissions of the σ− component of the laser beam, during
the preparatory and the probe pulse, are shown in figure 9 for
two values of external magnetic field. As seen from
figure 9(b), transmission of the σ− component at very low
magnetic field increases once the probe pulse has been
established, and reaches the maximal value at some instant.
After that moment, transmission starts to decay. This could be
explained in terms that the probe pulse has enough optical
power to further pump the atoms into the dark state, but at
later times decoherence prevails and transmission drops. In
the case of higher magnetic field, transmission drops right
after the pulse is generated because of the higher value of
two-photon detuning.

The reconstructed EIT curves for two dark times of 60
and 160 μs, are shown in figure 10.

RRF are observed at 6 and 8 μs after the beginning of the
probe pulse. The fringes get narrower and weaker with pre-
cession time due to Zeeman decoherence, leading to a single
EIT peak at later time instants. In classical Ramsey effect, the
frequency width of the central Ramsey fringe is ( )T1 2 · D .
We have found that for dark times of 60 and 160 μs, the ratio
of widths of the first order Ramsey fringes is in agreement
with ( )T1 2 · D dependence. At these density and laser
intensities fringes decay faster comparing to lower intensities
(case with 67 °C cell temperature) because precession of the
dark state is affected by electric field. The central peak is at
each time instant also narrower when the dark time is 160 μs.
Its narrowing could be explained by the work from [36]

Figure 11. Experimentally obtained time evolution of Zeeman EIT (a) amplitude and (b) linewidth during the probe pulse. The overall
intensities of the laser beam during preparatory and probe pulse are I1 = 49 mW cm−2 and I2 = 4.8 mW cm−2, respectively. The dark period is
TD = 60 μs. The cell temperature is 85 °C.
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where authors have shown the increase of Zeeman deco-
herence rate because of the Rb–Rb spin-exchange collisions.

Measured time dependencies of EIT amplitudes and
linewidths during the probe pulse when dark time is 60 μs and
temperature is 85 °C are shown in figures 11(a) and (b),
respectively. The amplitudes increase at the beginning of the
probe pulse and decay later. This is in qualitative agreement
with the σ− transmission time dependence as presented in
figure 9(b). The linewidths of EIT resonances are wider at
higher density (85 °C versus 67 °C) due to the power broad-
ening caused by higher laser beam intensity. At high pulse
intensities needed for this Rb vapour density, the precession
of the Zeeman coherences is slowed in the laser electric field
and fringes start to merge with the central peak, thus broad-
ening the resonance at earlier times.

4. Conclusion

We presented experimental and theoretical study of the transient
response of EIT medium to propagation of laser polarization
pulses resonant to EIT transition. Through observed time
development of the σ− pulse transmission at different magnetic
fields, we reconstructed Zeeman EIT resonances corresponding
to various time instants during pulse propagation. The EIT
resonances during the probe pulse have characteristic Ramsey
fringes at early times and a narrow central peak at later
moments. Ramsey fringes or oscillations of probe transmission
during pulse propagation in magnetic field are caused by Lar-
mor precession during the dark time. The disappearance of
fringes is faster for larger probe pulse intensities due to inco-
herent pumping and effects of electric field on precession of
atomic coherences. The behavior of amplitudes and linewidths
of the EIT central peak depends on the probe intensity and Rb
density. At very low probe intensity they both monotonically
decay if Rb density is low, while at higher density amplitudes
and widths they first increase and then decay.

We have studied transients of the polarization laser pul-
ses for the system that is often used in slow light and storage
of light experiments. Thus, better knowledge of polarization
pulse transmission and time development of EIT resonances
is valuable.
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Abstract—Confocal laser scanning microscopy (CLSM) is com-
monly used to observe molecules of biological relevance in their na-
tive environment, the live cell, and study their spatial distribution
and interactions nondestructively. CLSM can be easily extended to
measure the lifetime of the excited state, the concentration and the
diffusion properties of fluorescently labeled molecules, using flu-
orescence lifetime imaging microscopy (FLIM) and fluorescence
correlation spectroscopy (FCS), respectively, in order to provide
information about the local environment and the kinetics of molec-
ular interaction in live cells. However, these parameters cannot be
measured simultaneously using conventional CLSM due to damag-
ing effects that are associated with strong illumination, including
phototoxicity, photobleaching, and saturation of the fluorescence
signal. To overcome these limitations, we have developed a new
camera consisting of 1024 single-photon avalanche diodes that is
optimized for multifocal microscopy, FLIM and FCS. We show
proof-of-principle measurements of fluorescence intensity distri-
bution and lifetime of the enhanced green fluorescent protein ex-
pressed in live cells and measurement of quantum dot diffusion in
solution by FCS using the same detector.
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I. INTRODUCTION

CONFOCAL laser scanning microscopy (CLSM) is univer-
sally used in biomedical research to investigate molecular

mechanisms underlying vital biological functions. CLSM pri-
marily owes its widespread use to its capacity to produce sharp
images of structures in vivo. This is achieved through a special
arrangement of optical elements, which focus the laser beam in a
diffraction-limited volume of about 1 fL, depending on the exci-
tation wavelength, and detect fluorescence from an even smaller
volume by filtering the emitted light through a pinhole, a circular
aperture of few tens of micrometers in diameter that is placed in
front of the detector. Through this special optical arrangement,
a fluorescence signal is detected only from molecules that are
confined in this small, so-called confocal volume. Fluorescence
emission from outer molecules is strongly attenuated by the
pinhole, thus enabling the selective observation of a subset of
fluorophores at a high signal-to-noise ratio [1].

An important feature of confocal microscopy is the possi-
bility to visualize the three-dimensional spatial distribution of
molecules of interest within the investigated specimen. This
is achieved by raster-scanning the confocal volume either by
steering the laser beam using fast galvanometric scanners and
acousto-optic deflectors, or by moving the sample using nanopo-
sitioning piezoelectric microscope stages.

Confocal laser scanning microscopes achieve image acquisi-
tions at rates of about 30 frames per second (fps) or more in fast
scanning modes [2]. Under these operating conditions, a rela-
tively high illumination intensity is needed since the dwell time
per pixel is 104 to 106 times shorter than the acquisition time
required for a single frame. Acquisitions at higher frame-rates
are possible with the currently available instrumentation, but
the intensity of the excitation beam has to be strongly increased
to facilitate signal acquisition at very short times. For this rea-
son, photobleaching of the observed fluorophore and induced
phototoxicity to the investigated biosystems might be fostered
by nonlinear processes [3]. In addition, absorption might even
reach saturation levels, and further increase in the illumination
intensity does not significantly improve the signal but rather
increases the optical background noise.

These limitations were overcome by constructing multifocal
microscopes, where multiple confocal volumes are simultane-
ously scanned over the sample. Indeed, the use of massively
parallel confocal arrangements permits to acquire a full frame
at the acquisition time of a single pixel in classical CLSM.
Hence, fast acquisition rates are achieved without increasing the
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illumination power as a result of the longer dwell times per pixel.
Line-scanning and spinning disk confocal systems achieve up
to 1000 fps [1], [4] and two-dimensional detector arrays such as
electron-multiplying CCD cameras or CMOS sensors are com-
monly used to measure the fluorescence signal. Fast frame-rate
microscopy techniques have a huge potential for biological in-
vestigations. An improvement of the frame acquisition speed up
to 10–100 kfps would allow the characterization of molecular
diffusion processes.

A standard tool to investigate the mobility of molecules in
living cells is fluorescence correlation spectroscopy (FCS). In
FCS, temporal autocorrelation analysis is applied to detect non-
randomness in the fluctuations of the fluorescence signal. This
technique is therefore able to monitor all processes that lead to
fluorescence intensity fluctuations at the temporal scale between
few tens of nanoseconds up to seconds or longer e.g. formation
of triplet and dark states, Brownian motion, protein-protein in-
teractions and liquid flow [5]. On the other hand, classical FCS
experimental setups are mostly limited to the observation of
a single confocal volume and they cannot investigate simul-
taneously multiple regions in the sample. The construction of
a multifocal microscopy setup which is capable of fast frame-
rates above 10 kfps is, therefore, of major scientific interest. Not
only the intensity of the fluorescence emission signal would be
observed, but also its fast fluctuations as a function of the posi-
tion within the sample, enabling parallel FCS studies across a
cell.

The design of suitable bidimensional photodetectors plays a
key role for the implementation of the described multifocal sys-
tem. The acquisition speed is not the only important parameter,
but also the photon detection efficiency (PDE), dark signal and
saturation levels are limiting factors. High-gain solid-state de-
tectors as the single photon avalanche photodiode (SPAD) have
all these properties. A fair PDE above 40% and few thousands
dark counts per second (cps) are commonly specified [6]–[8].
Saturation rates in the order of many millions of photons per
second are possible [7]. Additionally, SPADs are not affected by
any read-out noise, in contrast to CCD or CMOS sensors, which
is a major advantage for combining high frame-rate imaging and
FCS. In fact, the frames acquired at 10 to 100 kfps, which are
required for FCS, can be binned over time, e.g. few millisec-
onds, to visualize the spatial distribution of the measured flu-
orophores. This binning operation, which is performed during
post-processing of the data, does not degrade the signal-to-noise
ratio due to the absence of read-out noise.

Several pioneering works investigated the use of multifocal
FCS experimental setups more than 10 years ago [9]–[11]. The
number of SPADs and confocal volumes was not sufficiently
large to allow for the reconstruction of images, although the
main experimental concepts were already developed. More re-
cent works used the next generation SPAD imagers featuring
1024 photodetectors on the same silicon chip [12]–[15].

We present a new 32× 32 SPAD camera which fulfills all
the requirements indicated above, which makes it suitable for
a multifocal FCS experimental setup. This device implements
additionally a fast time-gating control, which enables the pixel
electronics for short time periods down to 1.5 ns and at delay
steps below 100 ps. This camera is therefore capable of measur-
ing not only the fluctuations of the fluorescence intensity at very

high frame-rates (50 to 100 kHz) but also the decay kinetics of
fluorophores after illumination by a pulsed laser. Combined with
a multifocal optical setup, this system is readily extended into
a time-gated fluorescence lifetime imaging microscopy (FLIM)
[16]–[18] experimental setup. The measurement of fluorescence
decay kinetics by each SPAD allows the monitoring of ultra-fast
photophysical processes as Förster resonance energy transfer
(FRET) and to identify multiple fluorescence sources. In sum-
mary, the multifocal FLIM/FCS setup combines three of the
most important microscopy techniques in a single system. We
validated the proposed camera using several model experiments
such as the measurement of the diffusion time of single quantum
dots (QD) in solution and the fluorescence decay kinetics of ge-
netically encoded enhanced Green Fluorescent Protein (eGFP)
expressed in live cells.

II. CAMERA DESIGN

The camera design optimized for multifocal microscopy was
based on an array of 1024 independent SPADs produced in
standard CMOS technology [7], [19], [20]. The detectors were
organized in a 32× 32 array of smart pixels, featuring both pho-
todetection circuitry and pre-processing electronics Fig. 1(a).
The physical dimension of the pixel was 100× 100 μm, while
the circular active area had a diameter of 20 μm.

The SPAD [21] is a reverse-biased p-n junction, which is
operated well above its breakdown voltage. Under this biasing
condition the absorption of a single photon, causes the genera-
tion of an electron-hole pair, which is accelerated by the elec-
tric field across the junction. The energy of the charge carriers
is eventually sufficient to trigger a self-sustained macroscopic
avalanche current of few milliamperes through the device.

A quenching circuit based on a time-varying active load
(variable-load quenching circuit, VLQC) [22] has been inte-
grated for sensing the SPAD ignition, quenching the avalanche
and resetting the detector to its initial condition. Compared to
quenching circuits based on passive loads, the VLQC has the
major advantage of speeding up the quenching action, thus min-
imizing the charge amount which flows through the SPAD after
ignition. Moreover, a fixed dead-time, i.e. the minimum time in-
terval between two detection events, of several tens of nanosec-
onds is externally set.

The use of SPADs as photodetectors has major advantages
for imaging applications concerning the signal-to-noise ratio.
No analog measurement of voltage or current is needed, since
the detectors act as a digital Geiger-like counter. Hence, no read-
out noise is added to the measurement process. This is a very
important advantage for high-frame rate microscopy imaging,
since the probability of detecting a single photon per frame and
per pixel is usually low (�1). A second major advantage of the
presented pixel structure concerns the short dead-time, which
has a lower limit of about 50 ns. This rises the maximum number
of photons which are processed per second.

The dominant noise processes for the described pixels were
dark counts generation and afterpulsing [19]. The former was
below 4000 cps for more than 75% of the total number of pixels
at room temperature and at +5 V excess bias. The remaining ones
showed values between tens to several hundredths thousands
CPSs.
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Fig. 1. (a) Scheme of the smart pixel architecture. (b) Timing signals within the pixel architecture. (c) Architecture for the generation of the fast gate signal by a
Spartan 6 FPGA devices. (d) Scheme of the time-gated FLIM experiment.

Afterpulsing depends strongly on the overvoltage and dead-
time values. In this study, the dead time was set to 200 ns, and
the afterpulsing probability achieved a maximum of 5% over
the whole array. It increased above 20% if the dead-time was
set to 50 ns, which is the lower limit for the current hardware
design. On the other hand, the PDE at the defined overvoltage
was above 40% at 450 nm, and it decreased to about 27% at
550 nm.

Fig. 1(a) provides a schematic view of the pixel architecture.
The VLQC output, which is synchronous with the avalanche
sensing, triggers the processing electronics and an 8-bit Linear-
Feedback Shift-Register (LFSR) counts the detection events.
Routing electronics is then implemented on the same chip to
read-out the counter values and to transfer them to the off-chip
electronics. This design allows the measurements of 50 000
to 100 000 fps. The presented architecture additionally allows
gating of the LFSR counters for a very short time between
1.5 and 20 ns. Hence, the trigger signal by the VLQC circuit
increments the LFSR counter only when the signal GATE is
asserted (logic level ‘1’). Otherwise, the detected photons are
not counted (logic level ‘0’). To reach gated photon counting
within each pixel, the output pulse from the quenching circuit
(OUT1) is used to clock a D-Flip-Flop (D-FF), which samples
the signal GATE generated by the camera electronics. OUT1
is additionally delayed, reshaped and sent to an AND gate to
properly drive the counter. Fig. 1(c) shows the timing diagram
of the counting circuitry when the fast gate signal is applied.

In order to keep the architecture as flexible as possi-
ble, the generation of the GATE signal was performed by
an external Field Programmable Gate Array (FPGA) (Spar-
tan 6, XC6SLX45-2FGG484 Xilinx, San Jose, CA, USA). A

Xem6010 (Opal Kelly, Portland, OR, USA) development board,
which incorporates both the Spartan 6 FPGA and a high speed
USB 2.0 interface, was used to control the read-out of the chip
and to transfer the measured images to the host computer.

Fig. 1(b) shows the architecture based on the internal delay
locked loops (DLLs) of the FPGA device, which were used to
generate fast gate signals. FPGA devices require DLLs to de-
skew the internal digital paths and to fine-tune the sampling
time of fast serial communication lines. They are designed to
produce a precise phase shift between 10 and 40 ps, which can
be dynamically controlled during operation. The update of the
DLL shift requires few tens of clock cycles in the worst case,
i.e. few microseconds depending on the used FPGA family. This
dynamic phase shift is, therefore, well suited to generate peri-
odic sequences of pulses. Fig. 1(d) shows how de-phased clock
signals are combined to generate pulses of variable width. The
50 to 100 MHz board clock (CLK), which is used to synchro-
nize and control the camera operations, is sent to DLL1 and
shifted of a fixed delay ΔΦ1 . This clock signal, CLKD1 , is sent
to a second DLL (DLL2) which creates an additional phase
shifted clock (ΔΦ2 , CLKD2). The XOR between CLKD1 and
CLKD2 creates short pulses of variable width and at a repeti-
tion rate which is twice the clock frequency (GATE). The phase
difference between CLK and CLKD1 will be referred to in the
text as gate shift while the phase between CLKD1 and CLKD2
will be denoted gate width. Both gate shift and gate width are
dynamically adjusted during data acquisition.

This logic design was implemented to set up a time-gated
FLIM detection system [18]. The board clock is frequency
doubled by a digital clock manager (DCM) and used as a trig-
ger signal for a pulsed laser diode (TRIGGER) [Fig. 1(b) and



3804010 IEEE JOURNAL OF SELECTED TOPICS IN QUANTUM ELECTRONICS, VOL. 20, NO. 6, NOVEMBER/DECEMBER 2014

Fig. 2. Scheme of the optical setup used for the creation of the 32× 32
confocal volumes. Lenses L1, L2, and L3, mirrors M1 and M2 and PA. The
DOE and lens L3 were used to project an illumination array at the image plane
of the microscope.

(d)]. The generated laser pulses are coupled to a wide-field flu-
orescence microscope, as described in Section V-A, and used
to illuminate the sample. The laser radiation is absorbed by
fluorescent molecules which are electronically excited. During
relaxation into the ground state, the molecules emit fluorescence
photons with a certain probability, which are then measured by
the camera. The GATE signal activates the LFSR counters af-
ter the generation of the laser pulse for the time defined by gate
width (Fig. 1(c), red color). Accordingly, the fluorescence de-
cay kinetics is measured by changing gate shift over time. Both
gate shift and gate width have optimal values depending on the
lifetime of the excited state of the fluorescent molecules and
on the imaging frame-rate [23], [24]. For simplicity, we used a
constant gate width and incremented gate shift by fixed steps
between 100 and 500 ps.

In summary, the presented camera architecture is a tradeoff
between accurate time measurements on the timescale of few
nanoseconds and fast processing of the measured signals up
to the limit of millions of photons per second and pixel. Any
detector that is suitable for both FLIM and FCS experiments
must fulfill these requirements.

III. MULTIFOCAL MICROSCOPY SETUP

The multifocal FLIM/FCS setup was built on a standard
Axio Observer D1 inverted microscope (Zeiss, Jena, Germany)
equipped with a C-Apochromat 63×/1.2 W. Corr. objective
(Zeiss, Jena, Germany). The filter setting for eGFP (Ex. band-
pass 470/40, beam splitter FT 495, Em. band-pass 525/50)
was used. The optical pathway scheme is shown in Fig. 2.
Two laser sources were used for the experiments. For FCS
measurement, a CW diode laser (Excelsior 488, Newport-
Spectra Physics, Darmstadt, Germany) was used. Its fundamen-
tal emission wavelength at 976 nm was frequency doubled at
488 nm and a beam quality factor smaller than 1.1 at a power of
80 mW was obtained. For lifetime imaging microscopy, a pulsed
laser diode (LDH-475, Picoquant, Berlin, Germany) with pulses
shorter than 100 ps FWHM, a repetition rate of 50 MHz and to-
tal average power of about 1 mW was used. The laser beam was
firstly attenuated by neutral density filters and then expanded by
a factor of 10 using a telescope (L1 and L2). The beam height

from the optical table was adjusted by a periscope assembly
(PA) to enter the back illumination port of the microscope. The
expanded beam was then re-focused by lens L3 (focal length 150
mm). Immediately after, the beam passed through a diffractive
optical element (DOE) (Holoeye, Berlin, Germany) in order to
create an array of 32× 32 spots with a pitch of 100 μm and a
diameter of 12.5 μm at the image plane.

The DOE is a glass hologram designed to diffract a single laser
beam into 1024 beams at different angles. The diffraction angles
and the intensity of the zeroth order diffraction (transmitted
beam) depends on the incident wavelength. The zero order beam,
although not negligible, did not affect the performance of the
system.

The sharpness of the spots projected on the image plane
was adjusted by moving lens L3 along the optical axis. Other
two micrometer stages were used to center the position of the
array perpendicularly to the optical axis. The distance between
the DOE position and the lens L3 was fine-tuned to match the
pitch of the illumination spots and the active areas of the SPAD
camera. The small diameter of the SPAD acts as a spatial filter
and no additional pinholes are required in front of the detec-
tors, in contrast with standard confocal microscopes. The previ-
ously described 32× 32 SPAD camera (Micro-Photon-Devices,
Bolzano, Italy) was connected to the side port of the microscope
by a standard C-mount adapter. The acquired images were then
transferred to the processing computer via a high-speed USB 2.0
interface. FCS imaging was performed using Visual SPC2 ac-
quisition software (Micro-Photon-Devices, Bolzano, Italy) and
the frame-rate was set to values between 50 to 100 kHz.

The acquisition of FLIM images required the optimization
of the camera firmware to generate fast gate signals and the
synchronization pulses to trigger the laser diode.

IV. ANALYSIS OF THE DATA

The analysis of FLIM data acquired by time-gated techniques
has been a subject of several works [25], [26] and more recently
of a specialized review focusing on solid-state imaging sensors
[24]. The data analysis method depends strongly on the gating
scheme used, i.e. the selected values of gate shift and gate
width as a function of the lifetime of the excited state of the
observed fluorophores. The method described in [26] provides
results close to the optimum for the gating scheme described in
Section II. Indeed, it is a maximum likelihood (ML) approach
and it provides an unbiased estimation of the model parameter
even for very low numbers of photons per pixel. Compared to
other approaches like the least square technique, ML estimation
is both more precise and accurate, as experimentally verified
by Maus et al. [27]. This approach has only one drawback.
It does not account for the uncorrelated noise present in the
decay traces, e.g. due to room light or dark counts of the SPAD
detectors. Therefore, background subtraction has to be applied
before estimating the lifetimes.

The adopted method searches for the lifetime value τ which
is the solution of the implicit equation

∑k
i=1 i ∗ x[i]

∑k
i=1 x[i]

=
1

exp(T/τ) − 1
− k

exp(k ∗ T/τ) − 1
+ 1

(1)
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where xi are the number of detected photons in the ith

gate channel, T is the constant duration of the time channel,
0.18 ns for the described experiments, and m is the total num-
ber of channels. The estimated τ represents the average life-
time, when the observed fluorophores decay according to multi-
exponential models (m(t)).

m(t) =
Nc∑

i=1

aiexp (t/τi) (2)

< τ > =
Nc∑

i=1

aiτ
2
i (3)

where ai are the pre-exponential factors and τi the set of life-
times.

While eq. (1) can be solved in less than 1 s for a whole FLIM
image using MATLAB (The MathWorks Inc., Natick, MA,
USA), the FCS data analysis requires more optimized computa-
tional methods to be executed within few seconds. The standard
algorithm to calculate the autocorrelation curves (ACCs), which
is usually known as Multi-τ algorithm or Schätzel method [28],
[29], is computationally expensive. Indeed, millions of multipli-
cations are needed to construct the ACC for each single pixel.
The ACC, G(τ ), is calculated from eq. (4)

G(τ) =
< F (t)F (t + τ) >

< F (t) >2 (4)

where F (t) is the measured time-dependent fluorescence inten-
sity, and < > denotes averaging over time [30].

Eq. (4) can be solved analytically for simple geometries and
processes as the translational motion of freely diffusing flu-
orophores in solution [31]. The solution for this special case
yields the autocorrelation function (ACF):

G(τ) = G(0)
(

1 +
τ

τD

)−1 [

1 +
( s

u

)2 τ

τD

]−1/2

τD =
s2

4D
(5)

where G(0) is the amplitude at τ = 0, τD is the diffusion time, s
and u are the radii of the confocal volume measured perpendic-
ular to, and along the optical axis where the excitation intensity
reaches e−2 of its value at the center of the confocal volume,
and D is the diffusion constant of the investigated molecules in
solution.

We developed dedicated software both to communicate ef-
ficiently with the camera and to calculate the ACC for each
pixel from sets of 130 000 images by massive parallelization of
the calculation using a NVIDIA GeForce GTX 780 (NVIDIA
corporation, Santa Clara, CA, USA) Graphical Processing Unit
(GPU). This GPU board supports the CUDA parallel comput-
ing platform and it is capable of running tens of thousands of
threads concurrently. Thereby, the computational time of the
calculation of 1024 complete ACCs decreased to about 4 s,
compared to the about 200 s execution time that was needed
when using a single CPU. The parameters of the ACF [eq. (5)]
were calculated for each pixel. G0 and τD were estimated by the

value of the ACC at 41.4 μs and its full width at half maximum
respectively.

It has been shown that both the estimation of lifetimes and
the processing required for FCS data analysis can be em-
bedded in the acquisition electronics [13], [32], [33]. These
methods, thought excellent, are absolutely needed for real-time
and high throughput applications, which are outside the scope
of the current work. Future developments will focus on im-
plementing similar algorithms for the described SPAD array
architecture.

V. EXPERIMENTAL RESULTS

We applied the multifocal microscope in several model ex-
periments to show the performance of the system. The results
are divided in three sections concerning the microscopy setup,
FLIM and FCS.

A. Microscopy Setup

A first important test was to measure the uniformity of the
field of view after illumination by the DOE and detection using
the SPAD camera. The uniformity of the experimental setup
was measured by imaging an aqueous solution of quantum dots
(QD, 525 ITKTM Molecular Probes, Darmstadt Germany). The
selected QDs emit around 525 nm after excitation at 488 nm,
and the diameter of the nanocrystals is approximately 20 nm
according to the manufacturer’s specifications.

Several parameters influenced the uniformity of the detected
signal over the field of view, which depend both on the optical
coupling of the laser to the microscope, the alignment of the
detectors, and the variation of the detection efficiency of the
SPADs of the matrix. This parameter is, therefore, the product
between the uniformity of the excitation intensity obtained by
the DOE, the coupling efficiency between the excitation vol-
umes and the SPAD, and the PDE of the SPADs. Fig. 3 shows
the measured uniformity of the system normalized by its mean
value after dark counts subtraction. More than 70% of the pixels
have a uniformity within 15% of the mean value. The largest
deviations of about 30%, which were caused by an uneven illu-
mination of the DOE by the Gaussian laser beam, were obtained
at the outer rim of the array. The measured overall uniformity
was sufficient for the proposed applications.

Additionally, we tested the linearity of the gate width (Fig. 4),
i.e. how precisely gate width could be set by the FPGA
device. A stabilized LED was placed in front of the sensor,
and image sequences at variable gate widths between 1 and 20
ns were acquired. Considering that the illumination intensity
was constant, a signal dependent on the width of the gate was
measured. Fig. 4 shows the estimated gate width as a function
of the expected value programmed by the control software. One
can observe that the width of the gate is well approximated by
a linear model over a large temporal range. Below 1.5 ns and
above 18 ns, deviations from linearity were observed. Indeed,
the gate pulses become too short to efficiently enable and disable
the LFSR counters. The obtained gate width range is definitely
sufficient for most FLIM experiments.
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Fig. 3. Illumination uniformity over the whole 32× 32 SPAD array.

Fig. 4. Linearity of the gate width as a function of the camera setting. Un-
correlated light from a stabilized LED was used to generate a constant light
signal.

B. Fluorescence Lifetime Imaging Microscopy

The multifocal FLIM-FCS setup was applied to measure the
lifetime of known fluorophores both in solution and in live cells
and compared to previously published values. In order to esti-
mate the lifetime [τ , eq. (3)] precisely, gate width was set to
the minimum value of about 1.5 ns and shifted by steps of 180
ps. The exposure time of the camera for each gate shift was
about 100 ms, and a total acquisition time per FLIM image of
10 s was obtained. Before each image acquisition, a dark frame
at exactly the same camera setting was acquired to perform re-
liable background subtraction. The laser intensity on the object
plane was set to values between 5 and 500 mW/cm2 depending
on the brightness of the sample. Rhodamine 6 G was dissolved

in water at the concentration of 10 μM, and excited by pulsed
laser light at 473 nm. A gradient in the illumination intensity
[Fig. 5(a)] was artificially generated to measure a variable num-
ber of photons per pixel over the field of view. A subset of the
images was selected and the fit algorithm based on eq. (1) was
applied to each pixel. A systematic deviation of the measured
fluorescence intensity was present for less than 10% of the ar-
ray detectors, which showed the highest dark counts levels. In
fact, the background subtraction becomes less accurate for these
pixels due to the detector saturation.

The measured average lifetime over all the pixels was 3.8 ns±
0.3 ns. This value is consistent with previously published results
[34]. The distribution of the average lifetime over the field of
view is uniform Fig. 5(b) even though the illumination field
is uneven [Fig. 5(a)]. This is expected because the estimated
lifetimes must be independent from the number of detected
photons per pixel.

Afterwards, we investigated living Human Embryonal Kid-
ney HEK293-T cells expressing the eGFP [35]. The cells were
plated in 35 mm petri dishes with a 150 μm glass bottom (Ibidi,
Munich, Germany), cultured in Dulbecco’s modified Eagle’s
medium without phenol red, supplemented with 10% fetal calf
serum, 2 mM L-glutamine and 100 μ/ml penicillin/streptomycin
and grown to about 70% confluence at 37 ◦C in a cell culture
incubator at 5% CO2 in water-saturated air. Subsequently, cells
were transfected with eGFP cDNA in plasmid vector pEGFP-
N1 (Clontech, Saint-Germain-en-Laye, France) using Lipofec-
tamine 2000 (Life Technologies, Darmstadt, Germany) as trans-
fection reagent according to the manufacturer’s instructions.
Transfected cells were used for microscopy within 48 h. Fig. 5(c)
shows the intensity image of two HEK293-T cells at variable
expression levels of the protein. The decay dynamics of eGFP
is known to be multi-exponential both when expressed in liv-
ing systems and in solutions of the isolated protein [36], [37],
depending e.g. on pH or the refractive index of the solvent.
Precise modeling of the fluorescence decay kinetic of this type
of fluorescent molecules requires time-correlated single photon
counting instrumentation with a temporal resolution of few tens
of picoseconds. The fluorophore exists, indeed, in a protonated
form which decays with a time constant of 250 ps [36]. De-
spite that, it is still possible to measure the average lifetime
of eGFP using time-gated techniques, even though the shortest
gate achievable is above one nanosecond [38]. The average and
standard deviation of the estimated lifetimes for both cells in
Fig. 5(c) and (d) was 2.4 ± 0.13 ns, which is very similar to
the results from previous investigations [36]. The deviation of
the measured lifetimes around the mean value is due to statis-
tical fluctuations of the detected photons and not by a hetero-
geneity of the observed sample. It must be observed that the
acquisition time of the FLIM images were limited by the avail-
able laser power and by the used gate settings rather than by the
performance of the camera. The presented camera is capable of
collecting two-gate FLIM images within 25 to 50 μs, depend-
ing on the clock frequency. This exposure time is calculated as
twice the shortest acquisition time for the single frame (10.37 to
20.74 μs) and the update time of the DLLs inside the FPGA.
However, reliable FLIM experiments under this operating con-
dition would require an optimization of the gate intervals, the
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Fig. 5. (a) Fluorescence emission of Rhodamine 6G under gradient illumination. (b) FLIM image and (c) histogram of the estimated average lifetimes of the
same Rhodamine solution. (d) Fluorescence emission of two HEK293-T cells with different eGFP expression levels. (e) FLIM image and (f) histogram of the
estimated average lifetimes of the same cells.

repetition rate and power of the pulsed laser source which are
outside the scope of the current work. Compared with stan-
dard FLIM techniques, Time correlated single photon counting
experiments, both based on point detectors or coded-anode pho-
tomultipliers, outperform the presented camera in term of the
accuracy and resolution of the measured lifetimes. But the pre-
sented system is capable of measuring FCS in 1024 regions of
the sample, additionally to the lifetime of the fluorophores, in a
single experiment.

C. Fluorescence Correlation Spectroscopy

The multifocal microscope was applied to measure the dif-
fusion of single fluorophores in solution. We have chosen QD
because of their brighter emission and slower diffusion time
compared to Rhodamine 6G, which is typically used for the
calibration of FCS setups. The probe was prepared as described
in section V-A. The sample was illuminated by an average laser
power of about 25 μW per excitation volume. Raw FCS data
collected by the camera consisted of 130 000 frames acquired
every 20.74 μs, yielding 1024 fluorescence intensity fluctuation
traces recorded over 2.7 s. The average count-rate per pixel was
about 30 kcps.

The concentration of the fluorophores in various runs was
slightly different, but always between 0.05 nM and 2 nM, as
verified by FCS using a conventional instrument (ConfoCor 3,
Zeiss, Jena, Germany).

Fig. 6(a) and (b) show the values of the estimated τD and
G0 for each pixel respectively. These images appear to be

noisy because they have contribution from fluctuations gen-
erated by single QDs movement, characterized by a diffusion
time τD ≈ 600μs, and QD agglomerates that are slowly dif-
fusing, τD ≈ 3 − 30 ms, and are readily visualized because of
their relatively higher brightness. This is evident from the dif-
fusion time distribution histogram in Fig. 6(d), which shows
a bimodal distribution that is characteristic of the presence of
fast and slowly moving fluorophores. The measured values are
similar to those reported by other groups [39].

Fig. 6(c) shows the ACC curves of selected pixels. The green
and blue traces show the typical ACC of freely diffusing flu-
orophores in solution. The measured ACC do not substan-
tially differ from those measured by the commercial ConfoCor
3 microscope, although the shortest lag time for the SPAD cam-
era has a much longer duration [Fig. 6(f)]. One should observe
that all the ACC of Fig. 6(b) have a peak at lag times below
100 μs. These peaks are due to a long-afterpulsing process,
which is present for SPADs produced by the used standard
CMOS process, and which generates correlated detection events
on the microsecond time scale. The ACC of one of the selected
pixels [red trace, Fig. 6(b)] shows a dominant afterpulsing con-
tribution. The presence of afterpulsing was verified by cross-
correlating the measured signal of neighboring pixels after uni-
form illumination of the camera. While the ACC show the peak
for short lag-times, the cross-correlation curve was statistically
spread around one (data not shown). The autocorrelation peak
present in Fig. 6(c) would be removed by implementing more ad-
vanced correlation techniques as fluorescence cross-correlation
spectroscopy. This would however require the parallel
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Fig. 6. Plot of the estimated τD (a) and G0 (b) values over the whole field of view and corresponding histograms (d) and (e). (c) Measured ACC of selected
pixels. (f) Comparison of ACC obtained by the SPAD camera (blue) and the reference microscope (ConfoCor 3, green).

acquisition of the fluorescence emission signal by two identical
SPAD cameras.

At present, the dominant noise sources in the FCS measure-
ments shown in Fig. 6 are the afterpulsing and dark-counts
generation processes, which systematically affect the absolute
value of G0 and, therefore, perturbs the quantitative analysis.
However, since most of the afterpulsing contribution vanishes
within 1 μs [19], the effect of afterpulsing on diffusion times of
individual QDs and QD agglomerates, which are in the order of
600 μs and 3–30 ms, respectively, is not significant.

VI. CONCLUSION

We presented a 32× 32 SPAD based camera which is suitable
for multifocal microscopy. This device has not only a very high
frame rate, short dead-time and single photon sensitivity, but also
a fast gating unit, which activates the counting of the photons in
individual pixels for short intervals down to 1.5 ns. Both FCS,
FLIM and standard confocal imaging are possible on the same
multifocal microscope. The device has been used to accurately
measure the translational diffusion time of QD in solution and
the fluorescence decay kinetics of eGFP in living HEK293-T
cells.

Future improvements of the current experimental setup will
focus on the observation of single molecules in solutions and
in live cells, and on the real-time processing of FCS and
FLIM data by the acquisition electronics. Additionally, further
investigations are required to improve the photodetectors by
reducing the dark-count rate and afterpulsing probability.
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Abstract
We experimentally studied the temporal evolution of Zeeman electromagnetically induced
transparency (EIT) resonances induced by the laser resonant to hyperfine transition
F F2 1g e= → = of 87Rb in a rubidium buffer gas cell. We simultaneously modulated the laser
beam intensity and polarization to achieve the repeated interaction of the laser beam with
coherently prepared atoms. Our cell was placed in a homogenous magnetic field to obtain the
Larmor precession of the phase of coherences. The weak laser beam was used to probe the atoms
at the end of the Ramsey sequence. We measured the transparency of the probe pulse at different
magnetic fields for a given excitation pulse and the period of free evolution of Zeeman
coherences in the dark. From these data, we reconstructed the temporal evolution of EIT
resonances. The Ramsey fringes that appeared on the EIT curves at the beginning of the second
probing pulse disappeared at later moments due to various decay processes.

Keywords: electromagnetically induced transparency (EIT), Zeeman coherences, slow light,
storage of light, Ramsey fringes

(Some figures may appear in colour only in the online journal)

1. Introduction

Electromagnetically induced transparency (EIT) is a phe-
nomenon characterized by a narrow transparency resonance
of a laser field through coherent media, such as alkali atomic
vapor [1]. This effect is of special interest because it allows
for fine control of pulse propagation. EIT-based slow and
stored light observations [2] may benefit telecommunications
and quantum memories.

EIT resonance in Hanle configuration is based on Zee-
man coherences between magnetic sublevels of a given
hyperfine state of an alkali atom electronic ground state.
When such an atom is exposed to the external magnetic field,
its magnetic dipole moment rotates around the field direction
with a Larmor frequency. This allows the possibility for a
Ramsey method of separated oscillatory fields [3]. For
instance, in the interaction of an atom with a first light field,
coherence between atomic levels is created. Under the influ-
ence of the magnetic field, the phase of the rotation of the

magnetic dipole moment defines the coherence phase. The
second light field, which can be either spatially or temporally
separated from the first field, probes the coherence [4]. The
result is an interferometric picture with Ramsey fringes in the
probe transparency signal, due to the phase differences
between the coherence and the probe field.

Ramsey-like measurements of Zeeman decoherence that
determine the dumping rate of the oscillations are presented in
[5]. The effects of Ramsey narrowing of EIT resonances due
to atomic diffusion in and out from the interaction region
were discussed in [6, 7]. High contrast Ramsey fringes in a
double Λ atomic scheme were obtained in [8]. Raman–-
Ramsey fringes are also shown in vacuum Rb cells using
time-delayed optical pulses [9] and a probe beam that was
spatially enclosed by the pump beam [10].

In this work, we present the experimental study of the
temporal evolution of the Zeeman EIT resonances based on
repeated interaction of coherently prepared atoms with the
laser beam. The obtained transparency of the σ− probe at
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different magnetic fields was used to reconstruct the EIT
resonances at different moments from the beginning of the
probe pulse. The studies of dark states temporal behavior [11]
and transient effects of EIT phenomenon [12–14] have been
previously shown. In our work, the evolutions of (i) damped
Ramsey fringes on the probe transparency and (ii) recon-
structed EIT resonances during the probe propagation allowed
for unique observation of the development and decay of
Zeeman coherences.

2. Experimental setup

The experimental setup is shown in figure 1. The external
cavity diode laser is frequency locked to the hyperfine
F F2 1g e= → = transition of the D1 line in 87Rb in vacuum
cell using the Doppler-free dichroic atomic vapor laser lock
(DDAVLL) method [16, 17]. Gaussian distribution of radial
laser intensity is obtained using the single-mode optical fiber.
To achieve the repeated interaction of the laser light with Rb
atoms, the power of the acousto-optical modulator (AOM)
first-order diffracted beam is modulated and transmitted
through the cell. The linear polarization of the laser light is
assured by the high-quality linear polarizer. The Pockels cell
and the λ/4 plate are used to modulate the polarization of the
laser beam, so that pure σ+ circular polarization is obtained
when no voltage is applied to the cell and some percent of the
σ− light is produced otherwise. The arbitrary signal generator
is programmed by the computer, whereas its two synchro-
nized outputs control the AOM and the Pockels cell. The Rb
cell containing 30 Torr of Ne buffer gas is 8 cm long and
25 mm in diameter. The difference between the
F F2 1g e= → = transition frequencies in a vacuum and our
buffer gas cell is approximately −20MHz [18], which in total
gives one photon detuning of −90MHz in the experiment,
due to −110MHz AOM frequency shift in the first diffraction
maximum. The Rb cell was heated using hot air circulating
around the cell. The Rb vapor is shielded from external

magnetic fields by the triple μ-metal layers, which reduce
stray magnetic fields below 10 nT. To obey two-photon
detuning, a long solenoid placed around the Rb cell produces
a controllable longitudinal magnetic field in the range of ±
40 μT. The estimated magnetic field error is on the order of 10
nT. The transmitted σ− laser light is extracted with λ/4 plate
and polarizing beam splitter (PBS). The σ− laser intensity as a
function of applied magnetic field is measured by the pho-
todetector and recorded by the storage oscilloscope. The
intensities of polarization pulses were 4.9 and 0.95 mW cm−2

and the cell temperature was set to 67 ° C.
The signals applied to the AOM and the Pockels cell are

shown in figure 2(a). We first generate a 400 μs pulse, in
which 15% of the optical power is carried by σ− polarized
photons. Two coherent light fields (strong σ+ and weak σ−)
pump the Rb atoms into the nonabsorbing dark state. After
completion, the voltage on the Pockels cell is set back to zero
and the AOM is synchronously turned off for 60 μs. During
this dark interval, Zeeman coherence makes a Larmor pre-
cession in the external magnetic field. After this dark interval,
the Pockels cell again generates the same elliptically polarized
pulse and the AOM is turned back on to produce five times
weaker light. This second pulse, with 400 μs duration, probes
the previously created Zeeman coherences. Finally, we return
the full beam power and set circular σ+ polarization during 5
ms to reset atoms back in the ground state before the next
pulse train. In this way, we produced Ramsey-like measure-
ments with two temporally separated polarization pulses.

3. Results and discussions

The σ− transparency signals measured for three different
values of the external magnetic field are shown in figure 2(b).
As expected, in the case of zero magnetic field, we see no
Ramsey fringes in the transparency curve. We measured the
linear dependence of fringes’ frequency on the applied mag-
netic field with a slope close to magnetic sublevels energy
splitting factor of 87Rb hyperfine state S52

1 2 Fg = 2 (not
shown). Due to decoherence processes, the oscillations are
dumped.

The noise in figure 2(b) comes from the low transparency
of the σ- signal and the photo detectorʼs electronic noise. The
measured value of signal to noise ratio is 12 dB in the
21MHz bandwidth of the entire data acquisition system.
From these data, we were able to reconstruct the EIT reso-
nances at different times during the probe pulse propagation.
First, we set t = 0 at the beginning of the second polarization
pulse. Next, we take the values of the σ- transparency at a
particular time instant t for all magnetic field values and plot
this data set using the B-spline routine. EIT resonances
obtained this way, as shown in figure 3(a), show clean
oscillations because the reconstruction process takes one
transparency value at a time and therefore eliminates the noise
itself. However, because of measurement uncertainty, these
oscillations are not perfect, i.e., fringes of the same order have
slightly different amplitudes. The reconstructed EIT reso-
nances are shown in figure 3 for the Rb density of ∼ 4.5·1011

Figure 1. Experimental setup and atomic transition [15] used in the
experiment. ECDL—external cavity diode laser; OI—optical
insulator; DDAVLL—Doppler-free dichroic atomic vapor laser lock;
BS—beam splitter; FC—fiber coupler; SMF—single-mode fiber;
FCL—fiber collimator; AOM—acousto-optic modulator;
P—polarizer; PBS—polarizing beam splitter; PD—photodetector.
Hot air is used to heat the cell.
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cm−3 and the laser beam diameter of 1.3 mm. Ramsey fringes
were observed at EIT resonances for t 196 sμ≲ and vanish at
later moments due to the finite lifetime of Zeeman coherence.
The decay rate of Zeeman coherences γ2 was obtained by
fitting the σ− transparency signal (ii) from figure 2(b) to
function y A e A e tsin ( )t t

1 2 0
1 2 ω φ= + +γ γ− − (not shown).

The measured γ2 value is on the order of ∼9000 s−1. In
figure 3(a), an EIT resonance with oscillation pattern at
t 16= μs is shown. In figure 3(b), an EIT curve at t 328= μs
with no fringes is presented.

4. Conclusion

We experimentally studied the Zeeman coherence using
Ramsey fringes obtained at the transparency signal of the
probe σ− laser field in the presence of the external magnetic
field. Temporal evolution of Zeeman EIT resonances in Rb
buffer gas cell were also presented. The first polarization
pulse containing weak σ− and strong σ+ fields was used to
create Zeeman coherences in Rb atoms. The subsequent
weaker probe pulse with the same polarization state was
produced to probe these coherences. The laser beam was
completely turned off between the pulses to enable free
evolution of the dark state in the magnetic field. The oscil-
latory pattern on the reconstructed EIT curves obtained soon

after the second pulse generation disappeared at later times
because of the various decoherence processes.
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Abstract
We experimentally studied the effects of laser beam diameter on electromagnetically induced
transparency (EIT) due to Zeeman coherences induced by a laser resonant with the hyperfine
transition Fg = 2 → Fe = 1 of 87Rb in a rubidium buffer gas cell. We use two laser beams of
Gaussian intensity radial profile for laser beam diameters of 6.5 and 1.3 mm, laser intensities
in the range of 0.1–35 mW cm−2 and cell temperatures between 60 and 82 ◦C. The results
show that the amplitude of the normalized EIT resonance has a maximum at a laser intensity
which depends on laser beam diameter and cell temperature. The laser intensity corresponding
to the maximum EIT amplitude is higher for a smaller laser beam and higher cell temperature.
The linewidth of Zeeman EIT resonance varies nearly linearly with laser intensity, almost
independent of cell temperature and laser beam diameter.

PACS numbers: 03.65.Fd, 03.65.Sq

(Some figures may appear in colour only in the online journal)

1. Introduction

Electromagnetically induced transparency (EIT) is a
coherence phenomenon characterized by narrow transmission
resonance of a laser beam through alkali atom vapor [1].
It is essential for fields such as slow and stored light [2],
lasing without inversion [3], frequency mixing [4], etc.
Important devices such as atomic frequency standards [5] and
magnetometers [6] are based on EIT. The optimization of all
these processes and devices is therefore directly conditioned
on achieving better EIT properties.

The average time-of-flight of an atom through the laser
beam limits the EIT amplitudes and linewidths. In order to
prolong interaction time and thus the dark states lifetime, an
inert buffer gas is added to atomic vapor to slow down the
diffusion of the coherently prepared atoms through the laser
beam. The linewidth, governed by the ground state relaxation
and laser power, is reduced by several orders of magnitude
due to the Dicke effect [7]. Linewidths as narrow as 30 Hz are
obtained [8].

Hyperfine EIT resonance is formed as a coherent
superposition of two ground hyperfine levels while EIT
resonance in the Hanle configuration is based on Zeeman
coherences between magnetic sublevels of a given hyperfine
state of the alkali atom electronic ground state. Cell
temperature affects differently hyperfine coherences than
Zeeman coherences. For the former, it is found that linewidths
vary inversely with density [9, 10]. The linewidth is a
linear function of laser intensity and the slope of the linear
curve decreases as the cell temperature increases. At lower
temperatures than in [9, 10], in the range 30–60 ◦C, linewidth
can be independent on cell temperature, as shown in [11]. On
the other hand, EIT resonances due to Zeeman coherence are
nearly independent of cell temperature [10]. In addition, the
behavior of EIT as a function of laser beam diameter [12],
optical depth [13], laser intensity [14, 15] and laser beam
profile [16, 17] was investigated.

In this paper, we analyze the properties of Zeeman EIT
resonances under different parameters in order to obtain
optimum EIT contrast and linewidths, which is essential
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Figure 1. Experimental setup: ECDL—external cavity diode laser;
OI—optical insulator; DDAVLL—Doppler-free dichroic atomic
vapor laser lock; BS—beam splitter; VNDF—variable neutral
density filter; SMF—single-mode fiber; FC—fiber coupler;
P—polarizer; BE—beam expander; PD—large-area photodiode.
Hot air is used for heating the cell.

for application of Zeeman coherences, like efficient slowing
down of light pulses in the cell [18] as well as their storage.
Zeeman coherences were induced by the laser locked to the
Fg = 2 → Fe = 1 transition in 87Rb, contained in the cell with
30 Torr of Ne. We analyze EIT for two laser beam diameters
and a wide range of laser intensity and cell temperature.
Unlike the hyperfine EIT, there are no detailed studies on
the behavior of Zeeman EIT when the main experimental
parameters vary.

2. Experimental setup

The experimental setup is shown in figure 1. The external
cavity diode laser is frequency locked to the hyperfine Fg =

2 → Fe = 1 transition of the D1 line in 87Rb by using
the Doppler-free dichroic atomic vapor laser lock method
[19, 20]. Gaussian distribution of laser intensity radial
dependence is achieved by the single-mode optical fiber.
For adjusting the laser beam diameter, a beam expander is
used. The linear polarization of laser light is ensured by a
high-quality polarizer. Laser beam intensity is controlled by
the variable neutral density filter. A Rb cell with 30 Torr of
Ne as the buffer gas is 8 cm long and 25 mm in diameter.
The Rb vapor is shielded from external magnetic fields by
the triple layer of µ-metal which reduces stray magnetic
fields below 10 nT. In order to obey two-photon detuning
in the Hanle experiment, a long solenoid placed around the
Rb cell produces a controllable longitudinal magnetic field
in the range of ±20 µT. The intensity of transmitted laser
light as a function of applied magnetic field was monitored
by the photodiode and recorded by the storage oscilloscope.
The Rb cell was heated up to a certain temperature by using
circulating hot air around the cell. The advantage of this
system in comparison with electrical heating is avoiding the
stray magnetic field inside the µ-metal that is inevitably
introduced by heating current.

Figure 2. Measured EIT resonances for Gaussian laser beams of
diameter (a) D = 6.5 mm and (b) D = 1.3 mm. Resonances are
measured for an overall laser beam intensity of 3.3 mW cm−2 at
temperatures of 60, 75 and 82 ◦C.

3. Results and discussions

We present measured EIT resonances in the Hanle
configuration obtained with laser beams of Gaussian radial
intensity profile for cell temperatures of 60, 75 and 82 ◦C and
laser beam diameters of 1.3 and 6.5 mm. The intensity range
covered in the experiment was 0.1–10 mW cm−2 for wide
and 0.1–35 mW cm−2 for narrow laser beams. EIT resonances
presented in this paper are obtained after normalizing
measured resonances to the transmission signal away from
Raman resonance. Examples of experimentally obtained EIT
resonances for wide and narrow Gaussian laser beams at three
temperatures are given in figure 2.

As can be seen in figure 2, the amplitudes of Zeeman EIT
increase with cell temperature, and this effect is particularly
strong for narrower laser beams.

The EIT amplitude dependence on overall laser beam
intensity measured at different temperatures, for wide and
narrow laser beams, is shown in figures 3(a) and (b),
respectively. As can be seen, the highest cell temperature
with the smaller laser beam diameter gives the strongest EIT
resonances. Higher temperatures mean larger atomic density
and number of atoms coherently prepared in the dark state. As
the laser beam diameter gets smaller, the contribution of wings
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Figure 3. Experimental dependences of EIT amplitudes on overall
light intensity for Gaussian laser beams of diameter (a) 6.5 mm
and (b) 1.3 mm at temperatures of 60, 75 and 82 ◦C.

of the Gaussian laser beam to two-photon type resonance like
EIT is enhanced.

In figure 4 the EIT linewidth as a function of laser
intensity at three different cell temperatures is shown for
two Gaussian laser beam diameters. The dependence of EIT
linewidths on laser intensity, for either wide or narrower laser
beams, is apparently independent of cell temperature. Such
behavior of Zeeman EIT with cell temperature is shown in the
pump–probe laser configuration in [10]. Ultra narrow Zeeman
EIT resonances with linewidths below 100 nT were achieved
because of careful elimination of stray magnetic fields inside
the triple antimagnetic shielding surrounding the Rb buffer
gas cell.

4. Summary

We carried out an experimental study of the behavior of EIT
resonances due to Zeeman coherences among sublevels of the
87Rb hyperfine state Fg = 2 in a Rb buffer gas cell of 8 cm
length, 25 mm diameter and 30 Torr of Ne buffer gas. The
dependence of EIT on laser beam diameter (6.5 and 1.3 mm),
laser intensity (0.1–35 mW cm−2) and Rb cell temperature
(60–82 ◦C) reveals that the highest contrast and amplitude to
linewidth ratios are obtained with the narrower laser beam at
about 5 mW cm−2.

Figure 4. Experimental dependences of EIT linewidth on overall
laser beam intensity for Gaussian laser beams of diameter
(a) 6.5 mm and (b) 1.3 mm at three different temperatures.

Acknowledgments

The authors acknowledge funding from grant numbers 45016
and 171038 of the Ministry of Education and Science of the
Republic of Serbia and Scopes JRP IZ7370 127942.

References

[1] Fleischhauer M, Imamoglu A and Marangos J P 2005 Rev.
Mod. Phys. 77 633–73

[2] Phillips D F, Fleischhauer A, Mair A, Walsworth R L and
Lukin M D 2001 Phys. Rev. Lett. 86 783–6

[3] Scully M O, Zhu S and Gavrielides A 1989 Phys. Rev. Lett.
62 2813–6

[4] Harris S E, Field J E and Imamoğlu A 1990 Phys. Rev. Lett.
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Abstract
Experimental and theoretical analyses show the effect of laser beam radial intensity
distribution on line-shapes and line-widths of the electromagnetically induced transparency
(EIT). We used Gaussian and � (flat top) laser beam profiles, coupling the D1 transition of
87Rb atoms in the vacuum cell in the Hanle experimental configuration. We obtained
non-Lorentzian EIT line-shapes for a Gaussian laser beam, while line-shapes for a � laser
beam profile are very well approximated with Lorentzian. EIT line-widths, lower for Gaussian
than for �, show nonlinear dependence on laser intensity for both laser beam profiles. EIT
amplitudes have similar values and dependence on laser intensity for both laser beams,
showing the maximum at around 0.8 mW cm−2. Differences between the EIT line-shapes for
the two profiles are mainly due to distinct physical processes governing atomic evolution in the
rim of the laser beam, as suggested from the EIT obtained from the various segments of the
laser beam cross-section.

(Some figures may appear in colour only in the online journal)

1. Introduction

Electromagnetically induced transparency (EIT) [1–3], an
effect causing the narrow coherent resonance in a laser
transmission through the atomic vapour media, is essential for
subjects like slow light and storage of light [4], lasing without
inversion [5], frequency mixing [6], Kerr nonlinearities [7], etc.
The importance of EIT has become evident after several recent
applications, including the development of atomic frequency
standards [8, 9] and magnetometers [10, 11]. Prior to EIT,
magneto-optical effects, like the ground-state Hanle effect
and nonlinear Faraday effect, were studied and their possible
application in extremely low magnetic field measurements was
shown [12–15]. EIT resonance line-shape and line-width are
of interest for many EIT applications. EIT line-shape in alkali
vapours contained in gas cells is altered from the fundamental
Lorentzian shape of atomic resonances by several factors. In

addition to power broadening, thermal motion of atoms in
vacuum cells affects the shape of EIT resonance through a
transient evolution of the state of the atoms passing through
the laser beam [16–18]. The investigation of the temporal
evolution of the optical pumping into a dark state in an atomic
beam, with special attention given to the influence of the weak
external magnetic field, has been performed in [19]. Studies
of EIT dependence on laser beam radius [20], laser intensity
[21, 22] and radial profile of the laser intensity [16, 23–26]
were performed. Recent experiments have shown effects of
different laser modes i.e. a Laguerre–Gaussian laser beam gave
narrower EIT than a Gaussian laser beam [27]. In buffer gas
cells, filled with a mixture of alkali atoms and inert gas at
several Torr, EIT line-shapes are influenced by diffusion of
the alkali atoms in and out of a laser beam. Such repeated
interaction effectively enables Ramsey-induced narrowing
and non-Lorentzian EIT line-shape in media where Doppler

0953-4075/13/175501+08$33.00 1 © 2013 IOP Publishing Ltd Printed in the UK & the USA
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Figure 1. (a) Experimental setup: ECDL—external cavity diode laser; DDAVLL—Doppler-free dichroic atomic vapour laser lock;
SMF—single-mode fiber; P—polarizer; BE—beam expander; PD—large area photo diode. For certain measurements the small aperture on
the translation stage is placed in the laser beam allowing only a selected part of the laser beam cross-section to reach the detector, while the
rest of the laser beam is blocked. �-shaped beam profiles were recorded by a beam profiler placed at 3 cm (b) and 30 cm (c) from the 3 mm
circular aperture. (b) The dashed (red) curve is the profile of the Gaussian laser beam of the same power and diameter as the �-shaped
beam. Note that, in order to have the same overall power of the two laser beams, the peak of the Gaussian beam in the present graph has to
have double the value of the flat region of the �-shaped beam if the diameter of the Gaussian beam is measured at 1/e2 of the peak intensity.

broadening is not influential (see [28, 29] and references
therein).

Theoretical studies of EIT line-shapes in vacuum cells
were mainly carried out assuming a � (flat top) function
for the radial intensity distribution of the laser radiation (see
[21] and references therein). Measurements of the EIT line-
width as a function of the laser intensity [22], performed with
the Gaussian laser beam, show different EIT behaviour with
laser intensity than theory [21]— theory predicts wider EIT
resonances than experiment, with the discrepancy increasing
with the laser intensity. The importance of the laser beam
profile on the EIT was indeed demonstrated theoretically for
the vacuum [26] and the buffer gas cells [23–25]. Our previous
studies have shown that the evolution of the states of the atoms
passing through laser beams of different profiles is governed by
distinct physical processes [17, 18]. Consequently, line-shapes
of EIT resonances obtained from various segments of the laser
beam cross-section reflect these differences. It is expected that
line-shapes of EIT resonances obtained by detecting whole
laser beams of different profiles should also present distinct
properties. However, there are no detailed investigations of this
kind for vacuum alkali-metal vapour cells. In this work we
confirm that the mentioned difference in physical processes
significantly affects the overall EIT resonance line-shapes.
Besides the results of [17, 18], here we take into account
relative amplitudes of EIT resonances from various segments
of the laser beam cross-section. The goal of this work is to
show how laser intensity affects: (a) differences between the
whole beam EIT resonances that are obtained using two laser
profiles, (b) contribution of EIT resonances from different parts
of the laser beam cross-section to the whole beam EIT and

(c) necessity of using a realistic laser beam profile in
calculations for proper modelling of experimental results.

The present study is concerned with the radial intensity
distribution effects of the laser beam on Zeeman EIT line-
shapes in 87Rb contained in a vacuum cell. The study was
performed using the Hanle technique. EIT resonances are due
to Zeeman coherences developed in the Fg = 2 hyperfine
level of 87Rb by using resonant laser light that couples
the Fg = 2 level to the excited hyperfine level Fe = 1.
We have investigated the dependence of the EIT line-widths
and amplitudes on the laser beam profile for a wide range
of laser intensities, 0.1–4 mW cm−2. Experimental results
are compared with the results of the theoretical model that
calculates the density matrix elements by taking into account
all of the Rb atomic levels (with Zeeman sublevels) that are
resonantly coupled by the laser light.

2. Experiment

The Zeeman EIT experiment employs a single laser whose
radiation frequency and polarization are stable and well
controlled. Essential for Zeeman EIT measurements is the
elimination of laboratory stray magnetic fields, and creation
of a variable, homogeneous magnetic field over the entire
volume of the Rb cell, directed along the axis of the cell.
For the present studies, a careful control of the laser diameter
and radial distribution of laser radiation is also necessary. A
schematic of the experiment is given in figure 1. We used
the extended cavity diode laser whose frequency is stabilized
to the Fg = 2 → Fe = 1 transition of the D1 line in
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Figure 2. Zeeman sublevels scheme in 87Rb at the D1 line. The solid
lines denote coupling with σ+ and σ− components of the linearly
polarized laser light. Dashed lines represent spontaneous emission.

87Rb, where Fg and Fe represent the angular momenta of the
ground- and excited-state hyperfine levels, respectively. The
stabilization scheme is based on the Doppler-free dichroic
atomic vapour laser locktechnique [30, 31]. The laser beam is
linearly polarized.

The laser beam with Gaussian radial intensity dependence,
and 3 mm diameter (measured at 1/e2 of the peak intensity),
is obtained by the single-mode optical fibre, beam collimator
and beam expander. For the � distribution of the laser beam
intensity along its radius, the laser beam behind the fibre is first
expanded to about 20 mm, and then the circular diaphragm of
3 mm in diameter is placed over the central part of the laser
beam. We used thin foil with a 3 mm hole to obtain the �

profile of laser radiation over the entire length of the Rb cell.
The laser beam profile, measured with the commercial beam
profilometer, which we consider as the � radial profile, is
given in figures 1(b) and (c), at different distances from the
aperture (3 and 30 cm, respectively). In the experiment, this
aperture is at the entrance cell window. Laser beam intensity
is controlled by the variable neutral density filter. The vacuum
Rb vapour cell is 5 cm long and 25 mm in diameter, and is
held at room temperature.

The solenoid surrounding the Rb cell produces the
magnetic field for the Hanle experiment in the range of
±100 μT. In order to minimize the stray magnetic fields in the
interaction volume, the solenoid and cell are placed inside the
triple layered μ-metal. Intensity of the transmitted laser light,
as a function of the magnetic field, is detected by the large
area photo diode and recorded by the storage oscilloscope.
With the small aperture (0.5 mm in diameter) placed in front
of the photo diode (with 10 mm in diameter), which we can
move along the laser diameter, we were able to obtain EIT
resonances only from a small cylindrical segment of the well
collimated laser beam.

3. Theoretical model

Zeeman EIT resonances were calculated for the D1 line
transition between hyperfine levels of 87Rb coupled by a
linearly polarized laser. The energy level diagram given in
figure 2 shows hyperfine levels either coupled to the laser light
or populated due to spontaneous emission. The quantization
axis is chosen to be parallel to the external magnetic field. The
complete magnetic sublevels structure of the transition Fg =
2 → Fe = 1 is considered in the calculations. The theoretical
model is based on time-dependent optical Bloch equations for

the density matrix of a moving atom assuming purely radiative
relaxation. Equations for density matrix elements related to
the ground level Fg = 1 are excluded since that level is not
coupled by the laser. For additional details about the resulting
equations please refer to [18, 26]. It is assumed that after
colliding with cell walls, atoms reset into an internal state
with equally populated ground magnetic sublevels. Between
collisions with cell walls, rubidium atoms interact only with
the axially oriented homogeneous magnetic field and spatially
dependent laser electric field. Collisions among Rb atoms
are negligible due to very low Rb vapour pressure at room
temperature, so that an atom moves through the laser beam
with constant velocity v = v‖ + v⊥, where v‖ and v⊥ are
longitudinal and transverse velocity components, respectively,
with regard to the laser propagation direction. The former
affects the longitudinal direction of the atomic trajectory and
Doppler shift of the laser frequency seen by a moving atom,
while the latter determines the transverse direction of the
trajectory and the interaction time. The dependence of the
laser intensity on the radial distance r for a Gaussian and
�-shaped profile were modelled using the following equations

IGauss(r) = 2Ī exp
(−2 r2/r2

0

)
,

I�(r) = Īa(1 + erf(p(r0 − r)))2 (1)

where r0 is the beam radius, Ī is the beam intensity (total laser
power divided by r2

0π ), a is the normalization constant and p is
a positive parameter affecting the steepness of the profile near
r = r0. In our calculations we neglect longitudinal changes
of the beam profile compared to transverse ones so that only
the transverse direction of the trajectory matters. From the
reference frame of the moving atom, the electric field varies
and the rate of variation depends only on v⊥. Assume that
the transverse projection of the atomic trajectory is given by
r⊥(t) = r0⊥ + v⊥t, where r0⊥ is the perpendicular component
of the atom position vector at t = 0. The temporal variation of
the laser intensity seen by the atom is given by

I(t) ≡ I(r⊥(t)) = I(r0⊥ + v⊥t), (2)

representing the spatial laser intensity variation along the
trajectory of the atom in the laboratory frame. Additionally,
due to the cylindrical symmetry of the beam profile, spatial
dependence becomes purely radial dependence.

The observed resonances in EIT experiments are a
probabilistic average of the contributions of many individual,
mutually non-interacting atoms. Rb atoms traverse the
laser beam at different trajectories with different velocities.
Maxwell–Boltzmann velocity distribution, diversity of atomic
trajectories, the custom cylindrical symmetric radial profile
of the laser electric field, effects of the laser propagation along
the cell and induced atomic polarization of the Rb vapour are
treated similarly as in [18, 26]. The cell temperature was set
to room temperature as in the experiment.

4. Results and discussion

In this section we compare EIT resonances obtained with
two laser beam profiles in vacuum Rb gas cells. Previous
comparisons between the EIT resonances obtained with
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(a) (b)

Figure 3. (a) Experimental and (b) theoretical Zeeman EIT resonances obtained by Gaussian and � laser beam profiles. Laser intensity is
4 mW cm−2 and the laser beam diameter is 3 mm for both profiles.

(a) (b)

(c) (d)

Figure 4. Experimental Zeeman EIT resonances and their Lorentzian fits for the (a) Gaussian and (b) � laser beam profile. The resonances
are obtained under the same conditions like in figure 3(a). Insets show the resonances in the vicinity of their peaks. Residuals, obtained as
the difference between the raw data and the corresponding fit, for Gaussian and � profiles are given in (c) and (d), respectively.

Gaussian and � laser beam profiles were performed for alkali
atoms in buffer gas cells [23–25]. It was calculated, assuming
motionless atoms, that EIT line-shapes obtained with a � laser
beam profile are pure Lorentzian. It was also found that the
resonances line-shapes are narrower for the Gaussian than for
the � laser beam profile [25]. On the other hand, analysis of
the effects of the laser beam shape on EIT in vacuum Rb cells
was treated only theoretically [26].

Our EIT resonances were obtained by measuring and
calculating the laser transmission as a function of the
scanning longitudinal magnetic field, for the Gaussian and
the � laser radial profiles, and for the laser intensity range
0.1–4 mW cm−2. The laser is locked to the Fg = 2 → Fe = 1
transition of the 87Rb D1 line. Figure 3 shows measured

and calculated resonances for two laser profiles at the laser
intensity of 4 mW cm−2. The EIT line-widths and amplitudes,
shown and discussed below, were extracted from resonances
like these in figure 3, normalized at their maximum values.
As seen in figure 3, EIT resonance obtained with the Gaussian
laser beam is narrower than the one obtained with the � laser
beam.

If the relaxation of atomic coherences is determined by the
radiative decay or by atomic collisions, the line-shapes of the
magneto-optical resonances are Lorentzian [16, 23–25, 32].
Experimental resonances and their Lorentzian fits, for the
two laser beam profiles, are given in figures 4(a) and (b).
It is apparent from these figures, and from residuals between
the data and the fits, given in figures 4(c) and (d), that the
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(a) (b)

Figure 5. Intensity dependence of (a) experimental and
(b) theoretical line-widths of Zeeman EIT resonances for Gaussian
and � laser beam profiles. The beam diameter is 3 mm in both
cases. The curves are to guide the eye.

Lorentzian function can better fit the resonance with the �

laser beam profile than with the Gaussian profile. This is
particularly the case in the vicinity of a resonance peak, as
shown in the insets of figures 4(a) and (b). Corresponding
R-square factors, representing the fit goodness, are RGauss =
0.998 71 and R� = 0.999 341. These differences between the
two profiles remain for all laser intensities.

Figure 4 shows that in an effusive regime of the vacuum
cell, the Gaussian laser beam profile gives the EIT line-shape
that is narrower in the vicinity of the resonance peak than pure
Lorentzian. This is in accordance with the previous results [16]
and could be attributed to the time of flight and Ramsey-like
narrowing during the free atomic passage through the Gaussian
laser beam [17]. In buffer gas cells and diffusive regimes, non-
Lorentzian shape (similar to figure 4(a)) is also observed due
to the Ramsey effect. However, in buffer gas cells, the Ramsey
type narrowing occurs because coherently prepared atoms,
after leaving the laser beam and spending time outside of the
beam, come back into the laser beam [28]. Line-shapes of
the EIT resonances obtained with the � laser beam profile
are Lorentzian. In the case of the � laser beam profile, laser
intensity is constant during the atomic passage through the

beam and there is no Ramsey-like narrowing like in the case
of the Gaussian beam [17]. In figure 5 we present variations of
EIT line-widths with the laser intensity for the two laser beam
profiles. As the laser intensity increases the difference between
the corresponding EIT line-widths also increases. Theoretical
results show very good agreement with the experiment, both
qualitatively and quantitatively. For the entire range of laser
intensities EIT line-width increases nonlinearly with intensity,
but the slope decreases at higher laser powers. This increase in
line-width is due to power broadening. For the range of laser
intensities as in this work, analytical results, based on the three-
level atomic system, predicted square root dependence on laser
intensity [21]. What we have observed in the vacuum gas cell
is different from line-width dependence on laser intensity in
buffer gas cells where the linear dependence of line-width on
the laser intensity is reported [25, 33–35].

Without entering into details of the atom–laser interaction
for particular laser beam profile, one can give a qualitative
argument as to why a �-shaped laser beam yields broader
resonances than the Gaussian laser beam. In vacuum cells
Rb atoms traverse a laser beam without collisions and along
straight lines. During the transit through the laser beam, the
atomic state is influenced by both the laser electric field and
the external magnetic field. The laser electric field prepares the
atoms into a dark state determined by the laser polarization.
In such a state, absorption probability of the laser light is
minimal—a manifestation of EIT. The external magnetic field
introduces oscillations of the atomic Zeeman ground-state
coherences at the corresponding Larmor frequencies, and also
degrades the dark state. At low laser intensities, the influence
of the magnetic field is more significant, and the dark atomic
state degrades more easily. The omnichanging electric field of
the Gaussian laser beam decreases the robustness of the dark
state with respect to the external magnetic field. If the dark
state is more robust, the transmission decreases more slowly
with the magnetic field. Therefore, greater robustness of the
EIT with respect to the external magnetic field requires a larger
magnetic field to halve the peak transmission and hence yields
larger EIT line-widths for the �-shaped beam than for the
Gaussian beam.

Differences in robustness of dark atomic states for the
two beam profiles are illustrated in figure 6. We present

(a) (b)

Figure 6. Integrated fluorescence along the atomic trajectory during the atomic passage through (a) Gaussian and (b) � laser beam at
different magnetic fields (given by numbers below each curve). Laser intensity is 4 mW cm−2 and radial atomic velocity 180 m s−1.
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(a) (b)

Figure 7. Experimental EIT obtained from only a small circular portion (0.5 mm in diameter) of the laser beam transmitted through the
Rb cell when this portion is (a) on the beam axis (r = 0.0 mm) and (b) near the beam edge (r = 1.5 mm).

fluorescence calculated from the total population of excited
Zeeman sublevels of the Fe = 1 hyperfine level, integrated
along the atomic trajectory that passes through the beam centre,
for several values of the external magnetic field. We assume
that atom enters the laser beam from the left side with a radial
atomic velocity of 180 m s−1, which is the most probable in
room temperature Rb vapour. From the curves corresponding
to the same magnetic fields, it is apparent that the integrated
atomic fluorescence, at the exit of an atom from the laser
beam, has increased more for the Gaussian profile than for the
� profile.

In figure 7 we show the EIT obtained by detecting
only a portion of the laser beam, defined by (movable)
aperture placed in front of the large area photo diode (see
section 2 for details). This aperture is centred on the beam axis
(r = 0.0 mm) for the resonances in figure 7(a), and is near
the beam edge (r = 1.5 mm) for data in figure 7(b). The EIT
resonances obtained near the centre of the laser beam are very
similar for two laser beam profiles. A large difference exists
between EIT measured with the aperture near the beam edges
of these two beam profiles. The Gaussian laser beam produces
much narrower Zeeman EIT resonances near its edge than the
�-shaped beam.

Further understanding of what causes different EIT line-
widths with two laser beam profiles can be obtained from
measurements and calculations of EIT amplitudes at various
distances from the beam axis, presented in figures 8(a)–(d).
Results are given for two laser beam profiles and for two laser
intensities. Amplitudes of EIT resonances are increasing with
the distance from the beam axis for both beam profiles, which
is more pronounced at higher laser intensities. Amplitudes are
the highest in the beam segments that have a high geometrical
contribution to the total laser beam cross-section. As seen in
figure 7, these are also the segments where the resonances for
the Gaussian beam are much narrower than for the � beam
profile. Thus, the results of figures 7 and 8 show that the outer
parts of the laser beam cross-section are primarily responsible
for the observed differences between EIT line-widths obtained
with the two laser beam profiles. Physical mechanisms leading
to such differences are explained in detail in [17, 18].

Next, we show the behaviour of the EIT amplitudes
obtained with the entire Gaussian and � laser beams. In

(a) (b)

(c) (d)

Figure 8. Experimental (a) and (c), and theoretical (b) and (d)
amplitudes of the Zeeman EIT resonances obtained at different
positions of small aperture along the laser beam radius for the two
laser beam profiles.

figure 9 we present measured and calculated EIT amplitudes
as a function of the laser intensity. As seen in figure 9, there are
no essential differences between EIT amplitudes obtained with
the two laser beams. At lower intensities EIT amplitudes show
a steep, nearly linear increase with intensity, like in buffer gas
cells [36]. The decrease in EIT amplitudes above ∼1 mW cm−2

is caused by the increase of the population loss due to optical
pumping to the Fg = 1 hyperfine level of the Rb ground state,
which is not coupled by the laser. Indeed, when the re-pumper
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(a) (b)

Figure 9. Experimental (solid lines) and theoretical (dashed lines) intensity dependence of Zeeman EIT amplitudes for Gaussian (a) and �
laser beam profile (b). The curves are to guide the eye.

is used to bring the population back to Fg = 2 as in [37], the
contrast of the amplitudes increases considerably. Figures 9(a)
and (b) also show good agreement between experiment and
theory.

5. Conclusion

We have demonstrated substantial differences between
Zeeman EIT line-shapes and line-widths obtained using two
laser radial intensity profiles: Gaussian profile—frequently
used in experiments, and �-shaped laser radial distribution—
common in theoretical calculations. Our work is concerned
with the effects of these two laser radial profiles on EIT,
generated in the Hanle configuration by laser coupling
Fg = 2 → Fe = 1 hyperfine levels in 87Rb atoms in
vacuum gas cells. We have shown theoretically and confirmed
experimentally the different line-shapes of EIT resonances:
those obtained with � laser beam are very well approximated
with Lorentzian, while the Gaussian laser beam profile gives
non-Lorentzian Zeeman EIT resonances. EIT resonances are
wider for the � laser beam than for the Gaussian laser beam
profile and this difference becomes larger as the laser intensity
increases. The study is performed for laser intensities up to
4 mW cm−2. We have shown that major differences in line-
widths between two laser profiles are in the regions near the rim
of the laser beams. The differences in line-shapes are attributed
to different physical processes that Rb atoms undergo during
the interaction with the two laser beam profiles. In the wings of
the Gaussian laser beam, a Ramsey-like effect can reshape EIT
resonances with respect to those near the laser beam centre, as
shown in [16, 17]. For the � profile, optical pumping to the
uncoupled ground level dominantly influences the line-shape
[18]. The theory demonstrates that the atomic dark state is
more sensitive to magnetic field when the atoms are traversing
the Gaussian laser beam than when passing through a constant
intensity field of the � laser beam. Larger sensitivity of the
atomic dark state to magnetic field variation implies narrower
Zeeman EIT line-shapes. The increase of EIT line-widths
with the laser intensity is square-root-like for both profiles.
Amplitudes of the EIT increase linearly for a laser intensity

up to 0.8 mW cm−2 for both profiles and decrease at higher
intensities due to pumping to the Fg = 1 hyperfine level of
87Rb. Observed dependence of line-widths and amplitudes of
the EIT with the laser intensity in vacuum gas cells is different
from previous results in buffer gas cells.
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1Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia
2Custom Electronics Shack, Belgrade, Serbia

(Received 10 April 2013; accepted 30 May 2013; published online 19 June 2013)

We present a field-programmable gate array (FPGA) based device that simultaneously generates two
arbitrary analog voltage signals with the maximum sample rate of 1.25 MHz and acquires two ana-
log voltage signals with the maximum sample rate of 2.5 MHz. All signals are synchronized with
internal FPGA clock. The personal computer application developed for controlling and communi-
cating with FPGA chip provides the shaping of the output signals by mathematical expressions and
real-time monitoring of the input signals. The main advantages of FPGA based digital-to-analog and
analog-to-digital cards are high speed, rapid reconfigurability, friendly user interface, and low cost.
We use this module in slow light and storage of light experiments performed in Rb buffer gas cell.
© 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4811147]

I. INTRODUCTION

In many physics experiments, it is of utmost importance
to quickly and accurately generate arbitrary pulses of laser
light and measure changes in their shapes and amplitudes
upon transmission through different media. Media with elec-
tromagnetically induced transparency (EIT) are of special
interest since EIT allows for a fine control of the pulse prop-
agation. Electromagnetically induced transparency1 is a phe-
nomenon characterized by a narrow transmission resonance
of a signal light field resonant to a particular atomic transi-
tion. EIT can develop in different media, and therefore its ori-
gin can be quite different. While EIT in photonic crystals2

and metamaterials,3 is a purely classical phenomena, EIT in
hot and cold atomic vapors is a quantum coherent effect.4 The
latter type of EIT is a manifestation of coherent population
trapping (CPT),5 or the “dark” state. This refers to a super-
position of the two lower levels, coupled by the control and
the signal laser fields in Raman resonance to the same upper
level. This configuration is known as � atomic scheme, lead-
ing to the formation of the quantum state not coupled by the
signal laser light. Atoms are quickly pumped into the “dark”
state, and transmission peak is generated. EIT thus renders the
otherwise opaque medium transparent. If the two lower levels
are Zeeman sublevels of a given atomic state, one can use dif-
ferent polarization components of a single laser beam for the
signal and the control fields. Such EIT is called Zeeman EIT.

Within a narrow spectral band of an EIT resonance,
reduced light absorption is accompanied by extremely high
dispersion of the index of refraction, dn/dω. This in turn
leads to slow light phenomenon6 which is a synonym for
reduced group velocity of light pulses given by the following
expression:

vg = c

n + ω(dn/dω)
. (1)

a)Electronic mail: stankon@ipb.ac.rs

Due to strong control over absorption and dispersion of
the laser light, the light pulses slowed to only 17 m/s are
obtained in media with coherent EIT.7 In addition, in the
strong coherent interaction of light and atomic states, and by
smoothly turning the control field off, photonic excitation can
be adiabatically mapped into a purely atomic excitation. This
atomic excitation can reversibly be restored back to an optical
excitation when the control field is turned back on, thus com-
pleting the process known as storage of light.8, 9 The storage
memory efficiency ξ is defined10 as probability of retrieving
an incoming single photon after storage in an ensemble with
EIT

ξ =

τ+T∫

τ

|Eout (t)|2dt

0∫

−T

|Ein(t)|2dt

, (2)

where E, T, and τ correspond to electric field, pulse duration,
and storage time, respectively. The maximal storage time is
determined by the decoherence rate.

Applications of slow light and storage of light effects
in the fields of quantum memory, quantum information, and
quantum repeaters4, 11–13 require that fractional pulse delay,
defined as a ratio of the pulse delay to its duration, should
be �1. It is necessary to experiment with different wave-
forms of the control and signal fields in order to exceed this
limit.10, 14–19 Several time dependent processes in atomic EIT
in buffer gas cells are known to affect the width of EIT, and
therefore delay of a light pulse. It was shown20, 21 that diffu-
sion of the coherently prepared atoms out from the laser beam
and, after multiple collisions with a buffer gas atoms, coming
back into the laser field, narrows the profile of EIT resonance
into sub-Lorentzian. This can be beneficial for longer pulse
delay and storage efficiency if the atomic coherence evolu-
tion time, between the two separated excitation pulses of the
Ramsey method,22 is precisely timed. Enhancing the slow
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probe signal through its interference with transient pulses
(precursors)23 requires precise timing of multiple pulses, and
frequent changes of the time sequence. Implementation of
quantum protocols with series of pulses for the control of light
pulses propagation through several separate EIT media, also
needs complex time protocol. We investigate the influence of
Ramsey effect on slow light and stored light properties in Rb
buffer gas cell.

Main advantages of the FPGA based electronics for use
in such applications are low cost and high speed opera-
tion enabled by massive parallel architecture. Laser locking
circuit24 performed by the FPGA showed nice benefits of al-
ternative locking schemes. FPGA based servo controller with
lock-in amplifier,25 reconfigurable scanning probe/optical
microscope,26 and fast measurement and control system for
the superconducting cavity of a flash free electron laser27 have
been also shown in the past.

We demonstrate below that the application of the FPGA
based device linked with analog electronic circuit and a per-
sonal computer (PC) application with a graphical user inter-
face (GUI), brings useful and quick control over many pa-
rameters in slow light and storage of light experiments. Pulse
waveforms and their number in the sequence of pulses, pre-
cise timing between pulse formation and detection, and op-
timization of the control laser intensity can be quickly and
conveniently controlled with FPGA. The role of FPGA is to
synchronize all time events in the device and to simultane-
ously send data to the two digital-to-analog converters (DAC)
and receive the data from the two analog-to-digital converters
(ADC). In addition, FPGA takes care of storing all input and
output data samples in the external memory. Usefulness of
FPGA is demonstrated through measurements of dependen-
cies of the group velocity of light pulses and of the storage
efficiencies on the shape, intensity, and duration of both the
signal and the control laser fields. This is performed by effi-
cient control of the laser intensity and polarization and by nu-
merical analysis of the input signals from the photodetectors.
Components on the analog electronic circuit provide power
supply as well as offsetting and amplifying of the input and
the output voltage signals. PC application enables the user to
make arbitrary output signals and to monitor and record the
input signals in the graphical form in real-time with additional
slow light analysis. Since FPGA and PC application commu-
nicate and exchange the data over time through universal se-
rial bus (USB) connection, we can say that arbitrary signal
generator and simple form of digital oscilloscope are realized
in a single device. FPGA immediately responds to all soft-
ware parameters that can be easily changed using the mouse
and the keyboard. The speed of generating and acquiring volt-
age samples using DAC and ADC chips is independent of the
speed of the attached computer.

In the final stage of preparing this paper, we noticed
the work of Bowler et al.28 in which authors developed
FPGA based arbitrary waveform generator for controlling the
trapped ions. However, there are differences between their
and our device. We also created a custom signal generator but
through embedded mathematical expressions in GUI. We ad-
ditionally developed real time monitoring of the input signals
together with slow light analysis.

II. FPGA OPERATION

The FPGA board we use is commercial Digilent Nexys-
2 1200k board that houses a Spartan 3E-1200 FPGA chip,
together with additional input and output headers. The FPGA
master clock runs at 50 MHz. However, the reduced 25 MHz
clock is used in our digital design.

In the slow light experiment, we produce a sequence of
custom shaped light pulses by applying voltage pulses to the
Pockels cell. Typically, the duration of the light pulses is in
the range from 10 μs to several ms. This imposes the lower
limit to the DAC time resolution to ∼1 μs. On the other hand,
since the typical delay of a slow light pulse is �tdelay ≥ 5 μs,
the ADC time resolution less than 1 μs is acceptable in our
measurements. We introduce the signal called ActionType in
our FPGA program to indicate the real time commands for the
FPGA chip.

The first task is to program the FPGA so that the two
DAC chips continuously generate periodic signals of the same
duration TDAC. Each DAC signal is determined by the total
number of samples NDAC ≤ 2000, the array of samples and the
sampling time �tDAC ≥ 800 ns. The FPGA thus needs 4000
or less 12-bit numbers for both converters and the usage of
16 MB of external memory (RAM) organized in 16-bits units
is necessary.29 At the beginning, both DAC arrays generated
by the PC application, are transferred to the RAM (ActionType
= 1 or 2). Upon receiving the samples, continuous generation
of the output signals starts (ActionType = 3).

The second FPGA task is to receive the data from the
ADC chips with a sampling time �tADC over the time inter-
val [Ta, Tb] ⊆ [0, TDAC] (Ta and Tb are integer multiplies of
�tDAC), and store the values in the RAM with the total num-
ber of samples NADC ≤ 10 000. FPGA needs at least 4 clock
cycles (period of 80 ns) to perform a single read/write proce-
dure over chosen RAM unit. Therefore, the key requirement
is to organize the four RAM procedures:

� reading a data sample for DAC1
� reading a data sample for DAC2
� writing a data sample from ADC1
� writing a data sample from ADC2,

so they never overlap in time. This limits the ADC sampling
time to �tmin

ADC = 4 × 80 ns = 320 ns. The following algo-
rithm takes care about these requirements. After the start of a
digital-to-analog conversion, at the time n · �tADC (n ∈ N),
FPGA takes 24 bits of data from both ADC chips. The read-
out data from the ADC1 are written to RAM, and after four
clock cycles the same procedure is applied for the ADC2
value. When both writing procedures are completed, FPGA
can read new DAC samples from RAM. The third step is to
ensure that no readings from ADC chips will occur while the
readings of the next output samples are in progress. In this
way, after completion of one DAC period, NADC input sam-
ples are stored in the memory and FPGA has to transfer them
to the computer. While transfer is in progress, no ADC read-
ing is performed. However, DAC chips work continuously
as needed in the experiment. Once the data are transferred
to PC, the FPGA starts receiving and writing the ADC bits
again at the same memory locations. The FPGA algorithm
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FIG. 1. (a) The simplified FPGA program algorithm and (b) the block diagram showing how the data between the PC and the FPGA board are exchanged. The
explanation of all FPGA signals and registers are provided in the supplementary material.31 Note that the blocks (I), (II), and (III) in (a) are all run in parallel by
the FPGA chip.

for handling required procedures is schematically given in
Fig. 1(a).

The exchange of the data between the PC and the FPGA
is indirectly realized through FPGA registers as shown in
Fig. 1(b). On the FPGA side, the communication is real-
ized through slightly amended VHDL design (RegRdWr) of
enhanced parallel port (EPP) protocol.30 This module serves
as the interface between the FPGA and the on-board USB
controller. It has access to the FPGA registers that store
the values of operating parameters which can be set up and
changed by the user. We modify the original source code to
extend the numbers of single byte registers to maximum value
of 256. The organization of these registers is as follows: 23
bytes are related to the FPGA operating parameters for its
program control, 30 bytes (15 words) are used for the multiple
transfer of the two DACs data samples into the FPGA RAM
of the Nexys-2 board, while other 200 bytes (100 words) are
used as an intermediary memory buffer when both ADC data
are transferred from the external FPGA memory to the PC.
Three registers are spare.

III. ANALOG ELECTRONIC CIRCUIT

For generating analog voltage signals, Digilent
PmodDA2 module containing two National Semicon-
ductor DAC121S101 digital-to-analog converters were used.
The PmodDA2 is connected to the eighth 6-pin peripheral
connector of the Nexys-2 board. Both DAC chips share

the same input clock pin enabling the user to generate two
synchronous but independent output voltage signals in the
range from 0 to 3.28 V. The DAC input is a 12-bit number
between 0 and 4095. The data bits are transferred by the
serial digital interface. The output voltages are driven to
the amplifying and offsetting stages and, depending on the
state of the DAC jumpers, may be in the following ranges:
(0, 3.28) V, (0, 11) V, and (−7, 11) V. Both output impedances
are 50 �. Analog-to-digital conversion of the input voltage
signals is performed with the two Analog Devices AD9224
chips. Both input impedances are 1 M �. Input voltages
may be in the ranges (−4.5, 0) V, (−11.5, 0) V, and (−7,
+7) V depending on the ADC jumpers which define the
amplification and the offset of the input signals. ADC 12-bits
output data are transferred to the FPGA by parallel digital
interface. The maximum sample rate is 40 MHz although we
used effectively 2.5 MHz for each conversion, due to external
memory issue as discussed in Sec. II. The ADC chips are
connected to other seven 6-pin peripheral connectors of the
FPGA board. The general schematic of the analog electronic
circuit is presented in Fig. 2 (full schematic is provided in the
supplementary material31). The photograph of the device is
shown in Fig. 3 together with marks of the main elements.

IV. USER INTERFACE

The role of the PC application is to communicate with
Digilent board in order to send data to and receive data from
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FIG. 2. The simplified scheme of the analog electronic circuit attached to the FPGA board. The circuit contains the power supply unit, the voltage regulators,
the ADC chips, and the amplifying and offsetting stages for both input and output voltages.

the FPGA chip. Also, the program allows the user to set up the
arbitrary output signals by using mathematical expressions,
and to monitor and analyze the input signals in real-time. The
PC application developed in Borland C++ Builder 6 consists
of the main menu and three tabsheets.

To establish the PC side of the communication be-
tween the user interface program and the FPGA registers, the
DPCUTIL library provided by Digilent is used. This library
contains C++ functions that enable sending and receiving
bytes to and from the registers on the FPGA. The FPGA board
power supply, transfer of programmable bit files from the PC,

and full communication between the PC and the FPGA regis-
ters are realized through a single USB port.

At the start of the program, the user connects to the FPGA
using the first option from the main menu. The next step is to
indicate the hardware settings of both DAC and ADC jumpers
states. The application is then capable of sending correct num-
bers to the DAC chips in order to generate desired outputs
and to convert the ADC numbers to voltage values at the in-
puts. After completion of these initial tasks, the user can spec-
ify the number of samples for the DAC and the ADC chips.
The user is required to enter the period TDAC of both output

FIG. 3. The device photograph: (a) Digilent Nexys-2 board, (b) Spartan 3E-1200 FPGA chip, (c) printed circuit board, (d) two DAC chips, (e) two ADC chips,
(f) the copper plate for grounding the board, (g) voltage regulators from 15 V AC down to +3.3 V, ±5 V, and ±12 V DC, (h) BNC connectors for the two analog
voltage inputs, (i) BNC connectors for the two analog voltage outputs, and (j) 15 V AC power supply of the board.
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signals which can be divided into several shorter time in-
tervals T1, T2, . . . , Tn (n ≤ 10). The idea is to shape volt-
age signals in each time interval (typical time sequence in
our slow light experiment consists of voltage pulse during
T1, and zero voltage value during T2, with the overall du-
ration TDAC = T1 + T2). Further, the user have to spec-
ify whether the time TDAC is fixed so that flexible time pa-
rameter Tn = TDAC − T1 − . . . − Tn−1 is changed accord-
ingly. Otherwise, the overall signal duration is T1 + T2 +
. . . + Tn. Besides these time parameters, the user may spec-
ify other parameters relevant for the experiment. We devel-
oped the algorithm that calculates the real value of a multi-
line string expression. Therefore, user can enter mathemati-
cal expressions in the two edit controls, for waveform shap-
ing of both output signals. Formulae can include predefined
parameters, independent time variable t, and several of the
most frequent mathematical functions. After this step, the
user needs to enter numerical values of all parameters. The
time interval TDAC is then divided into NDAC time points
ti = i · TDAC/NDAC at which output voltages VDAC1(ti) and
VDAC2(ti) are calculated after successful compilation of both
expressions. Corresponding unsigned 16-bit numbers as in-
puts to the DAC chips are displayed in the first tabsheet
table and then sent to the FPGA. Each parameter value can
be quickly changed using keyboard. The software immedi-
ately calculates new output voltages and resends the data to
the FPGA. There are also options to save and load configu-
ration files containing formulae and parameters’ names and
values. DAC chips controls are placed on the first tabsheet of
the program.

We use the polling operation to gather ADC data from
the FPGA external memory. Program checks the FPGA sta-
tus every 5 ms and if the memory buffer is fully loaded with
the input data, the FPGA transfers packets of 100 words into

its registers. From the registers data are sent to the PC. This
procedure is being repeated until all the data are transferred
to the computer. Real-time monitoring of the input signals is
performed by using integrated graphic functions in Borland
C++ Builder. In this way, a simple digital oscilloscope is re-
alized. Upon receiving new data, the program clears, piece-
by-piece, the old graphs in both channels and draws plots with
the new data. At any time, user can monitor raw or averaged
signals, and change the voltage scales and offsets. These set-
tings are easily performed by the use of mouse and keyboard.
Frequently in the experiments, only fractions of the input sig-
nals are of interest. Therefore, we enable the user to indicate
time interval [Ta, Tb] over which the ADC chips will sample
the data either by using track bars or by typing formulae for
Ta and Tb. Since the useful time interval is effectively reduced
in this way, higher time resolution and increased acquisition
speed are achieved. Controls for the ADC chips are placed on
the second tabsheet of the program.

We also added the option of dynamic slow light analy-
sis. When the user double-clicks on the scope (or presses F2),
program calculates time and voltage coordinates at the given
point, time delay of the slow pulse, and corresponding group
velocity. These results are recorded for any set of parameters’
values and are written in the grid on the third tabsheet of the
program. The user can also export all input and slow light data
into textual files.

V. SOURCE CODE

The VHDL source code for the FPGA chip and C++
source code for the user interface application are provided in
the supplementary material.31 We used Xilinx Webpack ISE
14.1 and Borland C++ Builder 6 compilers. The compiled
WINDOWS executable and FPGA bit files are also provided.
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FIG. 4. Experimental setup and the atomic transition used in the experiment. ECDL: external cavity diode laser; OI: optical isolator; DDAVLL: Doppler-free
dichroic atomic vapor laser lock; BS: beam splitter; FC: fiber coupler; SMF: single-mode fiber; FCL: fiber collimator; AOM: acousto-optic modulator; P:
polarizer; PBS: polarizing beamsplitter; PD: large area photodetector. Output voltage signals from FPGA device control the AOM and the Pockels cell, while
signals from the two photodetectors are input signals to the FPGA device.
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VI. PERFORMANCE IN THE SLOW LIGHT
AND THE STORAGE OF LIGHT EXPERIMENTS

The setup for slow light and storage of light experiments
is shown in Fig. 4. Our home-built external cavity diode laser
uses semiconductor laser diode (Eagleyard Photonics EYP-
RWE-0790-04000-0750-SOT01-0000). The diode is powered
by a low noise current supply and temperature controller
(Thorlabs ITC102). After passing through the optical isola-
tor (Isowave I-80-T4-L), the laser beam is frequency locked
to the hyperfine Fg = 2 → Fe = 1 transition of the D1 line
in 87Rb by using the Doppler-free dichroic atomic vapor laser
lock (DDAVLL) method.32, 33 The laser beam is introduced
by the fiber coupler (Newport F-916, MV-10X, FPH-CA4)
to a single mode fiber (Oz optics SMJ-3A3A-852-5/125-3-1).
After the fiber, the laser beam passes through AOM (Isomet
1206C) and the diffraction maximum of −1 order is used in
the experiment. AOM is used as a fast optical switch, to turn
the laser beam on and off. The driver of the AOM (Isomet
530-C) has modulation pin which enables the amplitude con-
trol of the RF wave passing through the crystal and hence
the control of the selected diffraction maximum power. The
output voltage from the FPGA device controls the power
of the first AOM diffraction maximum: VDAC1 = 0 V gives
Plaser = 0 and VDAC1 = 3.28 V gives maximal Plaser value.
Linear laser beam polarization is adjusted with polarizer
(Thorlabs GTH5-B). We use Pockels cell with temperature
stabilized x-cut MgO:LiNbO3 crystal (produced by Castech)
as the birefringent element to rotate the polarization of the
linearly polarized laser light. Pockels cell and λ/4 plate
(Thorlabs WPQ05M-780) are used to set the polarization of
the laser beam before entering the Rb cell. With no voltage
applied to the Pockels cell, a pure σ+ polarization of the laser
beam is obtained behind the Pockels cell and the λ/4 plate.
By applying a voltage U to the LiNbO3 crystal, the phase dif-
ference 
 between the two orthogonal components of a lin-
early polarized laser beam is induced due to Pockels effect.34

Using the Jones vectors representation of the polarization
states, it can be easily derived that the relative power of the
σ− pulse is

Pσ−/Plaser = sin2 


2
= sin2 C · U

2
. (3)

The parameter C = 7.6 × 10−3 V−1 from the above equation
is the calibration constant of the crystal. If one wants to ob-
tain a weak and time dependent σ− polarization component
of a laser beam η(t) = Pσ−(t)/Plaser (η � 30 %), voltages up
to 150 V should be applied to the crystal. We use the home-
made high-speed high-voltage amplifier, with amplification of
G = 22.1. Output analog voltage VDAC2 up to 7 V from the
FPGA device serves as input to the amplifier, and the ampli-
fied signal is applied to the Pockels cell. According to Eq. (3),
the output voltage from the FPGA device is

VDAC2(t) = 2

C · G
arcsin

√
η(t). (4)

In our experiments, we produce the pulses of σ− polarized
light with the Gaussian profile. This pulse propagates together
with the strong σ+ component of the laser beam through the
Rb cell containing a natural abundance of Rb isotopes and

30 Torr of Ne buffer gas. The cell is 8 cm long and has a
25 mm diameter. It is placed in a plastic box and heated to
∼82 oC by hot air circulating around the cell. The Rb cell is
placed in the solenoid for producing the longitudinal magnetic
field and is shielded by the triple layer μ-metal which reduces
the stray magnetic fields below 10 nT. Because of the presence
of the strong σ+ field, the resonant σ− pulse can freely propa-
gate through the otherwise opaque medium due to EIT effect,
but with a substantially reduced group velocity. In order to
extract only σ− polarization from the laser beam, we use de-
tection system consisting of a λ/4 plate followed by a PBS
(Thorlabs PBS102) and a home-made photodetector with the
large area photodiode (IHTM Belgrade FD80N). The two de-
tection systems are placed before and after the Rb cell so the
fast and the slow σ− polarization pulses, previously split from
a single laser beam with a beam splitter (Thorlabs EBS2), can
be measured. We use the FPGA device to gather signals from
the two photodetectors. These input data are written to the ex-
ternal FPGA memory for the purpose of real-time monitoring
and slow light analysis.

We perform the slow light measurements in the two con-
figurations. In the first one, the power of AOM diffraction
maximum is kept constant over time, while the Pockels cell
generates single Gaussian-shaped σ− polarization pulse for
one DAC period. In the second configuration, we investigate
the Ramsey effect on slow light propagation, i.e., the influence
of repeated interaction of σ− pulses with coherently prepared
atoms in the dark state on the fractional time delay of the σ−

pulse. We first prepare Rb atoms into the dark state with a
weak σ− pulse of constant intensity (�-shaped) over the time
T1. Then, we turn the laser beam off by the AOM for the time
T2 to enable a free time evolution of the dark state. Next, we
synchronously turn the laser beam back on and generate a
weak Gaussian-shaped σ− pulse of duration T3 with relative
peak power η. We keep pure σ+ polarization of a laser beam
for a long time T4 to “reset” and optically pump the atoms
back in the ground state. Output signals from the FPGA de-
vice, in both configurations, control both the AOM and the
Pockels cell and have the same overall duration TDAC = T1

+ T2 + T3 + T4. According to Eq. (4), output voltages are
tailored by following mathematical expressions edited in the
PC application:

VDAC1(t) = 3.28 · sgn(t) · sgn1(T1 − t)

+ Ctrl1 · sgn(t − T1) · sgn1(T1 + T2 − t)

+ 3.28 · sgn(t − T1−T2) · sgn1(T1 + T2+T3−t)

+ 3.28 · sgn(t − T1 − T2 − T3)

· sgn1(T1 + T2 + T3 + T4 − t),
(5)

VDAC2(t) = Ctrl2 · 2
C·G arcsin

√
η · sgn(t) · sgn1(T1 − t)

+ 0.00 · sgn(t − T1) · sgn1(T1 + T2 − t)

+ 2
C·G arcsin

√
ηe−35·(t−T1−T2−T3/2)2/T 2

3

· sgn(t − T1 − T2) · sgn1(T1 + T2 + T3 − t)

+ 0.00 · sgn(t − T1 − T2 − T3)

· sgn1(T1 + T2 + T3 + T4 − t),
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FIG. 5. Two output DAC signals from the FPGA device that control the AOM and the Pockels cell in the slow light experiment: (a) single Gaussian σ− light
pulse of duration T3 with AOM turned on all the time, and (b) preparation �-shaped σ− light pulse of duration T1 followed by the AOM turned off during time
T2 and Gaussian σ− light pulse of duration T3.

where sgn(t) and sgn1(t) denote signum functions (sgn(t) = 1
for t ≥ 0 and sgn(t) = 0 otherwise, while sgn1(t) = 1 for t > 0
and sgn1(t) = 0 otherwise) and serve as mathematical analogs
to if-statements in programming practice. The above expres-
sions use control parameters Ctrl1 and Ctrl2 thus covering
both experimental configurations: the first one is obtained for
Ctrl1 = 3.28 and Ctrl2 = 0.00, and the second one for Ctrl1
= 0.00 and Ctrl2 = 1.00. Output signals from the FPGA
device which control AOM and the Pockels cell are shown
in Fig. 5. The longitudinal magnetic field is ∼1 μT in both
configurations. Signals from the two photodetectors measur-
ing fast (reference) and slow σ− light pulses are inputs to the
FPGA device and are shown in Fig. 6. In the first configu-
ration, the light pulse is delayed for �t = 12.5 μs and the
group velocity is vg = 6.4 km/s with a large absorption within
the cell. In the second configuration, the time delay is shorter
(�t = 8.24 μs and vg = 9.7 km/s) but the transparency is
substantially enhanced.

In the storage of light experiment, we have two similar
configurations like in the experiment with the slow light. In
the first configuration, a single Gaussian-shaped σ− polariza-
tion pulse of duration T3 + T4 is generated and the AOM is
smoothly turned off at a peak of the pulse to ensure that the

most of the energy of slowed pulse is within the cell. The laser
beam is kept off for the storage time τ = T4 + T5 after which
the light is turned back on. In the second configuration, the
preparation �-shaped σ− pulse of length T1 is applied to the
Pockels cell, after which the AOM turns the laser off for
the time T2. After the time T1 + T2, both output signals have
the same waveforms as in the first configuration. Output volt-
ages are tailored by the following mathematical expressions:

VDAC1(t) = 3.28 · sgn(t) · sgn1(T1 − t)

+ Ctrl1 · sgn(t − T1) · sgn1(T1 + T2 − t)

+ 3.28 · sgn(t−T1−T2) · sgn1(T1 + T2 + T3−t)

+ 0.00 · sgn(t − T1 − T2 − T3)

· sgn1(T1 + T2 + T3 + T4 + T5 − t)

+ 3.28 · sgn(t − T1 − T2 − T3 − T4 − T5)

· sgn1(T1 + T2 + T3 + T4 + T5 + T6 − t),
(6)

VDAC2(t) = Ctrl2 · 2
C·G arcsin

√
η · sgn(t) · sgn1(T1 − t)

+ 0.00 · sgn(t − T1) · sgn1(T1 + T2 − t)

FIG. 6. Screenshots of real-time monitoring of the two photodetectors’ signals that measure slow (i) and fast (ii) σ− light pulses: (a) no preparation pulse with
the AOM turned on all the time, (b) preparation �-shaped σ− light pulse followed by the AOM turned off and Gaussian-shaped σ− pulse. Parameters’ values:
TDAC = 2 ms, T1 = 200 μs, T2 = 500 μs, T3 = 100 μs, η = 0.15, and Plaser = 1.3 mW. Note the different voltage scalings for curves (i) in (a) and (b).
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FIG. 7. Two output DAC signals from the FPGA device that control the AOM and the Pockels cell in the storage of light experiment: (a) single Gaussian-shaped
σ− light pulse of duration T3 + T4 with AOM turned off for the storage time T4 + T5, and (b) preparation �-shaped σ− light pulse of duration T1 followed by
the AOM turned off during the time T2 prior to the storage of light signals’ conditioning.

+ 2
C·G arcsin

√
ηe−35·(t−T1−T2− T3+T4

2 )2/(T3+T4)2

· sgn(t − T1 − T2) · sgn1(T1 + T2 + T3 + T4 − t)

+ 0.00 · sgn(t − T1 − T2 − T3 − T4)

· sgn1(T1 + T2 + T3 + T4 + T5 + T6 − t).

Note that in both Eqs. (5) and (6) some addends are multi-
plied with zero to indicate the time intervals over which the
zero voltages are required in the experiment. Output signals
from the FPGA device which control the AOM and the Pock-
els cell are shown in Fig. 7. The longitudinal magnetic field is
∼1 μT in both configurations. Signals from the two photode-
tectors measuring fast and stored σ− light pulses are shown in
Fig. 8. Light storage efficiencies obtained in two experimen-
tal configurations are ξ 1 = 14.5% and ξ 2 = 20%. Enhanced
storage efficiency of a σ− polarization pulse in the second
configuration is due to higher transparency of resonant laser
light, i.e., combined effects of preparation pulse and free evo-
lution of the dark state in Rb atoms. This technique, known
as Ramsey technique, improves the storage of light efficiency
and will be investigated in more detail in our forthcoming
work.

VII. CONCLUSION

We described the FPGA based device, consisting of an
arbitrary signal generator and a simple digital oscilloscope.
This device synchronously generates two analog voltage sig-
nals and acquires two analog voltage signals. Analog elec-
tronic circuit connected to the FPGA provides the desired
offsetting and amplifying of both input and output voltages.
All input and output data are written in the external mem-
ory of the FPGA board. The PC application which communi-
cates and exchanges the data with the FPGA, enables the user
to model waveforms of output signals through mathematical
expressions including predefined parameters, time variable,
and most frequent built-in mathematical functions. Quick and
easy change of any parameter or formula is immediately sent
to the FPGA. Simultaneously, the FPGA records the data from
the inputs and right after completion, sends them to the PC
application, which presents the data in a graphical form. This
real-time monitoring may be further adjusted by the user, so
the raw or averaged data over different time and voltage inter-
vals could be monitored and analyzed. The detailed schematic
of the analog electronic circuit, as well as VHDL source code
for the FPGA chip and Borland C++ Builder code for a
graphical user interface are available in the supplementary
material.31 We demonstrate effectiveness of the FPGA device

FIG. 8. Screenshots of real-time monitoring of the two photodetectors’ signals that measure slow (i) and fast (ii) σ− light pulses: (a) no preparation pulse with
the AOM turned on all the time, (b) preparation �-shaped σ− light pulse followed by the AOM turned off and Gaussian σ− pulse. Parameters’ values: TDAC =
4 ms, T1 = 400 μs, T2 = 160 μs, T3 = 50 μs, T4 = 50 μs, T5 = 20 μs, η = 0.30, and Plaser = 1.7 mW.
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in the slow light and the storage of light experiments. Outputs
of the device control the AOM and the Pockels cell. In the first
configuration of both experiments, we measure the propaga-
tion of a single Gaussian-shaped polarization pulse through
the Rb cell. In the second configuration, prior to Gaussian-
shaped pulse, we generate �-shaped preparation pulse fol-
lowed by the free evolution of the coherently prepared atoms.
The signals from the two photodetectors that measure fast and
slow light pulses are inputs to the FPGA device. Monitoring
of the input signals showed us that enhanced transparency and
storage efficiency could be obtained in the second configu-
ration due to repeated interaction of the coherently prepared
atoms with the laser light.
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Abstract
Electromagnetically induced transparency (EIT) due to Zeeman coherences in the Rb buffer
gas cell is studied for different laser beam profiles, laser beam radii and intensities from 0.1 to
10 mW cm−2. EIT line shapes can be approximated by the Lorentzian for wide Gaussian laser
beam (6.5 mm in diameter) if laser intensity is weak and for a � laser beam profile of the same
diameter. Line shapes of EIT become non-Lorentzian for the Gaussian laser beam if it is
narrow (1.3 mm in diameter) or if it has a higher intensity. EIT amplitudes and linewidths, for
both laser beam profiles of the same diameter, have very similar behaviour regarding laser
intensity and Rb cell temperature. EIT amplitudes are maximal at a certain laser beam
intensity and this intensity is higher for narrower laser beams. The EIT linewidth estimated at
zero laser intensity is about 50 nT or 0.7 kHz, which refers to 1.5 ms relaxation times of
Zeeman coherences in 87Rb atoms in our buffer gas cell. Blocking of the centre of the wide
Gaussian laser beam in front of the photo detector yields Lorentzian profiles with a much
better contrast to the linewidth ratio for EIT at higher intensities, above ∼2 mW cm−2.

(Some figures may appear in colour only in the online journal)

1. Introduction

Electromagnetically induced transparency (EIT) [1], a narrow
resonance in the transmission of a laser beam through coherent
media, is essential for subjects like slow and stored light
[2], lasing without inversion [3], frequency mixing [4],
Kerr nonlinearities [5] etc. Interest in EIT is due to the
development of important devices based on EIT, such as
atomic frequency standards [6] and magnetometers [7]. For
such applications, the EIT linewidth is the most important
resonance parameter. The narrow sub-natural Zeeman EIT
resonances (EIT resonances for short) examined in this paper
are attributed to the long-lived ground state Zeeman coherence.
The same phenomenon was first known as the ground state
Hanle effect, named by Dupont-Roc [8, 9]. The effect was
later related to linear dichroism [10, 11]. In the past decade,
the ground state Hanle effect has been reinterpreted in terms of
EIT [12] or Zeeman EIT [13, 14]. Sub-natural EIT resonances
are closely related to magneto-optical rotation (NMOR) of

linearly polarized light, first studied in [15]. Similar to EIT,
ultra-narrow NMOR resonances [15, 16] have found useful
applications as a very sensitive technique for measuring weak
magnetic fields. Recently, correlations of intensity fluctuations
have been studied in NMOR experiments and reported in
[17, 18]. More on magneto-optical effects, EIT and NMOR
can be found in [11, 19] and references therein.

For some applications and experiments, the EIT line shape
is of the highest interest, for instance in the storage of light in
atomic ensembles. The product of the pulse delay and pulse
broadening, which is the figure of merit in such experiments,
depends not only on the steepness of the EIT resonance
but also on its shape [20]. The behaviour of the EIT line
shape in terms of the experimental parameters is thus of great
scientific and practical importance. The EIT line shape in alkali
vapours contained in gas cells is altered from the fundamental
Lorentzian shape of atomic resonances by many factors. The
way these factors affect the EIT depends on the type of gas cell.
In vacuum cells, a thermal motion of atoms affects the shape of

0953-4075/13/075501+10$33.00 1 © 2013 IOP Publishing Ltd Printed in the UK & the USA

http://dx.doi.org/10.1088/0953-4075/46/7/075501
mailto:stankon@ipb.ac.rs
http://stacks.iop.org/JPhysB/46/075501


J. Phys. B: At. Mol. Opt. Phys. 46 (2013) 075501 S N Nikolić et al

the EIT through a transit time effect and Doppler broadening.
While these factors prevail at a lower laser power, the power
broadening determines the linewidths at laser powers near
saturation levels. The behaviour of the EIT as a function of
the laser beam diameter [21], optical depth [22], laser intensity
[23, 24] and laser beam profile [25–28] was investigated. When
alkali atoms are in a cell with buffer gas atoms, the interaction
time of the alkali atoms with the laser beam is considerably
increased. The linewidths, controlled here by the ground state
relaxation time and the laser power, are reduced by several
orders of magnitude due to the Dicke effect [29]. Linewidths
as narrow as 30 Hz were obtained [30]. A non-Lorentzian line
shape of the EIT, with the narrower central part of the line
than in a pure Lorentzian, obtained in buffer gas cells for laser
beams of small diameter, was explained by the diffusion of
atoms out and then back to the laser beam. Such repeated
atom–light interaction effectively enables Ramsey induced
narrowing and non-Lorentzian line shape for the EIT [31, 32].
Theoretical study of a simple � scheme, with two ground
state hyperfine levels as two lower levels, has shown that,
under the assumption of immovable alkali atoms in the buffer
gas, such non-Lorentzian line shape for large diameter laser
beams is due to the contribution from atoms in the wings of the
laser Gaussian profile [25]. Since EIT resonance contrast and
linewidth depend on the cell temperature, one has to find the
optimum operating temperature for achieving the maximum
line contrast and the minimum linewidth. Cell temperature
affects the hyperfine coherences differently to the Zeeman
coherences. For the former, it is found that linewidths for
the same laser intensity are narrower as the cell temperature
increases. The linewidth of EIT resonances due to Zeeman
coherences on the other hand, are nearly independent of the cell
temperature [33].

The dependence of EIT line shapes and linewidths in
buffer gas cells on the laser intensity was studied both
theoretically and experimentally. Theoretical models are
mainly based on a three level atomic system which allows
analytic [25] and perturbative solutions [34]. Numerical
modelling of an EIT in the buffer gas cell that takes into
account velocity changing collisions of Rb atoms due to their
thermal motion, explains the elimination of Doppler shifts and
the strong Dicke-type narrowing of EIT resonances [30].

In [25], the effects of the laser intensity radial profile
on the linewidth and contrast were investigated. Several
experiments confirm a general trend found in the models that
the linewidth for a hyperfine configuration increases linearly
with the intensity, for lower laser intensities [30, 35] and
nonlinearly at higher laser intensities, above the saturation
limit [25]. Theoretical studies of the EIT line shapes are mainly
done assuming a � radial intensity profile of laser radiation.
Experiments, on the other hand, use Gaussian or Gaussian-
like laser beams profiles. The discrepancies observed between
a calculated [23] and measured [24] linewidth dependence on
laser intensity for hyperfine EIT might be due to the different
radial laser beam intensity profiles. Few papers dealing with
the issues of different laser beam profiles and EIT in buffer
gas [25] and vacuum cells [26], have shown theoretically
that the radial intensity profile significantly affects the EIT

line shape. Most studies dealing with EIT line shapes and
their dependences on the laser intensity and beam diameter, as
well as on the buffer gas temperature, are for a pump–probe
hyperfine configuration. There are no such studies for Zeeman
EIT in a Hanle configuration.

This work investigates the behaviour of the Zeeman EIT
resonances in the buffer gas cell for different laser beam radial
profiles and diameters. We use the Hanle configuration in
which a single, linearly polarized laser beam is resonant to the
Fg = 2 → Fe = 1 hyperfine transitions of the D1 line of 87Rb.
The detuning of σ+ and σ− components of the laser beam was
done by scanning the external magnetic field around zero. We
obtain EIT resonances by measuring the laser transmission
as a function of the applied magnetic field. The two laser
beam radial profiles, Gaussian (1.3 and 6.5 mm in diameter)
and � profile (6.5 mm in diameter), were used in our study.
We have also studied the EIT detected in the wings of the
wide Gaussian laser beam. Thus, in this work we were able
to test previously suggested effects of laser beam profiles on
the EIT. According to [25, 27, 28] the line shape of the EIT is
different for Gaussian and � radial laser intensity profiles, with
the former typically giving non-Lorentzian EIT resonance.
Theoretical work in [25] for the three level � atomic scheme,
shows that, when the atomic diffusion is neglected and for the
same laser intensity and diameter, EIT resonances are wider
and have larger amplitudes for a �-shaped beam than for a
Gaussian beam.

We develop a theoretical model based on self-consistent
Maxwell–Bloch equations for the evolution of the Rb ensemble
density matrix and the laser electric field in the Rb vapour. The
model takes into account the collisions of Rb atoms with Ne
as the buffer gas atoms through the diffusion of the Rb atoms
and total depolarization of the Rb excited state. Collisional
relaxation of the Rb ground state is treated using separate
relaxation constants for populations and coherences. It is
assumed that collisional broadening enables the approximation
of the motionless atoms for longitudinal velocities. An
arbitrary incident radial laser beam profile is supplied as a
boundary condition for the electric field.

2. Theory and theoretical results

The starting point in calculating Zeeman EIT resonances
related to the D1 line transition Fg = 2 → Fe = 1 in 87Rb
contained in the buffer gas cell are optical Bloch equations
(OBEs) for the Rb density matrix ρ̂.
∂ρ̂

∂t
= D∇2ρ̂ − i

�
[Ĥatom(B) + V̂int(r, t), ρ̂]

+
(

∂ρ̂

∂t

)
SE

+
(

∂ρ̂

∂t

)
coll

, (1)

where

Ĥatom(B) =
Fg∑

j=−Fg

�ωFg, j(B)|Fg, j〉〈Fg, j|

+
2∑

Fe=1

Fe∑
k=−Fe

�ωFe,k(B)|Fe, k〉〈Fe, k|, (2)

is the atomic Hamiltonian corresponding to ground (excited)
states |Fg, j〉 ≡ |Fg, mgj = j〉 (|Fe, k〉 ≡ |Fe, mek = k〉) with
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Figure 1. Energy level diagram for D1 line transitions considered in
the theoretical model. Solid lines represent transitions induced by
the laser, while dotted lines correspond to possible spontaneous
emission channels from excited levels. Frequency differences
between adjacent hyperfine levels are shown.

Zeeman-shifted energies �ωFg, j(B) = �ωFg,0 + μBgFgBmgj

(�ωFe,k(B) = �ωFe,0 + μBgFeBmek ). μB is the Bohr magneton
and gFg and gFe are the Landé factors for the appropriate
hyperfine levels. Laser–atom interaction is given by

V̂int(r, t) = −
Fg∑

j=−Fg

2∑
Fe=1

Fe∑
k=−Fe

E(r, t)

· dFg, j
Fe,k

(|Fg, j〉〈Fe, k| + |Fe, k〉〈Fg, j|), (3)

where E(r, t) is the laser electric field and dFg, j
Fe,k

denotes the
atomic electric dipole moment 〈Fg, j|er̂|Fe, k〉 for the transition
between states |Fg, j〉 and |Fe, k〉. The energy level diagram
given in figure 1 shows hyperfine levels either coupled to the
laser light or populated due to spontaneous emission. Due to
the pressure-broadening of the lines in buffer gas cells, two
excited levels Fe = 1 and Fe = 2 are taken to be coupled by
the laser with the ground state level Fg = 2. Equations related
to the ground state level Fg = 1 are not considered since that
level is not coupled by the laser.

Collisions with the buffer gas have several effects. First,
they lead to a diffusive motion of Rb atoms that is included
through the first term on the right-hand side of (1) with D as
the diffusion coefficient. Second, we assume total collisional
depolarization of the excited state [36, 37] with rate �d ,
that equalizes the populations and destroys the coherences
among the Zeeman excited state sublevels within each excited
state manifold Fe = 1 and Fe = 2. The collisions with the
buffer gas also lead to the broadening of the optical transition
described by the constant �c while together with the Rb–Rb
collisions lead to the relaxation of the ground states that is
treated by two relaxation constants, γp for populations and
γc for coherences. For the buffer gas pressure of 30 Torr
the collisional broadening of approximately 300–400 MHz is
comparable with the Doppler width, so that the approximation
of the motionless atoms is used for the longitudinal velocities.

In the rotating wave approximation the OBEs for the
density matrix elements ρ

F1,m1
F2,m2

≡ 〈F1, m1|ρ̂|F2, m2〉 of a

moving atom have the form

∂ρ
Fe, j
Fe,k

∂t
= D∇2ρ

Fe, j
Fe,k

+ (i(ωFe,k − ωFe, j) − �)ρ
Fe, j
Fe,k

−�d

(
ρ

Fe, j
Fe,k

− πFeδ jk

2Fe + 1

)
+ i

�

Fg∑
�=−Fg

(
ρ̃

Fe, j
Fg,�

(
V

Fg,�

Fe,k

)
+

− (
V Fe, j

Fg,�

)
− ρ̃

Fg,�

Fe,k

)
, (4a)

∂ρ̃
Fe,k
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∂t
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2
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Fe,k
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⎛
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Fe∑
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(4b)
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∂t
= D∇2ρ

Fg, j
Fg,k

+ i
(
ωFg,k − ωFg, j

)
ρ

Fg, j
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− γpδ jk

(
ρ

Fg, j
Fg,k

− 1 − πe
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)
− γc(1 − δ jk)ρ

Fg, j
Fg,k

+ i

�

2∑
Fe=1

Fe∑
m=−Fe

(
ρ̃

Fg, j
Fe,m

(
V Fe,m

Fg,k

)
− − (

V
Fg, j

Fe,m

)
+ ρ̃

Fe,m
Fg,k

)

+(−1) j+k
2∑

Fe=1

(2Fe+1)�Fe→Fg

1∑
q=−1

ρ
Fe, j+q
Fe,k+q Cq(Fe, Fg; j, k),

(4c)

where Cq(Fe, Fg; j, k)

=
(

Fe 1 Fg

j + q −q − j

) (
Fe 1 Fg

k + q −q −k

)
.

Diagonal density matrix elements ρ
Fg, j
Fg, j (ρFe,k

Fe,k
) are

populations of |Fg, j〉 (|Fe, k〉) Zeeman sublevels, while
off-diagonal elements ρ

Fg, j
Fg,k

(ρFe, j
Fe,k

) are appropriate Zeeman
coherences between ground (excited) Zeeman sublevels. Fast
oscillations of the optical coherences ρ

Fe, j
Fg,k

were eliminated by

standard substitution ρ
Fe, j
Fg,k

= ρ̃
Fe, j
Fg,k

exp (−iωt), where ω is the
laser frequency in the laboratory frame. �Fe→Fg is the decay
rate from Fe to one Fg ground hyperfine level given by

�Fe→Fg = (2Je + 1)(2Fg + 1)

{
Jg Je 1
Fe Fg I

}2

�, (5)

where J represents the electron angular momentum quantum
numbers and I = 3/2 is the nuclear angular momentum of
87Rb. πFe is the population of the excited level Fe, πe =∑2

Fe=1 πFe is the total population of exited levels Fe = 1 and
Fe = 2 and ng = 2(2I + 1) is the total number of substates in
the ground state levels Fg = 1 and Fg = 2. Coherences among
excited states belonging to different manifolds are neglected.

In a general case, the laser electric field is given by

E(r, t) = exE0x(r, t) cos(ωt − kr)

+ eyE0y(r, t) cos(ωt − kr + ϕ). (6)

For symmetry reasons it is better to express the laser electric
field in terms of the spherical basis unit vectors u±1 =
(∓ex − iey)/

√
2

E = (u+1E+1,+ + u−1E−1,+) ei(ωt−kr)

+ (u+1E+1,− + u−1E−1,−) e−i(ωt−kr), (7)
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where we used the notation E±1,± = (∓E0x +
ie±iϕE0y)/(2

√
2). Terms

(
V

Fg, j
Fe,k

)
± in OBEs (4) are of the form(

V
Fg, j

Fe,k

)
± = −(

d
Fg, j
Fe,k

)
−1 E−1,± − (

d
Fg, j
Fe,k

)
+1 E+1,±. (8)

Here (d
Fg, j
Fe,k

)q is the spherical component of the electric dipole
matrix element that can be calculated as(
d

Fg, j
Fe,k

)
q

= 〈
Fg, j|uq · er̂|Fe, k

〉
= 〈

Jg||er̂||Je
〉
(−1)Jg+I+ j

√
(2Fg+1)(2Fe+1)(2Jg+1)

×
{

Jg Je 1
Fe Fg I

}(
Fe 1 Fg

k q − j

)
, (9)

where
〈
Jg||er̂||Je

〉
is the reduced matrix element of the electric

dipole operator between appropriate ground and excited states.
Due to the relation (dFe,k

Fg, j )
∗
q = (−1)q(d

Fg, j
Fe,k

)−q, the terms

(V Fe,k
Fg, j )± are completely determined by the terms

(
V

Fg, j
Fe,k

)
∓.

Optical Bloch equations (4) represent a set of
coupled time-dependent three-dimensional partial differential
equations. We are interested in the cylindrical symmetric
steady state case because the coupling laser field possesses
such properties. In the magnetic field B the atomic ensemble
density matrix is a function of only the radial and axial space
coordinates, i.e. ρ̂(r, B) → ρ̂(r, z; B). Also, the diffusion
terms have only radial and axial derivatives, i.e. ∇2 →
∇2(r, z). For a given electric field inside the cell, OBEs can be
solved with boundary conditions

ρ
Fg, j
Fg,k

(R, z; B) = ρ
Fg, j
Fg,k

(r, 0; B) = ρ
Fg, j
Fg,k

(r, L; B) = δ jk

ng
, (10)

with all other relevant matrix elements being set to zero. R and
L are the cell radius and length, respectively.

The effects of the laser propagation along the cell and
induced atomic polarization of the Rb vapour are included in
the following manner. When the Rb vapour ensemble density
matrix ρ̂(r, z; B) is known, the polarization of Rb vapour
having the temperature dependent density n(T ) is obtained as

P(r, z; B) = n(T ) Tr(ρ̂(r, z; B) er̂) = n(T ) e−i(ωt−kr)

×
Fg∑

j=−Fg

2∑
Fe=1

Fe∑
k=−Fe

dFg, j
Fe,k

ρ̃
Fe,k
Fg, j (r, z; B) + c.c., (11)

where dFg, j
Fe,k

= ex
((

d
Fg, j
Fe,k

)
−1 − (

d
Fg, j
Fe,k

)
+1

)
/
√

2 + iey
(
(d

Fg, j
Fe,k

)
−1 +(

d
Fg, j
Fe,k

)
+1

)
/
√

2. Let E (r, t; B) and P(r, t; B) denote complex
slowly varying envelopes of the electric field and the
polarization, respectively, defined by

E(r, t; B) = Re(E (r, t; B) e−i(ωt−kr)), (12a)

P(r, t; B) = Re(P(r, t; B) e−i(ωt−kr)). (12b)

In a steady state slowly varying envelopes are related by
the propagation equation

∂E (r, z; B)

∂z
= iω

2ε0c
P(r, z; B), (13)

where ε0 is the vacuum dielectric constant. The laser electric
field at the entrance to the Rb cell (at z = 0) can be an
arbitrary function of the radial coordinate and it is supplied as
a boundary condition. The transmitted electric field (at z = L)
is calculated using the relations (11)–(13).

In order to obtain EIT resonances from the transmitted
electric field one has to solve for the ensemble density matrix
and electric field in a self-consistent way for a given magnetic
field B:

(i) assume that the electric field along the cell is equal to the
incident laser electric field, i.e. E (r, z; B) = Ein(r);

(ii) calculate the elements of the ensemble density matrix
ρ̂(r, z; B) using steady state OBEs (4) and boundary
conditions (10);

(iii) calculate the electric field inside the cell E (r, z; B)

using (11)–(13) with E (r, 0; B) = Ein(r) as a boundary
condition;

(iv) repeat the procedure from step (ii) until self-consistency
is reached.

Numerical calculations are performed using the DOLFIN
finite element library [38] (part of FEniCS project [39]) and
CBC.PDESys package [40]. Note that the EIT resonances
presented in this study are obtained after normalizing
calculated or measured EIT curves to the transmission at a
sufficiently large magnetic field.

In order to determine the temperature dependence of
EIT resonance amplitudes, calculations are performed at
temperatures of 60, 75 and 82 ◦C. The calculated EIT
resonances for a Gaussian laser beam with 1/e2 diameters d =
6.5 mm and d = 1.3 mm are shown in figures 2(a) and (b). It
can be seen that in this temperature range stronger resonances
are obtained at higher temperatures for both beam diameters
due to the increased density of Rb vapour.

In figure 3 the EIT resonances for two laser beam
diameters are presented together with their Lorentzian fits.
While the line shapes of the EIT curves for wider laser
beams are close to Lorentzian, EIT resonances with narrower
laser beams show additional narrowing in the vicinity of a
zero magnetic field and certainly are non-Lorentzian. These
results, both for wide and narrow Gaussian laser beams, are in
agreement with [25, 31].

The EIT amplitudes and linewidths shown in figure 4 are
extracted from these curves for a wide Gaussian laser beam
at 82 ◦C and laser intensity interval 0.1–10 mW cm−2. The
amplitude dependence on the intensity has a maximum at I ∼
1.1 mW cm−2. Further decrease of the amplitudes is due to the
increased effect of optical pumping to the non-coupled ground
state level Fg = 1.

3. Experiment and experimental results

Zeeman EIT experiment in the Hanle configuration needs a
single laser whose frequency and polarization of radiation
are stable and well controlled. Essential for Zeeman EIT
measurements is also the elimination of stray magnetic fields,
as well as the creation of a homogeneous magnetic field over
the entire Rb cell, directed along its axis. In our experiment
an additional requirement is a careful control of the laser
beam diameter and radial distribution of laser radiation. The
schematic of the experiment is given in figure 5.

We use the external cavity diode laser whose frequency
is locked to the Fg = 2 → Fe = 1 transition in 87Rb with
the Doppler-free dichroic atomic vapour laser lock technique
[41, 42]. The Gaussian laser beam profile, whose diameter
is adjusted by the periscope, is obtained by the single mode
optical fibre. For achieving a � radial intensity distribution of
the laser beam we use the laser beam shaper which consists of

4
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(a) (b)

Figure 2. Theoretically obtained EIT resonances for a Gaussian laser beam of diameter (a) d = 6.5 mm and (b) d = 1.3 mm. Resonances are
calculated at three temperatures: 60, 75 and 82 ◦C. Laser beam intensity is 1.1 mW cm−2.

(a) (b)

Figure 3. Theoretically obtained EIT resonances (i) and corresponding Lorentzian fits (ii) for a Gaussian laser beam of diameter (a) d =
6.5 mm (Adj. R2 = 0.997 54) and (b) d = 1.3 mm (Adj. R2 = 0.994 67). Resonances are calculated at the cell temperature of 82 ◦C. Laser
beam intensity is 1.1 mW cm−2.

Figure 4. Calculated dependences of the EIT (a) amplitude and (b) linewidth on laser intensity for a Gaussian laser beam with a diameter of
6.5 mm at the cell temperature of 82 ◦C.

the beam expander, the collimator and thin foil with a 6.5 mm
hole as the iris, placed over the central part of the laser beam
previously expanded to approximately 20 mm in diameter. We
use linearly polarized laser radiation. Linearity and orientation
of the polarization is assured by the high quality polarizer and
λ/2 retardation plate. Laser beam intensity is controlled by

the variable neutral density filter. The Rb glass cell, 8 cm
long and 25 mm in diameter with 30 Torr of Ne buffer gas,
is placed in a plastic box and heated to a certain temperature
by hot air circulating around the cell. The advantage of this
system in comparison with electrical heating is in elimination
of the stray magnetic fields introduced by the heating current
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(a)

(b)

Figure 5. Experimental setup: ECDL—external cavity diode laser; OI—optical insulator; DDAVLL—Doppler-free dichroic atomic vapour
laser lock; PPP—plan parallel plate; VNDF—variable neutral density filter; SMF—single-mode fibre; FC—fibre coupler; P—polarizer;
LBS—laser beam shaper; PD—large area photodiode; CMP—compressor. A laser beam shaper is used to shape the diameter and the radial
intensity profile of the laser beam. Detection of the whole laser beam is shown in (a). The inset in (b) presents the blockage of the laser beam
centre and detection of only the outer parts of the beam.

inside μ-metal shielding. The Rb cell is shielded from external
magnetic fields by the triple layer of μ-metal which reduces
stray magnetic fields below 10 nT. The long solenoid around
the Rb cell produces a controllable longitudinal magnetic field
for the experiment in the range of ± 20 μT. The intensity of the
transmitted laser light as a function of the applied magnetic
field was monitored by the photodiode and recorded by the
storage oscilloscope. For measuring EIT generated only by
photons from the wings of the 6.5 mm Gaussian laser beam,
we put an opaque round mask of 6.0 mm in diameter, after the
gas cells e.g. in front of the detector.

We present our results of the EIT line shapes, amplitudes
and linewidths for various cell temperatures, laser light
intensities, laser beam diameters and intensity radial profiles.
We use Gaussian beams of 6.5 and 1.3 mm in 1/e2 diameter.
We also compare these resonances with corresponding ones for
a � laser beam profile of 6.5 mm in diameter. Measurements
were done in the temperature range from 50 to 82 ◦C and for
the laser intensities 0.1–10 mW cm−2 for a wide Gaussian
beam, 0–35 mW cm−2 for a narrow Gaussian beam and 0–3.5
mW cm−2 for a � laser beam. It was impossible to achieve a �

laser beam profile of 1.3 mm in diameter due to the pronounced
diffraction on the beam shaper aperture.

Non-Lorentzian line shapes in buffer gas cells obtained
with a narrow laser beam with a diameter of the order
of �2 mm, were explained by diffusion induced Ramsey
narrowing, due to coherently prepared atoms coming back to
the laser beam after spending time in the dark [31, 32]. On the
other hand, non-Lorentzian line shapes for the wide Gaussian
laser beam are due to the contribution from the atoms in the
wings of the beam [25]. It was demonstrated that in vacuum
gas cells, repeated interactions of atoms, coherently prepared
in the central parts of the beam, with the laser light in the wings

of a wide Gaussian laser beam, leads to EIT narrowing [43].
We investigated the contribution of the outer parts of the laser
beam to the overall EIT formation in the buffer gas cell, by
measuring the EIT resonances after blocking the central part
of the well collimated laser beam just in front of the detector.

The EIT line shapes for the wide and the narrow Gaussian
laser beam, are presented in figure 6, parts (a) and (b),
respectively. The EIT resonances for a 6.5 mm diameter laser
beam are given for two laser intensities. At a laser intensity
of 1.6 mW cm−2 the EIT line shape (curve (i)) fits well with
the Lorentzian fit (curve (ii)). Such behaviour is found for
laser intensities below ∼5 mW cm−2. However, as the laser
intensity increases, the EIT line shapes are gradually different
from the Lorentzian. These results are in agreement with the
EIT profiles for a Gaussian laser beam [27]. The EIT resonance
measured at 9.2 mW cm−2 is different from its Lorentzian fit,
as seen from the experimental curve (iii) and its fit (iv) in
figure 6(a), respectively. The non-Lorentzian EIT line shape
for the wide laser beam with a Gaussian intensity profile
and higher intensity could be explained in terms of unequal
light intensities within different parts of the Gaussian laser
beam profile [25, 27, 28]. As suggested in [25], the sharper
central peak of the EIT resonance is due to the contribution
of atoms illuminated by a low intensity light in the wings
of the laser beam. When the overall laser intensity is higher
there is enough power at the wings of the beam to enhance
this effect. Conversely, when the laser intensity is small the
contribution from these segments is negligible. Thus, for lower
laser intensities and wide Gaussian beams, the resonance line
shapes fit very well with the Lorentzian.

Resonances obtained for the narrow Gaussian laser beam
of 1.3 mm in diameter, presented in figure 6(b), have non-
Lorentzian line shapes and sharp central peaks regardless of
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(a) (b) (c)

Figure 6. Measured EIT resonances for the Gaussian laser beam of diameter (a) d = 6.5 mm and (b) d = 1.3 mm. Curves (i) and (ii) are a
measured EIT resonance at 1.6 mW cm−2 and its Lorentzian fit, respectively, while curves (iii) and (iv) correspond to the measured EIT
resonance at 9.2 mW cm−2 and its Lorentzian fit, respectively. Note that the curves (iii) and (iv) in (a) are multiplied by 10.3 in order to
present them on the same scale as curves (i) and (ii). A comparison between the measured and calculated EIT resonances (curves (i) and (ii),
respectively) for a Gaussian laser beam of d = 6.5 mm in diameter and 1.6 mW cm−2 of the overall intensity is shown in (c). The cell
temperature is 82 ◦C.

the laser intensity. The narrowing at very small magnetic
fields is caused by the Ramsey effect, i.e. the diffusion
of atoms out from the laser beam and then back to the
interaction region as presented in [31, 32]. Non-Lorentzian
line shapes for the narrow laser beam that we observed
for all laser intensities, are in agreement with the diffusion
induced Ramsey narrowing mechanism. Curves (ii) and
(iv) in figure 6(b) are Lorentzian fits of the experimental
resonances (i) and (iii) respectively, which have wider central
peaks that are different from the experimental resonances.
A comparison between experimentally and theoretically
obtained EIT resonances for the laser beam of 6.5 mm in
diameter is shown in figure 6(c). The amplitudes and line
shapes of both curves (i) and (ii) are almost the same,
however the linewidth of the experimental resonance is slightly
narrower than its theoretical counterpart.

Resonances obtained with a � laser beam profile of
6.5 mm in diameter have a Lorentzian line shape for all laser
intensities with a similar linewidth and amplitude dependence
on the laser beam intensity as for the Gaussian laser beam of
the same diameter.

For the narrow Gaussian laser beam, the line shape is non-
Lorentzian with a sharp central peak for all laser intensities
due to diffusion induced Ramsey narrowing [31, 32]. In this
case, the influence of the non-uniform beam intensity profile
is marginal. A definite argument for such a conclusion could
be given by a comparison with the corresponding results for
the narrow � laser beam. Unfortunately, we were not able to
produce the narrow � laser beam profile. However, indirect
proof is present in [32], because there is an excellent agreement
between the theory based on the narrow � laser beam profile
and the experiment with the narrow Gaussian laser beam. On
the other hand, the line shape obtained with the wide Gaussian
laser beam is Lorentzian for lower laser intensities. As the
light intensity increases, EIT resonance line shape for the wide
Gaussian laser beam becomes non-Lorentzian. Therefore, one
can draw the conclusion that the diffusion induced Ramsey
effect has no significant influence on the line shape for the
wide Gaussian laser beam [31, 32]. Hence, non-Lorentzian
line shapes at higher intensities for the wide Gaussian laser

beam are due to the non-uniform laser beam profile, in line
with [25, 27, 28]. This is further supported by the fact that
EIT line shapes for the wide � profile are Lorentzian for all
intensities.

The line shapes of the EIT resonances measured at the
cell temperatures of 50, 60 and 75 ◦C are qualitatively similar
to theoretical ones and those shown in figure 6. However, the
EIT amplitude and linewidth dependences on laser intensity
are in general different at various temperatures. Figure 7
shows the EIT amplitudes and linewidths as functions of
the laser beam intensity for a wide Gaussian laser beam
at four temperatures. There is a strong increase in the EIT
contrast associated with a higher cell temperature, as shown
in figure 7(a), with the maximum obtainable temperature of
the cell achieved by hot air heating of ∼82 ◦C. The density
of Rb atoms increases rapidly with the higher temperature,
reaching ∼5×1011 cm−3 at 82 ◦C, giving stronger resonances
as more atoms can undergo transition into the dark state. At
even higher temperatures, radiation trapping and dark state
decoherence due to Rb–Rb collisions lead to a lowering of the
EIT resonances amplitudes [44, 45].

An increase of the cell temperature results in a higher
optical depth, requiring a stronger light field to efficiently
prepare atoms in the dark state and to obtain the peak of the
laser transmission. At even larger intensities, the amplitude
of the EIT resonance decreases since optical pumping into
the Fg = 1 hyperfine state prevails coherent excitation.
Indeed, when the re-pump laser is used to bring back the
population to the Fg = 2 level, the contrast of the amplitudes
increases considerably [46]. Previous analysis implies that
the dependence of the EIT amplitudes on the laser intensity
must possess a maximum, as shown in figure 7(a). Maximal
EIT amplitude for the wide Gaussian laser beam at 82 ◦C is
obtained for the intensity of 1.1 mW cm−2 which is similar to
results of the theoretical model shown in figure 4(b).

While the dependence of the EIT amplitudes on the
laser intensity considerably varies with the cell temperatures,
the EIT linewidths have a similar dependence on the laser
intensity for the whole range of cell temperatures, as shown
in figure 7(b). At lower laser intensities the EIT linewidths are
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(a) (b)

Figure 7. Experimental dependences of EIT (a) amplitudes and (b) linewidths on the overall laser intensity for a Gaussian laser beam with a
diameter of 6.5 mm at four different temperatures.

(a) (b)

Figure 8. Experimental dependences of EIT (a) amplitudes and (b) linewidths on laser beam intensity for different laser radial profiles and
diameter d: (i) Gaussian d = 6.5 mm, (ii) � d = 6.5 mm and (iii) Gaussian d = 1.3 mm. Cell temperature is 82 ◦C.

independent of the cell temperature. Calculated linewidths,
as a function of the laser intensity for 82 ◦C presented in
figure 4(b), have a similar qualitative dependence as measured.
These results are in agreement with [33] where a similar
(non)dependence of Zeeman EIT on the cell temperature is
obtained for cells with 1 and 10 Torr of Ne buffer gas. The
estimated linewidth at zero laser intensity for a 6.5 mm laser
beam diameter is about 50 nT or 0.7 kHz. This linewidth is
an order of magnitude lower than in [33]. This reduction in
linewidth could be due to the different buffer gas cells, but
could also be attributed to the negligible stray magnetic fields
inside the magnetic shielding achieved with hot air heating of
the Rb cell.

The following results of the EIT line shapes, amplitudes
and linewidths for different laser beams’ radial profiles were
obtained with a cell temperature of 82 ◦C. In figure 8 we
show how the diameter of the Gaussian laser beam affects EIT
amplitudes and linewidths. Amplitudes are much higher for
the 1.3 mm than for the 6.5 mm beam diameter, as noted in
figure 8(a). For the narrower laser beam, more non-coherent
atoms can enter the laser beam and reach the intense central
part. Thus, a lower off-resonant absorption is obtained for
narrower than for wider Gaussian laser beams. Since we
normalize the EIT resonance to the off-resonant transmission, a

stronger peak amplitude was measured for the Gaussian beam
of 1.3 mm in diameter. On the other hand, EIT linewidths
for both beam diameters are nearly the same (where the laser
intensity ranges overlap), as given in figure 8(b). Although a
narrower laser beam gives EIT line shapes with a very narrow
central peak, this has an insignificant effect on EIT linewidths.

Figure 8 also presents the dependence of EIT amplitudes
and linewidths on the laser intensity for a � laser beam profile
6.5 mm in diameter. The theoretical comparisons given in [25]
show that, as the laser intensity increases, resonances for the
Gaussian beam get narrower and of a slightly higher amplitude
than for the � profile. Our results in figure 8 show that in the
overlapping range of laser intensities there are no significant
differences in EIT amplitudes for Gaussian and a � profile
of the same diameter. EIT linewidths, almost the same at a
lower laser intensity, get slightly narrower for the Gaussian
beam than for the � laser beam profile. Very small differences
of EIT properties obtained with the Gaussian and � laser
beam are in contrast with the strong effects of radial intensity
distribution on EIT in a vacuum gas cell [47].

In order to observe EIT developed by weak laser light
in the wings of the wide Gaussian laser beam, we measured
transmission of the 6.5 mm Gaussian laser beam with the
central part of the beam blocked by a mask 6.0 mm in
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(a) (b)

Figure 9. Measured EIT resonances for a Gaussian laser beam 6.5 mm in diameter. Marks (i) and (ii) indicate curves obtained detecting the
whole beam and its outer parts only, respectively. Overall laser beam intensity is (a) 1.6 mW cm−2 and (b) 3.3 mW cm−2.

(a) (b)

Figure 10. Experimental dependences of EIT (a) amplitudes and (b) linewidths on laser beam intensity obtained by measuring (i) the whole
beam and (ii) only its outer parts. Cell temperature is 82 ◦C.

diameter, placed in front of the photo detector. Examples of
such measurements, for two laser intensities, 1.1 and 3.3 mW
cm−2, are shown in figures 9(a) and (b), respectively.

EIT resonances measured by detecting the whole laser
beam at lower laser intensities, have a Lorentzian line shape,
in agreement with [32]. By blocking the central part of the
beam, measured EIT resonances are due to the interaction of
rather weak laser light in the wings of the beam with the atoms
coherently prepared in the central parts of the laser beam.
As we see from figure 9, the EIT resonances for the whole
laser beam and for the beam whose central region is blocked,
are both Lorentzian. That suggests that the diffusion-induced
Ramsey effect is suppressed in this setup, likely because the
atoms move mainly within the low intensity wings of the laser
beam. However, we obtained interesting differences of EIT
amplitudes and linewidths at different laser intensities. For the
lower laser intensity, EIT resonances obtained by detecting
the whole beam have a larger amplitude (figure 9(a)). As we
increase the light intensity (above ∼2 mW cm−2) measured
resonances with the central part of the beam blocked, become
more contrasted and narrower (figure 9(b)). The effect of this
blocking is further investigated in figure 10 where we present
dependences of EIT amplitudes and linewidths on the total
intensity for these two experimental realizations.

From figure 10 we see benefits of blocking the central
part of the laser beam at higher laser intensity: EIT contrast
is higher and linewidths are narrower. The increase of the
amplitudes is a consequence of the decreased optical pumping
to the non-coupled ground state level Fg = 1 in the low intensity
beam wings. This is in accordance with figures 4(a) and 7(a).
EIT narrowing is also attributed to lower power broadening.
No conclusion about the influence of Ramsey narrowing on
the linewidths in figure 10 can be made due to the absence
of the specific sharp central peak in the representative EIT
resonances of figure 9.

4. Conclusion

We have presented experimental and theoretical results of
the behaviour of Zeeman EIT resonances in a Rb buffer
gas cell for different laser beam profiles, diameters and
intensities. For the narrow Gaussian laser beam (1.3 mm in
diameter) non-Lorentzian line shapes of EIT are obtained. The
characteristic, very narrow central part of these resonances
is a contribution of diffusion-induced Ramsey narrowing.
We confirmed theoretical predictions that EIT resonances
obtained with the wider Gaussian laser beam (6.5 mm in
diameter) have different profiles at different laser intensities, a
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Lorentzian-like profile for lower laser intensities and a non-
Lorentzian shape with a narrower central part for higher laser
intensities. In contrast to the case of the narrow laser beam,
the non-Lorentzian line shape for a wider beam at higher
intensities is due to the contribution of atoms from the beam’s
wings where the laser field is considerably lower than at the
beam’s centre. At lower laser beam intensities, the contribution
of these segments is negligible, thus Lorentzian line shapes are
obtained. �-shaped laser beam, 6.5 mm in diameter, gives a
pure Lorentzian EIT line shape.

EIT linewidths obtained either by the narrow or the wide
Gaussian laser beam, for all laser intensities, are independent
of the Rb temperature. The EIT with a Gaussian laser beam
have the same amplitudes and are slightly narrower than those
with the � profile. About a six-fold increase in EIT contrast
for higher laser intensities with a considerable decrease in
linewidth was obtained simply by blocking the central part
of the wide Gaussian laser beam, just in front of the photo
detector. Such effects are attributed to the decreased optical
pumping to the non-coupled ground state level Fg = 1 and
reduced power broadening in the low intensity beam wings.
A possible influence of the diffusion-induced Ramsey effect
could not be confirmed because of the absence of a narrow
peak in the EIT line shapes obtained from the beam wings.
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1970 Rev. Phys. Appl. 5 102

[10] Weis A and Karnosky S I 1992 J. Opt. Soc. Am. B 10 716
[11] Budker D, Gawlik W, Kimball D F, Rochester S M,

Yashchuk V V and Weis A 2002 Rev. Mod. Phys.
74 1153

[12] Castagna N and Weis A 2011 Phys. Rev. A 84 053421
[13] Klein M, Hohensee M, Phillips D F and Walsworth R L 2011

Phys. Rev. A 83 013826
[14] Klein M J 2009 Slow and stored light in atomic vapour cells

PhD Thesis Harvard University

[15] Gawlik W, Kowalski J, Neumann R and Trager F 1974 Opt.
Commun. 12 400

[16] Budker D, Yashchuk V and Zolotorev M 1998 Phys. Rev. Lett.
81 5788

[17] Varzhapetyan T S, Li H, Ariunbold G O, Sautenkov V A,
Rostovtsev Y V and Scully M O 2009 Opt. Commun.
282 39

[18] Li H, Sautenkov V A, Varzhapetyan T S, Rostovtsev Y V
and Scully M O 2008 J. Opt. Soc. Am. B 25 1702

[19] Auzinsh M, Budker D and Rochester S 2010 Optically
Polarized Atoms. Understanding Light–Atom Interactions
(New York: Oxford University Press)

[20] Novikova I, Walsworth R L and Xiao Y 2012 Laser Photon.
Rev. 6 333

[21] Li L, Peng X, Lin C, Guo H and Chen X 2004 J. Phys. B: At.
Mol. Opt. Phys. 37 1873

[22] Pack M V, Camacho R M and Howell J C 2007 Phys. Rev. A
76 013801

[23] Javan A, Kocharovskaya O, Lee H and Scully M O 2002 Phys.
Rev. A 66 013805

[24] Ye C Y and Zibrov A S 2002 Phys. Rev. A 65 023806
[25] Taichenachev A V, Tumaikin A M, Yudin V I, Stahler M,

Wynands R, Kitching J and Hollberg L 2004 Phys. Rev. A
69 024501
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Abstract
We experimentally studied Zeeman electromagnetically induced transparency (EIT)
resonances and slow light propagation in hot Rb vapor. Propagation of weak σ− polarized
light pulses in the presence of stronger σ + polarized background through Rb vapor was
realized using a single laser beam and the Pockels cell. The dependences of slow light group
velocity and fractional pulse delay on the overall laser beam intensity and temporal pulse
length showed that lower optical power and longer light pulses lead to improved EIT and slow
light features. The connection between EIT and slow light was also investigated showing that
narrower and more contrasted EIT resonances are necessary for further decreasing a group
velocity.

PACS numbers: 03.65.Fd, 03.65.Sq

(Some figures may appear in colour only in the online journal)

1. Introduction

Coherent effects in Doppler broadened alkali atom vapors
have been thoroughly investigated over the past decade.
Coherent population trapping [1] and electromagnetically
induced transparency (EIT) [2] have been observed and
characterized in either the pump–probe or Zeeman
configuration [3, 4]. In the latter case, EIT is based on
Zeeman coherences between magnetic sublevels of a given
hyperfine state of the alkali atom electronic ground state.
The amplitudes and widths (full-width at half-maximum,
FWHM) of the EIT resonances are limited by the average
atom time-of-flight through the laser beam. To prolong the
interaction time and thus the lifetime of the dark states, an
inert buffer gas is added to atomic vapor in order to slow the
diffusion of the coherently prepared atoms through the laser
beam [5]. In such buffer gas cells, narrower EIT resonances
compared to the vacuum cells and very steep dispersion of

the index of refraction are obtained. This results in low group
velocities vg =

c
n+ω ∂n

∂ω

of the light pulses or the so-called slow

light phenomena [6]. We define an absolute time delay 1τ as
the time difference between arrivals of the pulse slowed down
in the Rb cell and the reference pulse. The fractional time
delay η is defined as the ratio of an absolute time delay to the
temporal pulse length τpulse.

In the gaseous atomic systems, ultra-low group velocities
have been demonstrated experimentally in Bose–Einstein
condensates [7] and thermal atomic vapor [8].

In this paper, we present the measurements of slow light
in the Zeeman EIT configuration in hot Rb vapor contained
in a buffer gas cell. The overall laser intensity and the
temporal pulse lengths were varied in order to obtain maximal
fractional delay of light pulses with minimum distortion. The
dependence of the slow light effect on the EIT features [9] is
also shown for our experimental setup.
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Figure 1. The experimental setup and the atomic transition used in the experiment. The computer controls the cell temperature, the external
longitudinal magnetic field and the polarization pulses for the Pockels cell.

Figure 2. Experimental results of slow light. The power of the σ− pulse in its peak is 15% of the overall laser power. (a) Black and red
pulses denote reference and slow pulses, respectively. The temporal pulse length is 100 µs, the overall laser intensity is 40.5 mW cm−2 and
the absolute time delay is 8.78 µs corresponding to a group velocity of 9.1 km s−1. The dependence of (b) the group velocity and (c) the
fractional time delay of σ− pulses on the overall laser intensity for different temporal pulse lengths is shown. Blue, green and red curves
show the results for pulse lengths of 50, 100 and 400 µs, respectively.

2. Experimental setup

The experimental setup is shown in figure 1. The external
cavity diode laser is frequency locked to the hyperfine Fg =

2 → Fe = 1 transition of the D1 line in 87Rb by using the
Doppler-free dichroic atomic vapor laser lock method [10].
The laser beam passes through the 8 cm long Rb cell
containing a natural abundance of Rb isotopes and filled
with 30 torr of Ne buffer gas. The temperature of the cell
is kept at 80 ◦C. The laser beam diameter is 1.4 mm. The
cell is placed in the solenoid used for scanning the axial
magnetic field in order to obey two-photon detuning between
−400 and +400 kHz. The elliptically polarized laser beam
consisting of a weak σ− signal field and a stronger σ + control
field is sent to the Rb cell. The Zeeman EIT resonances
are obtained by measuring the transmission of σ− light as
a function of two-photon detuning. We next measure slow
light propagation. By using the Pockels cell, we slightly rotate
the polarization of the input light to create a weak σ− pulse.
Because of the presence of the strong σ + field, the resonant
σ− pulse can freely propagate through the otherwise opaque
medium but with a substantially reduced group velocity.

3. Results and discussions

Experimental results of slow light propagation are presented
in figure 2(a).

The group velocity is simply calculated as vg = L/1τ ,
where L is the length of the cell and 1τ is absolute time delay.

The group velocity of the σ− pulse and its fractional time
delay as functions of the overall laser intensity for different
temporal pulse lengths are shown in figures 2(b) and (c),
respectively. The typical Zeeman EIT resonance is shown in
figure 3(a).

By measuring the EIT linewidths and amplitudes at
different laser intensities, the connection between slow light
and EIT features could be established. In figures 3(b) and (c),
we present the dependences of slow light fractional time delay
on the EIT linewidth and the amplitude to linewidth ratio,
respectively.

Group velocities obtained in the experiment are in
the range from 1.7 km s−1 (overall laser intensity I =

24.5 mW cm−2 and pulse length τpulse = 400 µs) up to
23 km s−1 (I = 52.8 mW cm−2, τpulse = 50 µs). Fractional
pulse delays η lie in the range from 3.5 (I = 96 mW cm−2,
τpulse = 400 µs) up to 20.5% (I = 27.4 mW cm−2, τpulse =

100 µs). The linewidths of the EIT resonances decrease
from 180 down to 65 kHz as the laser intensity decreases
from 110 down to 25 mW cm−2. Due to the increased
absorption, measurements below intensities of 20 mW cm−2

were not possible. Lower group velocities were obtained
for narrower and more contrasted EIT lines as shown in
figures 3(b) and (c).

4. Summary

We have studied the Zeeman EIT resonances and slow light
propagation in hot Rb vapor and a connection between
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Figure 3. The connection between slow light and the EIT features. (a) The measured EIT resonance for the overall laser intensity of
40.5 mW cm−2. The linewidth and amplitude of the resonance are 98 kHz and 0.13, respectively. The dependence of fractional time delay of
slow light pulses on the EIT. (b) The linewidth and (c) amplitude to linewidth ratio for different temporal pulse lengths are shown. Blue,
green and red curves show the results for pulse lengths of 50, 100 and 400 µs, respectively.

these coherent phenomena. We observed that decreasing the
overall laser intensity leads to lower values of group velocity
and fractional time delay. This is in agreement with the
analysis in [2]. We also observed a strong dependence of
slow light parameters on the temporal length of light pulses.
Longer pulses exhibit lower group velocities. We concluded
that narrower and more contrasted EIT resonances lead to
improved slow light features. In forthcoming work we will
investigate how to increase both the transparency of the
σ− optical field and the fractional time delay so that storage
of light [11] can be achieved.
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Evolution of dark state of an open atomic system in constant intensity laser field
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We studied experimentally and theoretically the evolution of open atomic systems in the constant intensity laser
field. The study is performed by analyzing the line shapes of Hanle electromagnetically induced transparency
(EIT) obtained in different segments of a laser beam cross section of constant intensity, i.e., a �-shaped laser
beam. Such Hanle EIT resonances were measured using a small movable aperture placed just in front of the
photodetector, i.e., after the entire laser beam had passed through the vacuum Rb cell. The laser was locked to the
open transition Fg = 2 → Fe = 1 at the D1 line of 87Rb with laser intensities between 0.5 and 4 mW/cm2. This
study shows that the profile of the laser beam determines the processes governing the development of atomic
states during the interaction. The resonances obtained near the beam center are narrower than those obtained near
the beam edge, but the significant changes of the linewidths occur only near the beam edge, i.e., right after the
atom enters the beam. The Hanle EIT resonances obtained near the beam center exhibit two pronounced minima
next to the central maximum. The theoretical model reveals that the occurrence of these transmission minima is
a joint effect of the preparation of atoms into the dark state and the optical pumping into the uncoupled ground
level Fg = 1. The appearance of the transmission minima, although similar to that observed in the wings of a
Gaussian beam [A. J. Krmpot et al., Opt. Express 17, 22491 (2009)], is of an entirely different nature for the
�-shaped laser beam.

DOI: 10.1103/PhysRevA.84.043844 PACS number(s): 42.50.Gy, 42.50.Nn, 42.62.Fi, 42.65.−k

I. INTRODUCTION

Coherent effects in Doppler-broadened alkali-metal-atom
vapors have been intensively investigated because of numerous
applications of phenomena based on such coherent effects.
Coherent population trapping (CPT) [1,2], electromagnetically
induced transparency (EIT) [3], and electromagnetically in-
duced absorption (EIA) [4] have been observed and examined
in either pump-probe or Hanle configurations [5,6]. All these
phenomena strongly depend on the intensity of the applied
laser field and consequently also on the radial profile of the
intensity of the laser beam. Most often, in experiments, the
radial laser beam profile is Gaussian, while theoretical models
assume that the intensity of the laser field is constant across
the diameter of the laser beam. The latter will be referred to
throughout this paper as the � laser beam. For the interaction
of the Gaussian or � laser beam with alkali-metal-atom vapor,
the different effects such as Ramsey and Dicke narrowing,
transit time, and Doppler broadening are examined either in
vacuum [7,8] or in buffer gas cells [9–12] The differences
in EIT line shapes for Gaussian and � laser beams were
presented in [13–15] by considering only the entire laser beam
contribution without focusing on the details of laser-atom
interaction within the laser beam. However, different parts
of the laser beam cross section, after passing through the
alkali-metal vapor cell, carry different information about the
atomic state and yield different EIT resonances [16].

In this paper we study time and space evolution of atomic
states as the Rb atoms traverse the �-shaped laser beam,
i.e., electric field of nearly constant intensity. Such studies
were performed by measuring EIT line shapes from different
circular segments of the laser beam cross section, much smaller

*krmpot@ipb.ac.rs

than the laser beam diameter, and after the entire beam had first
passed through the Rb cell. We used a Hanle configuration with
the laser locked to the Fg = 2 → Fe = 1 hyperfine transition
of the D1 line in the 87Rb isotope in the vacuum vapor
cell. Similar examinations of the EIT resonances in different
segments, but for the Gaussian laser beam cross section, were
performed in an effusive regime in the Rb vacuum cell [16]
and in a diffusive regime in the dense 4He+ vapor [17].
Due to interaction with a laser electric field having different
distributions in the Gaussian and �-shaped beams, the atomic
state develops differently in the presence of a small external
magnetic field. Narrowing of the Hanle EIT in the wings
of the Gaussian laser beam is observed and explained by
the interference of the laser light and coherently prepared
atoms coming from the central part of the beam [16]. Such
Ramsey-type narrowing of dark-state resonances was studied
also in different geometries in Refs. [18,19]. The narrowing is
accompanied by the appearance of Ramsey-like transmission
minima in Hanle EIT line shapes detected in the Gaussian
beam wings. Therefore, it is expected that examination of
EIT line shapes obtained in different segments of � laser
beam cross section should reveal some details about the
transient evolution of interacting atoms. It can also help in
understanding differences in linewidths and amplitudes of
EIT resonances obtained using two laser beam profiles and
reported in Refs. [13–15]. To our knowledge, partial Hanle
EIT from different segments of the � laser beam was not
thoroughly investigated. The significance of using the �

profile is in the elimination of the effects due to transverse
variation of the laser intensity, providing conditions for more
direct insight into the laser-atom interaction. Experimental
results of the spatial dependence of EIT line shapes along
the laser beam profile are compared with the theoretical
calculations. The theoretical model is based on time-dependent
optical Bloch equations (OBEs) predicting the evolution of the

043844-11050-2947/2011/84(4)/043844(10) ©2011 American Physical Society
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FIG. 1. (Color online) (a) Experimental setup: ECDL - external cavity diode laser; OI - optical isolator; DDAVLL - Doppler-free dichroic
atomic vapor laser lock; VNDF - variable neutral density filter; PPP - plan parallel plate; SMF - single-mode fiber; FC - fiber collimator;
P - polarizer; BE - beam expander; PD - photodiode. The aperture moved on the translation stage allows only a selected part of the laser beam
to reach the detector, while the rest of the laser beam is blocked.

Zeeman sublevel populations and coherences in the laser field
of profiled intensity. It unveils the influence of the optical
pumping into the uncoupled ground-state hyperfine level on
the obtained Hanle EIT line shapes.

II. EXPERIMENT

The experimental setup is shown in Fig. 1. The external
cavity diode laser is frequency locked to the Fg = 2 → Fe = 1
transition of the D1 line in 87Rb, where Fg and Fe represent the
angular momenta of the ground- and excited-state hyperfine
levels, respectively. Laser locking is performed in an auxiliary
vacuum Rb cell using the Doppler-free dichroic atomic vapor
laser lock (DDAVLL) method [20,21]. The variable neutral
density filter is used for laser power adjustments. Single-
mode fiber was used to provide the Gaussian laser beam.
After passing through the Glan-Thompson polarizer, the laser
beam becomes linearly polarized. The �-shaped laser beam
profile was obtained after expanding the Gaussian laser beam
from the single-mode fiber to 20 mm in diameter and then
extracting its central part using the circular aperture placed
on the entrance window of the cell. After experimenting with
different diameters of the expanded Gaussian laser beam, sizes
of apertures, and thicknesses of the foil used for the apertures,
we obtained the �-shaped laser beam whose radial intensity
profiles have the least pronounced diffraction effects as shown
in Fig. 2. The beam profiles measured by the beam profiler
are 3 cm [Figs. 2(a) and 2(c)] and 30 cm [Figs. 2 (b) and
2(d)] away from the 3- or 6-mm aperture on 0.1-mm-thick
foil. The first profile is at a distance equal to the distance
between the aperture and the midsection of the Rb cell. This
profile is referred to as �-shaped throughout the paper. We
used the beam profile at 30 cm from the aperture to show

relatively small changes in the profile with distance and to
justify use of the �-shaped profile in the theoretical model.
A well-collimated �-shaped laser beam then passes through
the 6-cm-long vacuum Rb cell containing a natural abundance
of rubidium isotopes. The cell is placed in the solenoid used
for scanning the axial magnetic field between −100 and +
100 μT. The cell and the solenoid are placed inside the
triple-layered μ-metal cylinders to eliminate Earth’s and stray
magnetic fields. In order to measure Hanle EIT from only small
parts of the laser beam cross section, a movable aperture of
0.5 mm in diameter is placed in front of the photodiode with
a large detection surface (area, 80 mm2). “Small aperture”
will henceforth refer to an 0.5-mm aperture in order to differ
from the 3- or 6-mm aperture used for laser beam shaping,
placed in front of the Rb cell. By moving this small aperture
with the precise translation stage we allow only light from
a small segment of the transmitted laser beam to reach the
photodiode, after the entire beam passes through the Rb cell.
The signal obtained from this photodiode while scanning the
external magnetic field is recorded by the digital oscilloscope
and transferred to the computer.

III. THEORETICAL MODEL

Hanle EIT resonances were calculated for the D1 line
transition Fg = 2 → Fe = 1 of 87Rb coupled to a linearly
polarized laser in a Rb vacuum cell. The energy level diagram
given in Fig. 3 shows hyperfine levels either coupled to
the laser light or populated due to spontaneous emission.
The quantization z axis is chosen to be parallel to the
external magnetic field. The complete magnetic sublevel
structure is considered in calculations. The model is based on
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FIG. 2. Two �-shaped beam profiles recorded by a beam profiler placed at different distances from the circular aperture: at 3 cm (a) and
30 cm (b) for the 3-mm profile, and at 3 cm (c) and 30 cm (d) for the 6-mm profile.

time-dependent optical Bloch equations for the density matrix
of a moving atom,

ρ̇ = − i

h̄
[Hatom(B) + Hint(t),ρ] + ρ̇SE, (1)

where

Hatom(B) =
∑

j

h̄ωj (B)|gj 〉〈gj | +
∑

k

h̄ωk(B)|ek〉〈ek| (2)

is the atomic Hamiltonian corresponding to ground (ex-
cited) states |gj 〉 ≡ |Fg,mg = j 〉 (|ek〉 ≡ |Fe,me = k〉) with

FIG. 3. (Color online) Zeeman sublevel scheme in 87Rb at the D1

line. The solid lines denote coupling with σ+ and σ− components
of linearly polarized laser light. Dashed lines represent spontaneous
emission.

Zeeman-shifted energies h̄ωj (B) [h̄ωk(B)] in the external
magnetic field B. Laser-atom interaction is given by

Hint(t) = −
∑
j,k

E(t) · djk(|gj 〉〈ek| + |ek〉〈gj |), (3)

where E(t) is the time-dependent laser electrical field and djk

is the atomic electric dipole moment for the transition between
states |gj 〉 and |ek〉. Spontaneous emission is included through
the Lindblad-form term

ρ̇SE = �

2

∑
m

2AmρA†
m − A†

mAmρ − ρA†
mAm, (4)

where � = 2π × 5.746 MHz is the D1 line decay rate of the
excited state and Am are operators corresponding to dipole
transitions from the excited- to ground-state manifold, leading
to

〈ei |ρ̇SE|ej 〉 = −�ρeiej
, 〈ei |ρ̇SE|ej 〉 = −�

2
ρeigj

,

〈gi |ρ̇SE|gj 〉 = (−1)i+j (2Fe+1)�Fe→Fg

1∑
q=−1

(
Fe 1 Fg

j + q −q −j

)

×
(

Fe 1 Fg

i + q −q −i

)
ρei+q ej+q

. (5)
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�Fe→Fg
is the decay rate from Fe to one Fg ground hyperfine

level given by

�Fe→Fg
= (2Je + 1)(2Fg + 1)

{
Jg Je 1
Fe Fg Ig

}2

�, (6)

where J and I represent the electron and nuclear angular
momentum quantum numbers. Equations for density matrix
elements related to the Fg = 1 ground level are excluded
since that level is not coupled by the laser. For additional
details please refer to [15]. It is assumed that after colliding
with cell walls, atoms reset into an internal state with equally
populated ground magnetic sublevels. Between collisions with
cell walls, rubidium atoms interact only with the axially
oriented homogeneous magnetic field and spatially dependent
laser electric field. Collisions among Rb atoms are negligible
due to very low Rb vapor pressure at room temperature, so an
atom moves through the laser beam with constant velocity v =
v‖ + v⊥, where v‖ and v⊥ are velocity components parallel
and perpendicular to laser propagation direction, respectively.
The former affects the longitudinal direction of the atomic
trajectory and Doppler shift of the laser frequency seen by
a moving atom, while the latter determines the transverse
direction of the trajectory and the interaction time. The
dependence of the laser intensity on the radial distance r for a
�-shaped profile was modeled using the following equation:

I (r) = Ī a{1 + erf [p(r0 − r)]}2, (7)

where r0 is the beam radius, Ī is the beam intensity (total
laser power divided by r0

2π ), a is the normalization constant,
and p is a positive parameter affecting the steepness of the
profile near r = r0. In our calculations we neglect longitudinal
changes of the beam profile compared to transverse ones so
that only the transverse direction of the trajectory matters.
Therefore, we drop the explicit dependence on z of all physical
quantities. From the reference frame of the moving atom, the
electric field varies and the rate of variation depends only
on v⊥. Assume that the transverse projection of the atomic
trajectory is given by

r⊥(t) = r0⊥ + v⊥t, (8)

where r0⊥ is the perpendicular component of the atom position
vector at t = 0. The temporal variation of the laser intensity
seen by the atom is given by

I (t) ≡ I (r⊥(t)) = I (r0⊥ + v⊥t), (9)

representing the spatial laser intensity variation along the
trajectory of the atom in the laboratory frame. Additionally,
due to the cylindrical symmetry of the beam profile, spatial
dependence becomes purely radial dependence. The observed
resonances in EIT experiments are a probabilistic average of
the contributions of many individual, mutually noninteracting
atoms. Rb atoms traverse the laser beam at different trajec-
tories with different velocities. Maxwell-Boltzmann velocity
distribution, diversity of atomic trajectories, and custom
cylindrically symmetric radial profile of the laser electric field
are treated similarly as in [15]. The trajectories having different
distances from the laser beam center are chosen so that the
beam cross section is uniformly covered (Fig. 4). The chosen
trajectories correspond to different angles φ defined as shown

FIG. 4. Schematic of atomic trajectories chosen to cover the entire
laser beam cross section (horizontal straight lines). Each trajectory
defines certain angle φ, e.g., φ1 and φ2. The contribution of each
segment, like the gray ring segment, is obtained by integrating the
density matrix over all trajectories containing points with radial
distances in the interval (r,r + 	r).

in the Fig. 4. For a representative set of atomic velocities
the atomic density matrix ρ(B; v; r⊥) along a given trajectory
is calculated assuming constant magnetic field B during the
atomic transit through the laser beam. To obtain the atomic
ensemble density matrix ρ(B; r) across the beam cross section
for a set of radial distances r , the calculated density matrices
are first averaged over the Maxwell-Boltzmann velocity
distribution. Furthermore, by integrating the density matrix
over all trajectories containing points with radial distances
in the interval (r,r + 	r) the contribution ρ(B; r) of a certain
segment of the laser beam cross section is obtained. In our case
	r = 0.5 mm corresponds to the diameter of the collecting
aperture. Owing to the cylindrical symmetries of the laser
beam profile and the atomic velocity distribution, the velocity-
averaged density matrix will also be cylindrically symmetric.
Thus, the angular integral appearing in the averaging over
velocity v(φ) = (φ,v⊥,v‖) can be replaced by an angular
integral over space

ρ(B; r) =
∫ 2π

0

dφ

2π

∫ ∞

0
dv⊥W⊥(v⊥)

∫ ∞

−∞
dv‖W‖(v‖)

×ρ(B; 0,v⊥,v‖; r cos φ,r sin φ), (10)

with the Maxwell-Boltzmann velocity distribution given by

W⊥(v⊥) = 2v⊥
u2

e−(v⊥/u)2
, W‖(v‖) = 1

u
√

π
e−(v‖/u)2

, (11)

where u = (2kBT /mRb)1/2 is the most probable velocity of Rb
atoms at temperature T.

The effects of the laser propagation along the cell and
induced atomic polarization of the Rb vapor are included
using the following approximations. We first compute the
Rb vapor ensemble density matrix ρ(B; r) and polarization
P assuming the constant value of the electric field E along
the z direction of laser propagation within the cell. The
polarization of Rb vapor is obtained from the ensemble density
matrix

P(B; r) = n(T ) Tr[ρ(B; r) er̂], (12)
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where the 87Rb concentration at temperature T is given by [22]

log10n(T ) = log10

(
0.2783 × 133.322

kBT

)
− 94.0483

− 0.0377169 T −1961.26/T +18.4902 log10(T ).

(13)

Due to trace operation including dipole operator er̂, the
polarization P depends only on the optical coherences between
the ground and the excited Zeeman sublevels. Using the
computed Rb polarization, we calculate the change of the
electric field due to propagation of the laser through the Rb
vapor. Assuming that the change of electric field along the
length L of the Rb cell is small enough, the exact relation

∂E(B; r,z)

∂z
= iω0

2ε0c
P(B; r,z) (14)

in the first approximation takes the form

E(B; r,z = L) = E(B; r,z = 0) + iω0

2ε0c
P(B; r)L, (15)

where ε0 is the vacuum dielectric constant and ω0 is the laser
frequency. The transmitted electric field of Eq. (15) is used in
the calculations of Hanle EIT resonances. The cell temperature
was set to 25 oC as in experiments.

IV. RESULTS AND DISCUSSION

Experimental and theoretical Hanle EIT resonances ob-
tained at different positions of the small aperture along
the beam diameter are presented in Figs. 5(a) and 5(b),
respectively. Hereafter r = 0 mm refers to the center of
the laser beam cross section. The beam diameter is 3 mm
and overall intensity is 4 mW/cm2. Results in Fig. 5 show
significant differences in shapes, widths, and amplitudes of
resonances obtained at different positions within the cross

FIG. 5. (Color online) Experimental (a) and theoretical (b) Hanle
EIT resonances obtained from the small segments of the � beam
cross section. Green, red, blue, and orange curves are for r = 0 mm,
0.75 mm, 1.0 mm and 1.5 mm, from bottom to top, respectively, where
r is the radial distance of the small aperture from the beam center.
The beam diameter is 3 mm and the total intensity is 4 mW/cm2.
The theoretical results were normalized to the experimental results at
r = 0 mm.

FIG. 6. (Color online) Calculated total population
∑

ρei ei
of all

Zeeman sublevels of the Fe = 1 excited level at different magnetic
fields as a function of position along the 3-mm beam diameter of the
�-shaped laser beam. The curves corresponding to the magnetic fields
0–100 μT from the legend appear from bottom to top, respectively,
at r = −1.25 mm. The beam intensity is 4 mW/cm2. The atomic
velocity is 180 m/s at temperature 300 K. The thin gray line represents
the cross section of the laser beam with an arbitrary intensity unit.
The atom enters the beam from the left.

section of the � profiled laser beam. The Hanle EIT resonances
originating from the central parts of the � beam cross section
exhibit two transmission minima next to the central maximum
of the EIT resonance. Further, resonances in the center of the
laser beam cross section are narrower than those originating
from the outer parts of the beam. These results are reversed
to the results obtained from different segments of a Gaussian
laser beam cross section. In the latter case two minima appear,
and the resonances are narrower, when the small aperture is
placed at the wings of the Gaussian beam cross section [16].

Neglecting small intensity variations of the �-shaped laser
beam (see Fig. 2) atoms interact with a constant electric field
of the laser in the presence of constant external magnetic field
during the passage through the laser beam. The evolution of
the atomic state under these conditions is different than in the
case of the Gaussian beam. In Fig. 6 we present a calculated
variation of the total population of the excited state Fe = 1
as a function of distance from the entrance in the laser beam
(leftmost), considering atoms with the most probable radial ve-
locity of 180 m/s at room temperature (300 K). When an atom
enters the laser beam at zero magnetic field (B = 0), it starts to
absorb photons and the population of the excited state, i.e., the
sum of the populations of all excited-state Zeeman sublevels,
increases (red thick line in Fig. 6). Shortly after entering the
laser beam, atoms are prepared into the dark state and do not
absorb photons afterward yielding maximal transmission. At
small magnetic fields the preparation of atoms into the dark
state is less efficient and there is certain probability for photon
absorption during the entire interaction of the atom and the
laser light. Thus, the excited-state population decreases less
rapidly than for B = 0 as atoms move through the laser beam
and transmission decreases. As Fig. 6 shows, the atomic total
excited-state population, for atoms near the laser beam center,
is largest for a magnetic field at about 30 μT (dark yellow thick
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line) when transmission reaches minimum. At larger magnetic
fields (e.g., 75 μT, orange thick line), pumping into the
uncoupled Fg = 1 hyperfine level becomes considerable and
transmission noticeably increases. The observed behavior of
the excited-state populations and resulting laser transmission
are due to the fact that the rates of pumping into the dark state
and into the uncoupled level depend oppositely on the external
magnetic field. Therefore, the appearance of two transmission
minima at about 30 μT is a joint effect of preparation of atoms
into the dark state and optical pumping into the uncoupled
ground hyperfine level.

Behavior of the excited-level population at different mag-
netic fields explains the origin of the two symmetrically placed,
with respect to the central transmission peak, transmission
minima present in the Hanle EIT resonances recorded near
the center of the laser beam. For a given laser intensity, atoms
have to spend a certain time in the laser beam before these
minima emerge in the Hanle EIT curves. It turns out that if the
laser beam has a 3-mm diameter, for most atoms this shape
of the EIT would only be observed in the laser beam center.
If one considers a laser beam with a diameter lager than 3
mm, under the same experimental conditions (the same cell
temperature, i.e., the most probable velocity, and the same
laser intensity), it is expected that optical pumping would
significantly affect EIT line shapes at the same distances of
∼1.5 mm from the edge of the beam. Consequently, with the
larger beam diameter, transmission minima should occur in the
wider area around the beam center. The curves in Fig. 7 present
experimental and theoretical Hanle EIT resonances obtained
at different positions of the small aperture along the 6-mm
diameter �-shaped laser beam. Overall intensity is similar as
before, 4 mW/cm2. Now, transmission minima are present in
Hanle EIT resonances obtained not only in the center of the
laser beam, but also up to a certain distance away from the
center. Moreover, the resonances obtained up to that distance

FIG. 7. (Color online) Experimental (a) and theoretical (b) Hanle
EIT resonances obtained from the small segments of the � laser beam
cross section at four distances from the beam center: 0, 1.0, 2.0, and
2.75 mm (from bottom to top, respectively). The beam diameter is 6
mm and the total laser intensity is 4 mW/cm2. The theoretical results
were normalized to the experimental results at r = 0 mm. Note that
the curves for r = 0 and r = 1.0 mm almost overlap.

FIG. 8. (Color online) Calculated total population
∑

ρei ei
of all

Zeeman sublevels of the Fe = 1 excited level at different magnetic
fields as a function of position along the 6-mm beam diameter of
�-shaped laser beam. The curves corresponding to the magnetic
fields 0–100 μT from the legend appear from bottom to top,
respectively, at r = −2.75 mm. The beam intensity is 4 mW/cm2

intensity. The atomic velocity is the most probable velocity at room
temperature (180 m/s). The thin gray line represents the laser beam
cross section profile.

are almost the same, as in the case of overlapping resonances
for r = 0 and r = 1 mm in Fig. 7.

The explanation for the appearance of transmission minima
in Hanle EIT line shapes in the case of a 6-mm-diameter laser
beam could be made tracing the behavior of the total excited-
state populations given in Fig. 8 and applying the same logic as
in Fig. 6, i.e., for the 3-mm beam diameter. It is apparent from
Figs. 6 and 8 that under the same experimental conditions,
the distance from the beam edge where the total excited-state
population at B = 75 μT (orange thick line) falls down to
zero is the same in both cases, approximately 1.5 mm. For the
3-mm beam diameter this point coincides with the location
of the beam center, while for the 6-mm-diameter beam this
location is, of course, away from the beam center. Therefore for
the 6-mm-diameter beam, transmission minima in Hanle EIT
resonances at around B = 30 μT will occur as long as EIT res-
onances are taken from the central region of 3 mm in diameter.

To further clarify the influence of optical pumping on
Hanle EIT line shapes we performed calculations by artificially
closing the transition Fg = 2 → Fe = 1, i.e., eliminating the
optical pumping. Calculated Hanle EIT resonances, for the
laser intensity of 4 mW/cm2, are shown in Fig. 9. Obtained
Hanle EIT line shapes are broader than for the open system be-
cause there is no population-loss-induced narrowing [23,24].
The absence of population loss also yields the same line shapes
regardless of the distance from the beam center. There is no
transmission minima in line shapes obtained at the central
regions of the beam cross section. In this case, a slight increase
of transmission at very large magnetic fields (∼200 μT) is
due to the broad single-photon Hanle background on which
the EIT resonances are superimposed. Next, we investigate
the influence of the overall laser intensity on line shapes
of the EIT obtained in different segments of the �-shaped laser
beam. The curves in Figs. 10(a) and 10(b) are experimental
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(a) (b)

FIG. 9. (Color online) Calculated Hanle EIT resonances obtained
from the small segments of the � laser beam cross section of
(a) 3 mm and (b) 6 mm diameter. It is assumed that the transition
Fg = 2 → Fe = 1 is closed. The resonances almost completely
overlap and can be barely distinguished only near B = 0 (see insets).
The curves corresponding to decreasing radial distances from the
legends appear from bottom to top, respectively. The laser intensity
is 4 mW/cm2. Note a different scale for the magnetic field than in
Figs. 5 and 7 and a broadening of resonances in the case of the closed
transition.

and theoretical Hanle EIT resonances obtained for the laser
intensity 0.5 mW/cm2 at different positions of the small
aperture along the beam diameter of 6 mm. At lower laser
intensity, transmission minima are missing (experiment) or
barely visible (theory) in the Hanle EIT profiles, because of
the weak optical pumping. Since there are diffraction effects
between the planes of the two apertures (see Fig. 1) the radial
position of the collecting aperture does not map exactly the
corresponding position in the atomic cell. This introduces
some averaging that may explain why the structures are
smoother in the experiments with respect to the calculations.
In Fig. 10(c) we show the total excited-state populations for
an atom traversing the beam with velocity 180 m/s as a
function of the radial distance from the beam center at different
magnetic fields. Even at a very high magnetic field (75 μT),
the population is not zero as it was at high laser intensities
(see Fig. 8) because optical pumping to the Fg = 1 level is not
as efficient. In this case the transmission of the vapor will not
increase at high magnetic fields and consequently there are no
transmission minima at Hanle EIT resonance profiles at any
position along the beam diameter.

As discussed above, EIT line shapes obtained in different
parts of the �-shaped laser beam cross section are determined
by evolution of the dark states and (particularly around the
beam center) by the optical pumping. On the other hand, the
change of atomic coherence in the magnetic field is found to
play a significant role in the line shapes obtained in parts of the
Gaussian laser beam cross section [16]. Results in Figs. 11(a)
and 11(b) confirm different mechanisms responsible for EIT
line shapes for two radial profiles of the laser beam. Here
we compare the calculated phase of the coherence, induced
between the mF = −1 and mF = 1 Zeeman sublevels of Fg =
2 hyperfine level for atoms passing through the Gaussian and

(c)

FIG. 10. (Color online) Experimental (a) and theoretical (b)
Hanle EIT resonances obtained from the small segments of the �

laser beam cross section at four distances r from the beam center.
The resonances are nearly identical except for the resonance obtained
close to rim of the beam (pointed to with the arrow). The beam
diameter is 6 mm and the total intensity is 0.5 mW/cm2. Note that
the magnetic field range is smaller than in Figs. 5 and 7. (c) Calculated
total population of all Zeeman sublevels of the Fe = 1 excited level
at different magnetic fields as a function of position along the 6-mm
beam diameter of �-shaped laser beam. The curves corresponding to
the magnetic fields 0–100 μT from the legend appear from bottom
to top, respectively, at r = −2.5 mm. The curves for B � 20 μT are
almost identical. The atomic velocity is the most probable velocity at
room temperature (180 m/s). The thin gray line represents the laser
beam cross section profile.

the � laser beam. The magnetic field during transit time of
an atom is assumed constant. The results are shown for those
magnetic fields at which transmission minima appear in Hanle
EIT resonances, i.e., 10 μT (30 μT) for the Gaussian (�) laser
beam. Both beams have the same average intensity. Since the
laser electric field tends to keep the phase of the coherence
constant while the magnetic field tends to change the phase,
when both magnetic and electric field are present, the phase
of atomic coherence depends on the magnitudes of these two
fields. The atom is coherently prepared and the phase is kept
fixed by the laser field in the central parts of the Gaussian
beam. In the wings of the Gaussian beam the phase value of
the same atomic coherence depends on the local laser intensity.
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(a)

(b)

FIG. 11. (Color online) (a) Change of the argument of atomic
coherence ρg−1,g1 during atom passage through the 3-mm-wide
Gaussian laser beam at constant magnetic field. The dashed lines
denote the positions along the beam radius where the Hanle EIT
resonances exhibit very pronounced transmission minima. The
transmission minima at the Hanle EIT resonances appear in the
wings of the Gaussian beam cross section when arg ρg−1,g1 , i.e., the
atomic phase is equal to π/2 [16]. (b) Change of the argument of
atomic coherence during atom passage through the 6-mm-wide �

laser beam at constant magnetic field. It is obvious that the phase is
constant during atom passage through the � laser beam, regardless of
the laser intensity. The magnetic field values of 10 μT and 30 μT for
the Gaussian and � laser beams, respectively, are chosen because the
transmission minima in the Hanle EIT resonances appear exactly at
those values in corresponding laser beam profiles. The beam profile
is presented by the gray line.

When the atomic phase reaches π/2, i.e., the atomic state
becomes bright, two transmission minima appear in Hanle
EIT resonances obtained in the wings of the Gaussian laser
beam [16]. In a constant and strong field of the �-shaped laser
beam, the phase of the coherence is constant across the beam
and therefore it is not the change of the phase that affects the
observed Hanle EIT line shapes.

Physical processes leading to line narrowing or broadening
of coherent resonances were extensively studied under dif-
ferent experimental conditions, laser beam geometries, and
cell dimensions [7–12,16,25–28]. Figures 12(a) and 12(b)
show experimental and theoretical results for the dependence

FIG. 12. (Color online) (a) Experimental and (b) theoretical
Hanle EIT linewidths at different positions of small aperture along
the 6-mm-diameter �-shaped laser beam. I is the laser intensity. The
dashed lines in (a) denote the Hanle EIT linewidths when the whole
laser beam is detected.

of linewidths of the Hanle EIT resonances on the radial
position r of the small aperture along the 6-mm diameter
of the �-shaped laser beam. The dashed lines in Fig. 12(a)
denote the Hanle EIT linewidths when the whole laser beam is
detected. Results are given for three different laser intensities.
It is obvious that there is Hanle EIT line narrowing from the
edge toward the beam center. This is population-loss-induced
transit time narrowing [23,24]. As seen in Fig. 12, it is more
pronounced at higher laser intensities, when most significant
Hanle EIT narrowing apparently occurs in the region close
to the beam edges, i.e., very soon after the atom enters the
beam.

Important information about atomic evolution during inter-
action with the constant intensity laser field can be obtained
by comparing the linewidths of the Hanle EIT resonances for
central and outer regions of the � laser beam cross section
and for the whole beam, at different laser intensities. Figure 13
shows Hanle EIT linewidths versus laser intensity for (a) 3 -
and (b) 6-mm beam diameters. For the 3-mm diameter � laser
beam, the linewidths are presented for resonances in the center
(r = 0), for the resonances obtained at the outer region of the
beam (r = 1.5 mm) and when the whole beam is detected.
The resonances measured in the center of the laser beam cross
section are noticeably narrower. For the 6-mm-diameter �

laser beam, besides resonances at the center (r = 0), at the
edge (r = 3 mm), and for the whole beam, the linewidths
of resonances obtained at r = 1.5 mm are also presented.
The results for r = 1.5 mm support the discussion related
to Fig. 8. It is shown that the most rapid changes of atomic
state, for atoms with the most probable radial velocity, occur
shortly after the atom enters the laser beam, i.e., after passing
a distance of about 1.5 mm from the beam edge. Figure 13(b)
shows that the resonances recorded close to the laser beam
edge (r = 3 mm) are significantly wider than those from the
inner parts of the beam (r = 1.5 mm and r = 0). In addition,
an expanded laser beam (6-mm diameter) causes narrower
resonances in the center of the beam cross section and also
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FIG. 13. (Color online) Dependence of Hanle EIT resonance
linewidths from the laser intensity for the central regions of the � laser
beam cross section, the circumference region, and the whole beam.
Results are shown for two laser beam diameters (a) 3 and (b) 6 mm.
The results for the r = 1.5 mm in case of the 6-mm-diameter beam
are presented for better comparison because this radius coincides with
the edge of the 3-mm-diameter beam.

for the whole beam, comparing to the smaller beam diameter
(3 mm).

The results from Fig. 13 show that as the diameter of the
�-shaped laser beam increases, the contribution of the Hanle
EIT from the rim of the beam cross section to the whole
beam resonance linewidth decreases. In other words, when
increasing the laser beam diameter the whole beam resonance
becomes more similar to those from the inner region of the
laser beam cross section.

V. SUMMARY

We have studied the evolution of atomic states in constant
magnetic and laser fields using �-shaped laser beam resonant
to the open Fg = 2 → Fe = 1 transition in 87Rb. This laser
radial profile allows such studies to be unaffected by intensity
variations of the laser electric field. Information about the
transient evolution of the atomic state during the interaction

with the laser beam was obtained by detailed analysis of
features in line shapes of the Hanle EIT resonances from
small segments of the laser beam cross section. Experimentally
and theoretically these resonances were obtained by sampling
the transmitted laser light at various positions of the small
aperture along the radius of a well-collimated laser beam,
after the entire beam had passed through the Rb cell. We
have shown that considerable absorption occurs immediately
after atoms enter the laser beam. At low magnetic fields
this leads to the efficient preparation into a dark state and
consequent evolution with low photon absorption throughout
the inner region of the beam cross section. At higher magnetic
fields, the initial absorption is followed by optical pumping
into an uncoupled ground hyperfine level which dominates
the behavior of the atomic state throughout the laser beam
cross section. The appearance of transmission minima, as
sidebands to the EIT resonance, in the inner regions of the
laser beam is due to strong dependence of optical pumping on
the magnetic field. Transmission minima were also observed
for Hanle EIT resonances obtained using the Gaussian laser
beam, but such EIT line shapes were only observed in the
wings of the beam [16]. Their presence was attributed to
the interference of the laser light in the beam wings and
coherently prepared atoms coming from the central part of the
beam. Thus, essentially different physical mechanisms, optical
pumping (incoherent) in � laser beams and Ramsey-like effect
(coherent) in Gaussian laser beams, yield seemingly similar
results, i.e., the appearance of the transmission minima in
Hanle EIT line shapes. In addition, the observed narrowing
of Hanle EIT resonances toward the center of the �-shaped
laser beam cross section is induced by population loss during
the atomic transit through the laser beam. It is apparent that
for the proper modeling of experiments and identification and
understanding of dominant processes affecting the dark-state
evolution within the laser beam, it is essential to take into
account a real beam profile.
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Dark Hanle resonance narrowing by blocking the central part of the 
Gaussian laser beam 
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Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia 

ABSTRACT 

We present Hanle electromagnetically induced transparency (EIT) resonances obtained from the outer parts of the 
Gaussian laser beam. The signal from the outer parts only was obtained by placing circular opaque masks of different 
diameters in the center of the laser beam just in front of the detector. The Hanle EIT resonances obtained in that way are 
narrower and for high laser intensities even more contrasted. Suggested explanation for the line narrowing is based on 
lower power broadening in the wings of the Gaussian laser beam as well as on the traversing of the coherently prepared 
atoms through the beam. The resonance contrast to linewidth ratio, when the central part of the beam is blocked, is 
higher or equal to the ratio obtained when the whole laser beam is detected, for all laser intensities used in the 
experiment. Due to high ratio of contrast and linewidth, resonances obtained in proposed way could be useful in 
frequency metrology and magnetometry. 

Keywords: Hanle EIT resonances, Gaussian laser beam, metrology 
 

1. INTRODUCTION 
Coherent effects in Doppler broadened alkali atom vapor have been intensively investigated over the past decade. 
Coherent population trapping (CPT) [1, 2], electromagnetically induced transparency (EIT) [3], and electromagnetically 
induced absorption (EIA) [4] have been observed and examined in pump-probe and in Hanle configuration [5, 6]. All 
these phenomena strongly depend on the intensity of the applied laser field. The dependence of CPT and EIT lineshapes 
on the laser intensity has been extensively studied [7-9]. 

Typical radial laser beam profile in experiments studying CPT and EIT is Gaussian. The influence of Gaussian laser 
beam profile on EIT lineshapes is studied in only few papers [10-12]. However, the focus was on the overall effect of the 
laser beam having Gaussian profile, not on the influence of particular laser beam segments. The intensities in the center 
and in the wings of such beam are very different. Nevertheless, the order of magnitude lower intensity in the wings can 
still contribute to the coherent effects [13]. The Hanle EIT line narrowing in the wings of the Gaussian laser beam was 
shown in [13] and explained by transit of coherently prepared atoms through the Gaussian laser beam and by the power 
broadening/narrowing.  

There are several papers showing the narrowing of EIT lines such as: separated, in space and/or time, laser beams tuned 
to Raman resonance of the atomic transitions [14], narrowing of EIT in buffer gas cells [15, 16] and cells with 
antireflection coatings [17]. The goal of this work is to show the proof of the principal for narrowing the Hanle EIT 
resonances in vacuum Rb cell and to present a simple change in relatively standard experimental setup for obtaining such 
narrow resonances. 

In this work we study EIT resonances originating from outer parts of the Gaussian laser beam, after the whole beam 
passes through the Rb vapor cell. Our investigation was performed on 87Rb atoms at D1 line in the Hanle configuration. 
In the experiment, the detection of the signal from the outer parts of the Gaussian beam was accomplished by placing 
circular opaque masks of different diameters in front of the large area photodetector. Apart from the line narrowing in the 
outer parts of the Gaussian laser beam the contrast of the Hanle EIT resonances could be enhanced depending on the 
laser intensity. The contrast to linewidth ratio of the resonances obtained in proposed way is equal or higher than in the 
case of the whole beam detection. Narrower and more contrasted resonances are important for applications of the CPT 
and EIT effects in atomic frequency standards [18] and magnetometry [19]. 

*krmpot@ipb.ac.rs; phone +381 11 3160 793; fax +381 11 3162 190; http://www.photonics.ipb.ac.rs/ 

16th International School on Quantum Electronics: Laser Physics and Applications, 
edited by Tanja Dreischuh, Dimitar Slavov, Proc. of SPIE Vol. 7747, 77470E · © 2011 

SPIE · CCC code: 0277-786X/11/$18 · doi: 10.1117/12.882831

Proc. of SPIE Vol. 7747  77470E-1



2. EXPERIMENT 
The experimental setup is shown in Fig. 1. External cavity diode laser is frequency locked to Fg=2 → Fe=1 transition in 
87Rb, where Fg and Fe correspond to angular momentum of the ground and excited state hyperfine levels, respectively.  
The energy level diagram, given in the insert in Fig. 1, shows magnetic sublevels either coupled by the laser light, or 
populated due to spontaneous emission. Linearly polarized laser light allows for multiple Λ schemes and formation of 
dark states among ground Zeeman sublevels of Fg=2 level. The locking is performed by Doppler-free dichroic atomic 
vapor laser lock (DDAVLL) method using auxiliary vacuum Rb cell. The variable neutral density filter is used for the 
laser power adjustments. The laser beam, introduced into the single mode fiber with the collimator, provides the 
Gaussian beam at the exit of the fiber. After passing through the Glen-Thomson polarizer the laser beam becomes 
linearly polarized. The laser beam is then expanded to 3 mm in diameter. The dependence of the laser intensity on the 
radial distance r from the beam center is Gaussian 

                 )/2exp()( 2
0

2
0 rrIrI −=                                                          (1) 

where I0 is the maximal intensity and r0 is 21/ e  beam radius. 

The Gaussian beam passes through 5 cm long vacuum Rb cell containing natural abundance of rubidium isotopes. The 
cell is placed in the solenoid used for scanning the axial magnetic field between ±300 μT. The cell and the solenoid are 
placed inside the triple layered μ-metal cylinder to eliminate Earth’s and stray magnetic fields. 

The opaque circular masks of different diameters are placed in front of the photodiode with large detection surface (area 
80 mm2). The sensitivity of the photodiode is 0.57 A/W at 780 nm and has variable transimpedance gain with nominal 
value of 1 MΩ (selectable between 1 kΩ and 10 MΩ). The aim of the mask is to allow only the outer part of the beam to 
reach the detector while the central part is blocked. The signal obtained from the photodiode while scanning the external 
magnetic field is recorded by the digital oscilloscope and transferred to the computer. 

 
Figure 1. Experimental setup. The circular mask placed in front of the detector blocks the central part of the beam 

allowing only the outer part of the beam to reach the photodiode. ECDL – External cavity diode laser, OI – Optical 
insulator, DDAVLL – Doppler-free dichroic atomic vapor laser lock, PPP – Planparallel plate, VNDF – Variable 
neutral density filter, SMF – Single mode fiber, FC – Fiber collimator, P – Polarizer, BE – Beam expander, PD – 
Photodiode. Insert: Energy-level diagram for magnetic sublevels of the Fg=2 → Fe=1 transition where solid lines 
represent linearly polarized laser light coupling Zeeman sublevels and dotted lines correspond to the de-excitation 
from excited levels. 
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3. RESULTS AND DISCUSSIONS 
We studied Hanle EIT resonances after blocking the central part of the Gaussian beam in front of the detector. Figure 2  
presents the Hanle EIT curves obtained when the mask of 2.25 mm in diameter blocks the central part of the Gaussian 
beam (red curve). The resonance obtained without the mask is shown by the green curve. The laser intensity in both 
cases was 3 mW/cm2. It is obvious that the line obtained using the mask is narrower and has greater amplitude i.e. 
contrast.  

The explanation for this narrowing could be given by observing the development of the atomic ground state Zeeman 
coherence during passage of atoms through Gaussian laser beam. The lifetime of atomic coherence is longer than the 
atom transit time through the laser beam. Thus, the light in the wings of the Gaussian laser beam can also “probe” the 
induced atomic coherence and polarization of the atom coming from central parts of the laser beam. Such “probing” 
leads to the line narrowing in the wings of the beam due to atomic interference with the beam i.e. a kind of Ramsey-like 
effect [13]. Also, due to lower intensity in the wings of the Gaussian laser beam the power broadening is significantly 
reduced [13, 20]. It is therefore a reasonable assumption that outer parts of the Gaussian laser beam, after passing 
through the alkali vapor cell, should yield narrower EIT resonances. 

 

 
Figure 2. The experimental Hanle EIT resonances obtained when the whole beam is detected (green curve) and when 

the central part of the beam is blocked by using opaque circular mask of 2.25 mm in diameter placed in front of the 
detector. The laser intensity is 3 mW/cm2. 

 

In Fig. 3 (a) and (b) the dependence of the Hanle EIT linewidth and contrast on the beam intensity, with and without the 
mask, is shown. It is obvious that if one blocks the central part of the Gaussian laser beam, the Hanle EIT resonances 
will be significantly narrower for the whole laser intensities range in the experiment. Apparently, this masking effect is 
more prominent at higher laser intensities. At higher laser intensities masking also provides the resonances with higher 
contrast. One can notice that in the range of extremely low laser intensities the resonances obtained with mask are 
narrower but they have lower contrast in comparison with those obtained with whole beam. For many applications it is 
important to have narrow lines but they also should have high enough contrast in order to be useful. To resolve situation 
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what is get what is lost, the contrast to linewidth ratio vs. laser intensity is shown in figure 3 (c). It is obvious that only 
at extremely low laser intensities the ratio contrast/linewidth is comparable for the two cases, detection of whole beam 
and when the central part is blocked. For all other intensities detection of outer part of the beam will give resonances 
with much higher contrast to linewidth ratio. It is clear that using this very simple method of detection, in the worst case 
one can get the same contrast to linewidth ratio in comparison to whole beam detection. Otherwise this method will 
provide us narrower and more pronounced lines. 

 

(a)                                                            (b)                                                                 (c)                                                        

       
Figure 3. (a) Linewidth, (b) contrast, and (c) contrast to linewidth ratio of experimental Hanle EIT resonances versus 

laser intensity when the whole beam is detected (green curve) and when the central part of the beam is blocked 
(red curve). Circular mask diameter is 2.25 mm and the laser intensity is 3 mW/cm2. 

 

In the figure 4 the shapes of the Hanle EIT resonances for three different mask diameters are shown. Laser intensity was 
3 mW/cm2. It could be noticed that larger mask diameter gives narrower resonances. Quantitative confirmation for 
previous statement is given in figure 5 (a) where linewidths of Hanle EIT resonances vs. mask diameter are shown for 
three different laser intensities (0.5 mW/cm2 , 2 mW/cm2, and 15 mW/cm2). Regardless of laser intensity the linewidths 
drops with mask diameter increment. This result is expected because it is already shown that outer parts of the Gaussian 
laser beam provide narrower resonances [13]. However, the effect of linewitdh decreasing while increasing the mask 
diameter is not so pronounced compared to the measurements when only small parts of the Gaussian laser beam are 
detected as in [13]. Namely, blocking the central part of the Gaussian laser beam, that gives the widest resonances, 
yields integral detection of the rest of the beam. Increasing the mask diameter for a certain value, one will additionally 
block only a small ring that will not significantly decrease the linewidth as in case when only small part of the Gaussian 
laser beam is detected. As a consequence of nonlinear linewidth dependence on position along the beam diameter [13] 
the linewidth drop in figure 5 (a) is more pronounced at higher laser intensities.  

In figure 5 (b) the contrast to linewidth ratio vs. mask diameter for three different laser intensities is shown. For the low 
intensities (0.5 mW/cm2 and 2 mW/cm2) these ratios overlaps thus it is hard to say what mask diameter is optimal. At 
higher laser intensities (15 mW/cm2) the situation is clear: using the mask with larger diameter for blocking the central 
part of the Gaussian beam will give better contrast to linewidth ratio. 
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Figure 4. The experimental Hanle EIT resonances obtained by blocking the central part of the Gaussian laser beam with 

opaque circular masks of different diameters. The red, the violet, and the green curves correspond to masks 
diameters dm of 2.00 mm, 2.25 mm and 2.50 mm, respectively. The laser intensity is 3 mW/cm2. 

 

                                            (a)                                                                           (b) 

    
Figure 5. (a) Linewidth and (b) contrast to linewidth ratio of experimental Hanle EIT resonances versus the diameter of 

the mask used for blocking the central part of the Gaussian laser beam. The blue, the red, and the green curves are 
for the laser intensities I = 15 mW/cm2, 2 mW/cm2, and 0.5 mW/cm2, respectively. 
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4. CONCLUSION 
In this work we have presented results of the Hanle EIT resonances obtained from the outer parts of the Gaussian laser 
beam, after the entire laser beam passes through the Rb vacuum cell. The outer parts of the laser beam were detected by 
placing circular opaque masks of different diameters into the center of the beam. The linewidths and contrasts of the 
Hanle EIT lines obtained in proposed way depend on the mask diameter used for blocking the central part of the laser 
beam. The contrast to linewidth ratio is the same or even better for resonances obtained in the proposed way then for 
those obtained in common way i.e detecting the whole laser beam. The explanation for Hanle EIT lines narrowing is 
based on the interference between the atomic coherence carried by the coherently prepared atoms and the light in the 
wings of the Gaussian laser beam. This result could be of interest in applications of EIT where narrow resonances with 
higher contrast are of main interest e.g. atomic frequency standard and magnetometers. 
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Influence of laser beam profile on electromagnetically induced absorption
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We compared, experimentally and theoretically, Hanle electromagnetically induced absorption (EIA) obtained
using Gaussian and �-shaped laser beams 3 mm in diameter. The study was done by measuring the transmission
of a laser locked to the Fg = 2 → Fe = 3 transition at the D2 line of 87Rb in a vacuum cell. EIA linewidths
obtained for the two laser profiles were significantly different in the range of laser intensities 1–4 mW/cm2. EIA
with the �-shaped laser beam has a broad intensity maximum and linewidths larger than those obtained with the
Gaussian beam profile. We also studied Hanle EIA by measuring the transmission of selected segments of the
entire laser beam by placing a small movable aperture in front of the detector. Waveforms so obtained in Hanle
EIA resonances were strongly influenced both by the radial distance of the transmitted segment from the beam
center and by the radial profile of the laser beam. We show that outer regions of Gaussian beam, and central
regions of the �-shaped beam generate the narrowest lines. The different behaviors of EIA owing to different
beam profiles revealed by both theory and experiment indicate the importance of the radial profile of the laser
beam for proper modeling of coherent effects in alkali metal vapors.

DOI: 10.1103/PhysRevA.82.063802 PACS number(s): 42.50.Gy, 42.50.Nn, 42.62.Fi, 42.65.−k

I. INTRODUCTION

Coherent phenomena in Doppler broadened alkali metal
atom vapors have been thoroughly examined over the past
decade. Coherent population trapping (CPT) [1,2], electro-
magnetically induced transparency (EIT) [3], and electromag-
netically induced absorption (EIA) [4,5] have been observed
and analyzed in either a pump-probe or a Hanle configuration
[6,7]. EIA is observed in so-called V atomic schemes, such that
Fg → Fe = Fg + 1, and Fg > 0, where Fg,e are total angular
momenta of the ground and excited states, respectively [8].
This phenomenon is a consequence of the transfer of coherence
and the transfer of population due to spontaneous emission
between the excited and the ground degenerate states [9,10].
Due to coherences developed between Zeeman sublevels, EIA
could have an important role in sub-Doppler and subrecoil
laser cooling mechanisms [11].

All phenomena mentioned strongly depend on the intensity
of the applied laser field. Laser intensity dependence of CPT
and EIT lineshapes has been studied extensively. It is shown
that EIT linewidths have a linear dependence on the laser
electric field at lower intensities and a linear dependence
on laser intensity at higher intensities [12–14]. The EIA
linewidth, in contrast, seems to have a maximum near the
saturation limit [15].

The term “laser intensity” is ordinarily used in the sense of
an average beam intensity (laser power divided by beam area),
regardless of the laser beam profile used in the study. Since
coherent phenomena are generally nonlinear, they depend
strongly not only on the total beam intensity but also on
the radial intensity distribution of the used laser. The typical
laser beam profile used in experiments is Gaussian. Theoretical
descriptions commonly assume a �-shaped beam profile. The
influence of different laser beam profiles has been studied only
for EIT lineshapes in a few papers [16–18].

The goal of the present paper is to give a comparative study
of the Hanle EIA resonances obtained with two radial laser

*krmpot@ipb.ac.rs

beam profiles, Gaussian and �-shaped. Our investigation was
performed on 87Rb vapor in a vacuum cell at the D2 line in
the Hanle configuration. This simple configuration requires
only a single laser and a scanning external magnetic field,
oriented parallel to the laser propagation direction. We studied
EIA obtained from two beam profiles by detecting the entire
3-mm-diameter laser beam and, also, by detecting light coming
from small cylindrical volumes selected by the movable
0.5-mm aperture in front of the detector. For low intensities
of light passing through the aperture, the selected cylindrical
volume, which we denote as quasiprobe region, plays the role
of a typical probe beam. The rest of the laser beam is considered
to be the pump supplying coherently prepared atoms to the
quasiprobe region. Thus, we call the Hanle configuration
with the movable aperture the quasiprobe Hanle configuration.
Studies of EIA from selected parts of the laser beam were done
by moving the aperture along the laser beam radius. Similar
measurements for EIT have recently demonstrated the essen-
tial influence of different parts of the Gaussian laser beam on
the overall EIT resonances, that is, on the EIT from the whole
laser beam [19,20]. Our theoretical model gives the Hanle res-
onance lineshapes in accordance with measurements. Calcula-
tions are based on the optical Bloch equations for transient evo-
lution of the atomic state during interaction with laser light of a
profiled intensity. The effects of light propagation through po-
larized atomic vapor are included in the theoretical description.

II. EXPERIMENT

The experimental setup is shown in Fig. 1(a). The external-
cavity diode laser is frequency locked to the Fg = 2 → Fe = 3
transition at the D2 line in 87Rb, where Fg and Fe represent the
angular momenta of the ground- and excited-state hyperfine
levels, respectively. Laser locking is performed in an auxiliary
vacuum Rb cell using the Doppler-free dichroic atomic vapor
laser lock (DDAVLL) method [21]. The variable neutral
density filter is used for laser power adjustments. Single-mode
fiber was used to provide the Gaussian laser beam. After
passing through the Glan-Thompson polarizer, the laser beam
becomes linearly polarized.

1050-2947/2010/82(6)/063802(8) 063802-1 ©2010 The American Physical Society
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FIG. 1. (Color online) (a) Experimental setup: ECDL, external cavity diode laser; OI, optical isolator; DDAVLL, Doppler-free dichroic
atomic vapor laser lock; VNDF, variable neutral density filter; SMF, single-mode fiber; FC, fiber collimator; P, polarizer; BE, beam expander;
PD, photodiode. Moving the aperture on the translation stage allows only a selected part of the laser beam to reach the detector, while the rest
of the laser beam is blocked. �-shaped beam profiles were recorded by a beam profiler placed at 3 cm (b) and 30 cm (c) from the 3-mm circular
aperture. (b) The dashed (red) curve is the profile of a Gaussian laser beam of the same power and diameter as the �-shaped beam.

For experiments with the Gaussian profile, the laser beam
is expanded to 3 mm in diameter. Laser beam diameters are
determined from the 1/e2 value. The �-shaped laser beam
profile was obtained after expanding the Gaussian laser beam
to 20 mm in diameter and then extracting its central part via
the circular aperture placed on the entrance window of the cell.
Diffraction affects the beam shape in the Rb cell and one has to
settle for an approximation of the � shape of the laser beam.
After experimenting with different diameters of the expanded
Gaussian laser beam, sizes of apertures, and thicknesses of
the foil used for the apertures, we obtained the �-shaped laser
beam whose radial intensity profiles are given in Figs. 1(b) and
1(c). The beam profiles measured by the beam profiler are 3
and 30 cm away from the 3-mm aperture on 0.1-mm tick foil.

The first profile is at a distance equal to the distance between
the aperture and the mid section of the Rb cell. This profile
is referred to as �-shaped throughout the paper. We used the
beam profile at 30 cm from the aperture to show relatively small
changes in the profile with distance and to justify use of the
�-shaped profile in the theoretical model. Together with the
�-shaped laser beam profile, the profile of the Gaussian laser
beam is also given in Fig. 1(b). The two beams whose profiles
are shown there have the same power and the same diameter.

The laser beam passes through the 6-cm-long vacuum Rb
cell containing a natural abundance of rubidium isotopes. The
cell is placed in the solenoid used for scanning the axial
magnetic field between −50 and +50 µT. The cell and the
solenoid are placed inside triple-layered µ-metal cylinders
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FIG. 2. (Color online) Energy level diagram for D2 line
transitions considered in the theoretical model. Solid lines represent
transitions induced by the laser, while dotted lines correspond
to possible spontaneous emission channels from excited levels.
Frequency differences between adjacent hyperfine levels are shown.

to eliminate Earth’s and stray magnetic fields. In the part of
the experiment studying the effects of the laser beam profile
on the intensity dependence of whole-laser-beam EIA, the
entire transmitted laser beam was detected while scanning the
external magnetic field.

To measure Hanle EIA from only small parts of the laser
beam, a movable aperture 0.5 mm in diameter is placed in front
of the large detection surface photodiode (area, 80 mm2). By
moving the aperture with the fine translation stage we allow
only light from a small segment of transmitted laser beam to
reach the photodiode. The signal obtained from this photodi-
ode while scanning the external magnetic field is recorded by
the digital oscilloscope and transferred to the computer.

III. THEORETICAL MODEL

Hanle EIA resonances were calculated for the D2 line
transition Fg = 2 → Fe = 3 of 87Rb coupled to a linearly
polarized laser in a Rb vacuum cell. The energy level diagram
given in Fig. 2 shows hyperfine levels either coupled to the
laser light or populated due to spontaneous emission. The
quantization z axis is chosen to be parallel to the external
magnetic field. The complete magnetic sublevel structure is
taken into account in calculations. The model is based on
time-dependent optical Bloch equations for the density matrix
of a moving atom,

dρ

dt
= − i

h̄
[Hatom(B) + Hint(t),ρ] +

(
dρ

dt

)
SE

, (1)

where

Hatom(B) =
∑

j

h̄ωj (B)|gj 〉〈gj | +
∑

k

h̄ωk(B)|ek〉〈ek| (2)

is the atomic Hamiltonian corresponding to the ground
(excited) states |gj 〉 (|ek〉) with Zeeman-shifted energies
h̄ωj (B) [h̄ωk(B)] in the external magnetic field B. Laser-atom

interaction is given by

Hint(t) = −
∑
j,k

E(t) · djk(|gj 〉〈ek| + |ek〉〈gj |), (3)

where E(t) is the time-dependent laser electrical field and djk is
the atomic electric dipole moment for the transition between
state |gj 〉 and state |ek〉. Spontaneous emission is included
through the Lindblad-form term,(

dρ

dt

)
SE

=
∑
m

2�mρ�†
m − �†

m�mρ − �m�†
mρ, (4)

where �m are operators corresponding to dipole transitions
from the excited- to the ground-state manifold. Although the
laser is frequency locked to the Fg = 2 → Fe = 3 transition,
owing to the Doppler broadening, the excited hyperfine levels
Fe = 2 and Fe = 1 are also laser coupled and taken into
consideration. Equations for density matrix elements related
to the Fg = 1 ground level are excluded since that level is not
coupled by the laser. For additional details about the resulting
equations please refer to [18]. It is assumed that after colliding
with cell walls, atoms reset into the internal state with equally
populated ground magnetic sublevels. Between collisions with
cell walls, rubidium atoms interact only with an axially
oriented homogeneous magnetic field and spatially dependent
laser electric field. Collisions among Rb atoms are negligible
due to low Rb vapor pressure at room temperature so that an
atom moves through the laser beam at a constant velocity v =
v‖ + v⊥, where v‖ and v⊥ are velocity components parallel and
perpendicular to the laser propagation direction, respectively.
The former affects the longitudinal direction of the atomic
trajectory and Doppler shift of the laser frequency seen by
a moving atom, while the latter determines the transverse
direction of the trajectory and the interaction time.

The dependence of the laser intensity on the radial distance
r for the Gaussian profile is

I (r) = 2Ī exp
(−2r2/r2

0

)
, (5)

where r0 is 1/e2 beam radius and Ī is the beam intensity (total
laser power divided by r2

0 π ). A �-shaped profile of the same
intensity and radius was modeled using the equation

I (r) = Ī a {1 + erf[p(r0 − r)]}2 , (6)

where a is the normalization constant and p is a positive
parameter affecting the steepness of the profile near r = r0. In
our calculations we neglect longitudinal changes in the beam
profile compared to transverse ones, so that only the transverse
direction of the trajectory matters. Therefore, we drop the
explicit dependence on z of all physical quantities. From the
reference frame of the moving atom, the electric field varies
and the rate of variation depends only on v⊥. Assume that
the transverse projection of the atomic trajectory is given by
r⊥(t) = r0⊥ + v⊥t , where r0⊥ is the perpendicular component
of the atom position vector at t = 0. The temporal variation of
the laser intensity seen by the atom is given by

I (t) ≡ I (r⊥(t)) = I (r0⊥ + v⊥t), (7)

representing the spatial laser intensity variation along the
trajectory of the atom in the laboratory frame. Additionally,
due to the cylindrical symmetry of the beam profile, spatial
dependence becomes purely radial dependence.
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FIG. 3. (Color online) Experimental (a) and theoretical (b) Hanle EIA resonances for the Gaussian [dashed (red) curves] and �-shaped
[solid (blue) curves] beam profiles. Laser intensity is 2 mW/cm2.

The observed resonances in EIA experiments are the prob-
abilistic average of contributions due to many individual, mu-
tually noninteracting atoms. Rb atoms traverse the laser beam
at different paths with different velocities. The Maxwellian
velocity distribution, diversity of atomic trajectories, and cus-
tom cylindrically symmetric radial profile of the laser electric
field are treated similarly as in [18]. Trajectories at different
distances from the laser beam center are chosen so that the
beam cross section is uniformly covered. For a representative
set of atomic velocities the atomic density matrix ρ(B; v; r⊥)
along a given trajectory is calculated assuming a constant
magnetic field B during the atomic transit through the laser
beam. To obtain the atomic ensemble density matrix ρ(B; r)
across the beam cross section for a set of radial distances r ,
the calculated density matrices are averaged over the Maxwell-
Boltzmann velocity distribution and integrated over trajecto-
ries containing points at a given radial distance r . Owing to the
cylindrical symmetry of the laser beam profile and the atomic
velocity distribution, the velocity-averaged density matrix will
also be cylindrically symmetric. Thus, the angular integral
appearing in the averaging over velocity v(θ ) = (θ,v⊥,v‖) can
be replaced with an angular integral over space

ρ(B; r) =
∫ 2π

0

dθ

2π

∫ ∞

0
dv⊥W⊥(v⊥)

×
∫ ∞

−∞
dv‖W‖(v‖)ρ(B; 0,v⊥,v‖; r cos θ,r sin θ ),

(8)

with the Maxwell-Boltzmann velocity distribution given by

W⊥(v⊥) = 2v⊥
u2

e−(v⊥/u)2
, (9a)

W‖(v‖) = 1

u
√

π
e−(v‖/u)2

, (9b)

where u = (2kBT /mRb)1/2 is the most probable velocity.
The effects of the laser propagation along the cell and

induced atomic polarization of the Rb vapor are included using
the following approximations. We first compute the Rb vapor
ensemble density matrix ρ(B; r) and polarization P assuming
a constant value of the electric field E along the z direction of
laser propagation within the cell. The polarization of Rb vapor
is obtained from the ensemble density matrix,

P(B; r) = n(T )Tr[ρ(B; r)er̂], (10)

where the 87Rb concentration at temperature T is given by [22]

n(T ) = 0.2783 × 133.322

kBT

×10−94.0483−0.037 7169T −1961.26/T +18.4902 log10(T ). (11)

Due to trace operations including dipole operator er̂, the
polarization P depends only on the optical coherences between
the ground and the excited Zeeman sublevels. Using the
computed Rb polarization, we calculate the change of the
electric field due to propagation of the laser through the Rb

FIG. 4. (Color online) Experimental (a) amplitudes and (b) linewidths for Gaussian [(red) triangles] and �-shaped [(blue) squares] beam
profiles as a function of the laser intensity.
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FIG. 5. (Color online) Theoretical (a) amplitudes and (b) linewidths for Gaussian [(red) triangles] and �-shaped [(blue) squares] beam
profiles as a function of the laser intensity.

vapor. Assuming that the change of electric field along the
length L of the Rb cell is small enough, the exact relation

∂E(B; r,z)

∂z
= iω0

2ε0c
P(B; r,z) (12)

in the first approximation takes the form

E(B; r,z = L) = E(B; r,z = 0) + iω0

2ε0c
P(B; r)L, (13)

where ε0 is the vacuum dielectric constant and ω0 is the laser
frequency. The transmitted electric field of Eq. (13) is used in
the calculations of Hanle EIA resonances. The cell temperature
was set to 25◦C as in experiments.

IV. RESULTS AND DISCUSSION

Figure 3 shows a comparison of Hanle EIA resonances
for Gaussian and �-shaped profiles, at a laser intensity of
2 mW/cm2. The quoted laser intensity corresponds to the
intensity of the whole laser beam, that is, the measured
laser power at the entrance of the cell divided by the beam
area. Figure 3(a) corresponds to experiment and Fig. 3(b)
shows theoretical results. Key features of any resonance are
amplitude and linewidth. It can be seen that for an intensity of
2 mW/cm2, the �-shaped beam profile yields resonances with

a greater linewidth. Figure 4 presents experimental, and Fig. 5
theoretical, results for the amplitudes and linewidths of EIA
resonances as a function of the laser intensity, for both laser
profiles. EIA amplitudes are normalized to transmitted laser
intensity. In each figure we give results obtained using two
radial laser beam profiles. It is shown that amplitude intensity
dependencies for both profiles initially rise quite rapidly, until
they reach a maximum at approximately 0.5 mW/cm2. Further
decrease with the laser intensity is a consequence of saturation.

Resonance linewidths obtained from the two beam profiles
have different dependences on the laser intensity. For both
beam profiles there is a very rapid increase at low intensities.
However, the �-shaped profile gives a pronounced maximum
at about 2 mW/cm2, while the Gaussian profile provides an
almost-flat linewidth dependence at these and higher intensi-
ties. EIA intensity narrowing at high laser intensities, assuming
a �-shaped beam, was noted earlier, in [15]. Differences in
linewidths are most notable for moderate intensities and are
due to different transient dynamics of atoms passing through
the laser beam. During atomic transit through the laser beam
the atomic state changes due to competitive effects of the
laser excitation and the external magnetic field. The laser
continuously forces the atom to be “aligned” with the electric
field, in which case the state of the atom relates to the appear-
ance of EIA. The external magnetic field causes oscillations

FIG. 6. (Color online) Experimental results for (a) amplitude and (b) linewidth of EIA obtained from laser beam sections at different radial
distances from the laser beam center for Gaussian [(red) triangles] and �-shaped [(blue) squares] beam profiles. Points correspond to different
radial distances of the 0.5-mm aperture selecting the sections. Laser intensity is 0.2 mW/cm2.

063802-5
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FIG. 7. (Color online) Experimental results for (a) amplitude and (b) linewidth EIA dependence on the radial position of the 0.5-mm
aperture for Gaussian [(red) triangles] and �-shaped [(blue) squares] beam profiles. Laser intensity is 1 mW/cm2.

of the atomic state at the corresponding Larmor frequency.
At low laser intensities, the influence of the magnetic field
is more significant, so that the atomic state “aligned” with
the electric field is degraded more easily. For the Gaussian
laser beam, the atoms experience an omnichanging laser field,
while the �-shaped beam provides an almost-constant electric
field. This difference reflects directly on the robustness of the
“aligned” atomic state with respect to the external magnetic
field because the spatial change in the laser field decreases
the robustness by inducing an extra variation of the atomic
state. Under a zero external magnetic field atoms reach an
“aligned” state, and absorption reaches a maximum. A nonzero
magnetic field degrades that state, reducing the absorption. If
the “aligned”state is more robust, the absorption decreases less
for the same magnetic field. Therefore, greater robustness of
the EIA with respect to the external magnetic field requires
a larger magnetic field to halve the peak absorption and
hence yields larger EIA linewidths for the �-shaped beam,
compared to the Gaussian beam. When the laser intensity
is high enough, differences in laser beam profile become
less important, yielding very similar linewidths for both
profiles.

We also studicd Hanle EIA obtained by detecting transmit-
ted light from only a part of the laser beam, as a function of
the magnetic field. This was done, as explained in Sec. I, by
placing a 0.5-mm aperture between the Rb cell and the detector.

We then effectively measure EIA from the cylindrical volume
of the medium, which is surrounded by the same medium,
illuminated by the same laser. We can regard this as a quasi
probe-pump configuration, where the probe is surrounded
by a copropagating pump. In such quasiprobe Hanle EIA,
resonances are either because of EIA atoms coming into the
probe from the surrounding pump area or because of EIA
induced by the probe. Relative contributions of the probed and
induced part of the observed EIA depend on the overall laser
intensity, shape of the beam (Gaussian or �-shaped), and radial
distance of the quasiprobe with respect to the laser beam center.

Figures 6 and 7 present measurement results for amplitudes
[Figs. 6(a) and 7(a)] and linewidths [Figs. 6(b) and 7(b)]
of Hanle quasiprobe EIA resonances as a function of radial
positions of the selected beam segment, at a laser intensity
of 0.2 and 1 mW/cm2, respectively. Figures 8 and 9 are
corresponding theoretical results. While quasiprobe linewidths
for the �-shaped profile are largest at the outer parts of the
laser beam, linewidths for the Gaussian laser beam are larger
near the laser beam center. This can be attributed to the fact that
in the region near the beam boundary, the �-shaped profile has
a higher intensity than the Gaussian. The intensity inside the
Gaussian beam increases constantly toward the beam center,
causing EIA resonance broadening, so the situation reverses
around the radial distance where the Gaussian beam becomes
more intense (note that it is two times more intense at the

FIG. 8. (Color online) Theoretical results for (a) amplitude and (b) linewidth as a function of the radial position of the 0.5-mm aperture
for Gaussian [(red) triangles] and �-shaped [(blue) squares] beam profiles. Laser intensity is 0.2 mW/cm2.

063802-6



INFLUENCE OF LASER BEAM PROFILE ON . . . PHYSICAL REVIEW A 82, 063802 (2010)

FIG. 9. (Color online) Theoretical results for (a) amplitude and (b) linewidth dependence on the radial position of the 0.5-mm aperture
determining the beam segment for Gaussian [(red) triangles] and �-shaped [(blue) squares] beam profiles. Laser intensity is 1 mW/cm2.

center than the �-shaped beam). Note that EIA resonances are
particularly narrow in the wings of the Gaussian beam, where a
very low intensity quasiprobe really probes the “aligned” EIA
state of the atoms coming into the quasiprobe from the rest of
the beam. At places closer to the beam center, the quasiprobe
simultaneously probes and induces EIA, and eventually the
induced effect dominates over probing. This leads to increased
linewidths as the quasiprobe moves toward the beam center.
In a �-shaped beam, the passing atoms sense a very rapid
increase in laser intensity only at the beam edge and a constant
intensity inside the beam. A large variation in laser intensity
causes broadening of linewidths and a resultant maximum of
linewidths near the beam edge. As atoms move toward the
beam center, the constant laser intensity experienced by the
atoms and the longer average time of flight inside the �-shaped
beam cause the gradual narrowing of EIA resonances as the
atoms move toward the beam center. In other words, the
decrease in linewidths upon approaching the beam center for
a �-shaped beam is a typical time-of-flight narrowing.

Radial behavior of EIA amplitudes is notably different
for two laser beam shapes at higher laser intensities, as
shown in Figs. 7 and 9 for 1 mW/cm2. Amplitudes for the
�-shaped profile do not show large variations along the beam
in comparison with the Gaussian profile, where the initial rise
in amplitudes turns into a significant and constant decrease.
A strong laser intensity near the center of the Gaussian beam,
above ∼1 mW/cm2, leads to a lower amplitude in comparison
to amplitudes farther from the beam center. Similar behavior,
a decrease upon approaching the center, becomes present also
in �-shaped beams of a laser intensity higher than 1 mW/cm2.
This is attributed to the fact that at high intensities, the laser
field dominates over the influence of the magnetic field, so that
the effect of the beam profile on the EIA amplitudes becomes
less pronounced.

EIA amplitudes and linewidths depend on ambient con-
ditions, stray magnetic field, and room temperature. Effects
of stray magnetic field are negligible due to shielding by
the triple-layered µ-metal cylinder. The variation of room
temperature from one set of measurements to the other was
within ±1◦C. These temperature variations have a negligible
influence on linewidths but may result in changes in EIA am-
plitudes. Ambient temperature variation shifts the amplitude

radial dependencies, presented in Figs. 6(a) and 7(a), by 10%,
preserving their shape.

V. SUMMARY

We studied Hanle EIA resonances at the D2 line transition
Fg = 2 → Fe = 3 in 87Rb using Gaussian and �-shaped laser
beams with of the same 3-mm radius. We demonstrated that the
atom experiences completely different interactions depending
on whether traverses one or the other profiled beam. This is
shown by the Hanle EIA obtained from transmission of only
one cylindrical segment of the entire laser beam. In this way
we effectively measured quasiprobe EIA, surrounded by the
“pump” beam, that is, by the rest of the laser beam. Since
at very low laser intensities, the quasiprobe probes EIA in
atoms moving toward the selected region, EIA resonances are
narrower in outer regions of the Gaussian beam. At higher
laser intensities the quasiprobe can also generate EIA in
atoms. Thus, near the center of the Gaussian beam, EIA
is widest due to higher power broadening. For a �-shaped
laser beam, the quasiprobe gives the narrowest EIA at the
beam center, due to transit-time narrowing of the coherent
resonance. EIA amplitudes, in the range of applied laser
intensities, are lowest (highest) near the laser beam center
for the Gaussian (�-shaped) profile. Thus, outer regions of
the Gaussian beam and central regions of the �-shaped beam
are the most valuable regions in the sense that they contribute
the narrowest linewidths and highest amplitudes to the overall
EIA. The opposite variation of quasiprobe EIA linewidths
with the distance from the laser beam center for the two
beam profiles makes the linewidths of whole-beam EIA less
dependent on the laser beam profile. Only in the range of
laser intensities 1–4 mW/cm2 does the overall EIA with the
�-shaped laser beam have a maximum which exceeds the
values obtained with the Gaussian beam that gives a flat
intensity dependence.

This work has shown that it is important to take into
account the real laser beam profile for proper modeling and
analysis of coherent effects in alkali metal vapors. Differences
in EIA linewidths obtained using two laser radial beam
profiles imply that a theory with assumed �-shaped radial
dependence (common assumption in majority of models)
will not produce good agreement with experiments done
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S. M. ĆUK et al. PHYSICAL REVIEW A 82, 063802 (2010)

usually using a Gaussian or similar beam shape. One practical
consequence of these results is that detecting only the wings
of the Gaussian laser beam will give narrower EIA resonances
than in the case of whole-beam detection.
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Laser Beam Profile Influence on Dark Hanle Resonances
in Rb Vapor
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Influence of two different laser beam profiles, the Gaussian and the Π (top hat) profile on the resonance
line widths and amplitudes in the Hanle electromagnetically induced transparency was studied. The laser beam
propagates through the vacuum Rb glass cell. Studies were done at D1 line for the open 87Rb: Fg = 2 → Fe = 1
transition. Hanle electromagnetically induced transparency was measured for the two beam profiles with the
same total power and beam diameter and experimental results showed that Gaussian and the top hat profiles give
different amplitudes and widths of the Hanle resonances. Resonances obtained from the top hat laser beam profile
have lower amplitudes and higher line widths.

PACS numbers: 32.70.Jz, 42.50.Gy, 42.62.Fi, 32.30.Jc

1. Introduction

Coherent effects in the Doppler broadened alkali atom
vapor have been intensively investigated over the past
decade. Coherent population trapping (CPT) [1, 2],
electromagnetically induced transparency (EIT) [3], and
electromagnetically induced absorption (EIA) [4, 5] have
been observed and examined in pump-probe and in
the Hanle configuration [6]. All these effects nonlinearly
depend on intensity of the applied laser field. Several pa-
pers have theoretically studied the dependence of coher-
ent resonances on laser intensity [7–9], but most assume
top hat laser beam profile due to a simplified theoretical
analysis. The influence of other beam profiles, such as
experimentally accessible Gaussian profile, on CPT line
shape has been described only in a few papers [10–12],
but there are no experimental studies dealing with the in-
fluence of the laser beam profile on the EIT line shapes.

The aim of this paper is to experimentally represent
difference in line widths and amplitudes of Hanle EIT
resonances for the two laser beam profiles, the Gaussian
and the top hat one. Our investigation was performed
on 87Rb atoms at D1 line in the vacuum cell. We pre-
sented notably different Hanle EIT resonances related to
the Gaussian and the top hat profiles of the laser beam.
Comparing our results with those given in [11] the signif-
icant differences between dependence of dark resonances
on the laser intensity for vacuum and buffer gas cell could
be observed.

2. Experiment

The experimental setup is shown in Fig. 1. External
cavity diode laser is frequency locked to Fg = 2 → Fe = 1

∗ corresponding author; e-mail: krmpot@phy.bg.ac.yu

transition in 87Rb by Doppler-free dichroic atomic va-
por laser lock (DDAVLL) method [13] in the vacuum
Rb cell. The variable neutral density filter is used for
the laser power adjustments. After passing through the
Glen–Thomson polarizer the laser beam becomes linearly
polarized. The Gaussian beam profile with 3 mm in di-
ameter is obtained by expanding the beam exiting the
single mode fiber. For the definition of the laser beam ra-
dius we use the distance from the beam maximum where
the maximal intensity drops e2 times. For the top hat
profile the Gaussian beam is further expanded to 20 mm
and sent through the 3 mm aperture to extract the cen-
tral part of the laser beam.

Fig. 1. Experimental setup. ECDL — external cavity
diode laser, OI — optical isolator, DDAVLL—Doppler-
-free dichroic atomic vapor laser lock, VNDF — variable
neutral density filter, SMF — single mode fiber, FC —
fiber collimator, P — polarizer, BE — beam expander,
PD — photodiode.

The laser beam, either Gaussian or top hat profile,
passes through 5 cm long vacuum Rb cell containing nat-
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ural abundance of rubidium isotopes. The cell is placed in
the solenoid used for scanning the axial magnetic field be-
tween±3 G. The cell and the solenoid are inside the triple
layered µ-metal cylinder in order to eliminate Earth’s and
stray magnetic fields.

The signal obtained from the photodiode, while scan-
ning the external magnetic field, is recorded by the digital
oscilloscope and transferred to the computer.

3. Results and discussion

We analyze the Hanle line shapes for the two laser
beam profiles. Both the Gaussian and the top hat laser
beams have the same total power P and the beam diam-
eter d. The dependence of the intensity on the transverse
distance r to the beam center can be written as

I(r) = I0f(r/r0), (1)
where the I0 is the maximal intensity corresponding
to r = 0, r0 is the radius of the beam (r0 = d/2),
and f(r/r0) is a profile function (0 < f(r/r0) < 1). Thus,
for the top hat profile we have

f(r/r0) =

{
1, r ≤ r0,

0, r ≥ r0,
(2)

and for the Gaussian profile
f(r/r0) = exp

(−2(r/r0)2
)
. (3)

The Hanle EIT resonances for Gaussian and top hat
laser beam profiles, at the laser intensity 1.8 mW/cm2,
are shown in Fig. 2. As could be seen, the resonance
shape becomes sharper for the Gaussian profile compared
to the top hat intensity distribution. This results in
slightly narrower line in the case of the Gaussian beam.

Fig. 2. Hanle EIT resonances obtained for two differ-
ent laser beam profiles: Gaussian (dash dot) and top
hat (solid). The beam diameter was d = 3 mm and the
total laser intensity was I = 1.8 mW/cm2.

In Fig. 3, the dependence of the Hanle EIT resonance
amplitude (a) and line width (b) on the laser beam inten-
sity is shown. According to our experimental results, for
the cases of top hat (square symbol) and Gaussian (open
triangle symbol) laser beam profile, the intensity depen-
dence of resonance amplitude is nonlinear, and the ampli-
tude is higher for the Gaussian profile in comparison with

the top hat. The amplitudes of the Hanle EIT resonances
for Gaussian beam could be higher up to 12% than those
for top hat profile, in the given range of laser intensities.
Intensity dependences of line widths are monotonically
increasing functions, with very different slopes; the EIT
line widths obtained using the top hat laser beam profile
are becoming wider than for the Gaussian beam up to
the 18.5%, as the laser intensity increases.

Fig. 3. Amplitude (a) and line width (b) of the Hanle
EIT resonances versus laser intensity given for the Gaus-
sian (open triangle symbol) and for the top hat laser
beam profile (square symbol).

The atom experiences different excitations when enters
different radial profiles of the laser intensity. For the
Gaussian beam, the intensity reaches its maximal value
I0 only at the very center of the beam, while for the
top hat profile this peak intensity is present all over the
beam. Therefore, in the top hat beam profile all atoms
see the same intensity, whereas for the Gaussian beam
atoms in the outer regions are experiencing much lower
laser intensity, contributing with narrower lines to the
overall line shape. Top hat beam profile has significantly
faster increase of light intensity at its edge, so that an
atom that enters the laser beam will be promoted faster
to the dark state in comparison with Gaussian profile.
It is now obvious why the profile function is important
when analyzing experimental dependences. However, in
practice one usually calculates the field intensity as P/S,
with S being the area of the light spot, without a detailed
investigation of the intensity profile. Thus, for seemingly
identical parameters, different experimental setups can
produce different results.

When comparing our experimental results with the-
oretical predictions for buffer gas cell given in [11], we
observe similarity in behavior of line widths versus laser
intensity, i.e. Gaussian beam profile results in narrower
EIT resonances than top hat profile. From Fig. 3b it
could be seen that previous statement is not valid only at
extremely low intensities. Concerning amplitudes of EIT
lines, situation in vacuum cell is significantly different
from that in a buffer gas cell. Namely, in the case of
a vacuum cell Gaussian beam profile gives, particularly
at higher laser intensities, higher amplitudes than top
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hat profile. Situation in a buffer gas cell is vice versa,
the dependence is more or less linear and Gaussian beam
profile results in less intense CPT lines than top hat, over
all intensities.

4. Conclusion

This study has shown that different laser beam pro-
files considerably influence the Hanle EIT line profiles.
Assuming the same laser power and diameter for the two
beam profiles, the resonances obtained from the Gaus-
sian laser beam are narrower than those obtained with
the top hat profile, particularly at higher laser intensi-
ties. This is similar to the findings in the buffered gas
cells. Contrary to the results with buffered gas cells, we
have found that in the vacuum gas cell amplitudes of EIT
resonances are lower for the top hat laser beam profile.
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Abstract: We present the Hanle EIT resonances obtained from the various 
segments of the Gaussian laser beam cross-section, selected by moving the 
small aperture (placed in front of the detector) radially along the laser beam. 
Significant differences in the Hanle lineshapes are observed depending on 
whether the central or outer parts of the Gaussian laser beam are detected. 
The line narrowing and two counter-sign peaks occur at outer, less intense 
parts of the beam. The theoretical model suggests that the EIT lineshapes in 
the laser wings are result of the interference of the laser light and coherently 
prepared atoms coming from the central part of the beam. By blocking the 
central part of the laser beam in front of the detector, narrower, and for high 
laser intensities, even more contrasted Hanle resonances are obtained. 
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1. Introduction 

Coherent effects in Doppler broadened alkali atom vapor have been intensively investigated 
over the past decade. Coherent population trapping (CPT) [1, 2], electromagnetically induced 
transparency (EIT) [3], and electromagnetically induced absorption (EIA) [4] have been 
observed and examined in either pump-probe and in Hanle configuration [5, 6]. All these 
phenomena strongly depend on the intensity of the applied laser field. The dependence of 
CPT and EIT lineshapes on the laser intensity has been extensively studied [7–9]. 

Typical radial laser beam profile in experiments studying CPT and EIT is Gaussian. The 
intensities in the center and in the wings of the Gaussian beam are very different. 
Nevertheless, the order of magnitude lower intensity in the wings can still contribute to the 
atomic coherent effects. The lifetime of atomic coherence is longer then the atom transit time 
through the laser beam. Thus, the light in the wings can “probe” the induced atomic 
coherence and polarization of the atom coming from central parts of the laser beam. The 
reversed order of events, excitation of atoms first in the wings and then in the intense central 
parts of the laser beam will not reveal effects of the coherently prepared state due to 
overwhelming effects of the photons at the center of the laser beam. It is therefore a 
reasonable assumption that different parts of the Gaussian laser beam, after passing through 
the alkali vapor cell, carry different information about the atomic coherence and should yield 
different EIT resonances. The influence of laser beam profiles on EIT lineshapes is studied 
only in few papers [10–13]. The contribution of different segments of the Gaussian laser 
beam to the dark resonance lineshapes in a dense 

4
He vapor was presented in Ref [13]. The 

results of [13] show deviation of overall resonance profile from pure Lorentzian shape 
attributed to observed spatial variation of lineshapes for different positions in the Gaussian 
beam. There are several papers showing significance of the re-excitation of atoms by 
separated, in space and/or time, laser beams tuned to Raman resonance of the atomic 
transitions. Narrowing of EIT in buffer gas cells [14, 15] and cells with antireflection coatings 
[16] is attributed to repeated excitation by the laser beam after the atom spends some time in 
‘dark’, not illuminated by the laser light. The goal of this work is in part to investigate if such 
mechanism plays the role in observed shape of the resonance due to the light from the wings 
of the Gaussian laser beam. 

In this work we study EIT resonances originating from different parts of the Gaussian 
laser beam cross-section, after the whole laser beam passes through the Rb vapor cell. Our 
investigation was performed on 

87
Rb atoms at D1 line in the Hanle configuration. In the 

experiment, the detection of the signal from the specific parts of the Gaussian beam was 
accomplished by moving the aperture (placed between the Rb cell and the large area photo-
detector) along the laser beam diameter. In the theoretical model, the Hanle resonance 
lineshapes were obtained by including the effects of the atomic polarization, the time 
evolution of the coherence, and the interaction of the atomic state with light in the wings of 
the Gaussian laser. The theoretical results distinguish the contribution to the EIT from atoms 
coming to the wings from central parts of the laser beam and from the outside of the beam. In 
line with these results, we were able to improve resonance linewidth and contrast of EIT 
resonances by blocking a small part of the central region of the laser beam by the small mask 
in front of the detector. Narrower and more contrasted resonances are important for 
applications of the CPT and EIT effects in atomic frequency standards [17] and 
magnetometry [18]. 
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2. Experiment 

The experimental setup is shown in Fig. 1. External cavity diode laser is frequency locked to 

Fg=2 → Fe=1 transition in 
87

Rb, where Fg and Fe correspond to angular momentum of the 
ground and excited state hyperfine levels, respectively. The energy level diagram, given in the 
insert in Fig. 1, shows magnetic sublevels of the hyperfine levels either coupled by the laser 
light, or populated due to spontaneous emission. Linearly polarized laser light allows for 
multiple Λ schemes and formation of dark states among ground Zeeman sublevels of Fg=2 
level. The locking is performed by Doppler-free dichroic atomic vapor laser lock (DDAVLL) 
method [19] using auxiliary vacuum Rb cell. The variable neutral density filter is used for the 
laser power adjustments. The laser beam, introduced into the single mode fiber with the 
collimator, provides the Gaussian beam at the exit of the fiber. After passing through the 
Glen-Thomson polarizer the laser beam becomes linearly polarized. The laser beam is then 
expanded to 3 mm in diameter. The dependence of the laser intensity on the radial distance r 
from the beam center is Gaussian 

 ( )2 2

0 0( ) exp 2 / ,I r I r r= −  (1) 

where I0 is the maximal intensity and r0 is 21/ e  beam radius. 

The Gaussian beam passes through 5 cm long vacuum Rb cell containing natural 
abundance of rubidium isotopes. The cell is placed in the solenoid used for scanning the axial 
magnetic field between ±300 µT. The cell and the solenoid are placed inside the triple layered 
µ-metal cylinder to eliminate Earth’s and stray magnetic fields. 

The small movable aperture 0.5 mm in diameter is placed in front of the photodiode with 
large detection surface (area 80 mm

2
). The sensitivity of the photodiode is 0.57 A/W at 780 

nm and it has variable transimpedance gain with nominal value of 1 MΩ (selectable between 
1 kΩ and 10 MΩ). By moving the aperture with the fine translation stage (0.25 mm shift per 
revolution) we are able to select specific parts of the Gaussian laser beam to reach the 
photodiode. The signal obtained from the photodiode while scanning the external magnetic 
field is recorded by the digital oscilloscope and transferred to the computer. 

For some measurements we replaced the aperture with the circular mask to block the 
central part of the beam and detect only the outer parts of the beam. 

 

Fig. 1. Experimental setup. The aperture at translation stage allows only selected parts of the 
laser beam to reach detector, while the rest is blocked. ECDL – External Cavity Diode Laser, 
OI – Optical Isolator, DDAVLL – Doppler-free Dichroic Atomic Vapor Laser Lock, VNDF – 
Variable Neutral Density Filter, SMF – Single Mode Fiber, FC – Fiber Collimator, P – 
Polarizer, BE – Beam Expander, PD – Photodiode. Inset: The energy-level diagram for 

magnetic sublevels of the Fg=2 → Fe=1 transition where solid lines represent linearly polarized 
laser light coupling Zeeman sublevels and dotted lines correspond to the de-excitation from 
excited levels. 
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3. Theoretical model 

The Hanle EIT resonances were calculated for the D1 line transition Fg=2 → Fe=1 of 
87

Rb 
coupled by a linearly polarized laser in the Rb vacuum cell. The model is based on time 
dependent optical Bloch equations for the density matrix and takes into account Doppler 
broadening, different atomic trajectories through the laser beam, and Gaussian cylindrically 
symmetric radial profile of the laser electric field [12]. Rubidium atoms interact only with 
axially oriented homogeneous magnetic field, spatially dependent laser electric field, and cell 
walls. All the levels resonantly interacting with the laser light are taken into account, as well 
as radiative population losses to another ground state hyperfine level, Fg=1. After colliding 
with cell walls atoms reset into internal state with equally populated ground magnetic 
sublevels. Collisions among Rb atoms are neglected due to low Rb vapor pressure at room 
temperature so that the atomic trajectories through the laser beam are strait lines. For a set of 
atomic velocities the atomic density matrix along a given trajectory is calculated assuming 
constant magnetic field B during the atomic transit through the laser beam. Averaging the 
calculated density matrices over Maxwell-Boltzmann velocity distribution and over a 
collection of trajectories uniformly covering the beam cross-section, we obtain the atomic 
ensemble density matrix ρ(B; r) across the beam for a set of radial distances r. The effects of 
the laser propagation along the cell and the atomic polarization of the Rb vapor are included 
in the following manner. Presuming that the laser intensity does not depend on the coordinate 
z along the laser propagation direction, we first compute the Rb vapor polarization P taking 
the constant value of the electric field E within the cell along the z direction. The polarization 
of Rb vapor of concentration n is obtained from density matrix 

 ( ; ) Tr( ( ; ) )ˆ .B r n B r eρ= rP  (2) 

Owing to the trace operation, the polarization P depends only on the optical coherences 
between the excited and the ground Zeeman sublevels. Using the computed Rb polarization, 
we calculate the change of the electric field due to propagation of the laser through the Rb 
vapor. Assuming that the change of electric field along the length L of the Rb cell is small 
enough, the exact relation 

 0

0

( ; , )
( ; , ),

2

iB r
B r

c

ω∂
=

∂

E
P

ε

z
z

z
 (3) 

in the first approximation takes the form 

 0

0

( ; , ) ( ; , 0) ( ; ) ,
2

i
B r L B r B r

c
L

ω
= = = +E E P

ε

z z   (4) 

where ε0 is the vacuum dielectric constant and ω0 is the laser frequency. The transmitted 
electric field (Eq. (4)) is used in the calculations of Hanle EIT resonances for different 
segments of the Gaussian beam. 

4. Results and discussion 

This section presents the results of the Hanle EIT resonances obtained by sampling the small 
parts of the laser beam after passing through the Rb gas cell. The curves in Fig. 2(a) and (b) 
represent the experimental and theoretical resonances recorded for different positions of the 
aperture along the beam diameter, with r = 0 mm referring to the laser beam center. The laser 
intensity is 0.5 mW/cm

2
. There is a good agreement between the experiment and the theory. 

Figure 2 reveals significant differences in shapes, widths and amplitudes of the resonances at 

different positions within the beam. The Hanle EIT resonances from the wings 
of the beam show the two counter-sign peaks at certain values of the magnetic 
field. We suggest that the origin of such lineshape is in interaction of photons 
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in the wings of the laser beam with the coherently prepared atoms coming 
from the central part of the Gaussian beam. 

 

Fig. 2. Experimental (a) and theoretical (b) Hanle EIT resonances obtained from the small 
parts of the Gaussian beam. The green, the red and the blue curves are for r = 0 mm, 0.75 mm 
and 1.5 mm, respectively where r is the radial distance of the aperture from the beam center. 
The beam diameter is 3 mm and the total intensity is 0.5 mW/cm2. Theoretical results were 
normalized to the experimental results such that peak values at r = 0 mm are equal. 

During the interaction with the strong laser electric field near the center of the Gaussian 
beam an atom is coherently prepared into the dark state. The dark state is coherent 
superposition of Zeeman sublevels of Fg=2 ground level and is ideally non-coupled to the 
laser light only in the absence of external magnetic field. Zeeman sublevel populations and 
coherences are subjected to various relaxation processes. The transit time of the atoms 
through the laser beam is much shorter than the relaxation times of the ground state 
coherences. During the time that atom spends in the laser beam the coherences vary due to 
competitive effects of the laser excitation and the external magnetic field. The laser 
continuously forces the atomic coherence to be in-phase with the electric field. The external 
magnetic field causes oscillations of the coherence phase at Larmor frequency that is 
proportional to B. When atoms move away from the central to the outer parts of the beam 
(outgoing atoms), the oscillatory behavior prevails when the laser field is low enough. 
Thenceforth the phase of the atomic coherence oscillates and the atoms are cycling between 
dark and bright states. We name the outer section of the Gaussian beam, where this cycling 
occurs, the interference region. Aside from outgoing atoms there are also atoms coming into 
the interference region from the outside of the beam (incoming atoms). Note that the 
incoming atoms are not coherently prepared and do not contribute to the interference. 

Consider an outgoing atom from the certain velocity class traversing the interference 
region along the certain trajectory. While passing through the laser beam the atom 
experiences nearly constant magnetic field due to its slow variation in the experiment. The 
phase shift of the atomic coherence at the point r along this trajectory depends on the value of 
the magnetic field B. If the coherence at r is in-phase with the laser electric field, the atom is 
in the dark state and the transparency at r is increased. It is clear that B = 0 fulfills this 
condition since the atom is continuously in the dark state regardless of the location in the 
interference region. If the magnetic field is such that the difference between the phases of the 

atomic coherence and the laser field equals to / 2  ( )k k Zπ π+ ∈  the atom is in the bright 

state, and the minima of transparency at r occur. We denote these minima and maxima of the 
transparency as interference fringes. The atoms inside the cell move with different velocities 
and traverse different trajectories with respect to the laser beam. The averaging over the 
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velocity and trajectory distributions results in the lowering of the amplitude and in washing 
out the higher-than-first order interference fringes in the transmission signal. These 
considerations are supported by the results given in Fig. 3. 

Figure 3 shows Hanle EIT resonances calculated by considering outgoing, incoming and 
both groups of atoms. The results are given for two distances from the laser beam center, r = 
1 mm (Fig. 3(a)) and r = 1.75 mm (Fig. 3(b)). It is evident that only outgoing atoms are 
responsible for the appearance of the two sideband transmission minima. Effect of outgoing 
atoms on the resonance lineshape, at certain distance r, depends on the laser intensity. Results 
in Fig. 3 show that for 3 mW/cm

2
, the contribution of outgoing atoms to Hanle EIT 

resonances is negligible at the distance r = 1 mm, while it is very strong at r = 1.75 mm. 
The physical mechanism used in the above explanation of our results is the same as in 

Raman-Ramsey interference. The resulting Hanle lineshapes are similar to those obtained due 
to Ramsey interference in separated pump and probe laser fields in vacuum gas cells [20]. In 
our case, the extended low intensity wings of the Gaussian laser beam play the role of the 
probe beam. 

 

Fig. 3. Calculated contribution of outgoing (green), incoming (red) and both outgoing and 
incoming (blue) atoms to the Hanle EIT resonances for two distances from the laser beam 
center: r = 1.00 mm (a) and r = 1.75 mm (b). The total laser intensity is 3 mW/cm2. 

Figure 4 shows experimental (a) and theoretical (b) behavior of the Hanle EIT linewidths 
as a function of the aperture radial position. There are two reasons for narrowing of the Hanle 
EIT resonances in the wings of the Gaussian laser beam profile. The first is the lower power 
broadening in the outer parts of the laser beam. Another reason is the Ramsey-like narrowing 
caused by the aforementioned physical processes. The line narrowing at larger radial 
distances becomes more prominent as the total laser intensity increases. The dashed bars in 
(a) denote the linewidths of the Hanle EIT resonances for the three laser beam intensities 
when the whole laser beam is detected. At this point we find suitable to compare with results 
of Ref [13]. Lineshape Rabi power broadening corresponding to local intensities within the 
Gaussian beam, was also observed in [13] but without altering local resonance Lorentzian 
shape due to interference effects. We consider that one possible reason for the absence of the 
interference effects in such experiment is due to short mean free path of 

4
He atoms. Namely, 

at the pressure of 1.5 Torr the mean free path of 
4
He atoms is of the order 0.1 mm, so that 

4
He 

atoms are effectively localized and do not freely traverse the 6 mm diameter laser beam. 
Therefore, the interference effects could not occur in the experiment performed in [13] due to 
frequent atom-atom collisions. 

The outer, less intense, parts of the Gaussian beam, contribute with quite narrower lines to 
the overall Hanle EIT resonance. Thus, we studied Hanle EIT resonances after blocking the 
central part of the Gaussian beam in front of the detector. Figure 5(a) presents the Hanle EIT 
curves obtained when the mask of 2.2 mm in diameter blocks the central part of the Gaussian 
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beam (red curve). The resonance obtained without the mask is shown by the green curve. In 
Fig. 5(b) and (c) the dependence of linewidth and contrast of the EIT on the beam intensity is 
shown, with and without the mask. It is obvious that if one blocks the central part of the 
Gaussian laser beam, the Hanle EIT resonances will be significantly narrower for the range of 
the laser intensities used in the experiment. Apparently, this masking effect is more prominent 
at higher laser intensities. In cases of higher laser intensities masking provides also the 
resonances with higher contrast. Narrower and more pronounced resonances obtained in the 
proposed manner could be very useful for various applications of EIT. 

 

Fig. 4. Experimental (a) and theoretical (b) Hanle EIT linewidths for the different positions r 
of the aperture along the laser beam diameter. The blue, the red, and the green curves are for 
the intensities I = 15 mW/cm2, 2 mW/cm2, and 0.5 mW/cm2, respectively. The dashed bars in 
(a) represent the Hanle EIT linewidths obtained by detecting the whole laser beam. 

 

Fig. 5. (a) The experimental Hanle EIT resonances obtained when the whole beam is detected 
(green curve) and when the central part of the beam is blocked in front of the detector (red 
curve). In (b) and (c) linewidth and contrast of the EIT versus laser intensity are given for the 
whole beam (green) and for the beam with blocked central part (red). The central part was 
blocked by circular mask of diameter d = 2.2 mm. The laser intensity is 3 mW/cm2. 
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5. Conclusion 

In this work we have presented results of the Hanle EIT obtained from selected parts of the 
cross-section of the Gaussian laser beam, after the entire laser beam passes the Rb vacuum 
cell. The lineshapes, widths and contrasts of the EIT depend on the radial position of the 
sampled area of the laser beam. The resonances originating from the central part are different 
then those originated from the wings of the Gaussian. In the latter case the resonances are 
much narrower with two counter-sign sideband peaks. Our theoretical model reproduces the 
experimental EIT and explains the obtained EIT lineshapes by the interference between the 
atomic coherence carried by the coherently prepared atoms and the laser light in the wings of 
the Gaussian. The model shows that narrowing and interference features in the lineshapes are 
due to atoms coming from the central parts of the laser beam. These features are partially 
masked due to simultaneous contribution from atoms coming from the outside of the laser 
beam. Considerable improvement of the EIT linewidths and even contrasts is obtained by 
blocking the central part of the Gaussian beam in front of the photodiode and detecting only 
light from the wings of the laser beam. Narrowing of EIT in vacuum gas cells are of interests 
in EIT applications for atomic frequency standards and magnetometers. 
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values of QNLSE parameters, in contrast to the AB case. We next present non-periodic long-tail 

KMS clusters. They are characterized by the rogue wave at the origin and n tails above and 
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We analyze the spatiotemporal patterns of rogue waves (RW) of the quintic nonlinear Schrödinger equation 

(QNLSE) in the form of multi-elliptic clusters composed of Akhmediev breathers (AB). These solutions are 

obtained on uniform background using the Darboux transformation (DT) scheme. We solve the 

eigenvalue problem of the Lax pair of order n in which the first m evolution shifts are equal, nonzero, and 

eigenvalue dependent, while all eigenvalues' imaginary parts are close to one. We show that AB of order 

n − 2m appears at the origin and can be considered as central rogue wave. We show that the high-intensity 

narrow peak, with the complex intensity distribution in its vicinity, is enclosed by m ellipses consisting of 

the first-order ABs. The number of maxima on each ellipse is determined by its index and solution order. 
 

We next present RW clusters of QNLSE composed of the Kuznetsov-Ma solitons (KMS), characterized 

by strong intensity narrow peaks, which are periodic along the evolution axis. These structures are 

calculated in DT scheme with commensurate frequencies when eigenvalues are greater than one. The 

second solution class exhibits a form of elliptical rogue wave clusters. Similarly to AB case, the first 

solution class is obtained when the first m evolution shifts in the n
th
 order DT scheme are nonzero and 

equal. Here the high intensity peaks built on KMS of order n-2m periodically appear along the evolution 

axis. The central rogue waves are enclosed by m ellipses consisting of a certain number of the first-order 

KMS. 
 

Finally, we analyze the effect of three real quintic parameters (α, γ, δ), multiplying the higher-order 

Hirota, LPD, and quintic operators in QNLSE, on pattern and stability of AB and KMS RW clusters [1]. 

We show the RW clusters composed of AB/KMS in figures 1a-c and 1d-f, respectively. 

 

 
 

Figure 1. Intensity distributions of the multi-elliptic rogue wave clusters 

built on the higher-order AB and KMS. AB clusters are calculated for quintic parameters: 

(a) α = 0.07, γ = 0, δ = 0, (b) α = 0, γ = 0.07, δ = 0, and (c) α = 0, γ = 0, δ = 0.035. 

KM clusters are computed when: (d) α = 0.006, γ = 0, δ = 0,  

(e) α = 0, γ = 0.006, δ = 0, and (f) α = 0, γ = 0, δ = 0.002. 
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We analyze the various spatiotemporal patterns of rogue waves (RW) which may have the form of multi-
elliptic clusters composed of Akhmediev breathers (AB) obtained on uniform background using the 
Darboux transformation (DT) scheme (Fig. 1). We solve the eigenvalue problem of the Lax pair of order 
n in which the first m evolution shifts are equal, nonzero, and eigenvalue dependent, while all 
eigenvalues' imaginary parts are close to one. We show that AB of order n  2m appears at the origin 
and can be considered as central rogue wave. We show that the high-intensity narrow peak, with the 
complex intensity distribution in its vicinity, is enclosed by m ellipses consisting of the first-order ABs. 
The number of maxima on each ellipse is determined by its index and solution order [1]. 
 

 
Figure 1. 2D color plots of rogue wave clusters on the uniform background having four ellipses (m = 4) around 
n m order rogue wave, formed at the origin of the (x,t) plane. The orders of DT and the Akhmediev breather 
representing the central peak are: (a) n = 10 with the second-order RW, and (b) n = 11 with the third-order RW. 
 
We next show RW clusters composed of Kuznetsov-Ma solitons (KMS), characterized by strong 
intensity narrow peaks, which are periodic along the evolution axis [2]. These structures are calculated 
in DT scheme with commensurate frequencies when eigenvalues are greater than one (Fig. 2a). The 
second solution class exhibits a form of elliptical rogue wave clusters (MERWC). Similarly to AB case, 
the first solution class is obtained when the first m evolution shifts in the nth order DT scheme are 
nonzero and equal. Here the high intensity peaks built on KMS of order n  2m periodically appear 
along the evolution axis. The central rogue waves are enclosed by m ellipses consisting of a certain 
number of the first-order KMS (Fig. 2b).  
 

 
Figure 2. (a) The second-order KMS on a uniform background built from DT components with commensurate 
frequencies. (b) 3D intensity color plots of MERWC on the uniform background, having two ellipses (m=2) 

around the second-order central rogue waves (n=6). 
 
REFERENCES 
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Fluorescence Correlation Spectroscopy (FCS) is a powerful and non-invasive technique for 
quantitative characterization of the concentration, mobility, and interactions of 
fluorescent/fluorescently labeled molecules in vitro and in vivo [1]. By exploiting the capabilities of a 
confocal microscope and time-correlated single photon counting (TCSPC), FCS offers high temporal 
resolution (sub-microsecond in commercially available systems, and down to picosecond time scale in 
custom-made instruments dedicated to the study of fast processes such as rotational diffusion of 
molecules and photon antibunching), diffraction-
single-molecule sensitivity. Conventional FCS utilizes temporal autocorrelation analysis of fluctuations 
in recorded fluorescence signal caused by molecular motion through the small sample volume, often 
referred to as the focal volume (typically 0.2  1 fL) [3]. FCS enables the quantitative measurement of 
the concentration, translational diffusion coefficient, and interactions. Furthermore, FCS can provide 
insights into local microenvironments, such as viscosity or pH, or about any other molecular process 
related to alterations in the fluorescence signal [4]. By implementing two detection channels, 
conventional FCS is extended to Fluorescence Cross-Correlation Spectroscopy (FCCS) [5]. In FCCS, 
dual-color excitation and detection enable the monitoring of interactions and dynamics of molecules 
that are labeled with spectrally distinct fluorophores [5]. 
Here, we present our custom-made FCS system and characterize its performance using Rhodamine 110 
in aqueous solutions. We show that the sensitivity and effective volume size in our home-built FCS 
instrument are comparable to those in commercial instruments.  
 
REFERENCES 
[1] E. Haustein, P. Schwille, Annu. Rev. Biophys. Biomol. Struct. 36, 151 (2007).  
[2] The bh TCSPC Handbook 9th edition, 2021 - Becker & Hickl GmbH (becker-hickl.com).  

et al., Cell. Mol. Life Sci. 62, 535 (2005).  
[4] https://www.biophysics.org/Portals/0/BPSAssets/Articles/schwille.pdf.  
[5] K. Bacia et al., Nat. Methods 3, 83 (2006).  
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Abstract - In this work, we investigate rogue wave (RW) clusters of different shapes, composed of the Kuznetsov-Ma 
solitons (KMS) from the nonlinear Schrödinger equation (NLSE) with Kerr nonlinearity [1]. We present three classes of 
exact higher-order solutions that are calculated on uniform background using the Darboux transformation (DT) scheme 
with precisely chosen parameters. 
The first solution class is characterized by strong intensity narrow peaks which are periodic along the evolution when the 
eigenvalues in DT scheme generate KMS with commensurate frequencies (Fig. 1a). The second solution class exhibits a 
form of elliptical rogue wave clusters (MERWC). It is derived from the first solution class when the first m evolution 
shifts in the nth order DT scheme are nonzero and equal. Here the high intensity peaks built on KMS of order n-2m 
periodically appear along the evolution axis. The central rogue waves are enclosed by m ellipses consisting of a certain 
number of the first-order KMS, determined by the ellipse index and the solution order (Fig. 1b). The third class of KMS 
clusters is obtained when purely imaginary DT eigenvalues tend to some preset offset value higher than one, while 
keeping the evolution shifts unchanged. The central rogue wave retains its n-2m order. The n tails composed of the 
first-order KMS are formed above and below the central maximum (Fig. 2a). When n is even, more complicated patterns 
are generated, with m and m-1 loops above and below the central RW, respectively (Fig. 2b). We also compute an 
additional solution class on a wavy background, defined by the Jacobi elliptic dnoidal function, which display specific 
intensity patterns that are consistent with the background wavy perturbation.  
 

 
Figure 1. (a) The second-order KMS on a uniform background built from DT components with commensurate 
frequencies. (b) 3D intensity color plots of MERWC on the uniform background, having two ellipses (m=2) 

around the second-order central rogue waves (n=6). 
  

 
Figure 2. 2D intensity color plots of the long-tail KMS clusters on the uniform background, having one central 

rogue wave of the n-2m order. The DT order is n=4. (a) m=0, n-2m=4, (b) m=1, n-2m=2. 
 

References: 

[1] Alwashahi S., Aleksi  N.B., Beli  M.R., Nikoli : Kuznetsov-Ma rogue wave clusters of the nonlinear Schrödinger 
equation. Submitted to Nonlinear Dynamics. 
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1093 Third harmonic generation imaging of live fungal cells – quantifying
lipid droplets dynamics during nitrogen starvation

Tanja Pajić , Nataša V. Todorović , Miroslav Živić , Stanko N. Nikolić , Mihailo D. Rabasović , Andrew H.
A. Clayton , Aleksandar J. Krmpot
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 University of Belgrade, Institute of Physics Belgrade, National Institute of the Republic of Serbia, Belgrade, Serbia
 Swinburne University of Technology, Department of Physics and Astronomy, Optical Sciences Centre, School of

Science, Computing and Engineering Technologies, Melbourne, Australia

Introduction
Studies of lipid droplet (LD) physiology in fungi are still in their infancy but their quantitation
has relevance to issues in biomedicine, agriculture and industrial waste. Third Harmonic
Generation (THG) microscopy is non-invasive, produces inherently confocal images and
doesnʼt require fixation or external labeling, which make it suitable for in vivo LD imaging [1,
2]. We present in vivo and label-free imaging of LD in individual fungal cells by THG
microscopy to assess the e�ects of nitrogen starvation. The LD quantification was performed
by two image analysis techniques.
Methods
THG microscopy was applied for the first time to a filamentous fungus and our choice was the
oleaginous fungus Phycomyces blakesleeanus. To observe the changes in LD number, the 22h
old hyphae culture was divided into control and nitrogen starved groups (N-starved). A home
built nonlienar microscope with Yb:KGW laser at 1040 nm (200 fs pulses, 83 MHz repetition
rate) was used for THG imaging of live unstained hyphae [3]. THG signal was detected by PMT
in the transmission arm a�er passing through a Hoya glass UV filter with the peak at 340 nm.
2D THG images of LDs (Fig. 1a) were analyzed by Image Correlation Spectroscopy (ICS)
measuring spatially-correlated fluctuations [4] and so�ware particle counting – Particle Size
Analysis (PSA).
Results/Discussion
The small volume of hyphae suspension was placed between two coverslips of 170 μm
thickness in order to meet the criteria for the best numerical aperture of the objective lens
and for better transmission of THG signal. The high resolution of the microscopic system, the
hyphae thickness (ca 10 µm) and medium transparency made it possible for the whole hyphae
to be optically sectioned and a 3D model to be reconstructed (Fig. 1b and video). Since ICS
was primarily developed for fluorescent images and was not used to analyze THG images, we
have tested it by comparing the results to the PSA. Nitrogen starvation as expected [5]
increased LD number compared to control which was confirmed by both methods and
obtained results are in good agreement. The overall increase of LDs during growth without
available nitrogen is found to be between 3 and 4.5 h time point, followed with the loss of
population of larger-than-average LDs during prolonged starvation.
Conclusions
THG microscopy is suitable for imaging and quantification of changes in lipid droplet number,
brought upon by complete removal of nitrogen, from such low density/diameter baseline. In
addition, we demonstrate that the ICA is suitable for THG images, although it is primarily
developed and have been mostly used for fluorescence signals so far.
Acknowledgement
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1. Label-free imaging of Phycomyces blakesleeanus hyphae.

(a) one THG slice and (b) 3D model of 23 THG slices 0.9 µm apart. The average laser power at sample plane

was 23–26 mW.

https://www.eventclass.org/contxt_emim2023/download/media?hash=%242y%2413%24eHvP3T8Yv.2kt2MO8kldTul7f1inQRJi9h9IKlLlSfeBf%2FCpLTej6


U n i v e r s i t y  o f  B e l g r a d e
I n s t i t u t e  o f  P h y s i c s  B e l g r a d e

Kopaonik, March 12-15, 2023

Book of Abstracts

16th Photonics Workshop
(Conference)



16th Photonics Workshop    Kopaonik, March 12  15, 2023. 
 

32 
 

Fluorescence Correlation and Cross-Correlation Spectroscopy (FCS/FCCS) 
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Abstract. Fluorescence Correlation Spectroscopy (FCS) and Fluorescence Cross-
Correlation Spectroscopy (FCCS) are quantitative, confocal laser scanning microscopy-based 
techniques with single-
200 ns) that are widely used in molecular biophysics to quantitatively characterize molecular 
interactions without having to separate the free and bound fraction of molecules [1, 2]. Both 
techniques record fluorescence intensity fluctuations in a small volume (typically (0.2  
1.0) 10-15 l) that arise as fluorescent/fluorescently labeled molecules pass through it by free 
diffusion [3]. As the molecules diffuse through this volume (referred as effective volume), all 
additional processes that give rise to fluorescence intensity fluctuations at a shorter time scale 
than diffusion, such as fluorophore blinking due to single/triplet state transition, or alter the time 
course of fluorescence intensity fluctuations, such as binding to other molecules that slows 
down diffusion, can also be characterized. Quantitative information about these processes can 
be extracted from fluorescence intensity fluctuation time series by temporal autocorrelation 
analysis, and in FCCS also by temporal cross-correlation analysis, to yield information about 
the: concentration, diffusion (size), fraction and diffusion (size) of free/bound molecules, 
fraction of molecules in the triplet state and triplet-state depopulation rates [4]. Both techniques 
are applicable for measurements in solution and in live cells, tissue ex vivo, and whole 
organisms (e.g. zebrafish embryo) [5, 6]. 

 I will introduce conventional, single-point FCS and FCCS, give examples of their 
applications, and discuss about their limitations. In particular, I will present recent development 
of our home-built FCS instrument and show using ATTO488 in solution how the sensitivity 
and effective volume size in our home-built FCS instrument are comparable to those in a 
commercial instrument. I will also discuss about future perspectives of home-built FCS 
instrument, giving examples of eGFP (enhanced Green Fluorescent Protein) diffusion 
measurements in live cells. 
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Quantitative Scanning-Free Confocal Microscopywith
Single-Molecule Sensitivity and Fluorescence Lifetime
Imaging for the Study of Fast Dynamic Processes in
Live Cells
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Timing is everything in biology – biological systems exchange information by con-
trolling the spatio-temporal behavior of biological molecules, using dynamics to
encode and decode information. Dynamic changes in the concentration of biolog-
ical molecules are therefore an integral part of biological networks’ function and
inadequate spatial distribution and temporal dynamics are characteristic of disease
states.

Living cells control the concentration, spatial distribution, and temporal dynamics
of biological molecules through molecular interactions and transporting processes,
most notably diffusion. Through reaction-diffusion processes biomolecules are in-
tegrated in specific dynamical networks and perform specialized biological func-
tions in the cell, such as gene expression. These networks are complex – they are
made up of many constituents (different interacting molecules); they are tightly
intertwined – products of one reaction are reactants in another one; and they are
dynamically controlled – the rates at which biochemical transformations occur are
autocatalytically regulated by molecules produced in the same biological network.
Consequently, these complex networks may acquire a new quality – the capacity
to self-adjust their essential variables to control their biological functions.

To understand how these dynamical networks are controlled and self-regulated,
the concentration and mobility of interacting molecules – which are in addition to
chemical reactivity the determinants of chemical kinetics, need to be quantitatively
characterized in live cells.

To this aim, we have developed quantitative scanning-free confocal microscopy
with single-molecule sensitivity, high temporal resolution (∼10 μs/frame), and fluo-
rescence lifetime imaging by integrating massively parallel fluorescence correlation
spectroscopy [1] with fluorescence lifetime imaging microscopy (mpFCS/FLIM)[2].
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The capacity of this method to characterize in live cells compartmentalization of
molecular processes by measuring local excited-state decay via FLIM, and their dy-
namic integration by measuring diffusion/active transport using mpFCS will be dis-
cussed.
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NIH/NIAAA (R01AA028549); Nakatani Foundation for Advancement of Measur-
ing Technologies in Biomedical Engineering; Strategic Research Program in Neuro-
science (StratNeuro); Yoshida Foundation for Science and Technology; ERASMUS+:
European Union Programme for Education, Training, Youth, and Sport; Qatar Na-
tional Research Foundation (PPM 04-0131-200019); and Science Fund of the Repub-
lic of Serbia (call PROMIS, Grant no. 6066079).
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retains its degree of dispersion for one week. Therefore, this model is a suitable
candidate for further research and development of a lipid-based dosage form for
Alendronate sodium.
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Determination of spatial resolution of nonlinear laser
scanning microscopy
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1 Institute of Physics Belgrade
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Presenter: M. Bukumira (marta@ipb.ac.rs)

Microscope resolution is the shortest distance between two points on a sample that
can be distinguished as separate entities. Due to the wave nature of light and
the phenomenon of diffraction, it is fundamentally limited: even under theoreti-
cally ideal conditions and optical components, the microscope has a finite resolu-
tion.

In this paper, we determined lateral and axial resolution of a nonlinear laser scan-
ning microscope by measuring its point spread function (PSF) in two ways: by imag-
ing fluorescent beads using two-photon excited fluorescence (standard method),
and by using monolayers of molybdenum disulfide – MoS2 (non-standard method),
obtained by chemical vapor deposition [1], which, due to the lack of central sym-
metry, efficiently generate second harmonic signal.

Parameters such as the numerical aperture of the objective and the excitation wave-
length contribute to the resolution, so it changes depending on the current set-
ting of the microscopic system. Measurements were performed for two different
objectives and several standard excitation wavelengths, depending on the type of
sample. As expected, the best resolution was obtained for the objective with the
largest numerical aperture (40x 1.3) and the shortest excitation wavelength (730nm):
Rlat = 260nm, Rax = 1648nm. In addition, the values obtained by the non-
standard method are closer to the theoretical values of the resolution, because the
contributions of the out-of-focus signal are significantly smaller due to the two-
dimensional nature of the layers. This implies that it is better to use this type of
sample to determine the resolution of the microscope. The measured PSF can be
further used to deconvolve the images obtained on this microscope.

Due to its properties such as large penetration depth of incident radiation and label-
free imaging, as well as the possibility of obtaining 3D models, our microscope is
widely used in examination of the samples of biological origin, such as: erythrocytes
[2], chitinous structures [3], human colon tissue [4], collagen and dentin.
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Presenter: Y. Dimitrov (yoandimitroff@gmail.com)

Leukemia is the most common type of cancer found in children. It accounts for
around 33% of all malignant diseases in pediatrics.

Differential scanning calorimetry DSC is a highly sensitive technique that measures
temperature-induced conformation changes in proteins. As such, it is useful in mea-
suring the exact values of concentration, conformation and interaction between pro-
teins and other molecules and allows for observing specific insignificant changes
in blood plasma and CSF (cerebrospinal fluid), related to various pathological pro-
cesses. This way, plasma and CSF proteins could serve as biomarkers for the diag-
nosis and monitoring of the disease.

In this study we have used DSC to compare alterations in the protein thermal de-
naturation profiles of blood plasma and CSF, taken from children with acute lym-
phoblastic leukemia (ALL), with the corresponding fluids from other children in
continuous remission with healthy clinical and hematological statuses, used as con-
trols.

Here we present DSC measurements of blood plasma in children in cases with
leukemic infiltration present in the bone marrow. In some cases they are about
newly developed disease or relapsed one, and in other cases about Non-Hodgkin’s
lymphoma with secondary spread to the bone marrow and also lymphoid blast crisis
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I will discuss the problem of scale hierarchies in particle physics and cosmology and
propose ways to address it. In particular I will present a framework of natural infla-
tion within supergravity dubbed ‘inflation by supersymmetry breaking’. The main
idea is to identify the inflaton with the superpartner of the goldstino, in the pres-
ence of a gauged R-symmetry that may contain the R-parity of the supersymmetric
Standard Model.

FT-02 / Invited talk (virtual)

On the nature of optical rogue waves
Authors: Milivoj R. Belić1; Stanko N. Nikolić2; Omar Ashour3; Najdan B. Aleksić4

1 Texas A&M University at Qatar
2 Texas A&M University at Qatar; Institute of Physics Belgrade, University of Belgrade
3 Department of Physics, University of California
4 Institute of Physics Belgrade, University of Belgrade

Presenter: M. Belić (milivoj.belic@qatar.tamu.edu)

We present rogue wave solutions to the standard cubic nonlinear Schrődinger equa-
tion that models many propagation phenomena in nonlinear optics. We propose
the method of mode pruning for suppressing the modulation instability of rogue
waves. We point to instances when rogue waves appear as numerical artefacts, due
to inadequate numerical treatment of modulation instability and homoclinic chaos
of rogue waves. In the end, we display how statistical analysis based on different nu-
merical procedures can lead to misleading conclusions on the nature of rogue waves.
Thus, we will discuss the nature of optical rogue waves in view of conflicting opin-
ions expressed in the literature. In particular, we address three pairs of opposing
suppositions on their nature: Linear vs. nonlinear [1]; random vs. deterministic
[2]; and numerical vs. physical [3]. In our opinion, a short answer to the three
suppositions is that rogue waves in optics are essentially nonlinear, deterministic,
and physical. They are nonlinear because the major cause of rogue waves is the
modulation or Benjamin-Feir instability, which by its nature is the basic nonlinear
optical process. Rogue waves are deterministic because modulation instability (MI)
leads to deterministic chaos; random phenomena are probabilistic and may look
chaotic but are not deterministic. Rogue waves are physical because they appear in

274



BPU11 CONGRESS Book of Abstracts

many experiments and media, with similar statistics. Our opinion is supported by
extensive numerical simulations of the nonlinear Schrődinger equation in different
regimes that touch upon the aspects of all three conflicting suppositions.

Unfortunately, in numerical simulations optical rogue waves may appear fictitiously,
as numerical artefacts. Different numerical algorithms represent different dynam-
ical systems and in chaotic regimes may provide different evolution pictures for
exactly the same inputs, leading – distressingly – to significantly different statistics
[4]. The statistics appear similar, but the number of peaks, the maximum of inten-
sity, and the slope of distributions, among other things, are different. Hence, in the
chaos produced by modulation instability, optical rogue waves and their statistics
may appear as numerical artefacts. Owing to a vague definition of rogue waves and
exponential amplification of numerical errors, there are situations in which optical
rogue waves may appear as linear, random, and numerical. In the very end, we
demonstrate how to produce stable Talbot carpets – recurrent images of light and
plasma waves – by rogue waves, for possible use in nanolithography.
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The Swampland is defined as the set of consistent Quantum Field Theories that
cannot be coupled to Quantum Gravity. The goal of the Swampland is to find or
to conjecture, based on the intuition gained from String Theory, general principles
that a field theory coupled to quantum gravity should respect. One example is the
“gravity as the weakest force” (or “weak-gravity conjecture”).

I will summarize some of the recent conjectures and their potential implications for
particle physics and cosmology.
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EXTENDING FLUORESCENCE CORRELATION SPECTROSCOPY 

TO IMAGING: QUANTITATIVE SCANNING-FREE CONFOCAL 
MAPPING OF THE CELLULAR DYNAMICS AND LOCAL 

ENVIRONMENT OF MOLECULES IN LIVE CELLS 
 

S. Oasa 1, A. J. Krmpot 2, S. N. Nikol 2, L. Terenius 1, R. Rigler 3 and V. Vukoje  1  
 

1 Center for Molecular Medicine (CMM, L8:01), Department of Clinical Neuroscience 
(CNS), Karolinska Institute, 17176 Stockholm, Sweden (vladana.vukojevic@ki.se) 
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17177 Stockholm, Sweden  

 
ABSTRACT 
Fluorescence Correlation Spectroscopy (FCS) is an advanced, time-resolved quantitative 
analytical method with single-molecule sensitivity that can measure the concentration and 
size of molecules and characterize their interactions in solution and in live cells. 
However, the very same feature that gives FCS its ultimate, single-molecule sensitivity  
the tiny observation volume element (OVE) that is about (0.2  1.0) 10-15 dm3, confers a 
serious limitation  restricted field of view. With the advent of new technologies [4], we 
have extended FCS to imaging by massively parallelizing the number of independent 
observation volume elements, and have integrated massively parallel FCS with 
Fluorescence Lifetime Imaging Microscopy (mpFCS/FLIM) to enable quantitative 
scanning-free confocal mapping of the cellular dynamics and local environment of 
molecules in live cells. In my lecture, I will present an overview of this development and 
give examples of important applications. 
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Live-cell cartography: spatial mapping of biomolecular information by 
functional Fluorescence Microscopy Imaging (fFMI) 
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Swinburne University of Technology, Melbourne, Australia 
4Department of Neurosciences, University of California San Diego, CA, USA 

5Institut Pasteur, Department of Neuroscience, Unité Neurobiologie Intégrative des Systemés, Paris France  
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Live cells convey key information and control their vital functions via molecular interactions and 
transporting processes. Through molecular interactions and transporting processes, they precisely control, 
spatially and timewise, the concentration and mobility of biomolecules, and their local environment (pH, 
ionic strength, charge density). To understand the dynamic integration of molecular interactions through 
transport processes, quantitative methods with high sensitivity, spatial and temporal resolution are needed. 
Fluorescence microscopy- and correlation spectroscopy based methods have proven to be invaluable for this 
purpose, and advanced methods such as Image Correlation Spectroscopy (ICS) [1] and Single Plane 
Illumination Microscopy (SPIM; also called Light Sheet Microscopy)/Total Internal Reflection (TIR)-based 
Fluorescence Correlation Spectroscopy (SPIM-FCS/TIR-FCS) [2] have been recently developed. However, 
both methods, while very powerful, also have limitations. ICS is based on Confocal Laser Scanning 
Microscopy (CLSM), thus relying on the analysis of fluorescence signal acquired with a time lag (dwell time 
between pixels). In SPIM-FCS, fluorescence intensity is simultaneously read-out; but light sheet propagation 
may be affected by obstacles in the sample, giving rise to an uneven fluorescence excitation across the 
specimen. Also the observation volume elements are larger than in conventional single-point FCS due to 
light-sheet thickness. Finally, TIR-FCS use is limited as it only can be used to study processes at the basal 
plasma membrane. With this in mind, we were motivated to develop scanning-free massively parallel FCS 
with high spatio- -molecule sensitivity, 
which will allow us to quantitatively characterize fast dynamic processes and precisely measure the 
concentration of fluorescently-tagged biomolecules in live cells and in solution [3]. To this aim, fluorescence 
intensity from 256 or 1024 excitation foci generated by the diffractive optical element (DOE) are recorded 
by a position-matched individual single-photon avalanche detector (SPAD) in a 2D SPAD camera. 
Autocorrelation curves are computed from time series of fluorescence intensity fluctuation to determine the 
concentration (reciprocal to the amplitude of the autocorrelation curve) and diffusion time (decay time of 
the autocorrelation curve). Our instrument allows also Fluorescence Lifetime Imaging Microscopy (FLIM), 
to characterize the immediate surroundings of the fluorescent tags via fluorescence lifetime, and FLIM-based 
Förster Resonance Energy Transfer (FRET), to assess the biomolecular interaction via donor-acceptor 
interaction. We have applied mpFCS/FLIM to spatially map in live cells the local concentration, diffusion 
and local environment of a transcription factor in the cell nucleus and have characterised the effects of an 
allosteric inhibitor of transcription factor dimerization [4].  
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The nature, origin, and properties of the one- and two-dimensional optical 
rogue waves 
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The generating mechanism of optical rogue waves (RWs) is the modulation instability (MI). It is the 
nonlinear optical process in which a weak perturbation of the background pump wave produces an 
exponential growth of higher order sidebands that constructively interfere to build RWs. We produce 
RWs in numerical simulations of the cubic nonlinear Schrödinger equation, Hirota, and quintic equation 
with noisy (or other) inputs on the flat or elliptic background [1,2]. 
 
We discuss RWs strange nature, ingrained instability, dynamic generation, and potential applications. 
We propose the method of mode pruning for suppressing the modulation instability of rogue waves. We 
further demonstrate how to produce stable Talbot carpets (two dimensional patterns) of rogue waves. 
 
We also present statistical analysis [3] on rogue waves produced by various numerical algorithms using 
white noise as initial conditions. 
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Narrowing of laser beam propagating through biological suspension 
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Recent demonstration of nonlinear self-action of laser beams in suspension of biological materials, like 
marine bacteria and red blood cells, has been reported [1-3]. In this work, we demonstrate nonlinear 
optical effects of laser beam propagation through the freshwater green microalga Chlorela sorokiniana, 
cultivated in Bold basal medium with 3-fold nitrogen and vitamins (3N-BBM+V). 
 
Chlorella sorokiniana is a species of single-celled freshwater green microalga in the division 
Chlorophyta. Its spherical or ellipsoidal cells (3 x 2 µm in small cells to 4.5 x 3.5 µm in large cells, 
sometimes >5 µm) divide rapidly to produce four new cells every 17 to 24 hours [4]. The non-
pathogenic species has been chosen as a model organism due to its small cell dimension, rapid growth, 
non-mobility and non-toxicity. The algae were kept in the light chamber and the temperature was 
maintained at 2  C. Mid-exponential growth phase of algal culture was used for the experiments.  
 
In the experiments, the 532 nm CW laser beam is directed to the glass cuvette that is filled either with 
the medium or with algae suspended in the medium. We have monitored the laser beam diameter at the 
entrance and exit of the cuvette, and its axial profile through entire cell length. The concentration has 
been determined by optical microscopy and optical density and has been varied between 10^6 and 10^8 
cm-3. 
 
The concentration of the algae and the laser beam power affect the beam radius. Our preliminary results 
have shown the effect of light self-trapping, i.e., the decrease of laser diameter when the algae 
concentration exceeds 10^6 cm-3 while laser power is above 1 W. The difference of the refractive 
indexes of the algae and the medium can induce optical trapping of algae, which subsequently changes 
the concentration of the algae within the laser beam. This in turn can explain different behavior of the 
beam in the medium with and without algae. 
 
We discuss the mechanisms which led to narrowing of the beam including nonlinear effects as well as 
potential applications in waveguiding, medical imaging and optimal propagation of laser beam in 
biological suspensions. 
 
Acknowledgments. The authors appreciate valuable and helpful comments of Dr. Najdan Aleksic from 
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Counting atoms with single-atom resolution

H. Zhang1, R. McConnell1,
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2Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia
e-mail: senka@ipb.ac.rs

For hyperfine-state-selective measurements on ensembles containing 100 or more atoms, 
a single-atom resolution has been demonstrated [1], along with detection sensitivity that 
is 21 dB below the quantum projection noise limit. The demonstrated measurement 
resolution is expected to provide the readout capability necessary for atomic 
interferometry substantially below the standard quantum limit (SQL). Measurements are 
performed on laser-cooled 87Rb atoms confined at the antinodes of a standing-wave 
dipole trap at 852 nm in an optical cavity. Atoms in the cavity change the refractive index 
of a medium and hence induce a shift of the resonance frequency of the optical resonator 
by an amount proportional to the atom number. In order to measure this atom-induced 
frequency shift, and consequently the atom number, we introduce 780-nm probe laser to 
the cavity and observe the dispersive Pound-Drever-Hall (PDH) signal, which detects the 
phase of the probe light reflected from the cavity. Resolution of the “detection system” is 
determined by the atom number variance extracted from a large number of repeated 
measurements. 

REFERENCES
[1] H. Zhang et al., Phys. Rev. Lett. 109, 133603 (2012).

Connection between stationary and transient electromagnetically 
induced transparency and slow light in Rb buffer gas cell

S. N. Nikoli
Institute of Physics, University of Belgrade, Belgrade, Serbia

e-mail: stankon@ipb.ac.rs

Here we report on recent progress on investigation of electromagnetically induced 
transparency (EIT), slow light and connection between these two phenomena in Rb buffer 
gas cell [1]. The EIT resonances, formed among Zeeman coherences of hyperfine state 
52S1/2 Fg = 2, were studied by using a laser beam which frequency was stabilized on the 
hyperfine transition Fg = 2 e = 1 on D1 line in 87Rb isotope. The influence of the laser 
beam intensity, diameter (1.3 mm or 6.5 mm) and radial intensity distribution (Gaussian 
or profile) on the contrast, linewidth and line shape of EIT resonances is examined. 
Resonances were obtained by measuring the transmitted laser beam intensity through Rb 
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cell when longitudinal magnetic field was changing slowly, under the conditions of 
constant laser beam power and polarization. For the 1.3 mm diameter Gaussian laser 
beam, EIT resonances have non-Lorentzian line shapes with Ramsey narrowing of the 
central peak, induced by the diffusion of coherently prepared atoms in the dark, and then 
back to the beam. In case of a wide Gaussian beam with 6.5 mm diameter, the EIT line 
shape is Lorentzian when laser intensity is small, otherwise it can not be described by 
Lorentzian function due to contribution of the atoms in the wings of a beam. The laser 
beam with intensity profile and 6.5 mm diameter always gives Lorentzian EIT 
resonances.

Time development of EIT resonances was examined from transmission signal. For 
that purpose, two rectangular pulses separated in time were propagating through Rb 
cell, together with a strong control field. The laser beam was turned off between two 

pulses in order to enable a free evolution of Zeeman coherences in the dark. In a 
repeated interaction of two pulses with Rb atoms, the Raman-Ramsey fringes were 
measured, both on transmission signals and temporal EIT resonances. Ramsey 
oscillations, appearing at the beginning of the second pulse, are dumped during pulse 
duration and disappear at later moments due to Zeeman decoherence. It was noticed that
the linewidth of the central peak was independent on the dark time, in contrary to the 
fringes of higher order which got narrower when time separation between two pulses was 
prolonged [2].

The slow and stored pulse were measured in the Rb cell, based on stationary and 
temporal EIT analysis. It was experimentally ascertained that the most efficient slow light 
process is obtained in the medium with the most contrasted and narrowest EIT 
resonances. Once the optimal laser beam parameters were set, the delay of the Gaussian 

pulse was measured as a function of the pulse duration and laser beam intensity. The 
measured group velocities are in the range from 1.7 km/s to 23 km/s, while the fractional 
time delay is in the interval from 3.5 % to 20 % [3]. Higher transmission and higher 
group velocity of the Gaussian pulse were obtained when rectangular preparation 
pulse of the same polarization had previously prepared the dark states [4].

REFERENCES
[1] S. N. Nikoli et al., J. Phys.  B 46, 075501 (2013).
[2] S. N. Nikoli et al., J. Phys. B 48, 045501 (2015).

et al., Phys. Scr. T149, 014009 (2012).
[4] S. N. Nikoli Rev. Sci. Instrum. 84, 063108 (2013).
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Double-periodic solutions and Talbot carpets of extended nonlinear 
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We present analytical and numerical double-periodic solutions of the one-dimensional nonlinear 

-order dispersion), in the form 
of Talbot carpets [2]. The breathers of different orders and rogue waves are obtained using 
numerical simulations, starting from the initial conditions calculated by the Darboux 
transformation. To suppress undesirable aspects of modulation instability leading to the 
homoclinic chaos, we applied Fourier modes pruning procedures. This way, we are able to 
preserve and maintain the twofold carpets periodicity. The novelties of our work are analytical 
Talbot carpets for Hirota-quintic equation and ability to obtain them dynamically by controlling 
the growth of the Fourier modes. In addition, the new period-matching procedure is described 
for periodic rogue waves [3] that can be utilized to produce Talbot carpets without mode 
pruning. 
 
REFERENCES 
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[3] S. N. Nikoli , Nonlinear Dyn. 95, 2855 (2019). 
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Rogue waves, Talbot carpets and accelerating beams 
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Rogue waves are giant waves that sporadically appear and disappear in oceans and optics. Talbot carpets are 
elaborate recurrent images of light and plasma waves. Accelerating beams are the beams that, well, accelerate. 
We put the three together. 
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Analytical and dynamical generation of higher-order solitons and breathers of 
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 We investigate the analytical and dynamical generation of higher-order solitons and breathers of the 

backgrounds. We included the 
operators up to the fifth-order dispersion, called Hirota, Lakshmanan-Porsezian-Daniel (LPD), and quintic 
operator [1,2]. 
 The Darboux transformation (DT) is used to construct proper initial conditions for dynamical 
generation of high-intensity solitons and breathers of different order on a uniform background [3,4]. We 
provide expressions for the Lax pair generating functions and the procedure for calculating higher-order 
solutions when Jacobi elliptic functions are the background seed solutions of extended NLSE. It is shown that 
the peak height of each soliton or breather in the nonlinear Darboux superposition adds linearly, to form the 
intensity maximum of the final solution. We also show that breather-to-soliton conversion can be used to 
produce solitons of higher amplitude and that the periodicity of Akhmediev breathers can be utilized for 
dynamical generation of rogue waves. 
 The dynamical evolution of higher-order solitons and breathers is important in the situations when the 
existence of such solutions is questionable in the presence of modulation instability. Namely, the DT might 
provide analytical higher-order solutions that might not exist, owing to modulation instability, which usually 
exists in these solutions. 
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of Colorado, Boulder, aiming to integrate photonics monolithically into processes with 
advanced transistors. 

Moreover, just like integrating the inductor into CMOS chips at the end of 1990s 
revolutionized the radio design and enabled mobile revolution, the integration of silicon-
photonic active and passive devices with modern CMOS transistors is greatly positioned 
to revolutionize a number of systems beyond computers and data-centers – sensor 
platforms (ultrasound, bio-screening), imaging (portable LIDAR systems), as well as the 
wireless communications infrastructure with photonic-assisted phase-arrays, low-phase 
noise signal sources and large bandwidth, high-resolution ADCs, to name a few.

REFERENCES
[1] J. S. Orcutt et al., Opt. Exp. 20, 12222 (2012).
[2] J. M. Shainline et al., Opt. Lett. 38, 2657 (2013).
[3] M. Georgas et al., “A monolithically-integrated optical transmitter and receiver in a 
zero-change 45nm SOI process,” IEEE Symposium on VLSI Circuits, Honolulu (2014).
[4] C. Sun et al., IEEE Journal of Solid-State Circuits 50, 828 (2015).
[5] R. Meade et al., “Integration of Silicon Photonics in Bulk CMOS,“ IEEE Symposium 
on VLSI Technology, Honolulu (2014).

How Quantitative confocal fluorescence microscopy without 
scanning for the study of fast dynamical processes via massively 

parallel Fluorescence Correlation Spectroscopy (FCS)
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Quantitative confocal fluorescence microscopy without scanning is developed for the 
study of fast dynamical processes via massively parallel Fluorescence Correlation 
Spectroscopy (FCS). Simultaneous excitation of fluorescent molecules across the 
specimen is achieved using a Diffractive Optical Element (DOE). Fluorescence from 
1024 illuminated spots is detected in a confocal arrangement by a matching matrix 
detector consisting of the same number of single-photon avalanche photodiodes (SPADs). 
Software was developed for data acquisition and fast auto- and cross-correlation analysis 
by parallel signal processing using a Graphic Processing Unit (GPU). Using aqueous 
suspension of quantum dots and live cells, we show quantitative mapping of local 
concentration and mobility across the specimen with a sub-millisecond temporal 
resolution (21 µs/frame).

Real-time measurements of intensity spatio-temporal dynamics in 
fiber lasers

Institute of Photonic Technologies, Aston University, Birmingham, UK
Dmitry Churkin

e-mail: d.churkin@aston.ac.uk

Physical systems with co-existence and interplay of processes featuring distinct spatio-
temporal scales are found in various research areas ranging from studies of brain activity 
to astrophysics. Complexity of such systems makes their theoretical and experimental 
analysis technically and conceptually challenging. We will show that radiation of 
partially mode-locked fibre lasers, while being stochastic and intermittent on short time 
scale, exhibits periodicity and long scale correlations over slow evolution from one round 
trip to another. The evolution mapping of intensity autocorrelation function allows us to 
reveal variety of spatio-temporal coherent structures and to experimentally study their 
symbiotic co-existence with stochastic radiation. Our measurements of interactions of 
noisy pulses
over a time scale of thousands of non-linear lengths demonstrate that they have features 
of incoherent temporal solitons. Real-time measurements of spatio-temporal intensity 
dynamics are set to bring new insight into rich underlying nonlinear physics of practical 
active- and passive-cavity photonic systems.

Optomechanics with cold rubidium atoms
1,2, Damir Aumiler1, Hrvoje Buljan2 and 

1Institute of Physics, Zagreb, Croatia
Ticijana Ban1

2Department of Physics, University of Zagreb, Croatia
e-mail: ticijana@ifs.hr

Inducing mechanical action on atoms by continuous wave (cw) laser excitation has been  
the central topic in atomic physics for decades. Laser cooling and trapping of atoms, a 
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Counting atoms with single-atom resolution

H. Zhang1, R. McConnell1,

1Department of Physics, MIT-Harvard Center for Ultracold Atoms, and Research Laboratory of 
Electronics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA

2, Q. Lin1, M. H. Schleier-Smith1,
I. D. Leroux1 and V. 1

2Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia
e-mail: senka@ipb.ac.rs

For hyperfine-state-selective measurements on ensembles containing 100 or more atoms, 
a single-atom resolution has been demonstrated [1], along with detection sensitivity that 
is 21 dB below the quantum projection noise limit. The demonstrated measurement 
resolution is expected to provide the readout capability necessary for atomic 
interferometry substantially below the standard quantum limit (SQL). Measurements are 
performed on laser-cooled 87Rb atoms confined at the antinodes of a standing-wave 
dipole trap at 852 nm in an optical cavity. Atoms in the cavity change the refractive index 
of a medium and hence induce a shift of the resonance frequency of the optical resonator 
by an amount proportional to the atom number. In order to measure this atom-induced 
frequency shift, and consequently the atom number, we introduce 780-nm probe laser to 
the cavity and observe the dispersive Pound-Drever-Hall (PDH) signal, which detects the 
phase of the probe light reflected from the cavity. Resolution of the “detection system” is 
determined by the atom number variance extracted from a large number of repeated 
measurements. 

REFERENCES
[1] H. Zhang et al., Phys. Rev. Lett. 109, 133603 (2012).

Connection between stationary and transient electromagnetically 
induced transparency and slow light in Rb buffer gas cell

S. N. Nikoli
Institute of Physics, University of Belgrade, Belgrade, Serbia

e-mail: stankon@ipb.ac.rs

Here we report on recent progress on investigation of electromagnetically induced 
transparency (EIT), slow light and connection between these two phenomena in Rb buffer 
gas cell [1]. The EIT resonances, formed among Zeeman coherences of hyperfine state 
52S1/2 Fg = 2, were studied by using a laser beam which frequency was stabilized on the 
hyperfine transition Fg = 2 e = 1 on D1 line in 87Rb isotope. The influence of the laser 
beam intensity, diameter (1.3 mm or 6.5 mm) and radial intensity distribution (Gaussian 
or profile) on the contrast, linewidth and line shape of EIT resonances is examined. 
Resonances were obtained by measuring the transmitted laser beam intensity through Rb 
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cell when longitudinal magnetic field was changing slowly, under the conditions of 
constant laser beam power and polarization. For the 1.3 mm diameter Gaussian laser 
beam, EIT resonances have non-Lorentzian line shapes with Ramsey narrowing of the 
central peak, induced by the diffusion of coherently prepared atoms in the dark, and then 
back to the beam. In case of a wide Gaussian beam with 6.5 mm diameter, the EIT line 
shape is Lorentzian when laser intensity is small, otherwise it can not be described by 
Lorentzian function due to contribution of the atoms in the wings of a beam. The laser 
beam with intensity profile and 6.5 mm diameter always gives Lorentzian EIT 
resonances.

Time development of EIT resonances was examined from transmission signal. For 
that purpose, two rectangular pulses separated in time were propagating through Rb 
cell, together with a strong control field. The laser beam was turned off between two 

pulses in order to enable a free evolution of Zeeman coherences in the dark. In a 
repeated interaction of two pulses with Rb atoms, the Raman-Ramsey fringes were 
measured, both on transmission signals and temporal EIT resonances. Ramsey 
oscillations, appearing at the beginning of the second pulse, are dumped during pulse 
duration and disappear at later moments due to Zeeman decoherence. It was noticed that
the linewidth of the central peak was independent on the dark time, in contrary to the 
fringes of higher order which got narrower when time separation between two pulses was 
prolonged [2].

The slow and stored pulse were measured in the Rb cell, based on stationary and 
temporal EIT analysis. It was experimentally ascertained that the most efficient slow light 
process is obtained in the medium with the most contrasted and narrowest EIT 
resonances. Once the optimal laser beam parameters were set, the delay of the Gaussian 

pulse was measured as a function of the pulse duration and laser beam intensity. The 
measured group velocities are in the range from 1.7 km/s to 23 km/s, while the fractional 
time delay is in the interval from 3.5 % to 20 % [3]. Higher transmission and higher 
group velocity of the Gaussian pulse were obtained when rectangular preparation 
pulse of the same polarization had previously prepared the dark states [4].

REFERENCES
[1] S. N. Nikoli et al., J. Phys.  B 46, 075501 (2013).
[2] S. N. Nikoli et al., J. Phys. B 48, 045501 (2015).

et al., Phys. Scr. T149, 014009 (2012).
[4] S. N. Nikoli Rev. Sci. Instrum. 84, 063108 (2013).
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