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A B S T R A C T

This work explores and describes the possibility of assessment of high energy bremsstrahlung spectrum, through
the use of photonuclear reactions. Experimentally obtained values of saturation activities of various Bi isotopes,
created by 209Bi(𝛾, xn) reactions in the 100 MeV bremsstrahlung beam were used in calculations. The photon
spectrum is obtained by utilizing the unfolding techniques and cross sections data calculated by the TALYS 1.96
code. The experimental results were compared with the results obtained by Geant4 Monte Carlo simulation.
1. Introduction

High energy photon radiation produced by the powerful electron
accelerators, has found a wide range of applications in science, tech-
nology or medicine (Kawano et al., 2020; Zilges et al., 2022). Photon-
induced nuclear reactions represent a very interesting and challenging
field of nuclear physics. Considering that the character of photonuclear
reactions is purely electromagnetic, they can also be applied to probe
various nuclear structure parameters in order to understand some of
the nuclear properties.

Photons required for these reactions are usually produced as
bremsstrahlung radiation using an electron accelerator. In order to
correctly interpret the results obtained by photonuclear reactions, it
is very important to know the shape of bremsstrahlung spectrum.
The intensities and energies of the photons in the beam are usually
so high that no direct measurement of the energy spectrum of the
bremsstrahlung is possible. The extremely high photon flux of x-
ray beams causes signal pile-up, and saturation-induced dead times
in the commonly used spectroscopy systems. The energy deposit of
high-energy photons in common detector materials is small, so the
probability of detecting the full energy of the photon is very low. Since
the probabilities of the interactions of the incident electrons are well
known, it is possible to estimate the most important parameters of the
bremsstrahlung beam by numerical simulations such as those that can
be obtained in Geant4 (Agostinelli et al., 2003).

Experimentally, the energy spectrum of photon radiation can be
obtained from the results of some selected photonuclear reactions for
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which the energy differential cross sections are well known. If the
energy of photons in the beam is high enough, various particles can
be created, (protons, neutrons, alpha particles, etc.) as a result of
photonuclear reactions. In this paper, the focus is set on the (𝛾, xn)
reactions. Considering that there is no Coulomb barrier for neutrons,
these reactions have a much higher probability than the reactions
emitting charged particles. Cross sections for (𝛾, n) reactions on a large
number of stable nuclei are already well known in the Giant Dipole
Resonance energy region (up to 30 MeV). In this energy region, the
energy spectrum of the used photons can be reconstructed numeri-
cally, using the measured activities of the products of several nuclear
reactions having well known cross sections. The results of the cross
section measurements for emission of one or more neutrons in higher
energy regions are not very abundant in literature (Soppera et al.,
2014; Otuka et al., 2014). Due to a very poor set of experimental
data, most of the needed information is currently acquired through
theoretical calculations. In this paper, TALYS 1.96 code was used for
the calculations (Koning and Rochman, 2012).

In the recently published paper (Medic et al., 2021), it was shown
that cross section of one photonuclear reaction can be reconstructed
in some desired energy region using a set of activation data and
standard unfolding procedure, developed primary for neutron induced
reactions. In this experiment, SAND-II (McElroy et al., 1967) and
GRAVEL (Matzke, 1994) unfolding codes were used to extract unknown
cross section. It was considered that the function describing the energy
spectrum of incident photons is satisfactorily known. In this study, we
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are dealing with a slightly different problem: reconstructing the shape
of the function describing energy spectra of bremsstrahlung radiation
using a set of activation data. Similar approach can be found in previous
work (Knežević et al., 2016). To solve this problem, it is necessary to
know the cross sections of photonuclear reactions creating the products
whose activity was measured in the experiment. Natural monoisotope
209Bi was chosen to be activated in this experiment, using 100 MeV
remsstrahlung beam. Up to nine neutrons could be emitted in (𝛾,

xn) reactions. Data for cross sections for (𝛾, n) and (𝛾, 2n) reactions
performed on 209Bi can be found in the literature (Harvey et al., 1964;
Forkman and Petersson, 1987). For higher neutron multiplicity, there
are several papers presenting the analysis of the outputs of 209Bi(𝛾, xn)
reaction (Soppera et al., 2014; Naik et al., 2009, 2011; Otuka et al.,
2014; Belyshev et al., 2015; Ermakov et al., 2010), however without
measured cross sections. In the paper (Gheorghe et al., 2017, 2019)
cross sections for (𝛾, n), (𝛾, 2n), (𝛾, 3n) and (𝛾, 4n) were measured,
but only up to 40 MeV, with contributions of the reactions that, beside
the emission of neutrons, also emit protons. The most important goal
of this study is to check whether it is possible to reconstruct the shape
of the high-energy bremsstrahlung spectra using a couple of existing
unfolding codes. In order to achieve this, it is necessary to measure the
activities of the products of several photonuclear reactions obtained
by exposing the Bi target to a beam of high-energy photons, but it
is also necessary to have energy differential cross sections for these
reactions. This study tests the possibility of using results of TALYS 1.96
calculations as a source of reliable cross-section data in the unfolding
procedure. Additionally, obtained results of the bremsstrahlung energy
spectra are then compared with the results of Geant4 calculation.

2. The method

Saturation activity of the product of a photonuclear reaction per-
formed in bremsstrahlung beam depends on the cross-section 𝜎(𝐸) and
he flux of incident particles 𝛷(𝐸):

𝐴 = ∫

𝐸𝑚𝑎𝑥

𝐸𝑇

𝜎(𝐸)𝛷(𝐸)𝑑𝐸 (1)

where 𝐸𝑇 is the energy threshold for nuclear reaction and 𝐸𝑚𝑎𝑥 is
endpoint energy (energy of incident electrons).

If several different products of nuclear reactions are obtained during
the exposure of the selected target, it is sometimes more convenient to
use normalized saturation activity:

𝐴𝑛 =
𝐴𝑘
𝐴𝑛𝑜𝑟

=
∫ 𝐸𝑚𝑎𝑥
𝐸𝑇 ,𝑘

𝜎𝑘(𝐸)𝛷(𝐸)𝑑𝐸

∫ 𝐸𝑚𝑎𝑥
𝐸𝑇 ,𝑛𝑜𝑟

𝜎𝑛𝑜𝑟(𝐸)𝛷(𝐸)𝑑𝐸
(2)

where subscripts 𝑘 and 𝑛𝑜𝑟 denote quantities related to observed prod-
uct of some photonuclear reaction and quantities related to product
chosen to be the normalization one, respectively.

If the values of normalized saturation activities for several products
of photonuclear reactions in the photon beam of the selected energy
are experimentally determined, Eqs. (1) and (2) can be taken as the
basis for the unfolding procedure. The solution of the integral in Eq. (1)
should provide the values of the bremsstrahlung spectrum striking the
target. In order to utilize the unfolding method, it is necessary to
transform the integral equations into a system of discrete equations:

𝐴𝑘 =
𝑐
∑

𝑖
𝛷𝑖 ⋅ 𝜎𝑖𝑘 ⋅ 𝛥𝐸𝑖 ; 𝑘 = 1, 2,… , 𝑚 (3)

where 𝐴𝑘 is the measured saturation activity of each isotope 𝑘 produced
y irradiation, with 𝑚 isotopes in total, which equals 7 in this case. The
ross section for a certain energy bin, 𝐸𝑖, and for creation of an isotope
, is described by 𝜎𝑖𝑘. 𝛥𝐸𝑖 represents the width of the energy bin 𝑖, with
total energy bins, while 𝛷𝑖 represents the photon flux that needs to
e determined. Since the number of bins, 𝑐, is much larger than the
2

umber of isotopes, 𝑚, this set of equations is under-determined. This o
eans that, without any assumptions about the shape of the photon
lux spectrum, there is an infinite number of spectra that satisfies the
quations. The unfolding procedure overcomes this issue by starting
ith a guess, or default, a priori photon spectrum function.

.1. A priori photon spectrum

Default spectrum contains the available a priori information about
he shape of the spectrum, such as theoretical predictions about the
hape of the spectrum. In previous work with the unfolding methods,
his spectrum was constructed based on a theoretical prediction (Kneže-
ić et al., 2016) and also by averaging the experimental spectrum
alues within a number of energy intervals (Ilić et al., 2020). The ro-
ustness of the numerical procedure was checked using a combination
f an increasing linear function (at low energies) and a decreasing one
in the high-energy part) and obtained spectra were comparable to the
EANT simulation. For the purposes of this study, it was decided that

he theoretical thin target Schiff function (Schiff, 1951) can be used in
he capacity of the default spectrum.

.2. Cross sections data

In this work, TALYS 1.96 code was used to determine the cross
ections. Detailed description of TALYS 1.96 can be found in Koning
nd Rochman (2012). Cross section data that were used for (𝛾,2n) to
𝛾,8n) reactions were calculated with default TALYS 1.96 parameters,
xcept for level density and photon strength function. There are several
ther important parameters, but the analysis of their influence on
he output of TALYS 1.96 calculation exceeds the scope of this pilot
tudy and will be the subject of subsequent research. Six level density
nd nine photon strength function models were used (Koning and
elaroche, 2003; Hauser and Feshbach, 1952; Kalbach, 1986; Gilbert
nd Cameron, 1965; Dilg et al., 1973; Zubov et al., 2009; Ignatyuk
t al., 1993; Goriely et al., 2001, 2008; Hilaire et al., 2012; Brink, 1957;
xel, 1962; Kopecky and Uhl, 1990; Kopecky et al., 1993; Goriely and
han, 2002; Goriely et al., 2004; Goriely, 1998; Daoutidis and Goriely,
012; Goriely et al., 2018; Plujko et al., 2008):

Level density models

1. LD model 1. — the constant temperature Fermi-Gas model,
2. LD model 2. — the back-shifted Fermi gas model,
3. LD model 3. — the generalized super-fluid model,
4. LD model 4. — the microscopic level densities based on the

Goriely‘s tables,
5. LD model 5. — Hilaire‘s combinatorial tables and
6. LD model 6. — the temperature dependent Hartree–Fock-

Bogoliubov model, Gogny force.

Photon strength function models

1. Strength 1. — Kopecky–Uhl generalized
Lorentzian,

2. Strength 2. — Brink–Axel Lorentzian,
3. Strength 3. — Hartree–Fock BCS tables,
4. Strength 4. — Hartree–Fock–Bogoliubov tables,
5. Strength 5. — Goriely’s hybrid model,
6. Strength 6. — Goriely T-dependent HFB,
7. Strength 7. — T-dependent RMF,
8. Strength 8. — Gogny D1M HFB+QRPA and
9. Strength 9. — SMLO.

In a recently published paper (Deiev et al., 2022), on the example
f photonuclear reactions on 181Ta, it was concluded that TALYS 1.96
esults are not always in good agreement with experimental values of
verage cross sections and that it is not possible to choose only one

ptimal model that would satisfactorily describe all (𝛾,xn) reactions.
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However, the results of Naik et al. (2011), Belyshev et al. (2015)
show that TALYS 1.96 cross sections employed to estimate average
cross sections and reaction yields show a good agreement with ex-
perimental results obtained in bismuth photoactivation. It should be
noted that TALYS 1.96 cross sections for several 209Bi(𝛾,xn) reactions
gree reasonably well with results of measurements (Gheorghe et al.,
017, 2019). This was a solid basis for assuming that TALYS 1.96 cross
ections could be used in this study. It was decided that cross sections
btained by all six level density and nine photon strength function
odels should be used as response functions for unfolding algorithm

nd results obtained by all of them are presented further.

.3. Unfolding procedure

In order to calculate the final spectrum starting from the a priori
ne, cross section values and experimentally obtained activities, SAND-
I (McElroy et al., 1967) and GRAVEL (Matzke, 1994) algorithms were
sed in the unfolding method. GRAVEL algorithm is a modified SAND-II
lgorithm, and both are iterative algorithms that take the initial as-
umption about the spectrum shape and, through a number of iterative
teps, arrive to the final shape of the spectrum. From the 𝐽 th iteration
tep of the neutron fluence rate (𝛷𝐽

𝑖 , for the energy bin 𝐸𝑖), the next
teration, 𝛷𝐽+1

𝑖 , is calculated by:

𝐽+1
𝑖 = 𝛷𝐽

𝑖 ⋅ 𝑓 (𝐴𝑘, 𝜖𝑘, 𝜎𝑘𝑖, 𝛷
𝐽
𝑖 ) (4)

The function 𝑓 is defined as:

= 𝑒𝑥𝑝

⎛

⎜

⎜

⎜

⎜

⎝

∑

𝑖𝑘 𝑊
𝐽
𝑖𝑘 log

(

𝐴𝑘
∑

𝑖 𝜎𝑘𝑖𝛷
𝐽
𝑖

)

∑

𝑘 𝑊
𝐽
𝑖𝑘

⎞

⎟

⎟

⎟

⎟

⎠

(5)

The difference between the SAND-II and GRAVEL algorithms is in
he definition of the 𝑊 𝐽

𝑖𝑘 . In the SAND-II algorithm, it is defined as:

𝑊 𝐽
𝑖𝑘 =

𝜎𝑘𝑖𝛷𝐽
𝑖

∑

𝑖 𝜎𝑘𝑖𝛷
𝐽
𝑖
, (6)

hile in GRAVEL it is defined as:

𝑊 𝐽
𝑖𝑘 =

𝜎𝑘𝑖𝛷𝐽
𝑖 𝐴

2
𝑘

∑

𝑖 𝜎𝑘𝑖𝛷
𝐽
𝑖 𝜖

2
𝑘

(7)

here 𝑊 𝐽
𝑖𝑘 is the weight factor, 𝐴𝑘 is the measured activity, 𝜖𝑘 is the

easurement uncertainty, and the 𝜎𝑘𝑖 is the cross section for production
f the 𝑘th Bi isotope in the energy bin 𝐸𝑖.

3. Measurement and results

209Bi was chosen because it is a natural mono isotope and has a
number of neutron deficient isotopes with half-lives sufficiently long
for off-line analysis. Since these isotopes also have a significant number
of strong gamma transition, activity of all the isotopes created can
be determined using gamma-spectroscopy. For irradiation in 100 MeV
bremsstrahlung beam, a 1.5 g grain of high purity bismuth was used.
The bismuth grain had the shape of a flattened drop with a maximum
thickness of 1 mm.

As previously mentioned, 209Bi in interaction with 100 MeV
remsstrahlung beam can emit up to 9 neutrons in (𝛾, xn) reactions.

3.1. Irradiation

Irradiation was performed at the LINAC 200, located at the Lab-
oratory of Nuclear Problems, JINR, Dubna (Nozdrin et al., 2021).
Irradiation of natural bismuth target by bremsstrahlung created in
tungsten target irradiated by 100 MeV electron beam was performed.
The scheme of the experimental setup is presented in Fig. 1. Practically
3

mono-energetic 100 MeV electron beam with frequency of 25 Hz and o
Fig. 1. Scheme of the experimental setup (not to scale).

pulse duration of 2 μs was focused into 5.65 mm thickness tungsten
target to generate bremsstrahlung for 209Bi activation. A 209Bi sample
was located behind the tungsten target and exposed to photons. The
Al cylinder (Faraday cup) was connected to ammeter Keithley 6485
to monitor the beam current. The exposure time was 15 min and the
beam current varied between 1 ⋅ 10−7 A and 3 ⋅ 10−7 A. Short-term
instabilities in the intensity of the electron beam were not taken into
account when calculating the saturation activity, mainly due to the
much longer half-lives of the observed isotopes.

The bismuth target had much smaller dimensions than the used
tungsten Bremsstrahlung converter, and a significantly smaller num-
ber of electrons with reduced energy, which penetrated Al cylinder,
fell on it. For this reason, it can be expected that the production of
bremsstrahlung in bismuth and associated activation is significantly
lower.

3.2. Gamma spectroscopy measurement and normalized saturation activi-
ties

After the irradiation, the Bi sample was transferred to the HPGe
detector in order to measure induced gamma activity. The length of the
irradiation was 900 s. Time difference between the end of irradiation
and the start of gamma measurement was 10 min. Two spectra were
recorded: the first lasting up to 3600 s, and the next right after the
first, lasting 16,200 s. The first spectrum was used to determine the
saturation activities of short-lived Bi isotopes, starting with 202Bi and
lighter. In the second spectrum, gamma peaks of long-lived isotopes
with a sufficiently small statistical uncertainty of their intensities were
obtained. The estimation of the saturation activity was performed using
the intensities of characteristic gamma lines from the products of the
nuclear reaction. Some parts of collected gamma spectra are presented
in Fig. 2.

The saturation activity can be calculated as:

𝐴 =
𝑁𝛾 ⋅𝑀 ⋅ 𝜆

𝑚 ⋅𝑁𝐴 ⋅ 𝜖 ⋅ 𝜂 ⋅ 𝑝𝛾 ⋅ 𝑒−𝜆𝛥𝑡

⋅
1

(1 − 𝑒𝜆𝑡𝑖𝑟𝑟 ) ⋅ (1 − 𝑒𝜆𝑡𝑚 )

(8)

here 𝑁𝛾 is a number of detected 𝛾 photons of selected energy, 𝜆 is
he decay constant, 𝑀 and 𝑚 are the mass number and the mass of the
rradiated target, 𝑁𝐴 is the Avogadro constant, 𝜖 is the total efficiency
f the detector at the observed energy, 𝜂 is the natural abundance of
he activated isotope, 𝑝𝛾 is the quantum yield of detected photons, 𝛥𝑡,
𝑖𝑟𝑟 and 𝑡𝑚 represent the cooling, irradiation and measurement time,
espectively.

The ratio of the calculated saturation activities was determined as:

𝑛 =
𝐴𝑘
𝐴𝑛𝑜𝑟

=
𝑁𝛾𝑘 ⋅ 𝜆𝑘 ⋅ 𝜖𝑛𝑜𝑟 ⋅ 𝑝𝛾𝑛𝑜𝑟 ⋅ 𝑒−𝜆𝑛𝑜𝑟𝛥𝑡

𝑁𝛾𝑛𝑜𝑟 ⋅ 𝜆𝑛𝑜𝑟 ⋅ 𝜖𝑘 ⋅ 𝑝𝛾𝑘 ⋅ 𝑒−𝜆𝑘𝛥𝑡

⋅
(1 − 𝑒𝜆𝑛𝑜𝑟𝑡𝑖𝑟𝑟 ) ⋅ (1 − 𝑒𝜆𝑛𝑜𝑟𝑡𝑚 )
(1 − 𝑒𝜆𝑘𝑡𝑖𝑟𝑟 ) ⋅ (1 − 𝑒𝜆𝑘𝑡𝑚 )

(9)

here subscript 𝑛𝑜𝑟 represents values related to the product of reaction
sed for normalization and subscript 𝑘 denotes all quantities related to
ther Bi isotopes obtained in photonuclear reactions.
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Fig. 2. Part of the 𝛾-ray spectrum collected after irradiation of 209Bi with some of the lines used for the calculation of saturation activities labeled.
The use of ratios of saturation activities, has the advantage because
t is not necessary to know the absolute efficiency of the detector for
he energies of the gamma transition analyzed, only the relative one.
he best isotope for the normalization is 206Bi, because its half-life

is long enough to allow off-line gamma spectroscopy measurements
(6.243 days). Additionally, 206Bi has a number of intensive gamma lines
in recorded spectra.

The relative efficiency of the detector was determined using 15
single gamma lines of 206Bi, in the energy interval from 183.98 keV
o 1878.65 keV. A combination of an exponential function and a
hird-order polynomial was used to describe the relative efficiency. It
as estimated that in this way in the mentioned energy interval the

elative efficiency can be obtained with an uncertainty of up to 3%.
ossible effects of self-absorption of gamma radiation in the target itself
although its thickness in the middle was about 1 mm) are reduced by
he use of relative efficiency to the ratio of attenuation of radiation of
ifferent energies that pass an identical path through the absorption
edium. It is estimated that the biggest difference can be expected in

he case of 207Bi, whose saturation activity calculated with the lowest
nergy of 569.7 keV (Table 1). It can be expected that the difference
n self-absorption at this energy and self-absorption at 803.1 keV (206Bi
amma radiation used for normalization) amounts to several percent.

Normalized saturation activities of Bi isotopes were measured for
even isotopes originating from (𝛾, 2n) reaction up to (𝛾, 8n) reaction.
he choice of gamma lines for each individual isotope was made very
arefully and not in all cases the most intense gamma transitions were
hosen. It was significant that there are no close gamma lines of other
sotopes and no separable doublets. In addition, it was important that
ll used gamma lines were energetically close to the selected gamma
ine of 206Bi, which served as a normalization isotope. In this way,
he potential uncertainty that would arise from relative efficiency or
ifferent self-absorption in bismuth itself is minimized. Obtained values
f normalized activities, as well as measurement uncertainties, are
resented in Table 1. Uncertainties of the saturation activities, listed
n Table 1, originate exclusively from the statistical uncertainties of
he integrals of the selected gamma lines, as well as the uncertainty
ith which the relative efficiency was calculated. Although the cross

ection for the 209Bi (𝛾, n) reaction is the largest one, the 208Bi gamma
ine of 2614.5 keV was not used in the analysis. The half-life of this
ismuth isotope is 3.63 ⋅ 104 years. In addition, the same gamma line,

but from the decay of 208Tl, is very intense in the background spectra,
and unfortunately our detector could not provide the conditions to
completely eliminate the surrounding background of natural radiation.

It was noted in a recent publication (Belyshev et al., 2015) that the
contribution of (𝛾, p 5n) reactions can have significant output com-
pared to (𝛾, 6n) one. In this study, activities of bismuth isotopes were
measured, including 203Bi. Lead isotope 203Pb, as daughter nucleus
of 203Bi decay, can also be formed in reactions with the emission of
4

protons in addition to neutrons. In this situation, it can be formed in
Table 1
Saturation activities, 𝑅𝐴𝑠

, of activated Bi isotopes. The activities are calculated relative
to the 206Bi isotope. Gamma-ray transitions used to determine the activity of the
isotopes of interest are presented in the fourth column (Demichev, 2022). 𝐸𝛾 -
gamma-ray energy and 𝑝𝛾 - gamma-ray intensity.
Source: Relevant data was taken from NNDC (2023).

Reaction Radionuclide 𝑇1∕2 𝐸𝛾 [keV] 𝑅𝐴𝑠
𝑝𝛾

209Bi(𝛾, 2n) 207Bi 31.55 y 569.7 keV 6.7 (3) 0.9775
209Bi(𝛾, 3n) 206Bi 6.243 d 803.1 keV 1.00 (3) 0.990
209Bi(𝛾, 4n) 205Bi 15.31 d 703.44 keV 0.45 (2) 0.3108
209Bi(𝛾, 5n) 204Bi 11.22 h 899.15 keV 0.177 (5) 0.99
209Bi(𝛾, 6n) 203Bi 11.76 h 820.3 keV 0.097 (4) 0.297
209Bi(𝛾, 7n) 202Bi 1.71 h 960.67 keV 0.046 (2) 0.99283
209Bi(𝛾, 8n) 201Bi 103 min 786.4 keV 0.020 (1) 0.098

excited states and in the prompt transitions transferred to the ground
state. These prompt transitions do not interfere with gamma transitions
originating from the decay of 203Bi, which were detected in the off-line
measurement.

3.3. Cross sections functions

As stated in Section 2.2, the cross sections for (𝛾,xn) nuclear reac-
tions were calculated using the TALYS 1.96 code. Different estimates
of the density of the excited state of the observed nucleus and different
estimates of photon strength function were used. The values of cross
section functions for different level density functions and same photon
strength function have very similar shape. This is not the case when
photon strength functions vary for fixed level density. The example of
this is presented in Fig. 3. Evident differences in general shape of the
cross section function, their amplitudes, thresholds, etc. appear when
different models are used in calculations.

3.4. Unfolding determination of photon spectra

For each of the observed photonuclear reactions, 54 different esti-
mates for cross sections were obtained, as a combination of all models
taken for the density of excited states and photon strength functions.
The unfolding procedure was performed separately for each of them.

The identical procedure was repeated using both codes GRAVEL
as well as for SAND-II and for each of the 54 different cross section
estimates in order to obtain the shape of the photon spectrum.

The unfolding was done for 343 energy bins covering fixed width
energy regions from 14.5 MeV, which is slightly below the threshold
for the (n, 2n) reaction, up to the 100 MeV, the maximal energy
of accelerated electrons. Obtained unfolding results for different level
density and photon strength options in TALYS 1.96 for GRAVEL and
SAND-II are shown in Figs. 4 and 5, respectively. For easier overview
of the results, all results obtained for different level density models with
the same photon strength function model are presented with the same

color.
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Fig. 3. Part of the cross sections for the used 𝛾,xn reactions derived from different
TALYS 1.96 photon strength function models (3, 5 and 7) and fixed level density
model (1).

Fig. 4. Unfolding results obtained with GRAVEL algorithm for different cross sections
btained by varying level density and photon strength function models in TALYS 1.96.

Fig. 5. Unfolding results obtained with SAND-II algorithm for different cross sections
obtained by varying level density and photon strength function models in TALYS 1.96.
5

3.5. Geant4 simulation of bremsstrahlung spectrum

The only way to check the energy spectrum obtained by unfolding
procedure is to compare it with the simulation results. The theoretical
expression for the shape of the energy spectrum of bremsstrahlung,
which was used as the starting point of unfolding, was obtained using
Schiff’s function for a thin target. A thick target is used in the exper-
iment and it can be expected that the shape of the bremsstrahlung
spectrum differs significantly from the theoretical estimate. In this
case, the estimation of the shape of the photon spectrum obtained by
simulation is the only possibility to check the validity of the unfolding
results.

To get the MC simulated bremsstrahlung spectrum at the place
of the Bi sample, the incident electron beam hitting the 5.65 mm
thick W target was simulated and the photons, 1 cm away from W
target were tracked. The simulation was done using Geant4 version
4.10.05.p01. We simulated incident electron beam with particle energy
of gaussian random of 𝐸𝑘 = (100.0 ± 0.1) MeV, and position with
gaussian random spread in 𝑥 and 𝑦 having sigma of 0.1 mm, but without
any directional spread. The physics list used was QBBC, which uses
Standard EM option. As output from G4 simulation, the energy and
position of gammas on a wide area at 1 cm distance from W target
was recorded. This allowed us to create different gamma beams by
selecting only gammas hitting specific parts of the wider area, without
the need to repeat the G4 simulation from the start. This way, firstly,
the gamma spectra could be obtained with sufficient statistics because
of the rotational symmetry around the incident electron beam axis.
Secondly, we can select the specific area where Bi sample could be
positioned, and finally, the Bi sample could have specific distances from
the incident electron beam axis. The obtained gamma spectra could
then be compared with unfolding results.

4. Discussion

It can be observed that the spectra obtained by different unfolding
codes do not differ significantly in the entire energy region of interest.
Figs. 4 and 5 show that the estimates of the photon spectrum, obtained
using different level density models and the same photon strength
function, do not differ significantly in energy region up to the 60 MeV.
Significant differences, within some photon strength function models,
appear in the high-energy part of the spectrum. On the other hand, it
can be seen that the different photon strength function models produce
significantly different estimates of the photon spectrum.

Since the SAND-II and GRAVEL algorithms have no routine for stan-
dard sensitivity analysis and uncertainty propagation, it is necessary to
analyze all the possible sources of uncertainty.

4.1. Uncertainty analysis

The uncertainty of the ratios of the saturated activities were calcu-
lated by including uncertainties of all the contributing elements from
Eq. (9). Main source of uncertainty comes from the statistical error of
measured gamma ray intensity (Gilmore, 2008) and from determination
of relative efficiency, to a much lesser extent. However, the exact
influence of these uncertainties on final results cannot be determined
in unfolding algorithm, although they do influence final results. This
item will be a subject of some future analysis.

Cross sections were calculated using TALYS 1.96, and there is no
cross section uncertainty estimation that can be introduced in the error
propagation. However, Figs. 4 and 5 show that the unfolding procedure
using different level density and photon strength function models for
cross section calculation results in different photon spectra.

In order to obtain estimate of the range in which the photon flux
values could be found for each of the observed energies, it was decided
that: (i) after the unfolding procedure using GRAVEL and SAND-II
algorithms, all unfolding results should be averaged, and (ii) the highest
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Fig. 6. Averaged unfolding results from SAND-II and GRAVEL algorithms for different
ross sections obtained by varying level density model in TALYS 1.96. Lowest and
ighest corridor values were determined by the lowest and highest values among all
f the unfolded bremsstrahlung spectra for each energy bin.

nd the lowest value for photon flux, chosen between all 108 obtained
pectra, for a particular energy, will be used to construct an uncertainty
orridor.

The result of averaging and selection of the maximal and minimal
stimated flux values, are depicted in Fig. 6. So, each point in Fig. 6,
orming a solid line, has an average value of all of the unfolding
esults (108 of them, for both unfolding methods). The dashed lines are
etermined by the minimum and maximum values selected in the 108
stimated spectra representing the uncertainty corridor in this case.

There is another way to validate the obtained results. When there
re 54 estimations for cross sections for all observed photonuclear
eactions and corresponding photon spectra obtained by unfolding
rocedure, it is possible to calculate saturation activities for each cross-
ection photon spectra pair. The very same procedure can be repeated
or both unfolding algorithms. These values can be compared with
he experimentally established results, shown in Table 2. Comparison
f calculated ratio of saturation activity 𝑅𝐴𝑐

to the experimentally
btained values 𝑅𝐴𝑠

, taking into account the errors of the experimental
alues, 𝜖𝐴𝑠

, can be done through parameter 𝜒2, value of which can be
calculated as:

𝜒2 = 1
𝑛

𝑛
∑

𝑖=1

(

𝑅𝐴𝑐𝑖
− 𝑅𝐴𝑠𝑖

)2

𝜖2𝐴𝑠𝑖

(10)

where subscript 𝑖 refers to individual reactions observed, and 𝑛 rep-
resents the number of reactions used for the unfolding, seven in this
case.

This value can be used as a measure of quality of unfolding proce-
dure for an individual set of level density and photon strength function
models. Table 2 shows the 𝜒2 for all combinations of models used.
First set of data named ‘‘Default function’’ represents 𝜒2 obtained when
experimental saturation activities were compared with calculated ones
obtained using default spectrum (Schiff function). Next two sets of
presented 𝜒2 values are obtained using both GRAVEL and SAND-II
algorithms.

4.2. Comparison with Geant4 simulation

The results of the unfolding, compared with the default spectrum
and also with the Geant4 Monte Carlo simulation are presented in
6

Table 2
The 𝜒2 values for each of the level density and photon strength function models used.
Values are presented for default function (before unfolding) and after the unfolding by
SAND-II and GRAVEL algorithm.
1. Default function

𝜒2

Reaction LD 1 LD 2 LD 3 LD 4 LD 5 LD 6

PSF 1 98.840 144.492 150.392 126.904 99.221 107.962
PSF 2 175.870 178.358 182.959 156.132 130.626 145.326
PSF 3 153.864 154.139 157.580 136.262 106.275 121.961
PSF 4 67.959 67.720 70.156 54.210 34.774 44.064
PSF 5 178.722 178.785 184.124 158.852 130.908 142.910
PSF 6 67.811 67.521 70.000 54.148 34.773 44.053
PSF 7 90.969 87.762 94.238 73.478 54.979 57.426
PSF 8 124.311 124.522 127.719 107.513 80.816 94.095
PSF 9 75.911 74.635 78.344 60.491 40.599 47.698

2. SAND-II results

𝜒2

Reaction LD 1 LD 2 LD 3 LD 4 LD 5 LD 6

PSF 1 0.719 0.494 0.598 0.596 0.253 0.447
PSF 2 0.913 0.635 0.660 0.755 0.426 0.739
PSF 3 0.419 0.229 0.345 0.838 0.702 0.950
PSF 4 0.779 0.515 0.583 0.677 0.315 0.588
PSF 5 0.908 0.575 0.672 0.681 0.339 0.589
PSF 6 0.776 0.514 0.569 0.674 0.315 0.588
PSF 7 0.428 0.258 0.286 0.735 0.289 0.418
PSF 8 0.964 0.654 0.779 0.765 0.358 0.645
PSF 9 0.585 0.346 0.386 0.634 0.874 0.417

3. GRAVEL results

𝜒2

Reaction LD 1 LD 2 LD 3 LD 4 LD 5 LD 6

PSF 1 0.858 0.264 0.421 0.786 0.437 0.724
PSF 2 0.478 0.259 0.416 0.716 0.191 0.438
PSF 3 0.893 0.544 0.743 0.794 0.480 0.677
PSF 4 0.490 0.959 0.364 0.914 0.532 0.916
PSF 5 0.530 0.268 0.461 0.967 0.797 0.366
PSF 6 0.488 0.955 0.998 0.909 0.532 0.916
PSF 7 0.434 0.245 0.380 0.695 0.086 0.249
PSF 8 0.600 0.334 0.490 0.692 0.834 0.423
PSF 9 0.855 0.558 0.649 0.791 0.238 0.555

Fig. 7. It can be seen that the unfolding procedure significantly mod-
ified the default Schiff’s function. Good agreement was obtained be-
tween the Geant4 Monte Carlo simulation and the unfolding results.
Geant4 Monte Carlo simulation was done for the approximate dimen-
sions of the Bi target (1 mm diameter circle). Fig. 7 also shows that the
simulated photon spectrum differs significantly from Schiff’s estimate
after Geant4 has taken into account the effects of the thick target. As
could be expected (Wood, 2018), the thick target emits more photons
than predicted by Schiff’s expression at low energies, while in the
high-energy part it is the opposite. The photon spectrum obtained
by unfolding predicts slightly larger values compared to the Geant4
estimate of the thick target spectrum, in the energy range up to 26 MeV.
From this energy up to 44 MeV it agrees relatively well with the Geant4
estimate, after which it predicts lower values for the most part of the
spectrum up to 100 MeV.

In the search for a possible explanation, the assumption was made
that the Bi target may not have been positioned in the very center
of the photon beam. It is known that the angular distribution of high
energy bremsstrahlung is a very sharp forward-directed function (in the
direction of incident electrons). Because of this, simulation was done for
several different positions of the Bi sample: on the beam axis, 1 mm off
the beam axis, and 2 mm off the beam axis. The distance of the Bi target
from tungsten was 1 cm.

In both off-axis geometries, the Geant4 simulation agrees quite well
with the result of unfolding in the low-energy half of the spectrum. It is
also evident that there is still a difference in the high-energy half of the
spectrum, but it is smaller than in the case in which the Bi sample was
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Fig. 7. Comparison of default function, simulation and unfolding spectrum. The
nfolding results were averaged from the results for different LD models used in TALYS
.96, and lowest and highest values of corridor were calculated. Simulation was done
or a circular target with 1 mm radius 1 cm away from tungsten in 3 different positions
rom the main beam axis: in the beam, 1 mm off beam, and 2 mm off beam.

upposedly on the beam axis. Better agreement between the simulation
nd the unfolding result for off-axis position of the Bi sample, suggests
hat the target was not centered properly.

In order to extract additional information from the unfolding pro-
edure, for each photon strength function model, all unfolding results
or different models of density of levels were averaged, and highest
nd lowest values corridor was constructed. The results averaged in
his way were then compared with the Geant4 Monte Carlo simu-
ations. Photon strength function models 4 and 8 showed the best
greement with the Geant4 Monte Carlo simulations, and these results
re presented in Fig. 8.

. Conclusion

This paper describes an attempt to determine the shape of the
00 MeV bremsstrahlung energy spectrum using existing unfolding
odes. From the experimental data, it was necessary for these studies
o have saturation activities for several Bi isotopes produced by (𝛾,

xn) nuclear reaction. Activation measurements of the Bi sample in
a 100 MeV bremsstrahlung photon beam were performed. Based on
the measured gamma spectra, normalized saturation activities were
determined. They served as input for unfolding calculations. Two codes
developed for application in the field of neutron activation, GRAVEL
and SAND II were available. Besides the activation data, differential
energy cross sections are also required for the observed photonuclear
reactions. The results obtained using the TALYS 1.96 code were used,
in the absence of experimental data. A Geant4 spectrum simulation was
made for the selected geometry of bremsstrahlung production, and the
unfolding spectra were compared with it.

The unfolding results agree with the shape of the bremsstrahlung
spectrum obtained by the simulation, with some differences in the high-
energy part of the spectrum. This is a good indicator that the existing
unfolding codes, combined with the cross sections calculated using
the TALYS 1.96 code, can also be used in the field of photonuclear
reactions.

It should be mentioned that in one of the already established
methods (Schwengner et al., 2005), the authors reconstructed the shape
of the spectrum of high-energy bremsstrahlung radiation by measuring
7

proton energies after photo disintegration of deuterium. A positive
Fig. 8. Comparison of simulation and unfolding spectra obtained with averaging
unfolding results for all level densities within PSF model 4 and PSF model 8, with
lowest and highest values of corridor calculated. Simulation was done for a circular
target with 1 mm radius 1 cm away from tungsten in 3 different positions from the
main beam axis: in the beam, 1 mm off beam, and 2 mm off beam.

motivation for the development of the method described in this paper
could be found in the fact that it requires much simpler measuring
equipment than the case described in Schwengner et al. (2005).

The described preliminary measurements and calculations are en-
couraging enough to continue in the same direction. The first possibil-
ities to improve the methodology are recognized in the more carefully
performed experiment, where the positioning of the activated sample
itself is primarily preferred. The half-lives of the obtained products of
photonuclear reactions are in a very wide range, as can be seen from
Table 1, so there is room for optimization of the timing of gamma
spectroscopic measurements. The TALYS 1.96 code itself provides many
more possibilities for estimating the cross-section of photonuclear reac-
tions than was done in this study. Probably, in addition to the density of
excited states and photon strength functions, some other effects could
be included to obtain a more realistic cross-section estimate.

And finally, let us look at what possibilities the results of this study
open up. The described method could be used for calibrations of high-
energy photon beams, in combination with simulation results. One
possibility is particularly interesting here. If the energy spectrum of the
photon beam is accurately determined, it is possible to obtain an energy
differential cross section for one chosen photonuclear reaction using
the same technique of photoactivation measurements and unfolding.
In Fig. 3 it can be seen that the results of the TALYS 1.96 calculation
can differ so that experimental verification would be very welcome.
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Transverse emittance reduction in muon 
beams by ionization cooling

The MICE Collaboration*

Accelerated muon beams have been considered for the next-generation 
studies of high-energy lepton–antilepton collisions and neutrino 
oscillations. However, high-brightness muon beams have not yet been 
produced. The main challenge for muon acceleration and storage stems 
from the large phase-space volume occupied by the beam, derived from 
the production mechanism of muons through the decay of pions. The 
phase-space volume of the muon beam can be decreased through ionization 
cooling. Here we show that ionization cooling leads to a reduction in the 
transverse emittance of muon beams that traverse lithium hydride or liquid 
hydrogen absorbers in the Muon Ionization Cooling Experiment. Our results 
represent a substantial advance towards the realization of muon-based 
facilities that could operate at the energy and intensity frontiers.

Muon accelerators are considered to be potential enablers of funda-
mental particle physics studies at the energy and intensity frontiers. 
Such machines have great potential to provide multi-TeV lepton–ant-
ilepton collisions at a muon collider1–3 or act as sources of intense 
neutrino beams with well-characterized fluxes and energy spectra at 
a neutrino factory4–6.

The benefit of using muons in circular storage rings arises from 
their fundamental nature and their mass, which is 207 times that of 
electrons. As elementary particles, colliding muons offer the entire 
centre-of-mass energy to the production of short-distance reactions. 
This is an advantage over proton–proton colliders, such as the Large 
Hadron Collider7, where each colliding proton constituent carries 
only a fraction of the proton energy. Compared with the electron, the 
larger muon mass leads to a dramatic reduction in synchrotron radia-
tion losses, which scale as 1/m4. In addition, the spread in the effective 
centre-of-mass energy induced by beamstrahlung8, the emission of 
radiation resulting from the interaction of a charged particle beam 
with the electric field produced by an incoming beam, is substantially 
lower for muons. Thus, a muon collider could achieve multi-TeV and 
precise centre-of-mass energies with a considerably smaller facility 
than an electron–positron collider such as the proposed electron–
positron variant of the Future Circular Collider9, the Circular Electron 
Positron Collider10, the International Linear Collider11 or the Compact 
Linear Collider12.

The primary challenges in building a muon collider facility stem 
from the difficulty of producing intense muon bunches with a small 

phase-space volume, as well as the short muon lifetime (2.2 μs at 
rest). A proton-driver scheme is currently the most attractive option 
due to its potential to generate intense muon beams. An alternative, 
positron-driven muon source has been proposed and is under con-
ceptual study13. In the proton-driver scheme, an intense proton beam 
impinges on a target to produce a secondary beam primarily composed 
of pions and kaons. The pions and kaons decay into muons to create 
a tertiary muon beam. The resulting muon beam occupies a large 
phase-space volume, which must be reduced (cooled) to allow efficient 
acceleration and sufficient flux and luminosity. The muon capture, 
cooling and acceleration must be executed on a timescale comparable 
with the muon lifetime.

Traditional cooling techniques such as stochastic cooling14,  
electron cooling15 or synchrotron radiation cooling16 are impractical 
as the amount of time required to adequately cool the beam greatly 
exceeds the muon lifetime. Alternative muon cooling techniques are 
currently under development. A scheme developed at the Paul Scherrer 
Institute, whereby a surface muon beam is moderated to 𝒪𝒪(eV) kinetic 
energies in cryogenic helium gas and has its beam spot decreased using 
strong electric and magnetic fields, has demonstrated promising 
phase-space compression17. Another demonstrated technology is the 
production of ultracold muons through resonant laser ionization of 
muonium atoms18. This technique for cooling positive muons has been 
proposed for an e−μ+ collider19.

This paper describes the measurement of ionization cooling, the 
proposed technique by which the phase-space volume of the muon 
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transverse plane. The absorber material affects both terms in the equa-
tion, and optimal cooling can be realized by using materials with a low 
atomic number for which the product X0|dEμ/dz| is maximized. The 
performance of a cooling cell can be characterized through equilib-
rium emittance, which is obtained by setting dε⊥/dz = 0 and is given by
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Beams having emittances below equilibrium are heated, whereas those 
having emittances above are cooled.

Experimental apparatus
The main component of the experiment was the MICE channel, a mag-
netic lattice of 12 strong-focusing superconducting coils symmetri-
cally placed upstream and downstream of the absorber module. The 
schematic of the MICE channel and instrumentation is shown in Fig. 1.

Muons were produced by protons from the ISIS synchrotron28 
impinging on a titanium target29 and were delivered to the cooling 
channel via a transfer line30,31. Tuning the fields of two bending mag-
nets in the transfer line enabled the selection of a beam with average 
momentum in the range of 140–240 MeV c–1. A variable-thickness brass 
and tungsten diffuser mounted at the entrance of the channel allowed 
the generation of beams with input emittance in the range of 3–10 mm.

The superconducting coils were grouped in three modules: two 
identical spectrometer solenoids situated upstream and downstream 
of the focus-coil module that housed the absorber. Each spectrometer 
solenoid contained three coils that provided a uniform magnetic field 
of up to 4 T in the tracking region, and two coils used to match the beam 
into or out of the focus-coil module. The focus-coil module contained 
a pair of coils designed to tightly focus the beam at the absorber. The 
large angular divergence (small β⊥) of the focused beam reduced the 
emittance growth caused by multiple scattering in the absorber and 
increased the cooling performance. The two focus coils could be oper-
ated with identical or opposing magnetic polarities. For this study, 
the focus coils and the spectrometer solenoids were powered with 
opposite-polarity currents, thereby producing a field that flipped 
polarity at the centre of the absorber. This magnetic-field configura-
tion was used to prevent the growth of the beam canonical angular 
momentum. The field within the tracking regions was monitored using 
calibrated Hall probes. A soft-iron partial return yoke was installed 
around the magnetic lattice to contain the field.

Due to a magnet power lead failure during the commissioning 
phase, one of the matching coils in the downstream spectrometer sole-
noid was rendered inoperable. The built-in flexibility of the magnetic 
lattice allowed a compromise between the cooling performance and 
transmission that ensured the realization of an unambiguous ioniza-
tion cooling signal.

As discussed above, absorber materials with low atomic num-
bers are preferred for ionization cooling lattices. Lithium hydride and 
liquid hydrogen (LH2) were the materials of choice in MICE. The LiH 
absorber was a disc with a thickness of 65.37 ± 0.02 mm and a density 
of 0.6957 ± 0.0006 g cm−3 (all uncertainties represent the standard 
error)23. The lithium used to produce the absorber had an isotopic 
composition of 95.52% 6Li and 4.48% 7Li.

The liquid hydrogen was contained within a 22-litre aluminium ves-
sel: a 300-mm-diameter cylinder with a pair of dome-shaped contain-
ment windows at its ends32. An additional pair of aluminium windows 
were mounted for safety purposes. The on-axis thickness of the LH2 
volume was 349.6 ± 0.2 mm. The density of LH2 was measured to be 
0.07053 ± 0.00008 g cm−3 at 20.51 K (ref. 33). The cumulative on-axis 
thickness of the aluminium windows was 0.79 ± 0.01 mm.

A comprehensive set of detectors were used to measure the par-
ticle species, position and momentum upstream and downstream of 

beam can be sufficiently compressed before substantial decay losses 
occur20,21. Ionization cooling occurs when a muon beam passes through 
a material, known as the absorber, and loses both transverse and longi-
tudinal momenta by ionizing atoms. The longitudinal momentum can 
be restored using radio-frequency accelerating cavities. The process can 
be repeated to achieve sufficient cooling within a suitable time frame22.

The Muon Ionization Cooling Experiment (MICE; http://mice.
iit.edu) was designed to provide the first demonstration of ioniza-
tion cooling by measuring a reduction in the transverse emittance 
of the muon beam after the beam has passed through an absorber. 
A first analysis conducted by the MICE collaboration has demon-
strated an unambiguous cooling signal by observing an increase in 
the phase-space density in the core of the beam on passage through an 
absorber23. Here we present the quantification of the ionization cooling 
signal by measuring the change in the beam’s normalized transverse 
emittance, which is a central figure of merit in accelerator physics. A 
beam-sampling procedure is employed to improve the measurement 
of the cooling performance by selecting muon subsamples with opti-
mal beam optics properties in the experimental apparatus. This beam 
sampling enables the probing of the cooling signal in beams with lower 
input emittances than those studied in the first MICE analysis23 and 
facilitates a comparison between the measurement and theoretical 
model of ionization cooling.

Ionization cooling
The normalized root-mean-square (r.m.s.) emittance is a measure of 
the volume occupied by the beam in phase space. It is a commonly 
used quantity in accelerator physics that describes the spatial and 
dynamical extent of the beam, and it is a constant of motion under 
linear beam optics. This work focuses on the four-dimensional phase 
space transverse to the beam propagation axis. The MICE coordinate 
system is defined such that the beam travels along the z axis, and the 
state vector of a particle in the transverse phase space is given by 
u = (x, px, y, py). Here x and y are the position coordinates and px and 
py are the momentum coordinates. The normalized transverse r.m.s. 
emittance is defined as24
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The impact of ionization cooling on a beam crossing an absorber is 
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r.m.s. emittance, which is approximately equal to21,25,26
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where βc is the muon velocity, Eμ is the muon energy, |dEμ/dz| is the 
average rate of energy loss per unit path length, X0 is the radiation length 
of the absorber material and β⊥ is the beam transverse betatron func-
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tion (cooling) due to ionization energy loss is expressed through the 
first term. The second term represents emittance growth (heating) 
due to multiple Coulomb scattering by the atomic nuclei, which 
increases the angular spread of the beam. MICE recently measured 
scattering in lithium hydride (LiH) and observed good agreement with 
the GEANT4 model27.

The cooling is influenced by both beam properties and absorber 
material. Heating is weaker for beams with lower transverse betatron 
function at the absorber. This can be achieved by using supercon-
ducting solenoids that provide strong symmetrical focusing in the 
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the absorber33,34. The rate of muons delivered to the experiment was 
sufficiently low to allow the individual measurement of each incident 
particle. The data collected in cycles of several hours were aggregated 
offline and the phase space occupied by the beam before and after the 
absorber was reconstructed.

Upstream of the cooling channel, a velocity measurement pro-
vided by a pair of time-of-flight (TOF) detectors35 was used for electron 
and pion rejection. A pair of threshold Cherenkov counters36 were used 
to validate the TOF measurement. Downstream, a further TOF detector 
(TOF2)37, a pre-shower sampling calorimeter and a fully active tracking 
calorimeter, namely, the electron–muon ranger38,39, were employed to 
identify electrons from muon decays that occurred within the channel 
as well as to validate the particle measurement and identification by 
the upstream instrumentation. Particle position and momentum meas-
urements upstream and downstream of the absorber were provided 
by two identical scintillating fibre trackers40 immersed in the uniform 
magnetic fields of the spectrometer solenoids.

Each tracker (named TKU and TKD for upstream and down-
stream, respectively) consisted of five detector stations with a cir-
cular active area of 150 mm radius. Each station comprised three 
planes of 350-μm-diameter scintillating fibres, each rotated 120° with 
respect to its neighbour. In each station, the particle position was 
inferred from a coincidence of fibre signals. The particle momentum 
was reconstructed by fitting a helical trajectory to the reconstructed 
positions and accounting for multiple scattering and energy loss in 
the five stations41. For particles with a helix radius comparable with 
the spatial kick induced by multiple scattering, the momentum reso-
lution was improved by combining the tracker momentum meas-
urement with the velocity measurement provided by the upstream 
TOF detectors. The measurements recorded by the tracker reference 
planes, at the stations closest to the absorber, were used to estimate  
the beam emittance.

Observation of emittance reduction
The data studied here were collected using beams that passed through 
a lithium hydride or liquid hydrogen absorber. Scenarios with no 
absorber present or the empty LH2 vessel were also studied for com-
parison. For each absorber setting, three beam-line configurations 
were used to deliver muon beams with nominal emittances of 4, 6 and 

10 mm and a central momentum of approximately 140 MeV c–1 in the 
upstream tracker. For each beam-line/absorber configuration, the 
final sample contained particles that were identified as muons by the 
upstream TOF detectors and tracker and had one valid reconstructed 
trajectory in each tracker. The kinematic, fiducial and quality selection 
criteria for the reconstructed tracks are listed in Methods. A Monte 
Carlo simulation of the whole experiment was used to estimate the 
expected cooling performance and to study the performance of the 
individual detectors42.

The beam matching into the channel slightly differed from the 
design beam optics due to inadequate focusing in the final section of 
the transfer line. This mismatch resulted in an oscillatory behaviour of 
the transverse betatron function in the TKU region and an increased, 
sub-optimal β⊥ at the absorber, which degraded the cooling perfor-
mance. An algorithm based on rejection sampling was developed to 
select beams with a constant betatron function in the TKU, in agree-
ment with the design beam optics. The selection was performed on the 
beam ensemble measured in the TKU and was enabled by the unique 
MICE capability to measure the muon beams particle by particle. An 
example comparison between the betatron function of an unmatched 
parent beam and that of a matched subsample is shown in Fig. 2. The 
β⊥ value of the subsample is approximately constant in the TKU, and 
consequently, its value at the absorber centre is ~28% smaller than the 
corresponding value of the parent beam.

The sampling algorithm enabled the selection of subsamples with 
specific emittances. This feature was exploited to study the depend-
ence of the cooling effect on input emittance. For each absorber set-
ting, each of the three parent beams were split into two distinct samples 
and six statistically independent beams with matched betatron func-
tions (β⊥ = 311 mm, dβ⊥/dz = 0) and emittances of 1.5, 2.5, 3.5, 4.5, 5.5 
and 6.5 mm at the TKU were sampled. The numbers of muons in each 
sample are listed in Extended Data Table 1. The two-dimensional pro-
jections of the phase space of the sampled beams on the transverse 
position and momentum planes are shown in Extended Data Figs. 1 
and 2, respectively.

Figure 3 shows the emittance change induced by the lithium 
hydride and liquid hydrogen absorbers, as well as the correspond-
ing empty cases, for each emittance subsample. The measurement 
uncertainty (Fig. 3, coloured bands) is dominated by systematic 
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magnetic field Bz is shown along the length of the MICE channel on axis (black 
line) and at 160 mm from the beam axis (green line) in the horizontal plane. The 
measurements of Hall probes situated at 160 mm from the axis are also shown 
(green circles). The vertical dashed lines indicate the positions of the tracker 
stations and the absorber.
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uncertainties, which are listed in Extended Data Table 3 and described 
in detail in Methods. A correction was made to account for detector 
effects and for the inclusion only of events that reached the TKD. Good 
agreement between data and simulation is observed in all the configu-
rations. The reconstructed data agree well with the model prediction. 
The model includes the heating effect in aluminium windows (Meth-
ods). The properties of the absorber and window materials used for 
the model calculation are listed in Extended Data Table 2.

The empty absorber cases show no cooling effects. In the empty 
channel case (No absorber), slight heating occurs due to optical aberra-
tions and scattering in the aluminium windows of the two spectrometer 
solenoids. Additional heating caused by scattering in the windows of 
the LH2 vessel is observed in the Empty LH2 case. The LiH and Full LH2 
absorbers demonstrate emittance reduction for beams with emit-
tances larger than ~2.5 mm. This is a clear signal of ionization cooling, 
a direct consequence of the presence of absorber material in the path 
of the beam.

For beams with 140 MeV c–1 momentum and β⊥ = 450 mm at the 
absorber centre, the theoretical equilibrium emittances of the MICE LiH 
and LH2 absorbers, including the contributions from the correspond-
ing set of aluminium windows, are ~2.5 mm in both cases. By perform-
ing a linear fit to the measured cooling trends (Fig. 3), the effective 
equilibrium emittances of the absorber modules are estimated to be 
2.6 ± 0.4 mm for LiH and 2.4 ± 0.4 mm for LH2. The parameters of the 
linear fits to the four emittance change trends are shown in Table 1. 
Our null hypothesis was that for each set of six input-beam settings, 
the slopes of the emittance change trends in the presence and absence 
of an absorber are compatible. A Student’s t-test found that the prob-
abilities of observing the effects measured here are lower than 10−5 for 
both the LiH–No absorber and Full LH2–Empty LH2 pairs; hence, the 
null hypotheses were rejected.

There is no significant improvement in cooling in this measure-
ment when using liquid hydrogen compared with lithium hydride. 
Scattering in the absorber windows degraded the performance of LH2 
and rendered it similar to that of LiH. MICE was based on an early stage 
cooling-channel concept, requiring a large-bore absorber to accommo-
date the beam. In lower-emittance cooling systems with smaller-bore 
beam pipes, the relative window thickness may be reduced, leading to 
a better performance of hydrogen absorbers.

Towards a muon collider
The measurement reported here demonstrates the viability of this 
beam cooling technique as a means of producing low-emittance muon 
beams for a muon collider or a neutrino factory. The muon collider 
targets a transverse emittance of 𝒪𝒪(10–2 mm) and a longitudinal emit-
tance of 𝒪𝒪(102 mm). To achieve these targets, substantial longitudinal 
and transverse emittance reduction is required, which must be dem-
onstrated. The muon beam must traverse multiple cooling cells that 
produce magnetic fields stronger than those achieved by MICE and 
which contain high-gradient radio-frequency cavities to restore the 
beam longitudinal momentum22. Design studies for a muon cooling 
demonstrator facility are currently in progress43–45.

Our measurement is an important development towards the muon 
cooling demonstrator, a key intermediary step in the pursuit of a muon 
collider. The demonstration of ionization cooling by the MICE collabo-
ration constitutes a substantial and encouraging breakthrough in the z (mm)
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research and development efforts to deliver high-brightness muon 
beams suitable for high-intensity muon-based facilities.

Online content
Any methods, additional references, Nature Portfolio reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author contri-
butions and competing interests; and statements of data and code avail-
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Table 1 | Best-fit parameters of the measured emittance 
change trends

Absorber configuration Intercept (mm) Slope

No absorber 0.102 ± 0.007 –0.011 ± 0.012

LiH 0.297 ± 0.006 –0.115 ± 0.013

Empty LH2 0.150 ± 0.005 –0.006 ± 0.013

Full LH2 0.279 ± 0.007 –0.118 ± 0.013

Parameters of the linear fits performed on the measured emittance change trends 
corresponding to the four absorber configurations. Uncertainties represent the total  
standard error.
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Methods
Event reconstruction
Each TOF hodoscope was composed of two planes of scintillator slabs
oriented along the x and y directions. Photomultiplier tubes (PMTs) 
at both ends of each slab were used to collect and amplify the signal 
produced by a charged particle traversing the slab. A coincidence of 
signals from the PMTs of a slab was recorded as a slab hit. A pair of 
orthogonal slab hits formed a space point. The information collected by 
the four corresponding PMTs was used to reconstruct the position and 
the time at which the particle passed through the detector. A detailed 
description of the TOF time calibration is provided elsewhere46. The 
MICE data acquisition system readout was triggered by a coincidence 
of signals from the PMTs of a single slab of the TOF1 detector. All the 
data collected by the detector system after each TOF1 trigger were 
aggregated, forming a particle event.

For each tracker, signals from the scintillating fibres in the five 
stations were combined to reconstruct the helical trajectories of the 
traversing charged particles. The quality of each fitted track was indi-
cated by the χ2 per degree of freedom as

χ

2

dof

=

1

n − 5

n

∑

i=1

δx

2

i

σ

2

i

, (4)

where n is the number of tracker planes that contributed to the recon-
struction, δxi is the distance between the measured position in the ith 
tracker plane and the fitted track and σi is the position measurement 
resolution in the tracker planes. A more detailed description of the 
reconstruction procedure and its performance can be found in other 
MICE work33,41.

Sample selection
The measurements taken by the detector system were used to select 
the final sample. The following selection criteria ensured that a pure 
muon beam, with a narrow momentum spread, and fully transmitted 
through the channel, was selected for analysis:

•	 One reconstructed space point found in TOF0 and TOF1, and 
one reconstructed track found in TKU and TKD

•	 Time-of-flight between TOF0 and TOF1 consistent with that of a 
muon

•	 Momentum measured in TKU consistent with that of a muon, 
given the TOF0–TOF1 time-of-flight

•	 In each tracker, a reconstructed track contained within the 
cylindrical fiducial volume defined by a radius of 150 mm and 
with χ2

dof

< 8

•	 Momentum measured in TKU in the 135–145 MeV c–1 range
•	 Momentum measured in TKD in the 120–170 MeV c–1 range for 

the empty absorber configurations and 90–170 MeV c–1 range for 
the LiH and LH2 absorbers

•	 At the diffuser, a track radial excursion contained within the dif-
fuser aperture radius by at least 10 mm

The same set of selection criteria was applied to the simulated beams.

Beam sampling
The sampling procedure developed to obtain beams matched to 
the upstream tracker is based on a rejection sampling algorithm47,48. 
It was designed to carve out a beam subsample that followed a 
four-dimensional Gaussian distribution described by a specific (target) 
covariance matrix from an input-beam ensemble (parent).

The custom algorithm required an estimate of the probability 
density function underlying the beam ensemble. Since the MICE beams 
were only approximately Gaussian and approximately cylindrically 
symmetric, the kernel density estimation technique was used to evalu-
ate the parent-beam density in a non-parametric fashion49,50. In the 
kernel density estimation, each data point is assigned a smooth weight 

function, also known as the kernel, and the contributions from all the 
data points in the dataset are summed. The multivariate kernel density 
estimator at an arbitrary point u in d-dimensional space is given by

̂

f(u) =

1
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d

n

∑
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u − u

i

h

) , (5)

where K is the kernel, n is the sample size, h is the width of the kernel 
and ui represents the coordinate of the ith data point in the sample. In 
this analysis, Gaussian kernels of the following form were used:

K (

u − u

i

h

) =

1

√

(2π)

d

|

Σ

⟂

|

exp [−

1

2

(u − u

i

)

T

Σ

−1

⟂

(u − u

i

)

h

2

] , (6)

where Σ⊥ is the covariance matrix of the dataset. The width of the kernel 
is chosen to minimize the mean integrated squared error, which meas-
ures the accuracy of the estimator51. Scott’s rule of thumb was followed 
in this work, where the kernel width was determined from the sample 
size n and the number of dimensions d through h = n−1/(d+4) (ref. 50).

The kernel density estimation form described in equations (5) 
and (6) was used to estimate the transverse phase-space density of 
the initial, unmatched beams, with the estimated underlying den-
sity denoted by Parent(u). The target distribution Target(u) is a 
four-dimensional Gaussian defined by a covariance matrix param-
eterized through the transverse emittance (ε⊥), transverse beta-
tron function (β⊥), mean longitudinal momentum and mean kinetic  
angular momentum25.

The sampling was performed on the beam ensemble measured 
at the TKU station closest to the absorber. For each particle in the par-
ent beam, with four-dimensional phase-space vector ui, the sampling 
algorithm worked as follows:

 1. Compute the selection probability as

P

select

(u

i

) = 𝒞𝒞 𝒞

Target(u

i

)

Parent(u

i

)

, (7)

where the normalization constant 𝒞𝒞 ensures that the selection 
probability Pselect(ui) ≤ 1;
 2. Generate a number ξi from the uniform distribution 𝒰𝒰(𝒰0, 1]);
 3. If Pselect(ui) > ξi, then accept the particle. Otherwise, reject it.

The normalization constant 𝒞𝒞 was calculated before the sampling 
iteration presented in steps 1–3 above. It required an iteration through 
the parent ensemble (of size n) and it was calculated as

𝒞𝒞 = min

i∈{1,…,n}

Parent(u

i

)

Target(u

i

)

. (8)

The target parameters of interest were ε⊥, β⊥ and α
⟂

= −

1

2

dβ

⟂

/dz. 
For beams with central momentum of 140 MeV c–1 and a solenoidal 
magnetic field of 3 T, the matching conditions in the TKU were (β⊥, α⊥) 
= (311 mm, 0). The target mean kinetic angular momentum was kept at 
the value measured in the parent beam for which the sampling effi-
ciency was at a maximum.

Emittance change calculation and model
The emittance change measured by the pair of MICE scintillating fibre 
trackers is defined as

Δε

⟂

= ε

d

⟂

− ε

u

⟂

, (9)

where εd
⟂

 is the emittance measured in the downstream tracker and εu
⟂

 
is the emittance measured in the upstream tracker. In each tracker, the 
measurement is performed at the station closest to the absorber.
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Starting from the cooling equation shown in equation (2), the 
emittance change induced by an absorber material of thickness z can 
be expressed as a function of the input emittance εu

⟂

 as follows:

Δε
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⟂

) ≈ (ε
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u

⟂

) [1 − exp (−

|dE

μ

/dz|

β

2

E

μ

z)] , (10)

where εeqm
⟂

 is the equilibrium emittance and the mean energy loss rate 
∣dEμ/dz∣ is described by the Bethe–Bloch formula52.

The expected emittance change depends on the type and 
amount of material that the beam traverses between the two meas-
urement locations. Aside from the absorber material under study and 
absorber-module windows, the beam crossed an additional pair of alu-
minium windows, one downstream of TKU and the other upstream of 
TKD. All the windows were made from Al 6061-T651 alloy. Equation (10) 
was used to estimate the theoretical cooling performance, including 
the effect of aluminium windows. The properties of the absorber and 
window materials required for the calculation are shown in Extended 
Data Table 2. For each absorber configuration, the beam properties 
required for the model (β, β⊥, Eμ) were obtained from the simulation 
of the 3.5 mm beam.

Systematic uncertainties
The emittance change measurement assumes a specific arrangement 
of detector and magnetic fields. As this arrangement is known with 
limited accuracy, it is a source of systematic uncertainty in the Δε⊥ 
measurement. To assess this uncertainty, the experimental geometry 
was parameterized and these parameters were varied one by one in 
the simulation of the experiment. For each parameter considered, the 
resulting shift in the simulated emittance change was assigned as its 
associated systematic uncertainty. The following contributions to the 
systematic uncertainty were considered in this analysis.

Uncertainties in the tracker alignment affect the reconstructed 
beam phase space. A tracker displacement along an axis perpendicular 
to the beam line by ±3 mm and a tracker rotation about an axis perpen-
dicular to the beam line by ±3 mrad were investigated. These variations 
are conservative estimates determined from the MICE tracker align-
ment surveys. The cylindrical symmetry of the tracker measurement 
was validated by performing translations and rotations along and about 
different axes perpendicular to the beam line.

A significant systematic uncertainty arises due to the limited 
knowledge of the magnetic-field strength in the tracking region, which 
directly impacts the momentum measurement. The three coils that 
produced the magnetic field in the tracking region were labelled as 
End 1, Centre and End 2, with the End 1 coil closest to the absorber. The 
effect associated with the uncertainty in the magnetic field was studied 
by varying the Centre coil current by ±1% and the currents in the End 
coils by ±5%. A conservative approach was taken when investigating 
the End coils, as the effect of the soft-iron partial return yoke was not 
included in the magnetic-field model used for track reconstruction.

The amount of energy loss and multiple scattering in each tracker 
station depends on the materials used. A variation of ±50% in the den-
sity of the glue used to fix the scintillating fibres was investigated. This 
alteration was used to account for uncertainty in the amount of silica 
beads added to the glue mixture.

All the sources of uncertainty presented so far were studied in 
both spectrometer solenoids. Additionally, as the TOF01 time meas-
urement was used to assist the momentum reconstruction of muons 
with low transverse momentum, a variation corresponding to the 60 ps 
uncertainty on the TOF measurement was studied. The uncertain-
ties associated with the individual parameter alterations are shown 
in Extended Data Table 3, for beams with input emittances in the  
[1.5, 2.5…6.5] mm range. For each input emittance, the total systematic 
uncertainty was obtained by adding all the individual contributions  
in quadrature.

Data availability
The unprocessed and reconstructed data that support the findings 
of this study are publicly available on the GridPP computing grid53,54. 
Source data are provided with this paper. Publications using MICE data 
must contain the following statement: ‘We gratefully acknowledge the 
MICE collaboration for allowing us access to their data. Third-party 
results are not endorsed by the MICE collaboration’.

Code availability
The MAUS software that was used to reconstruct and analyse the MICE 
data is available at ref. 55. The analysis presented here used MAUS 
version 3.3.2.
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Extended Data Fig. 1 | Beam transverse profiles in the (top) upstream and 
(bottom) downstream trackers (TKU and TKD). Measured transverse beam 
profiles for each absorber configuration (rows) and input emittance (columns). 
In each histogram, the number of events in each bin is normalized to the number 

of events contained by the bin with most entries. The beams that pass through 
an absorber present a smaller transverse size in the downstream tracker than the 
beams that traverse an empty absorber module. This effect is caused by a change 
in focusing due to energy loss.
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Extended Data Fig. 2 | Beam transverse momentum in the (top) upstream and 
(bottom) downstream trackers (TKU and TKD). Measured x and y components 
of the beam transverse momentum, px and py, for each absorber configuration 
(rows) and input emittance (columns). In each histogram, the number of events 

in each bin is normalized to the number of events contained by the bin with most 
entries. The beams that pass through an absorber present a smaller transverse 
momentum in the downstream tracker than the beams that traverse an empty 
absorber module.
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Extended Data Table 1 | The sample size of the MICE matched beams

The number of muons in each final sample is listed for each absorber configuration and target input transverse emittance ε⊥.
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Extended Data Table 2 | Material properties of the MICE absorbers and aluminium alloy windows

Z and A are the atomic and mass numbers of the material, respectively, I is the mean excitation energy of the atoms in the material, and X0 is the radiation length of the material56.
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Extended Data Table 3 | Systematic uncertainties affecting the measurement of emittance change Δε⊥

The systematic uncertainties associated with parameter alterations in the upstream tracker (TKU), downstream tracker (TKD), upstream and downstream coils, and time-of-flight measurement 
(TOF01) are listed for each input transverse emittance ε⊥.
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Demonstration of cooling by the Muon 
Ionization Cooling Experiment

MICE collaboration*

The use of accelerated beams of electrons, protons or ions has furthered the 
development of nearly every scientific discipline. However, high-energy muon beams 
of equivalent quality have not yet been delivered. Muon beams can be created 
through the decay of pions produced by the interaction of a proton beam with a 
target. Such ‘tertiary’ beams have much lower brightness than those created by 
accelerating electrons, protons or ions. High-brightness muon beams comparable to 
those produced by state-of-the-art electron, proton and ion accelerators could 
facilitate the study of lepton–antilepton collisions at extremely high energies and 
provide well characterized neutrino beams1–6. Such muon beams could be realized 
using ionization cooling, which has been proposed to increase muon-beam 
brightness7,8. Here we report the realization of ionization cooling, which was 
confirmed by the observation of an increased number of low-amplitude muons after 
passage of the muon beam through an absorber, as well as an increase in the 
corresponding phase-space density. The simulated performance of the ionization 
cooling system is consistent with the measured data, validating designs of the 
ionization cooling channel in which the cooling process is repeated to produce a 
substantial cooling effect9–11. The results presented here are an important step 
towards achieving the muon-beam quality required to search for phenomena at 
energy scales beyond the reach of the Large Hadron Collider at a facility of equivalent 
or reduced footprint6.

High-quality muon beams
Fundamental insights into the structure of matter and the nature of its 
elementary constituents have been obtained using beams of charged 
particles. The use of time-varying electromagnetic fields to produce 
sustained acceleration was pioneered in the 1930s12–14. Since then, high-
energy and high-brightness particle accelerators have delivered elec-
tron, proton and ion beams for applications ranging from the search 
for new phenomena in the interactions of quarks and leptons to the 
study of nuclear physics, materials science and biology.

Muon beams can be created using a proton beam striking a target to 
produce a secondary beam comprising many particle species includ-
ing pions, kaons and muons. The pions and kaons decay to produce 
additional muons, which are captured by electromagnetic beamline 
elements to produce a tertiary muon beam. Capture must be realized 
on a timescale compatible with the muon lifetime at rest, 2.2 μs. Without 
acceleration, the energy and intensity of the muon beam is limited by 
the energy and intensity of the primary proton beam and the efficiency 
with which muons are captured.

Accelerated high-brightness muon beams have been proposed 
as a source of neutrinos at neutrino factories and for the delivery of 
multi-TeV lepton–antilepton collisions at muon colliders1–6. Muons 
have attractive properties for the delivery of high-energy collisions. 
The muon is a fundamental particle with mass 207 times that of the 
electron. This high mass results in suppression of synchrotron radia-
tion, potentially enabling collisions between beams of muons and 

antimuons at energies far in excess of those that can be achieved in 
an electron–positron collider, such as the proposed International 
Linear Collider15, the Compact Linear Collider16, the Circular Electron– 
Positron Collider17 and the electron–positron option of the Future 
Circular Collider18. The virtual absence of synchrotron radiation makes 
it possible to build a substantially smaller facility with the same or 
greater physics reach.

The energy available in collisions between the constituent gluons 
and quarks in proton–proton collisions is considerably less than the 
energy of the proton beam because the colliding quarks and gluons 
each carry only a fraction of the proton’s momentum. Muons carry 
the full energy of the beam, making muon colliders attractive for the 
study of particle physics beyond the energy reach of facilities such as 
the Large Hadron Collider19.

Most of the proposals for accelerated muon beams exploit the pro-
ton-driven muon-beam production scheme outlined above and use 
beam cooling to increase the brightness of the tertiary muon beam 
before acceleration and storage to ensure sufficient luminosity or beam 
current. Four cooling techniques are in use at particle accelerators: 
synchrotron radiation cooling20, laser cooling21, stochastic cooling22 
and electron cooling23. In each case, the time required to cool the beam 
is long compared to the muon lifetime. Frictional cooling of muons, 
in which muons are electrostatically accelerated through an energy-
absorbing medium at energies significantly below 1 MeV, has been 
demonstrated but with low efficiency24–26.
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The technique demonstrated in this study, ionization cooling7,8, is 
based on a suitably prepared beam passing through an appropriate 
material (the absorber) and losing momentum through ionization. 
Radio-frequency cavities restore momentum only along the beam direc-
tion. Passing the muon beam through a repeating lattice of material and 
accelerators causes the ionization cooling effect to build up in a time 
much shorter than the muon lifetime9–11. Acceleration of a muon beam 
in a radio-frequency accelerator has recently been demonstrated27, 
and reduced beam heating, damped by the ionization cooling effect, 
has been observed28. Ionization cooling has not been demonstrated 
so far. Experimental validation of the technique is important for the 
development of muon accelerators. The international Muon Ioniza-
tion Cooling Experiment (MICE; http://mice.iit.edu) was designed to 
demonstrate transverse ionization cooling, the realization of which
is presented here.

The brightness of a particle beam can be characterized by the num-
ber of particles in the beam and the volume occupied by the beam in 
position–momentum phase space. The phase-space volume occupied 
by the beam and the phase-space density of the beam are conserved 
quantities in a conventional accelerator without cooling. The phase 
space considered here is the position and momentum transverse to 
the direction of travel of the beam, u = (x, px, y, py), where x and y are 
coordinates perpendicular to the beam line, and px and py are the cor-
responding components of the momentum. The z axis is the nominal 
beam axis.

The normalized root-mean-square (r.m.s.) emittance is convention-
ally used as an indicator of the phase-space volume occupied by the 
beam29, but this quantity is not conserved when scraping or optical 
aberrations affect the edge of the beam. The distribution of ampli-
tudes30,31 is used here to study effects in the core of the beam. The 
amplitude of a particle is the distance of the particle from the beam 
centroid in normalized phase space, and is a conserved quantity in 
a conventional accelerator without cooling. The phase-space den-
sity of the beam is also directly studied using a k-nearest-neighbour 
technique32.

MICE cooling apparatus
The MICE collaboration has built a tightly focusing solenoid lattice, 
absorbers and instrumentation to demonstrate the ionization cooling 
of muons. A schematic of the apparatus is shown in Fig. 1.

A transfer line33–35 brought a beam, composed mostly of muons, 
from a target36 in the ISIS synchrotron37 to the cooling apparatus. The 
central momentum of the muons could be tuned between 140 MeV c−1 
and 240 MeV c−1 (c, speed of light in vacuum). A variable-thickness brass 
and tungsten diffuser allowed the emittance of the incident beam to 
be varied between 4 mm and 10 mm.

The tight focusing (low β function) and large acceptance required by 
the cooling section was achieved using 12 superconducting solenoids. 
The solenoids were contained in three warm-bore modules cooled by 
closed-cycle cryocoolers. The upstream and downstream modules 
(spectrometer solenoids) were identical, each containing three coils to 
provide a uniform field region of up to 4 T within the 400-mm-diameter 
warm bore for momentum measurement, as well as two ‘matching’ coils 
to match the beam to the central pair of closely spaced ‘focus’ coils, 
which focus the beam onto the absorber. The focus coils were designed 
to enable peak on-axis fields of up to 3.5 T within one module with a 
500-mm-diameter warm bore containing the absorbers.

For the experiment reported here the focus coils were operated in 
‘flip’ mode with a field reversal at the centre. Because the magnetic 
lattice was tightly coupled, the cold mass-suspension systems of the 
modules were designed to withstand longitudinal cold-to-warm forces 
of several hundred kN, which could arise during an unbalanced quench 
of the system. At maximum field, the inter-coil force on the focus coil 
cold mass was of the order of 2 MN. The total energy stored in the mag-
netic system was of the order of 5 MJ and the system was protected 
by both active and passive quench-protection systems. The normal 
charging and discharging time of the solenoids was several hours. 
The entire magnetic channel was partially enclosed by a 150-mm-thick 
soft-iron return yoke for external magnetic shielding. The magnetic 
fields in the tracking volumes were monitored during operation using 
calibrated Hall probes.

One of the matching coils in the downstream spectrometer solenoid 
was not operable owing to a failure of a superconducting lead. Although 
this necessitated a compromise in the lattice optics and acceptance, 
the flexibility of the magnetic lattice was exploited to ensure a clear 
cooling measurement.

The amplitude acceptance of approximately 30 mm, above which 
particles scrape, was large compared to that of a typical accelera-
tor. Even so, considerable scraping was expected and observed for 
the highest-emittance beams. Ionization cooling cells with even 
larger acceptances, producing less scraping, have been designed9–11.  
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Fig. 1 | The MICE apparatus, the calculated magnetic field and the nominal 
horizontal width of the beam. The modelled field, Bz, is shown on the beam 
axis (black line) and at 160 mm from the axis (green line) in the horizontal plane. 
The readings of Hall probes situated at 160 mm from the beam axis are also 
shown. Vertical lines indicate the positions of the tracker stations (dashed 

lines) and the absorber (dotted line). The nominal r.m.s. beam width, σ(x), is 
calculated assuming a nominal input beam and using linear beam transport 
equations. See text for the description of the MICE apparatus. TOF0, TOF1 and 
TOF2 are time-of-flight detector stations; KL is a lead–scintillator pre-shower 
detector; EMR is the Electron–Muon Ranger.
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The magnetic lattice of MICE, shown in Fig. 1, was tuned so that the 
focus of the beam was near the absorber, resulting in a small beam width 
and large angular divergence. The tight focusing, corresponding to a 
nominal transverse β function of around 430 mm at the centre of the 
absorber, yielded an optimal cooling performance.

Materials with low atomic number, such as lithium and hydrogen, 
have a long radiation length relative to the rate of energy loss, and 
consequently better cooling performance, making them ideal absorber 
materials. Therefore, cooling by both liquid-hydrogen and lithium 
hydride absorbers was studied.

The liquid hydrogen was contained within a 22-l vessel38 in the warm 
bore of the focus coil. Hydrogen was liquefied by a cryocooler and piped 
through the focus coil module into the absorber body. When filled, 
the absorber presented 349.6 ± 0.2 mm of liquid hydrogen along the 
beam axis with a density of 0.07053 ± 0.00008 g cm−3 (all uncertain-
ties represent the standard error). The liquid hydrogen was contained 
between a pair of aluminium windows covered by multi-layer insula-
tion. A second pair of windows provided a secondary barrier to protect 
against failure of the primary containment windows. These windows 
were designed to be as thin as possible so that any scattering in them 
would not cause substantial heating. The total thickness of all four 
windows on the beam axis was 0.79 ± 0.01 mm.

The lithium hydride absorber was a disk of thickness 65.37 ± 0.02 mm 
with a density of 0.6957 ± 0.0006 g cm−3. The isotopic composition of 
the lithium used to produce the absorber was 95% 6Li and 5% 7Li. The 
cylinder had a thin coating of parylene to prevent ingress of water or 
oxygen. Configurations with the empty liquid-hydrogen containment 
vessel and with no absorber were also studied.

MICE beam instrumentation
Detectors placed upstream and downstream of the apparatus meas-
ured the momentum, position and species of each particle entering 
and leaving the cooling channel in order to reconstruct the full four-
dimensional phase space, including the angular momentum intro-
duced by the solenoids. Particles were recorded by the apparatus 

one at a time, which enabled high-precision instrumentation to be 
used and particles other than muons to be excluded from the analysis. 
Each ensemble of muons was accumulated over a number of hours. 
This is acceptable because space-charge effects are not expected at a 
neutrino factory and in a muon collider they become important only 
at very low longitudinal emittance39. Data-taking periods for each 
absorber were separated by a period of weeks owing to operational 
practicalities. The phase-space distribution of the resulting ensemble 
was reconstructed using the upstream and downstream detectors. 
The emittance reconstruction in the upstream detector system is 
described in ref. 40.

Upstream of the cooling apparatus, two time-of-flight (TOF) detec-
tors41 measured the particle velocity. A complementary velocity meas-
urement was made upstream by the threshold Cherenkov counters 
Ckov A and Ckov B42. Scintillating fibre trackers, positioned in the uni-
form-field region of each of the two spectrometer solenoids, measured 
the particle position and momentum upstream and downstream of the 
absorber43,44. Downstream, an additional TOF detector45, a mixed lead–
scintillator pre-shower detector and a totally active scintillator calorim-
eter, the Electron–Muon Ranger46,47, identified electrons produced by 
muon decay and allowed cross-validation of the measurements made 
by the upstream detectors and the trackers.

Each tracker consisted of five planar scintillating-fibre stations. Each 
station comprised three views; each view was composed of two layers 
of 350-μm-diameter scintillating fibres positioned at an angle of 120° 
with respect to the other views. The fibres were read out by cryogenic 
visible-light photon counters48. The position of a particle crossing the 
tracker was inferred from the coincidence of signals from the fibres, 
and the momentum was calculated by fitting a helical trajectory to the 
signal positions, with appropriate consideration for energy loss and 
scattering in the fibres.

Each TOF detector was constructed from two orthogonal planes 
of scintillator slabs. Photomultiplier tubes at each end of every TOF 
detector slab were used to determine the time at which a muon passed 
through the apparatus with a 60-ps resolution41. The momentum reso-
lution of particles with a small helix radius in the tracker was improved 
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by combining the TOF measurement of velocity with the measurement 
of momentum in the tracker.

A detailed Monte Carlo simulation of the experiment was performed 
to study the resolution and efficiency of the instrumentation and to 
determine the expected performance of the cooling apparatus49,50. The 
simulation was found to give a good description of the data40.

Demonstration of cooling
The data presented here were taken using beams with a nominal 
momentum of 140 MeV c−1 and a nominal normalized r.m.s. emittance in 
the upstream tracking volume of 4 mm, 6 mm and 10 mm; these settings 
are denoted as ‘4–140’, ‘6–140’ and ‘10–140’, respectively. Beams with a 
higher emittance have more muons at high amplitudes and occupy a 
larger region in phase space. For each beam setting, two samples were 
considered for the analysis. The ‘upstream sample’ contained particles 
identified as muons by the upstream TOF detectors and tracker, for 
which the muon trajectory reconstructed in the upstream tracker was 
fully contained in the fiducial volume and for which the reconstructed 
momentum fell within the range 135 MeV c−1 to 145 MeV c−1 (which is 
considerably higher than the momentum resolution of the tracker,
2 MeV c−1). The ‘downstream sample’ was the subset of the upstream 
sample for which the reconstructed muons were fully contained in the 
fiducial volume of the downstream tracker. Each of the samples had 
between 30,000 and 170,000 events. Examples of the phase-space 
distributions of the particles in the two samples are shown in Fig. 2. The 
strong correlations between y and px and between x and py are due to 
the angular momentum introduced by the solenoidal field. The shorter 
tails along the semi-minor axis compared to the semi-major axis in 
these projections arise from scraping in the diffuser.

The distributions of amplitudes in the upstream and downstream 
samples for each of the 4–140, 6–140 and 10–140 datasets are shown 
in Fig. 3. The nominal acceptance of the magnetic channel is also 

indicated. A correction has been made to account for the migration of 
events between amplitude bins due to the detector resolution and to 
account for inefficiency in the downstream detector system (see Meth-
ods). Distributions are shown for the measurements with an empty 
liquid-hydrogen vessel (‘Empty LH2’), with a filled liquid-hydrogen 
vessel (‘Full LH2’), with no absorber (‘No absorber’) and with the lithium 
hydride absorber (‘LiH’). The distributions were normalized to allow 
a comparison of the shape of the distribution between different absorb-
ers. Each pair of upstream and downstream amplitude distributions 
is scaled by N1/ max

u , where Nmax
u  is the number of events in the most 

populated bin in the upstream sample.
The behaviour of the beam at low amplitude is the key result of this 

study. For the ‘No absorber’ and ‘Empty LH2’ configurations, the num-
ber of events with low amplitude in the downstream sample is similar 
to that observed in the upstream sample. For the 6–140 and 10–140 
configurations for both the ‘Full LH2’ and the ‘LiH’ samples, the number 
of events with low amplitude is considerably larger in the downstream 
sample than in the upstream sample. This indicates an increase in the 
number of particles in the beam core when an absorber is installed, 
which is expected if ionization cooling takes place. This effect can occur 
only because energy loss is a non-conservative process.

A reduction in the number of muons at high amplitude is also 
observed, especially for the 10–140 setting. Whereas part of this effect 
arises owing to migration of muons into the beam core, a substantial 
number of high-amplitude particles outside the beam acceptance 
intersected the beam pipe or fell outside the fiducial volume of the 
downstream tracker. The beam pipe was made of materials with higher 
atomic number than those of the absorber materials, so interactions 
in the beam pipe tended to be dominated by multiple Coulomb scat-
tering, leading to beam loss.

A χ2 test was performed to determine the confidence with which the 
null hypothesis that for the same input beam setting, the amplitude dis-
tributions in the downstream samples of the ‘Full LH2’ and ‘Empty LH2’ 
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configurations are compatible, and the amplitude distributions in the 
downstream samples of the ‘LiH’ and ‘No absorber’ configurations are
compatible. The test was performed on the uncorrected distributions 
using only statistical uncertainties. Systematic effects are the same for 
the pairs of distributions tested, and cancel. Assuming that this null 
hypothesis is correct, the probability of observing the effect seen in 
the data is considerably lower than 10−5 for each beam setting and for 
each ‘Full LH2’–‘Empty LH2’ and ‘LiH’–‘No absorber’ pair; therefore, the 
null hypothesis was rejected.

The fractional increase in the number of particles with low amplitude 
is most pronounced for the 10–140 beams. High-amplitude beams 
have high transverse emittance, ε⊥, and a larger transverse momen-
tum relative to the stochastic increase in transverse momentum due 
to scattering, so they undergo more cooling. For the magnet settings 
and beams studied here, heating due to multiple Coulomb scattering 
becomes dominant over ionization cooling at an emittance of around 
4 mm. As a result, only modest cooling is observed for the 4–140 setting 
in both the ‘Full LH2’ and ‘LiH’ configurations.

The ratios of the downstream to the upstream amplitude distribu-
tions are shown in Fig. 4. In the ‘No absorber’ and ‘Empty absorber’ 
configurations, the ratios are consistent with 1 for amplitudes of less 
than 30 mm, confirming the conservation of amplitude in this region, 
irrespective of the incident beam. Above 30 mm the ratios drop below 
unity, indicating that at high amplitude there are fewer muons down-
stream than upstream, as outlined above. The presence of the absorber 
windows does not strongly affect the amplitude distribution. For the 
6–140 and 10–140 datasets, the addition of liquid-hydrogen or lithium 
hydride absorber material causes the ratios to rise above unity for 
the low-amplitude particles that correspond to the beam core. This 
indicates an increase in the number of particles in the beam core and 
demonstrates ionization cooling.

The density in phase space is an invariant of a symplectic system; 
therefore, an increase in phase-space density is also an unequivocal 

demonstration of cooling. Figure 5 shows the normalized density of 
the upstream and downstream samples, ρi(ui)/ρ0, as a function of α, 
the fraction of the upstream sample that has a density greater than 
or equal to ρi. This is known as the quantile distribution. To enable 
comparison between different beam configurations, the densities for 
each configuration have been normalized to the peak density in the 
upstream tracker, ρ0. To enable comparison between the upstream and 
downstream distributions, the fraction of the sample is always relative 
to the total number of events in the upstream sample. The transmission 
is the fraction of the beam for which the density in the downstream 
tracker reaches zero. For the ‘No absorber’ and ‘Empty LH2’ cases, the 
downstream density in the highest-density regions is indistinguishable 
from the upstream density. A small amount of scraping is observed for 
the 4–140 and 6–140 beams. More substantial scraping is observed for 
the 10–140 beam. In all cases, for ‘Full LH2’ and ‘LiH’ the phase-space 
density increases, and the increase is greater for higher-emittance 
beams. These observations demonstrate the ionization cooling of the 
beam when an absorber is installed. In the presence of an absorber, 
beams with larger nominal emittance show a greater increase in density 
than those with a lower nominal emittance.

Conclusions
Ionization cooling has been unequivocally demonstrated. We have 
built and operated a section of a solenoidal cooling channel and dem-
onstrated the ionization cooling of muons using both liquid hydrogen 
and lithium hydride absorbers. The effect has been observed through 
the measurement of both an increase in the number of small-amplitude 
particles (Figs. 3, 4) and an increase in the phase-space density of the 
beam (Fig. 5). The results are well described by simulations (Fig. 4). This 
demonstration of ionization cooling is an important advance in the 
development of high-brightness muon beams. The seminal results pre-
sented in this paper encourage further development of high-brightness 
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observed in the data obtained with the 6–140 and 10–140 beams with both the 
full LH2 absorber and the LiH absorber. The effect predicted from the 
simulation is shown in red and that measured is shown in black. The 

corresponding shading shows the estimated standard error, which is 
dominated by systematic uncertainty. Vertical lines indicate the channel 
acceptance above which scraping occurs. The number of events in each sample 
is listed in Extended Data Table 2. Data for each experimental configuration 
were accumulated in a single discrete period.
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muon beams as a tool for the investigation of the fundamental proper-
ties of matter.
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Methods

Characterization of beam brightness
In particle accelerators, the average beam brightness B− is defined as 
the beam current, I, passing through a transverse phase-space volume 
V4 (ref. 51)

V
B

I−= (1)
4

The normalized r.m.s. emittance is often used as an indicator of the 
phase-space volume occupied by the beam and is given by29
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where mμ is the muon mass and |V| is the determinant of the covariance 
matrix of the beam in the transverse phase space u = (x, px, y, py). The 
covariance matrix has elements v u u u u= ⟨ ⟩ − ⟨ ⟩⟨ ⟩ij i j i j . The distribution 
of individual particle amplitudes also describes the volume of the beam 
in phase space.

The amplitude is defined by30

u uA ε R= ( , ⟨ ⟩) (3)⊥ ⊥
2

where R2(u, v) is the square of the distance between two points, u and 
v, in the phase space, normalized to the covariance matrix:

u v u v u vR V( , ) = ( − ) ( − ) (4)2 T −1

The normalized r.m.s. emittance is proportional to the mean of the 
particle amplitude distribution. In the approximation that particles 
travel near the beam axis, and in the absence of cooling, the particle 
amplitudes and the normalized r.m.s. emittance are conserved quan-
tities. If the beam is well described by a multivariate Gaussian distri-
bution, then R2 is distributed according to a χ2 distribution with four 
degrees of freedom, so the amplitudes are distributed according to
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The rate of change of the normalized transverse emittance as the 
beam passes through an absorber is given approximately by8,29,31
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where βc is the muon velocity, Eμ is the muon energy, |dEμ/dz| is the 
mean energy loss per unit path length, X0 is the radiation length of the 
absorber and β⊥ is the transverse betatron function at the absorber29. 
The first term of this equation describes ‘cooling’ by ionization energy 
loss and the second term describes ‘heating’ by multiple Coulomb scat-
tering. Equation (6) implies that there is an equilibrium emittance for 
which the emittance change is zero.

If the beam is well described by a multivariate Gaussian distribution
both before and after cooling, then the downstream and upstream 
amplitude distributions f d(A⊥) and f u(A⊥) are related to the downstream 
and upstream emittances ε⊥

d and ε⊥
u  by
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In the experiment described in this paper, many particles do not 
travel near the beam axis. These particles experience effects from 

optical aberrations, as well as geometrical effects such as scraping, 
in which high-amplitude particles outside the experiment’s aperture 
are removed from the beam. Scraping reduces the emittance of the 
ensemble and selectively removes those particles that scatter more than 
the rest of the ensemble. Optical aberrations and scraping introduce 
a bias in the change in r.m.s. emittance that occurs because of ioniza-
tion cooling. In this work the distribution of amplitudes is studied. To 
expose the behaviour in the beam core, independently of aberrations 
affecting the beam tail, V and ε⊥ are recalculated for each amplitude 
bin, including particles that are in lower-amplitude bins and excluding 
particles that are in higher-amplitude bins. This results in a distribu-
tion that, in the core of the beam, is independent of scraping effects 
and spherical aberrations.

The change in phase-space density provides a direct measurement 
of the cooling effect. The k-nearest-neighbour algorithm provides a 
robust non-parametric estimator of the phase-space density of the 
muon ensemble32,34,52. The separation of pairs of muons is characterized 
by the normalized squared distance, u uR ( , )ij i j

2 , between muons with 
positions ui and uj. A volume Vik is associated with each particle, which 
corresponds to the hypersphere that is centred on ui and intersects 
the kth nearest particle (that is, the particle that has the kth smallest 
Rij). The density, ρi, associated with the ith particle is estimated by
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where n is the number of particles in the ensemble. An optimal value 
for k is used, k n n= =d4/(4+ ) , with phase-space dimension d = 4 (ref. 32).

Data taking and reconstruction
Data were buffered in the front-end electronics and read out after each 
target actuation. Data storage was triggered by a coincidence of signals 
in the photomultiplier tubes (PMTs) serving a single scintillator slab 
in the upstream TOF station closest to the cooling channel (TOF1). 
The data recorded in response to a particular trigger are referred to 
as a ‘particle event’.

Each TOF station was composed of a number of scintillator slabs 
that were read out using a pair of PMTs, one mounted at each end of 
each slab. The reconstruction of the data began with the search for 
coincidences in the signals from the two PMTs serving any one slab 
in a TOF plane. Such coincidences are referred to as ‘slab hits’. ‘Space 
points’ were then formed from the intersection of slab hits in the x and 
y projections of each TOF station separately. The position and time at 
which a particle giving rise to the space point crossed the TOF station 
were then calculated using the slab position and the times measured in 
each of the PMTs. The relative timing of the two upstream TOF stations 
(TOF0 and TOF1) was calibrated relative to the measured time taken for 
electrons to pass between the two TOF detectors, on the assumption 
that they travelled at the speed of light.

Signals in the tracker readout were collected to reconstruct the 
helical trajectories (‘tracks’) of charged particles in the upstream and 
downstream trackers (TKU and TKD, respectively). Multiple Coulomb 
scattering introduced significant uncertainties in the reconstruction 
of the helical trajectory of tracks with a bending radius of less than 
5 mm. For this class of track, the momentum was deduced by combin-
ing the tracker measurement with the measurements from nearby 
detectors. The track-fitting quality was characterized by the χ2 per 
degree of freedom
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=
1 δ
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where δxi is the distance between the fitted track and the measured 
signal in the ith tracker plane, σi is the resolution of the position meas-
urement in the tracker planes and n is the number of planes that had 



a signal used in the track reconstruction. Further details of the recon-
struction and simulation may be found in ref. 50.

Beam selection
Measurements made in the instrumentation upstream of the absorber 
were used to select the input beam. The input beam (the upstream 
sample) was composed of events that satisfied the following criteria:
• Exactly one space point was found in TOF0 and TOF1 and exactly one 
track in TKU.
• The track in TKU had χ < 8df

2  and was contained within the 150-mm 
fiducial radius over the full length of TKU.
• The track in TKU had a reconstructed momentum in the range 135–
145 MeV c−1, corresponding to the momentum acceptance of the cool-
ing cell.
• The time-of-flight between TOF0 and TOF1 was consistent with that 
of a muon, given the momentum measured in TKU.
• The radius at which the track in TKU passed through the diffuser was 
smaller than the diffuser aperture.

The beam emerging from the cooling cell (the downstream sample) 
was characterized using the subset of the upstream sample that satis-
fied the following criteria:
• Exactly one track was found in TKD.
• The track in TKD had χ < 8df

2  and was contained within the 150-mm 
fiducial radius of TKD over the full length of the tracker.

The same sample-selection criteria were used to select events from 
the simulation of the experiment, which included a reconstruction of 
the electronics signals expected for the simulated particles.

Calculation of amplitudes
The amplitude distributions obtained from the upstream and down-
stream samples were corrected for the effects of the detector efficiency 
and resolution and for the migration of events between amplitude bins. 
The corrected number of events in a bin, Ni

corr, was calculated from the 
raw number of events, N j

raw, using

∑N E S N= (10)i i
j

ij j
corr raw

where Ei is the efficiency correction factor and Sij accounts for the detec-
tor resolution and event migration. Ei and Sij were estimated from the 
simulation of the experiment. The uncorrected and corrected ampli-
tude distributions for a particular configuration are shown in Extended 
Data Fig. 1. The correction is small relative to the ionization cooling 
effect, which is clear even in the uncorrected distributions.

It can be seen from equation (7) that in the limit of small amplitudes, 
and in the approximation that the beam is normally distributed in the 
phase-space variables, the ratio of the number of muons is equal to the 
ratio of the square of the emittances,











f A
f A

ε

ε
lim

( )
( )

= (11)
A →0

d
⊥

u
⊥

⊥
u

⊥
d

2

⊥

The ratio of f d to f u in the lowest-amplitude bin of Fig. 3, which is an 
approximation to this ratio, is listed in Extended Data Table 1.

Data availability
The unprocessed and reconstructed data that support the findings 
of this study are publicly available on the GridPP computing Grid at 
https://doi.org/10.17633/rd.brunel.3179644 (MICE unprocessed data) 
and https://doi.org/10.17633/rd.brunel.5955850 (MICE reconstructed 
data). Source data for Figs. 3–5 and Extended Data Fig. 1 are provided 
with the paper.
Publications using MICE data must contain the following statement: 
“We gratefully acknowledge the MICE collaboration for allowing us 
access to their data. Third-party results are not endorsed by the MICE 
collaboration.”

Code availability
The MAUS software50 that was used to reconstruct and analyse the 
MICE data is available at https://doi.org/10.17633/rd.brunel.8337542. 
The analysis presented here used MAUS version 3.3.2.
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Extended Data Fig. 1 | Corrected and uncorrected amplitude distributions 
for the 10–140 ‘LH2 full’ configuration. The uncorrected data are shown by 
open points and the corrected data by filled points. Orange circles correspond 

to the upstream distribution and green triangles to the downstream 
distribution. Shading represents the estimated total standard error. Error bars 
show the statistical error and for most points are smaller than the markers.



Extended Data Table 1 | Ratio of number of muons downstream to number of muons upstream having an amplitude of less 
than 5 mm

Uncertainties denote standard error; statistical uncertainty is followed by the total uncertainty.
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Extended Data Table 2 | Number of events in the samples shown in Fig. 3–5
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• Receptor models were applied for the purpose of VOC source apportionment.
• MVA methods were used for forecasting contributions from traffic and industry.
• Forecast was based on inorganic pollutant concentrations and meteorological data.
• Predicted values were consistent with the results of receptor modeling.
• The highest forecast accuracy was achieved with relative error of only 6%.
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In this study, advancedmultivariatemethodswere applied for VOC source apportionment and subsequent short-
term forecast of industrial- and vehicle exhaust-related contributions in Belgrade urban area (Serbia). The VOC
concentrations were measured using PTR-MS, together with inorganic gaseous pollutants (NOx, NO, NO2, SO2,
and CO), PM10, andmeteorological parameters. US EPA PositiveMatrix Factorization and Unmix receptormodels
were applied to the obtained dataset both resolving six source profiles. For the purpose of forecasting industrial-
and vehicle exhaust-related source contributions, differentmultivariatemethodswere employed in two separate
cases, relying onmeteorological data, and onmeteorological data and concentrations of inorganic gaseous pollut-
ants, respectively. The results indicate that Boosted Decision Trees and Multi-Layer Perceptrons were the best
performing methods. According to the results, forecasting accuracy was high (lowest relative error of only 6%),
in particular when the forecast was based on both meteorological parameters and concentrations of inorganic
gaseous pollutants.

© 2015 Published by Elsevier B.V.

1. Introduction

Volatile organic compounds (VOC) comprise a diverse group of spe-
cies which are of concern due to their potentially detrimental impact on
humanhealth and the environment. Under sufficiently conducivemete-
orological conditions, they are important precursors in the formation of
ozone, the abundant and reactive gaseous pollutant, capable of inducing
oxidative damage to living cells (Kampa and Castanas, 2008). In addi-
tion, several VOC species such as styrene and benzene have been iden-
tified as toxic or mutagenic, while epidemiological evidence indicates
that repetitive daily or intermittent exposure is associated with

numerous adverse health effects, mainly respiratory and hearth disor-
ders (Musselman and Korfmacher, 2014; Hsieh and Tsai, 2003). As
regards environmental issues, the significant impact of VOC on climate
change is observed in spite of their low concentrations in ambient air,
and arises from their ability to form secondary aerosol and their proper-
ties as greenhouse gases (Chin and Batterman, 2012).

The ubiquity of VOC results from both biogenic and anthropogenic
emissions, whereas the latter often dominate in heavily populated
areas and are associatedwith vehicle transport, industrial activities, fos-
sil fuel refining and distribution, biomass burning, solvent usage, etc.
(Lee et al., 2002; Na et al., 2004). The abundance and spatial distribution
of gaseous pollutants originating from remote emission sources mostly
depend on their atmospheric lifetimes (Jobson et al., 1999), whereas, in
the case of locally generated pollution, this relationship is no longer
sustained, and VOC levels and variability aremainly controlled by emis-
sion rates and meteorological factors (Liu et al., 2012).
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Apart frombeing an important regional traffic hubwith a population
of 1.6 million residents, the capital of Serbia, Belgrade, and its suburban
area is home to network of coal-fired power plants and different indus-
trial facilities, such as the petrochemical complex, chemical plant, and
oil refinery. In such complex urban environments with the prevalence
of local emission sources, meteorological conditions play a significant
role in the VOC mixing and distribution. The methods which simulate
the variations of VOC emissions with sufficient reliability, based solely
on meteorological data, can be used to forecast temporal distribution
of VOC species, which is essential for development of efficient abate-
ment strategies (Liu et al., 2012).

In this study severalmultivariate (MVA)methodswere employed to
assess the impact of traffic- and industry-related sources on VOC levels
in Belgrade urban area, and predict their contribution dynamics. The
petrochemical/chemical industry (PC) and vehicle exhaust emissions
(VE) present one of the most significant emission sources. Their contri-
butions were estimated using widely applied receptor models, Positive
Matrix Factorization (PMF) and Unmix, based on the assumption that,
in a complex VOC mixture, species emitted from the same source are
statistically interrelated (Song et al., 2008). Subsequently, classification
and regression MVA methods were applied in order to predict the
source contribution dynamics on the basis of meteorological dataset
and concentrations of inorganic gaseous pollutants (IG) — NOx, NO,
NO2, SO2 and CO. The supervised learning algorithms for classification
and regression analyses were specifically designed within Toolkit for
Multivariate Analysis (TMVA) (Hoecker et al., 2007) within the ROOT
framework (Brun and Rademakers, 1997), for extensive data processing
in high-energy physics, but their applications are not restricted to these
requirements (Maletić et al., 2014). The best performing MVAmethods
were Boosted Decision Trees (BDT and BDTG), designed for the purpose
of MiniBooNE neutrino experiment (Yang et al., 2005), and based on
complex method of cuts, and Multi-Layer Perceptrons (MLP), based on
artificial neural networks (ANN) (Rojas, 1996).

Nowadays, the forecasting of air pollutant concentrations is an es-
sential issue in environmental research due to a wide range of potential
benefits. Besides providing information for early public warnings to the
susceptible populations, as well as assistance in the assessment of regu-
lation policies, the accurate and reliable forecast could be useful for de-
velopment of preventive approaches and considerable reduction in the
number of measurement sites over the area. This study reveals that pre-
sentedMVAmethods can be successfully used for forecasting the contri-
butions of different emission sources in the investigated area.

2. Materials and methods

The measurement site is located at the Institute of Public Health
in Belgrade (44°49′ N, 20°28′ E), in the urban canyon street with
heavy and slow traffic. Proton Transfer Reaction Mass Spectrometer
(Standard PTR-quad-MS, Ionicon Analytik, GmbH, Austria) was
used for on-line measurements of concentrations of 36 VOC-related
masses in the period from January 22nd to March 24th 2014. A de-
tailed description of the method is given elsewhere (Lindinger
et al., 1998; de Gouw and Warneke, 2007). The inlet of the instru-
ment, 3 m heated (70 °C) silcosteel line inner diameter 3 mm, was
placed 3 m above ground. VOC data, with 0.5 s dwell time, and five
control parameters (m/z 21, m/z 25, m/z 30, m/z 32, and m/z 37)
were obtained in 24 s cycles.

Drift tube parameters included: pressure, ranging from 2.08 to
2.11 mbar; temperature, 60 °C; voltage, 600 V; E/N parameter, 145 Td
providing reaction time of 90 μs. The count rate of H3O+H2O was 1 to
7% of the 5.1 · 106 counts s−1 count rate of primary H3O+ ions. The cal-
ibration was done according to Taipale et al. (2008). For this purpose,
TO-15 Supelco gas mixture (m/z 57, m/z 79, m/z 93, m/z 107, and m/z
121) was diluted with ASGU 370-p HORIBA system zero air to five con-
centrations in the range from 0.5 to 100 ppb. Normalized sensitivities
were in the range from 6.2 to 14.3 npcs ppb−1. Detection limit of 1-h

averaged VOC concentrations was less than 0.5 ppb, except for metha-
nol (2.0 ppb) and acetone (1.1 ppb). Key m/z-signals in the dataset,
identified using a method developed by Galbally et al. (2008), were ob-
served for 29 out of 36 masses, and used for further analysis.

The concentrations of IG, PM10, and meteorological data (atmo-
spheric pressure, temperature, humidity, precipitation, wind speed
and direction) were obtained from the automatic monitoring station
at the measurement site (Institute of Public Health Belgrade).

US EPA Unmix 6.0 (USEPA, 2007) and Positive Matrix Factorization
(Version 3.0) (USEPA, 2008) receptor models were applied to the
1169 observations of 1-hour-averaged concentrations of 29 species in
order to identify emission sources (Table 1). The usages of thesemodels
as well as the theoretical background are detailed in literature (Henry,
2003). Briefly, Unmix is based on an eigenvalue analysis and does not
allow down weighting of individual data points (Henry, 1997), while
PMF decomposes a matrix of ambient data into two matrices
representing source contribution and source profile (Paatero and
Tapper, 1994). A value equal to the half of the method detection limit
(DL) for each variable was used for concentrations below the DL. The
number of pollutants selected as Unmix and PMF input variables was
chosen using a combination of trial and error with the general goal of
maximizing the number of input variables that produced feasible and
physically interpretable solutions and following additional fit diagnos-
tics criteria (Chan et al., 2011). After selecting the base run, 100 boot-
strap runs with R2-value of 0.6 were performed to evaluate the
uncertainty of the PMF resolved profiles. In addition, PMF was run
with different Fpeak values to explore the rotational freedom and re-
ported results were for its value adjusted to 0.2.

Statistical analyses, including bivariate polar plot and bivariate clus-
ter (k-means clustering, grouping similar conditions together) analysis,
were performed with the statistical software environment R (Team,
2012), using the Openair package (Carslaw and Ropkins, 2012). The

Table 1
Basic statistics for measured parameters: VOC related masses [ppb], NOx, NO2, NO,
SO2 [μg m−3], and CO [mg m−3] concentrations.

Parameter Mean Median Min Max 10th 90th St.
dev.

NOx 149.69 121.01 11.24 912.42 37.14 301.52 116.19
NO2 62.94 54.96 8.86 239.09 21.36 115.61 38.17
NO 86.76 58.67 1.19 673.33 11.12 205.61 88.32
CO 0.68 0.59 0.16 3.42 0.36 1.10 0.38
SO2 21.54 17.43 3.85 236.46 7.74 39.94 16.70
Ethylbenzene 2.31 1.76 bDL 36.93 0.37 4.63 2.41
mp-Xylene 8.99 6.86 bDL 124.62 1.41 17.25 9.52
o-Xylene 1.88 1.46 bDL 18.52 0.28 3.79 1.72
m/z 41 (propylene) 1.89 1.66 0.34 19.88 0.80 2.94 1.43
m/z 43 4.87 4.42 1.27 28.40 2.32 7.84 2.52
m/z 45
(acetaldehyde)

5.04 4.29 1.31 38.85 2.28 7.92 3.53

m/z 47 (ethanol) 7.81 3.02 bDL 177.33 bDL 17.39 15.55
m/z 57 (MTBE) 1.94 1.63 0.26 28.82 0.75 2.92 1.93
m/z 59 (acetone) 7.16 5.67 bDL 30.79 1.61 15.57 5.42
m/z 61 (acetic acid) 4.85 4.48 1.36 25.98 2.58 7.24 2.36
m/z 71 0.63 0.58 0.11 5.32 0.29 0.94 0.39
m/z 73 0.87 0.78 0.17 7.89 0.46 1.32 0.52
m/z 75 1.28 0.97 0.26 45.29 0.54 1.80 2.09
m/z 79 (benzene) 1.35 1.10 0.05 6.95 0.50 2.44 0.90
m/z 81 0.81 0.68 0.07 9.88 0.25 1.33 0.78
m/z 83 14.4 10.16 0.37 92.44 3.05 31.65 11.99
m/z 85 9.43 6.73 0.17 65.12 1.96 20.52 7.85
m/z 87 2.53 2.20 0.49 12.36 1.03 4.55 1.48
m/z 93 (toluene) 3.36 2.63 0.19 29.66 1.15 6.11 2.62
m/z 99 0.49 0.43 bDL 2.32 0.17 0.91 0.31
m/z 101 1.25 1.05 0.37 5.34 0.58 2.33 0.71
m/z 105 (styrene) 0.53 0.43 0.11 16.39 0.22 0.76 0.81
m/z 121 (C9
aromatics)

4.32 3.13 0.28 24.96 1.19 8.59 3.88

m/z 137
(monoterpenes)

0.89 0.65 bDL 8.50 0.19 1.67 0.90

DL— detection limit.
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results were used for analysis of source contribution dynamics, the im-
pact of potential emission sources, as well as wind speed and direction,
on the air quality at the measurement site.

The impact of planetary boundary layer (PBL) height on VOC source
contribution dynamics was also taken into consideration. PBL height
was obtained combining Raman Lidar system case study observations
(Banks et al., 2014) performed within the framework of EARLINET net-
work (Belgrade station), and calculations using MeteoInfo software
(Wang, 2014) and GDAS1 (Global Data Assimilation System) data.

Subsequently, MVAmethods were used for forecasting of PC and VE
source contribution dynamics in two separate cases: they either used
meteorological values as inputs, or meteorological values and IG con-
centrations, while the VOC distributions and evaluated VOC values
were not used as inputs. In addition to this, all MVA methods training
and testing were conducted once more with the additional input vari-
able i.e., previously predicted source contribution values. The results ob-
tained this way have “Prev” suffix. All MVAmethods were used both for
classification, which served to differentiate between pollution indica-
tors of high and low significance for the source contribution dynamics,
and regression methods, which were used to obtain mapped functional
behavior of dependency of the source contribution on the examined
variables. A sample of events, each consisting of source contribution
value and input (meteorological, or meteorological and IG concentra-
tion) data, was used to train and test methods. The MVA methods
used in the analysiswere: BoostedDecision Trees (BDT, BDTG), Artificial
Neural Network Multilayer Perceptron (MLP), MLP with Bayesian Ex-
tension (MLPBNN), Support Vector Machine (SVM), Linear Discrimi-
nant (LD), Fisher Discriminant (Fisher), Multidimensional Probability
Density Estimator Range SearchMethod (PDERS), Function Discrimina-
tion Analysis with Genetic Algorithm Converger (FDA_GA), Likelihood
Method and Function Discriminant Analysis (FDA).

3. Results and discussion

Both receptor models, PMF and Unmix resolved six-profile solution
including 29 compounds, and for the purpose of this study, the profiles
which correspond to VE and PCwere analyzed and compared (Fig. 1). In
depth analysis of all Unmix- and PMF-resolved profiles is presented in
our previous study (Stojić et al., 2015). In the expanded seven-source
solution, Unmix resolved two VE profiles instead of one, with total con-
tribution of 31.2%, whereas one of them did not include majority of IG.
Similarly, expansion of PMF model to seven profiles resulted in further
division and three VE profiles, all comprising dominant portions of dif-
ferent species associated with vehicle emissions. The attempts to obtain
five-profile solutions also failed to provide reasonable results.

The Unmix resolved source which can be attributed to VE (VEUnmix)
exhibits very high correlations with related PMF resolved profiles (both
VEPMF1 and VEPMF2, as separated, and VEPMF in total, summed as in
Hopke et al., 2006), 0.83, 0.88, and 0.89, respectively (Fig. 2). The signif-
icant share of benzene, toluene, o-xylene, mp-xylene and ethylbenzene
is apportioned to these profiles, together with IG suggesting the rela-
tionship with combustion processes. Unlike gasoline, diesel emissions
are associated with 15 times less CO, seven times more NOx and 10–
14 times less BTEX (Thornhill et al., 2010). The shares of CO and NOx

are in the same range, which together with considerable portions of
benzene, toluene, and extremely high portions of o-xylene, mp-xylene
and ethylbenzene indicates that the observed pollutants mainly origi-
nate from gasoline combustion, at least in the surrounding of the mea-
surement site. Toluene to benzene (T/B) ratio for the analyzed profiles
ranges from 2.16 to 2.49, which complies with the results from previous
studies on VE emissions in winter season (from 2 to 5) (Lough et al.,
2005).

The estimated average contribution of VEUnmix to total observed con-
centrations (27.6%) significantly exceeds the total contribution of two
PMF resolved profiles, VEPMF1 and VEPMF2 (20.31%). This is probably
due to the fact that significant shares of certain VOC species included

in Unmix solution, such as gasoline additive, methyl tertiary butyl
ether (MTBE) and C9 aromatics, which are known to be tracers of mo-
bile or gasoline evaporative emissions, were apportioned between PC
and the profile assigned to gasoline evaporation in the PMF model
solution.

Similarly, the compounds detected at m/z 71 (methyl vinyl ketone,
methacrolein, isoprene oxidation products) and m/z 73 (methyl ethyl
ketone, butanal) with moderate contributions to VEUnmix, 29.8 and
26.0%, respectively, are not included in PMF profiles assigned to VE,
while their dominant shares are apportioned to PC. Since both of the
species are positively correlated with propylene, MTBE, benzene, tolu-
ene, and styrene (from 0.64 to 0.89), as well as with monoterpenes
and isoprene (from 0.47 to 0.91), their origin can be recognized as an-
thropogenic in VE profiles, or biogenic in profiles related to PC, which
contain certain amount of biogenic tracers. Finally, in Unmix resolved
profiles, the dominant shares of benzene, toluene, and styrene are ap-
portioned to VE source, whereas in PMF model solution these species
mainly contribute to PC. Therefore, the estimated contribution of indus-
trial emissions also differs, and is 7% higher for PMF than for Unmix re-
solved profile.

The contributions of all VE profiles exhibited a regular diurnal pat-
tern, characterized by prominent morning and late afternoon peak
(6:00–09:00 AM, 6:00–10:00 PM), which is consistent with the expect-
ed rush hour and accumulation of pollutants in the shallow boundary
layer (Fig. 2) (Bon et al., 2011). The decrease in traffic intensity and ex-
pansion of daytimeboundary layer result in lowest values of profile con-
tributions in the afternoon (12:00–5:00 PM). The traffic load is
significantly decreased onweekends, thus being compliant with the ex-
pected tendency in city's central zone.

The prevailing wind direction changed fromNE in January toW, SW
and E in March which was followed by gradual increase in contribution
of VE profiles, since the western sectors belong to central traffic-
congested area. It should also be noted that the registered episode of ex-
tremewind, blowing up to 20.6 m s−1 fromNE direction (from January,
30th to February, 2nd) had a significant impact on profile contributions,
which suggests that the dominant share arises from local sources dis-
tributed around themeasurement site, as expected. According to the re-
sults of bivariate cluster analysis between 55.0 and 64.4% of vehicle
emissions are mainly related to locally generated pollution concentrat-
ed in the stagnant zone across the canyon street (Fig. 2).

As regards the PC, the significant decrease in contribution of all
related profiles was observed in March, with the change in wind direc-
tion, since the major local source of petrochemical evaporation is
Petrohemija, located in the industrial zone of Pančevo, about 13 km of
air distance in the NE direction. It is one of the largest chemical industri-
al complexes in Southeastern Europe with annual production of more
than six hundred thousand tons of propylene, 1,3-butadiene, MTBE,
plastic and rubber polymers, and other petrochemicals. In compliance
with this, the results of bivariate cluster analysis show that the contribu-
tions of industrial profiles are mainly associated with moderate wind
blowing from the N/E sector (from 72.7 to 81.5%) (Fig. 2). The contribu-
tion of regional transport is estimated to be around 25%, as determined
by using air back trajectory sector analysis (TSA) (Zhu et al., 2011) and
PBL height (Stojić et al., 2015).

The PC profiles resolved byUnmix (PCUnmix) and PMF (PCPMF) exhib-
it relatively good correlation, particularly in domain of source contribu-
tions less than 1 (Fig. 2). They are distinguished mainly by significant
portions of propylene, MTBE, benzene, toluene, styrene, and propionic
acid (m/z 75) produced by the ethylene hydrocarboxylation. The pres-
ence of acetic acid, its fragments detected at m/z 43, and its intermedi-
ate precursor, acetaldehyde, can be associated with the emissions from
a large Methanol and Acetic Acid Complex, Kikinda, located in the N/NE
sector, about 100 km of air distance from the measurement site. Since
the pollutantsmainly originate from evaporative processes, gaseous ox-
ides do not contribute to these profiles, excludingmoderate share of CO
apportioned to PCPMF.
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Unlike traffic-related emissions, diurnal patterns of PC profiles ex-
hibit a gradual increase during working hours (9:00 AM–6:00 PM) on
weekdays and Saturdays, whereas on Sundays their contributions are
decreased to minimum, as expected for industrial activities (Fig. 2).

Eventually, no model solution resolved profile which can be
assigned exclusively to biogenic emissions, which clearly reflects the
negligible significance of biosphere, particularly in urban areas and

winter season. Nevertheless, significant shares ofmonoterpenes,mono-
terpene oxidation products (m/z 81), and other species identified of
probable biogenic origin (m/z 71, m/z 73, m/z 99, and m/z 101) are ap-
portioned to industrial profiles. The reason for this is probably Botanical
garden, a large area of vegetation located about 150 m from the mea-
surement site, on the pathway of air masses coming from the NE and
encompassing chemical and petrochemical industrial complexes.

Fig. 1. Unmix- and PMF-resolved VE and PC source profiles [%].
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3.1. Classification MVA methods

All MVAmethods were applied for forecast of both industrial- (PMF
and Unmix) and traffic-related (PMF2 and Unmix) source contributions
and prediction of potentially health-damaging events. For the purpose
of this study the forecasting of both VEPMF1 and VEPMF2, and VEPMF in
total, was conducted, and herein presented results are related to
VEPMF2 only, to demonstrate how accurate forecasts can be produced.

The necessity to urge caution was estimated on the basis of the pre-
dicted source contributions, as follows: the values above 60% are consid-
ered to require the increased level of caution, whereas those exceeding

75% are considered as extremely high-alarm triggering values. Both
values were chosen as arbitrary limits. Prior to method trainings and
analyses of their performances, the input variables that did not exhibit
significant linear correlations with source contributions were excluded.
Also, one input variable was excluded for every two that were observed
to be highly correlated. Therefore, the number of meteorological vari-
ables having significant impact on profile contributions is reduced to
two per source. For both vehicle exhaust profiles, wind speed is ranked
first, followed by temperature. For industrial profiles, the first and sec-
ond ranked were temperature and wind speed (PCPMF), and pressure
and temperature (PCUnmix), respectively.

Fig. 2. Characteristics of PMF- and Unmix-resolved VE and PC normalized source contributions: intensity plot and linear fit (above); daily, weekly variations (middle), and bivariate and
cluster plot (below).

Fig. 3. ROC curve for various MVA methods used as VEPMF (25%) classifiers (left), and cut efficiencies and optimum cut value for BDT method evaluating (right) on the basis of meteoro-
logical data only.
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The estimation of classification method performances was done
using the Receiver Operating Characteristic (ROC) curve (Fig. 3, left).
The method with the largest integral is considered the best performing
method, provided that signal efficiency is high (close to 1), and the
highest possible background rejection (the significant distinction be-
tween background levels and predicted source contributions) is
achieved. In general, better performance was observed when both me-
teorological and IG concentrations were used (Table 2). As regards
VEPMF2, the predicted contributions and background were almost
completely separated when using both input variables, whereas BDT
method based on meteorological data only, exhibited the best perfor-
mance for prediction of higher values (Fig. 4). In comparison to this,
somewhat poorer method predictions were obtained for VEUnmix,
PCPMF and PCUnmix. This could suggest that certain variables which
were not used as input data would assist to improve the predictive
method performances.

As shown in Fig. 3 (right), the optimumcut valuewas determined on
the basis of the value of significance. The comparison of method perfor-
mance is conducted by evaluating signal efficiencies (Table 2). Thereby,
more accurate predictions are obtained in cases where hysteresis-like
curves, formed by source contribution and background efficiency
curves, cover large area.

If only 10% of signal background inhibition is allowed for predictions
based onmeteorology and IG concentrations, all episodes of highVEPMF2

contribution would be properly identified as alarm triggering values
(Table 2). However, if only meteorological data were used, the percent-
age of the accurately identified alarm triggering values decrease to 81%.

The prediction of industry-related pollution episodes was efficient for
both resolved profiles, PCPMF and PCUnmix, although the negligibly better
solutionwas obtained for PCUnmix predicted on the basis of meteorolog-
ical data only.

Table 2 shows that certain MVA methods are capable of forecasting
the source contribution values which are considered to require the in-
creased level of caution. The overall performance was satisfying, while
the methods using meteorological and IG concentration data provided
more accurate predictions.

According to the results, the forecast of vehicle exhaust-related pol-
lution was more precise when using PMF-derived source contributions
for classification. As regards industry-related pollution, the results are
not straightforward to interpret. In case that MVAmethod had informa-
tion of forecast for previous hours, most accurate predictionwasmainly
obtained for PMF source contributions, whereas in the case of forecast
relying on input data exclusively, most accurate prediction was pre-
dominantly obtained for Unmix source contributions.

3.2. Regression MVA methods

RegressionMVAmethods were applied to interpret the dependency
of the source contributions on the examined meteorological data, and
both meteorological data and IG concentrations. As described in previ-
ous section, the statistical relationships were examined and certain
number of variables was excluded from the input dataset.

Median and standard deviations were calculated respectively to be:
1.05 and 1.30 for VEPMF2, 1.03 and 0.94 for VEUnmix, 1.02 and 0.86 for

Fig. 4. VEPMF2 TMVA response for classifiers: MLPBNN (left) and BDT (right). Meteorological parameters and inorganic gaseous pollutant concentrations were used as input data.

Table 2
The best performing MVA methods for alarm triggering value (25%) and level of caution (40%) forecasting (10% of background inhibition in signal).

M–IG–Preva M-IG M–Prev M

Sources Method Sig. eff. Met. Sig. eff. Met. Sig. eff. Method Sig. eff.

VEPMF2 (25%) MLPBNN 0.997 (04) BDT 0.999 (01) BDT 0.814 (32) BDT 0.813 (32)
BDT 0.989 (08) LD 0.986 (09) SVM 0.783 (34) BDTG 0.755 (35)

VEUnmix (25%) LD 0.890 (25) BDT 0.853 (29) BDT 0.743 (36) BDT 0.686 (38)
BDT 0.885 (26) SVM 0.845 (29) SVM 0.743 (36) BDTG 0.656 (39)

PCPMF (25%) BDT 0.859 (29) BDT 0.769 (35) BDT 0.832 (31) BDT 0.621 (41)
LD 0.894 (26) MLPBNN 0.730 (37) LD 0.861 (29) BDTG 0.642 (40)

PCUnmix (25%) BDT 0.841 (30) MLPBNN 0.855 (29) BDT 0.801 (33) BDT 0.661 (39)
LD 0.875 (27) BDT 0.787 (33) LD 0.831 (31) BDTG 0.707 (37)

VEPMF2 (40%) MLPBNN 0.988 (07) MLPBNN 0.999 (01) BDT 0.700 (29) BDT 0.677 (30)
BDTG 0.975 (10) BDT 0.977 (09) BDTG 0.683 (30) BDTG 0.623 (31)

VEUnmix (40%) BDT 0.797 (26) BDT 0.787 (26) BDT 0.650 (31) BDTG 0.540 (32)
SVM 0.795 (26) MLPBNN 0.825 (24) SVM 0.600 (32) BDT 0.575 (32)

PCPMF (40%) BDT 0.866 (22) BDT 0.760 (27) BDT 0.847 (23) BDT 0.650 (31)
LD 0.855 (23) BDTG 0.757 (28) Fisher 0.833 (24) MLPBNN 0.593 (32)

PCUnmix (40%) BDT 0.852 (23) BDT 0.757 (28) BDT 0.826 (24) BDTG 0.691 (30)
SVM 0.830 (24) BDTG 0.727 (29) SVM 0.803 (26) BDT 0.626 (31)

a Input variables: M — meteorological parameters, IG — inorganic gaseous pollutants, Prev — MVA method had information of forecast for previous hours.
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PCPMF, and 1.02 and 0.95 for PCUnmix. Low absolute errors obtained for
the best performing regression methods (Table 3) indicate that source
contributions were successfully evaluated, particularly when both me-
teorological and IG were used as input data. The same conclusion can
be drawn from Fig. 5, in which PCUnmix and VEPMF2-derived source con-
tributions and variations predicted using regression methods produce
almost identical time-series plot. In contrast to this, VEUnmix appears
to be more robust to changes in input variables, which suggests that it
is less dependent on meteorological data. Similar to classification
methods, most successful regression methods are the BDT and MLP
based. In someMVAmethods, correctionswere done to adjust linear re-
gression coefficients between source contributions and evaluated

Fig. 5.The comparison of receptormodel-derived normalized source contributions and contributions obtainedby the use of the best performingMVAmethods.Meteorological parameters
and inorganic gaseous pollutant concentrations (M + IG), meteorological parameters (M) and previously predicted source contribution values (Prev) are used as input data.

Table 3
Absolute errors of best performing regression methods.

Target M–IG–Prev M–IG M–Prev M

Value Method Value Method Value Method Value Method

VEPMF2 0.07 BDTG 0.06 MLP 0.25 BDT 0.35 BDT
VEPMF2 0.08 c_LD 0.07 c_LD 0.35 c_BDTG 0.48 c_BDTG
VEUnmix 0.22 BDT 0.22 c_BDTG 0.24 c_BDT 0.29 BDTG
VEUnmix 0.22 c_MLP 0.25 LD 0.29 BDTG 0.41 BDT
PCUnmix 0.18 LD 0.32 c_BDTG 0.24 LD 0.35 c_BDTG
PCUnmix 0.23 c_BDT 0.37 BDT 0.26 MLP 0.44 BDT
PCPMF 0.26 LD 0.34 BDT 0.31 LD 0.43 BDT
PCPMF 0.31 c_BDT 0.42 c_MLP 0.33 c_BDTG 0.45 c_BDTG
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values to be closer to 1, using test samples only. If corrections are done
using training sample, evaluated values can be considered as extension
of training process. TheMVAmethods corrected this way are presented
with prefix “c_”.

As previously mentioned, the predictions based on meteorological
data exclusively were less accurate, although still satisfying. In this
case, minor differences in time-series plots of source contributions and
regression method predictions as well as higher absolute errors were
observed, particularly for PCPMF. In general, forecasting of industry-
related contributions is more accurate when both meteorological data
and IG concentrations were used (Fig. 5, middle).

In addition to previouslymentioned indicators, the similarity of source
contribution and evaluated values confirms that presented methods may
become an efficient tool for forecasting of source contributions (Fig. 5,
below).

Finally, it should be emphasized that the results are promising in
both cases, for forecasting contributions of local origin as in the case of
vehicle exhaust, as well as for forecasting contributions which are to
certain extent (25%) associated with regional transport as in the case
of industry-related source. Related to this, it can be assumed that slight-
ly lower performance of MVA methods in the case of industry-related
contribution forecast is probably associated with the impact of
transported pollution.

4. Conclusion

Given the fact that timely information on occurrence of dangerous
air pollutant levels is very important for prevention of human health
damage, particularly for the protection of vulnerable categories of peo-
ple, design and implementation of early warning systems is an issue of
high relevance in environmental science. The multivariate methods
herein presented are capable of identifying emission sources, estimating
their contributions and providing reliable prediction of source contribu-
tion dynamics which is the most important. In this study, two receptor
models, Unmix and PMF, are used for the purpose of VOC source appor-
tionment in Belgrade urban area, and the profiles identified as vehicle
exhaust and industrial emissions with contributions ranging from 18
to 28%, are analyzed and compared. Subsequently, classification and re-
gressionMVAmethods were used for prediction of the source contribu-
tion dynamics using registered meteorological parameters and IG as
input data. According to the results, all examinedmethods show satisfy-
ing forecast capabilities, in the case of local source contributions as well
as of contributionswhich are to certain extent (25%) associatedwith re-
gional transport. Thereby, the best regression methods are considered
to provide the most accurate prediction of hourly source contributions,
closest possible to the receptor model-derived values with relative er-
rors starting from 6%. The use of advancedMVAmethods for forecasting
of episodes of dangerous pollutant concentrationsmay support air qual-
ity management on a day-to-day basis, although it should be empha-
sized that, in this case, the reliable public warning highly depends on
accurate meteorological forecast.

Acknowledgments

This study was carried out as part of project Nos. III43007 and
OI171002, financed by the Ministry of Education, Science and Techno-
logical Development of the Republic of Serbia for the period 2011–15.

References

Banks, R.F., Tiana-Alsina, J., Baldasano, J.M., Rocadenbosch, F., 2014. Retrieval of boundary
layer height from lidar using extended Kalman filter approach, classic methods, and
backtrajectory cluster analysis. SPIE Remote Sensing. International Society for Optics
and Photonics (92420 F-92420 F, October).

Bon, D.M., Ulbrich, I.M., de Gouw, J.A., Warneke, C., Kuster, W.C., Alexander, M.L., Vargas,
O., 2011. Measurements of volatile organic compounds at a suburban ground site
(T1) in Mexico City during the MILAGRO 2006 campaign: measurement comparison,
emission ratios, and source attribution. Atmos. Chem. Phys. 11 (6), 2399–2421.

Brun, R., Rademakers, F., 1997. ROOT—an object oriented data analysis framework. Nucl.
Instrum. Methods Phys. Res., Sect. A 389, 81–86.

Carslaw, D.C., Ropkins, K., 2012. openair—an R package for air quality data analysis. Envi-
ron. Model Softw. 27, 52–61.

Chan, Y.C., Hawas, O., Hawker, D., Vowles, P., Cohen, D.D., Stelcer, E., Simpson, R., Golding, G.,
Christensen, E., 2011. Usingmultiple type composition data andwind data in PMF anal-
ysis to apportion and locate sources of air pollutants. Atmos. Environ. 45, 439–449.

Chin, J.Y., Batterman, S.A., 2012. VOC composition of current motor vehicle fuels and va-
pors, and collinearity analyses for receptor modeling. Chemosphere 86, 951–958.

de Gouw, J., Warneke, C., 2007. Measurements of volatile organic compounds in the
earth's atmosphere using proton‐transfer‐reaction mass spectrometry. Mass
Spectrom. Rev. 26, 223–257.

Galbally, I.E., Hibberd, M.F., Lawson, S.J., Bentley, S.T., Cheng, M., Weeks, I.A., Gillett, R.W.,
Selleck, P.W., 2008. A study of VOCs during winter 2006 at Wagerup, Western
Australia. Report to Alcoa World Alumina Australia. CSIRO, Aspendale.

Henry, R.C., 1997. History and fundamentals of multivariate air quality receptor models.
Chemom. Intell. Lab. Syst. 37, 37–42.

Henry, R.C., 2003. Multivariate receptor modeling by N-dimensional edge detection.
Chemom. Intell. Lab. Syst. 65, 179–189.

Hoecker, A., Speckmayer, P., Stelzer, J., Therhaag, J., Von Toerne, E., Voss, H., Backes, M.,
Carli, T., Cohen, O., Christov, A., Dannheim, D., Danilowski, K., Henrot-Versille, S.,
Jachowski, M., Kraszewski, K., Krasznahorkay, A., Kruk, M., Mahalalel, Y., Ospanov,
R., Prudent, X., Robert, A., Schouten, D., Tegenfeldt, F., Voigt, A., Voss, K., Wolter, M.,
Zemla, A., 2007. TMVA Users Guide— Toolkit for Multivariate Data Analysis, PoSACAT
040. http://arxiv.org/abs/physics/0703039.

Hopke, P.K., Ito, K., Mar, T., Christensen, W.F., Eatough, D.J., Henry, R.C., Kim, E., Laden, F.,
Lall, R., Larson, T.V., Liu, H., Neas, L., Pinto, J., Stolzel, M., Suh, H., Paatero, P., Thurston,
G.D., 2006. PM source apportionment and health effects: 1. Intercomparison of source
apportionment results. J. Expo. Sci. Environ. Epidemiol. 16 (3), 275–286.

Hsieh, C.C., Tsai, J.H., 2003. VOC concentration characteristics in Southern Taiwan.
Chemosphere 50, 545–556.

Institute of Public Health in Belgrade, d. http://www.beoeko.com/?page_id=
595&stanica=1 (Accessed: 29th August, 2014).

Jobson, B.T., McKeen, S.A., Parrish, D.D., Fehsenfeld, F.C., Blake, D.R., Goldstein, A.H., Schauffler,
S.M., Elkins, J.W., 1999. Trace gas mixing ratio variability versus lifetime in the troposphere
and stratosphere: observations. J. Geophys. Res. Atmos. 104 (D13), 16091–16113.

Kampa, M., Castanas, E., 2008. Human health effects of air pollution. Environ. Pollut. 151,
362–367.

Lee, S.C., Chiu, M.Y., Ho, K.F., Zou, S.C., Wang, X., 2002. Volatile organic compounds (VOCs)
in urban atmosphere of Hong Kong. Chemosphere 48, 375–382.

Lindinger, W., Hansel, A., Jordan, A., 1998. On-line monitoring of volatile organic com-
pounds at pptv levels by means of proton-transfer-reaction mass spectrometry
(PTR-MS) medical applications, food control and environmental research. Int.
J. Mass Spectrom. Ion Process. 173, 191–241.

Liu, W.T., Hsieh, H.C., Chen, S.P., Chang, J.S., Lin, N.H., Chang, C.C., Wang, J.L., 2012. Diagno-
sis of air quality through observation and modeling of volatile organic compounds
(VOCs) as pollution tracers. Atmos. Environ. 55, 56–63.

Lough, G.C., Schauer, J.J., Lonneman, W.A., Allen, M.K., 2005. Summer and winter
nonmethane hydrocarbon emissions from on-roadmotor vehicles in the Midwestern
United States. J. Air Waste Manage. Assoc. 55, 629–646.

Maletić, D.M., Udovičić, V.I., Banjanac, R.M., Joković, D.R., Dragić, A.L., Veselinović, N.B.,
Filipović, J.Z., 2014. Comparison of multivariate classification and regression methods
for the indoor radon measurements. Nucl. Technol. Radiat. Prot. 29, 17–23.

Musselman, R.C., Korfmacher, J.L., 2014. Ozone in remote areas of the Southern Rocky
Mountains. Atmos. Environ. 82, 383–390.

Na, K., Kim, Y.P., Moon, I., Moon, K.C., 2004. Chemical composition of major VOC emission
sources in the Seoul atmosphere. Chemosphere 55, 585–594.

Paatero, P., Tapper, U., 1994. Positive matrix factorization: a non‐negative factor model
with optimal utilization of error estimates of data values. Environmetrics 5, 111–126.

Rojas, R., 1996. Neural Networks. Springer-Verlag, Berlin.
Song, Y., Dai, W., Shao, M., Liu, Y., Lu, S., Kuster, W., Goldan, P., 2008. Comparison of recep-

tor models for source apportionment of volatile organic compounds in Beijing, China.
Environ. Pollut. 156, 174–183.

Stojić, A., Stojić, S.S., Mijić, Z., Šoštarić, A., Rajšić, S., 2015. Spatio-temporal distribution of VOC
emissions in urban area based on receptor modeling. Atmos. Environ. 106, 71–79.

Taipale, R., Ruuskanen, T.M., Rinne, J., Kajos, M.K., Hakola, H., Pohja, T., Kulmala, M., 2008.
Technical note: quantitative long-termmeasurements of VOC concentrations by PTR-
MS—measurement, calibration, and volumemixing ratio calculationmethods. Atmos.
Chem. Phys. 8, 6681–6698.

Team, R.C., 2012. R: a language and environment for statistical computing. http://cran.
case.edu/web/packages/dplR/vignettes/timeseries-dplR.pdf (Accessed: 4th April,
2014).

Thornhill, D.A., Williams, A.E., Onasch, T.B., Wood, E., Herndon, S.C., Kolb, C.E., Marr, L.C.,
2010. Application of positive matrix factorization to on-road measurements for
source apportionment of diesel-and gasoline-powered vehicle emissions in Mexico
City. Atmos. Chem. Phys. 10 (8), 3629–3644.

USEPA, 2007. EPA Unmix 6.0 Fundamentals and User guide. USEPA Office of Research and
Development.

USEPA, 2008. EPA Positive Matrix Factorization (PMF) 3.0 Fundamentals and User guide.
USEPA Office of Research and Development.

Wang, Y.Q., 2014. MeteoInfo: GIS software for meteorological data visualization and anal-
ysis. Meteorol. Appl. 21, 360–368.

Yang, H.J., Roe, B.P., Zhu, J., 2005. Studies of boosted decision trees for MiniBooNE particle
identification. Nucl. Instrum. Methods Phys. Res., Sect. A 555, 370–385.

Zhu, L., Huang, X., Shi, H., Cai, X., Song, Y., 2011. Transport pathways and potential sources
of PM10 in Beijing. Atmos. Environ. 45, 594–604.

26 A. Stojić et al. / Science of the Total Environment 521–522 (2015) 19–26



PHOTO ACTIVATION OF 391.69 keV ISOMER STATE OF
113mIn BY (γ, 2n)

REACTION

Z. Medic2, M. Krmar1, N. Jovancevic1, D. Maletic2, Y. Teterev3, S. Mitrofanov3

1Physics Department, Faculty of Sciences,

University of Novi Sad, Novi Sad, Serbia
2 Institute of Physics, Belgrade, Serbia

3 Flerov Laboratory of Nuclear Reactions,

Joint Institute for Nuclear Research, Dubna, Russia

(Dated: September 28, 2023)

Natural indium targets were exposed to high energy bremsstrahlung radiation, from 9 MeV to 23
MeV. Using the measured gamma spectra, the yield ratio of 113mIn and 115mIn was determined.
It was checked to what extent the measured values of the yield ratio can be reproduced using
the existing experimental data of cross-sections of relevant photonuclear reactions, as well as cross-
sections obtained by TALYS calculations. The measured reaction yield ratio was used to reconstruct
the energy differential cross section of 115In(γ, 2n)113mIn using the unfolding procedure.
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I. INTRODUCTION

Photonuclear reactions are appealing phenomena that
occur when external radiation interacts with the nu-
cleus through electromagnetic forces, without involving
the nuclear force. The theoretical understanding of this
phenomenon, particularly the Giant Dipole Resonance
(GDR), has been relatively successful [1]. As experimen-
tal techniques advanced, systematic data collection was
initiated, primarily focusing on (γ, n) nuclear reactions.
In these reactions, the nucleus releases excitation energy
by emitting one neutron after interacting with electro-
magnetic radiation. A comprehensive systematic dataset
[2] exists in the form of energy differential cross sections
for these reactions. However, there is a scarcity of exper-
imental data for (γ, 2n) reactions, and for (γ, xn) reac-
tions involving more than two emitted neutrons. Energy
differential cross sections are only available through theo-
retical estimation. Numerical codes, such as TALYS 1.9
[3], have been developed to estimate cross sections for
various nuclear reactions based on theoretical assump-
tions.

Indium photoactivation, involving (γ, n) as well as
(γ, γ‘) reactions, has been a subject of extensive research.
Despite this, uncertainties persist regarding the photoex-
citation of the 115mIn isomeric state, leading to vari-
ations in measured cross sections among different au-
thors. To date, only one set of experimental measure-
ments for the energy differential cross section of the
115In(γ, 2n)113mIn reaction has been published, dating
back over 60 years [4]. Cross section estimates for this re-
action obtained using the TALYS 1.9 code differ slightly
depending on the choice of functions describing the level
density and radiation strength function.

This paper aims to compare the relative yields of the
115In(γ, 2n)113mIn reaction measured at several energies
with calculated ones. Available cross-sectional data, both

experimental and estimated using TALYS 1.9 were used.
Furthermore, we will attempt to reconstruct the energy
differential cross section for this reaction based on un-
folding technique.

II. THE METHOD

Natural indium consists of two isotopes, 115In (95.7%)
and 113In (4.3%). In high-energy photon beams with en-
ergies below 16.3 MeV, the only method to excite 113In
to its long-lived excited state at 391.69 keV is through the
113In(γ, γ′)113mIn reaction. However, when the photon
energy exceeds 16.3 MeV, the 115In(γ, 2n)113mIn nuclear
reaction becomes dominant. Consequently, the formation
of 113mIn can occur via two distinct reactions, and the
total activity produced during irradiation is a result of
the combined contribution of both of them. The prob-
abilities of these mentioned reactions are determined by
cross sections, denoted as σ115

γ,2n for 115In(γ, 2n)113mIn

and σ113
γ,γ′ for In(γ, γ′)113mIn, where the atomic number

of the parent nuclei is indicated as a superscript. The
yield of 113mIn can be expressed as follows:

Y (113mIn) =
mt

M
Nav(0.957

∫ Emax

Eγ,2n
t

σ115
γ,2n(E)Φ(E)dE+

+0.043

∫ Emax

Eγ,γ
t

σ113
γ,γ (E)Φ(E)dE)

(1)

where the mass of the exposed target is denoted by mt,
M is the mass number and Nav is Avogadro’s num-
ber. Eγ,2n

t and Eγ,γ
t are energy thresholds for the

115In(γ, 2n)113mIn and 113In(γ, γ′)113mIn reactions re-
spectively. The maximum energy of photons is denoted
by Emax, and the flux of incident photons is Φ(E). The
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integrals in Equation 1 are commonly referred to as "sat-
uration activity."

After irradiation, the gamma spectra of the indium
target should be recorded. The yield of 113mIn can then
be calculated by analyzing the intensity of the 391.69 keV
gamma line:

Y (113mIn) =

=
Nγ(391)λ113

ǫ(391)p391γ e−λ113∆t(1− e−λ113tirr )(1− e−λ113tm)

(2)

where Nγ is detected number of 391.69 keV gamma pho-
tons, λ113 is decay constant of 113mIn, ǫ is the detector’s
efficiency at the observed energy. The quantum yield of
the 391.69 keV transition is denoted by p391γ , and ∆t, tirr,
and tm represent the cooling, irradiation, and measure-
ment times, respectively.

The processing of the data obtained in the experiment
can be significantly simplified by observing the relative
yield of 113mIn. The optimal procedure involves normal-
izing the yield of 113mIn with the yield of some other
isotope obtained from the same target and measured at
the same time. The most suitable candidate for normal-
ization is 115mIn, which forms through the photoactiva-
tion of the isomer state at 336.24 keV. The yield ratio of
113mIn and 115mIn can be expressed as follows:

Y (113mIn)

Y (115mIn)
=

∫ Emax

Eγ,2n

th

σ115
γ,2n(E)Φ(E)dE

∫ Emax

Eγ,γ

th

σ115
γ,γ (E)Φ(E)dE

+

+
0.043

∫Emax

Eγ,γ

th

σ113
γ,γ (E)Φ(E)dE

0.957
∫Emax

Eγ,γ

th

σ115
γ,γ (E)Φ(E)dE

(3)

The cross-section for the 115In(γ, γ′)115mIn reaction
is denoted as σ115

γ,γ′. Experimental data for this cross-
section, which are not always consistent, can be found
in databases [5], along with the cross-section for the
113In(γ, γ′)113mIn reaction.

The advantage of this approach is that no absolute
photon flux is necessary. For the numerical procedure,
only the shape of the photon spectra is required. It
can be derived by simulation for a known geometry of
bremsstrahlung production.

The experimentally obtained yield ratio of 113mIn to
115mIn can be expressed as follows:

Y (113mIn)

Y (115mIn)
=

Nγ(391)

Nγ(336)

λ113

λ115

ǫ(336)

ǫ(391)

p336γ

p391γ

·

·

e−λ115∆t(1− e−λ115tirr )(1 − e−λ115tm)

e−λ113∆t(1− e−λ113tirr )(1 − e−λ113tm)

(4)

All quantities in Equation (4) with the "336" index
or "115" subscript have the same meaning as explained
in Equation 2, describing the decay of 115mIn. Impor-
tantly, this approach does not require the absolute value

of the detector efficiency; instead, relative efficiency can
be used.

Using the measured intensities of the corresponding
gamma lines in collected gamma spectra, the experi-
mental values of the Y (113mIn)/Y (115mIn) yield ratio
can be determined (Eq. 4). With the estimated shape
of the photon bremsstrahlung spectra Φ(E), the same
Y (113mIn)/Y (115mIn) yield ratio can be obtained from
Equation 3, using theoretical or available experimental
cross sections for observed photonuclear reactions. There
are two ways in which Equation 3 and Equation 4 can be
applied in the context of studying the photoactivation of
113In:

1. For several selected energies of the photon beam
(denoted as Emax), which are higher than the
threshold for the (γ, 2n) reaction, the yield ratios
of Y (113mIn)/Y (115mIn) can be determined using
the obtained gamma spectra. Numerical codes like
TALYS 1.9 can provide estimates of the cross sec-
tions for all three reactions in Equation 3. Us-
ing the known experiment geometry,the shape of
the photon flux Φ(E) can be obtained by simu-
lation, as well as the integrals (saturation activi-
ties) appearing in Equation 3. Based on calculated
Y (113mIn)/Y (115mIn) yield ratios, conclusions can
be drawn regarding the model assumptions’ capac-
ity (level density and radiation strength function)
to reproduce the experimental yields.

2. Cross sections corresponding to the three satu-
ration activities in Equation 3 can be found in
databases. It can be used to estimate the yield
ratio and compare it with the obtained measure-
ment results, providing an additional assessment of
the relevance of the existing experimental values of
the observed reactions’ cross sections. It should be
noted that for 115In(γ, γ′) and 113In(γ, γ′), mea-
surements of cross sections were not conducted in
the entire energy region covered by this experiment.

3. If the yield ratio of Y (113mIn)/Y (115mIn) is
determined for several different energies above
the 16.3 MeV threshold, the cross section for
the 115In(γ, 2n)113mIn reaction can be deter-
mined using a suitable unfolding algorithm. It
is noteworthy that only one available result of
the 115In(γ, 2n)113mIn cross section measurement
dates back more than sixty years ago [4].

III. MEASUREMENTS

A. Irradiation

The irradiation was carried out using MT25 Microtron
[6] located in Flerow Laboratory of Nuclear reactions,
JINR, Dubna. Technical details concerning used device
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and irradiation procedure are described in couple of pre-
vious publications [7].

Indium disks were exposed to bremsstrahlung with
endpoint energies from 9 MeV to 23 MeV in steps of 1
MeV. For the photon production a 1 mm thick tung-
sten radiator was used. The distance between the the
tungsten radiator and an indium disk was 136 cm. The
scheme of the experimental setup is presented in the Fig-
ure 1.

FIG. 1: Geometry of experimental setup (not in scale).

When high-energy photons interact with a tungsten
target, fast neutrons are inevitably produced. The num-
ber of neutrons created is highly dependent on the max-
imum bremsstrahlung energy. It was observed that the
saturation activity of 116mIn, produced by neutron cap-
ture, was about 130 times higher at a photon energy of 23
MeV than at the endpoint energy of 10 MeV. The influ-
ence of 115mIn production by inelastic neutron scattering,
115In(n,nâĂŹ)115mIn, especially at high photon energies
was minimized by placing the indium disks at the center
of a water container with a diameter of 15 cm. In this
manner, fast neutrons resulting from photo-nuclear reac-
tions in tungsten were thermalized. The necessity for this
action was confirmed by noting a noticeable difference
in 115mIn activity between exposures with and without
water surrounding the indium disk. A 15% higher sat-
uration activity of 115mIn was observed when the disk
was exposed outside the water container at a maximum
photon energy of 23 MeV, compared to the saturation
activity when the disk was positioned inside the water
container.

The irradiation times and intensities of bremsstrahlung
beams (the integral numbers of accelerated electrons
striking tungsten target Q) are presented in Table I.

TABLE I: Irradiation characteristics for each indium
disk: m- mass of disk, Emax- bremsstrahlung endpoint

energy, Q - integral number of electrons striking
tungsten target, tirr - time of irradiation

Disk No. m[g] Emax [MeV] Q [mAs] tirr [s]
1 0.7711 9.00(5) 7000 1800.0(5)
2 0.6317 10.00(5) 6000 1800.0(5)
3 0.6813 11.00(5) 6000 1800.0(5)
4 0.6545 12.00(5) 6000 1800.0(5)
5 0.6533 13.00(5) 2700 1800.0(5)
6 0.6317 14.00(5) 2767 1800.0(5)
7 0.6685 15.00(5) 4000 1800.0(5)
8 0.6685 16.00(5) 4000 1800.0(5)
9 0.6813 17.00(5) 2700 1680.0(5)
10 0.6531 18.00(5) 2700 960.0(5)
11 0.6758 19.00(5) 2700 2100.0(5)
12 0.7233 20.00(5) 2700 1600.0(5)
13 0.7194 21.00(5) 3200 1600.0(5)
14 0.6778 22.00(5) 4000 1600.0(5)
15 0.7202 23.00(5) 3500 1600.0(5)

B. Gamma spectroscopy measurements

After the exposition, the Indium coins were measured
using an HPGe detector with a relative efficiency of 25%
and shielded by 5 cm of lead. The irradiated Indium
samples were placed directly on the vertical dipstick of
the detector. The time between the end of irradiation
and the start of measurement varied from 34 minutes to
221 minutes, depending on the activity of the exposed
Indium coins and the availability of the detector.

The cooling time for the samples irradiated at high
energies was longer because the activity of 116mIn, re-
sulting from an increasing number of neutrons in the
vicinity of the Microtron, significantly exceeded the ac-
tivity of 115mIn and 113mIn. Considering that the half-
life of 116mIn (T1/2 = 54.41 minutes) is shorter than
the half-lives of 115mIn (T1/2 = 4.468 hours) and 113mIn
(T1/2 = 1.658 hours), measurements were taken after the
activity of 116mIn had decreased to ensure low levels of
dead time (up to 2%). Each Indium sample was mea-
sured for a duration of 30 minutes.

In all recorded spectra, a prominent 336.24 keV gamma
line, produced by the de-excitation of the isomer state
of 115mIn, was observed. However, the gamma line of
113mIn (391.69 keV) was very weak at low endpoint en-
ergies of the photon beam, and in some spectra, it ex-
hibited a statistical uncertainty of up to 45%. Above 17
MeV energies, there was a rapid increase in the intensity
of the 391.69 keV gamma line as the 115In(γ, 2n)113mIn
reaction began to take place.

Furthermore, several strong gamma lines emitted af-
ter the decay of 116mIn, produced by neutron capture of
115In, were visible in all recorded spectra. These gamma
lines were used to calculate the relative detection effi-
ciency for the applied counting geometry. The relative
efficiency was obtained using a combination of exponen-
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FIG. 2: Part of the γ-ray spectra collected after
irradiation with 16 MeV and 22 MeV beams. The γ
lines of interested are labelled. Energy width of one

channel is 0.2 keV.

tial and second-order polynomial functions. The GENIE
2000 software was employed to extract the intensities of
the observed gamma lines. Parts of detected of gamma
spectra are presented in Figure 2.

C. Determination of relative yield

The intensities of the 336.24 keV and 391.69 keV
gamma lines were determined in all the recorded spec-
tra. To obtain relative yields for all the used photon
energies, Equation 4 was applied. The results obtained
from this analysis are presented in Figure 3.

Based on the data depicted in Figure 3, it is evident
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FIG. 3: Experimentally obtained relative yields
Y (113mIn)
Y (115mIn) .

that the relative yield, as defined by Equation 3, remains
approximately constant over a wide range of energies,
up to the threshold for the 115In(γ, 2n)113mIn reaction.
However, beyond this energy threshold, the yield ratio
starts to increase rapidly.

In the lower energy region, up to 17 MeV, the activity
of 113mIn is solely attributed to the photo activation of
the isomeric state (113In(γ, γ′)113mIn reaction), as de-
scribed by the second term in Equation 3. The mean
value of the relative yield in the energy range from 9
MeV to 16 MeV was found to be 0.039(4).

To investigate whether this trend of the yield ratio
between the photo activation of 113In and 115In iso-
meric states persists at higher energies, TALYS 1.9 es-
timations of cross sections for the 113In(γ, γ)113mIn and
115In(γ, γ)115mIn reactions were calculated. The values
of the second term in Equation 3 were then determined
for the energy range from 18 MeV to 23 MeV. Multiple
models of level density were used for this test, and re-
markably consistent results were obtained. For instance,
with the TALYS 1.9 levle density model 1 (constant
temperature Fermi-gas model) and GLO (Kopecky-Uhl-
generalized Lorentzian) model for the strength function,
the second term in Equation 3 varied between 0.0386 and
0.0388 in the mentioned energy range. Consequently, it
can be inferred that the contribution of the second term
in Equation 3 remains constant throughout the entire en-
ergy interval depicted in Figure 3, with the mean value
of 0.039(4) serving as a reliable estimation.

The Y (113mIn)/Y (115mIn) ratio was adjusted us-
ing this value, and subsequently, the analysis focused
on the first term in Equation 3. In this simplified
form, the corrected yield ratio reduces to the ratios of
the saturation activities of the 115In(γ, 2n)113mIn and
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115In(γ, γ‘)115mIn reactions.

D. Determination of photon flux

The calculation of relative yield Eq. 1 require knowing
of bremsstrahlung photon spectra. For that purpose it
was used Monte Carlo (MC) simulations.

To estimate the flux of incident photons Φ(E) for
the six used energies we employed Geant4 (G4) ver-
sion 10.05.p01 [8] with the experimental Physics list
QBBC. QBBC uses the standard G4 electromagnetic
physics option without optical photon simulations and,
the hadronic part of this physics list consists of elastic,
inelastic, and capture processes. Each hadronic process
is built from a set of cross sections and interaction mod-
els, which provide the detailed physics implementation.
The simulated photon spectra are depicted in Fig. 3.
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FIG. 4: Spectra of photon flux on the indium disks for
electrons energies between 18 MeV and 23 MeV incident

on the tungsten radiator. The electron energy
corresponds to the end-point energy of the respective

photon-flux spectrum (Emax in the table I.)

IV. RESULTS AND DISCUSSION

As it was mentioned in The Method section, the set of
obtained experimental data gives us two possibilities: A)
to check whether the theoretical and experimental cross-
section values of the observed photonuclear reactions can
reproduce the obtained results of measurement and B)
to reconstruct the cross-section for 115In(γ, 2n)113mIn
reaction.

A. Comparison of measured yield ratios with

calculated ones

In the analysis of equation 3, we had the advantage of
utilizing multiple data sets:

1. Results obtained from TALYS 1.9 calculations for
σ115
γ,γ and σ115

γ,2n.

2. Experimentally derived cross section for the
115In(γ, 2n)113mIn reaction.

3. Several measured cross sections for the photo acti-
vation of 115mIn.

1. σ115

γ,γ and σ115

γ,2n estimated by TALYS 1.9

For the first check, TALYS 1.9 estimates of the cross
sections of the observed reactions were chosen to be
used. There were employed two different strength func-
tion models, and for each of them, cross sections for all six
models describing the level density available in TALYS
1.9 were calculated. Available level density models in the
TALYS 1.9 are [9–17]:

• LD model 1. - the constant temperature Fermi-Gas
model;

• LD model 2. - the back-shifted Fermi gas model;

• LD model 3. - the generalised super-fluid model;

• LD model 4. - the microscopic level densities based
on the GorielyâĂŸs tables;

• LD model 5. - HilaireâĂŸs combinatorial tables;

• LD model 6. - the temperature dependent Hartree-
Fock-Bogoliubov model, Gogny force.

The first cross-section estimation was performed using
the GLO model for the radiation strength function, just
as recommended in reference [18]. The reliability of the
obtained results was checked by comparing the TALYS
1.9 results with the experimentally derived cross-section
of the 115In(γ, γ′)115mIn reaction. In this way, different
models of the level density yield small differences in the
cross-section, but for all of them, it is common that the
maximum value of the cross-section is at 9.2 MeV, while
the maximum value in the peak ranges from 0.865 mbarn
to 1.14 mbarn. In most of the experimental results, the
value of the cross-section in the peak is around 1 mbarn.
However, in the reference [18], after careful measurements
and calculation, it is obtained that the maximum value
of the cross-section could exceed 3 mbarn if some other
model for the radiation strength function was chosen.
For this reason, the decision was made to perform the
calculations with cross sections obtained using another
model of the strength function, which gives cross sections
with a maximum value of around 3 mbarn. The Brink-
Axel Lorentzian strength function (BAL) was used. In
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this case, the maximum cross-section value is at 9.2 MeV,
and six different models of level density give peak values
in the range from 2.96 mbarn to 3.66 mbarn. Six cross
sections obtained using the GLO model and six cross
sections obtained using the BAL model for the strength
function are presented in Figure 5.
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FIG. 5: TALYS 1.9 calculation of cross sections for
115In(γ, γ)115mIn reaction obtained using the GLO

(solid line) and BAL (dotted line) models for radiation
strength function and six models for level density.
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FIG. 7: Comparison of calculated yields
Y (113mIn)/Y (115mIn) using Talys 1.9 results with

measured ones presented by thick solid line. The upper
band consisting of 36 values of the

Y (113mIn)/Y (115mIn) yield ratio was obtained with the
GLO model, while the lower band contains yield values

calculated using the BAL model.

The procedure was completely repeated for the
115In(γ, 2n)113mIn reaction. Both the GLO and BAL
strength function models were chosen, and for each of
them, the cross sections with all six level density models
were calculated. The results obtained are presented in
Figure 6.

From the graphical representation of the TALYS 1.9
cross-section, it can be observed that there is a certain
scatter in the shape of the function. However, unlike
the case of the 115In(γ, γ‘)115mIn reaction, no distinct
separation into two clearly separated groups can be seen.
The only existing measured cross section for this reaction
[4] is depicted by the thick solid line in the figure 6. A
notable observation is that the measured cross-section
values significantly differ from the cross sections obtained
by TALYS 1.9 calculation.

The integrals (saturation activities) in the first term of
Equation 3 were calculated for several endpoint energies
ranging from 18 MeV to 23 MeV using the obtained cross
sections and G4 photon flux simulations. For each ob-
served energy, six estimates for cross sections (and conse-
quently, six values of saturation activities) were obtained
for both the (γ, 2n) and (γ, γ′) reactions using one chosen
model of the strength function.

Each saturation activity value obtained using one
strength function model, for the (γ, 2n) reaction was com-
bined with each value for the (γ, γ′) reaction, resulting
in 36 estimates for one observed energy. The same pro-
cedure was repeated for a second model of the strength
function, leading to another 36 combinations of satura-
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tion activity ratios. The outcomes of these calculations
are presented in Figure 7. At first glance, it can be seen
that the obtained results of Y (113mIn)/Y (115mIn) yield
ratio are grouped into two bands, each obtained using
one strength function. The upper band is obtained using
GLO strength function model, while BAL model gives
the lower cluster.

It is important to note that the lines in Figure 7, are
provided solely as visual aids and do not result from a
fit. The experimental results are represented by points
and a thick line.

2. TALYS estimate for σ115

γ,γ (E) and experimentally

determined σ115

γ,2n(E)

Available data for the 115In(γ, 2n)113mIn reaction
cross section σ115

γ,2n(E) can be found in reference [4]. The
saturation activities of this reaction were calculated for
several endpoint energies from 18 MeV to 23 MeV of the
using these cross section and reconstructed photon spec-
tra Φ(E). Calculations of σ115

γ,γ (E) were performed us-
ing two different models of strength function, and all six
models for level densities. For both groups of six cross
section estimates, saturation activities were calculated,
in the range between 18 MeV and 23 MeV. Ratios of
saturation activities were calculated and obtained val-
ues are compared with experimentally derived in Figure
8. Thick solid line connects experimentally derived val-
ues Y (113mIn)/Y (115mIn) ratios of reaction yields. Thin
solid lines are obtained using GLO model of strength
function, while thin dotted lines represents ratios of satu-
ration activities calculated using cross sections estimated
using BAL strength function model. Considering that
two groups of cross sections for σ115

γ,γ (E) reactions differ
significantly in amplitude depending on chosem model of
strength function, as can be seen from Figure 5, calcu-
lated ratios of reaction yields Y (113mIn)/Y (115mIn) are
grouped in two separated clusters.

3. Experimentally determined both σ115

γ,γ (E) and σ115

γ,2n(E)

Although there are several published results of mea-
surements of the cross section for the 115In(γ, γ‘)115mIn
reaction, none of them fully satisfy the requirements of
this study. The primary reason is that the cross sections
for the mentioned reaction were not measured across a
sufficiently wide energy range. The only paper present-
ing cross section results at high energies [4] was rejected
due to unrealistically high values of the cross section in
the 20 MeV region. Consequently, the decision was made
to utilize the cross sections published in the reference
[19], which demonstrate a reasonable agreement with the
TALYS 1.9 estimates.

However, it should be noted that the main limitation of
this data set is that the cross sections are only determined
up to a maximum energy of 12 MeV. To accommodate

18 19 20 21 22 23
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FIG. 8: Comparison of calculated yield ratios
Y (113mIn)/Y (115mIn) using Talys 1.9 results available
experimental data [4] with measured ones. Upper band

is obtained using GLO model while the lower one is
calcilated using BAL model

the analysis, it is assumed that the cross section values
in the energy interval from 12 MeV to 23 MeV are not
significantly large. Under this assumption, the absence
of data in the high-energy region would not have a sub-
stantial impact on the value of the saturation activity.
Figure 5 reveals that GLO model used for calculating
the TALYS 1.9 cross section predicts a very small value
of the cross section in the high-energy area.

Similarly, the saturation activity for the
115In(γ, 2n)113mIn reaction was calculated using
the experimental cross-sectional values published in
reference [4]. The calculated values of the yield ratio are
then compared with the experimental data in Figure 9.

B. Cross section of 115In(γ, 2n)113mIn reaction

obtained by unfolding procedure

In this study, we applied the unfolding technique
to obtain a more suitable cross section for the
115In(γ, 2n)113mIn reaction in the energy range from the
reaction threshold up to 23 MeV.

To derive the unfolding values of the phase cross sec-
tion, the Equation 3 was transformed as follows:

Ak =
Y (113mIn)

Y (115mIn)
·

∫ Emaxk

Eγ,γ

th

σ115
γ,γ (E)Φ(E)kdE =

=

∫ Emaxk

Eγ,2n

th

σ115
γ,2n(E)Φ(E)kdE

(5)

where the index k indicates the number of the irradiated



8

18 19 20 21 22 23

0.1

1

 

 

Y ex
p(11

3m
In

) /
 Y

ex
p(11

5m
In

)

E [MeV]

FIG. 9: Comparison of calculated yield ratios
Y (113mIn)/Y (115mIn) using available experimental
data for the 115In(γ, γ‘)115mIn reaction [19] and

115In(γ, 2n)113mIn reaction [4] with measured ones.
Results of calculations are connected by dashed line

disk and in this case it goes from 1 to 6 for 6 activated
energy.

For the unfolding process, the input quan-
tities included Ak = Yk(

113mIn)/Yk(
115mIn) ·

∫ Emaxk

Eγ,γ

th

σ115
γ,γ (E)Φ(E)kdE (saturation activity of

115In(γ, γ′)115mIn multiplied by experimentally de-
termined reaction yields). In Equation 5, Ak was
calculated using the values of the cross section function
for the 115In(γ, γ′)115mIn reaction obtained by TALYS
1.9 calculations using Model 6 for level density and BAL
model for radiation strength function. This specific
model combination was selected as it demonstrated the
best agreement with experimentally determined yields
(Fig. 7).

Similarly, in the unfolding procedure for the
115In(γ, 2n)113mIn reaction, the starting default func-
tion utilized TALYS 1.9 calculations with Model 3 for
level density and BAL for radiation strength function, as
this combination also provided the best agreement with
experimental results (Fig. 7).

The unfolding procedure employed the MAXED algo-
rithm [20], which utilizes input data of measured induced
specific saturated activity Ak to derive a function σ(E)
maximizing the relative entropy S, defined as follows:

S = −

∫
(

σ(E) ln

(

σ(E)

σdef (E)

)

+ σdef (E) − σ(E)

)

dE

(6)
Here, σdef (E) represents the default cross-section func-
tion.
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FIG. 10: Unfolded results for the 115In(γ, 2n)115mIn
cross-section (line with a corridor of uncertainty) in

comparison with default TALYS 1.9 function.

Unfolding procedures were conducted within the en-
ergy range of 16 MeV to 22.8 MeV, which was divided into
71 bins. The result obtained by employing the MAXED
algorithm is depicted in Figure 10. Corridor of uncer-
tainty was calculated by MAXED algorithm and included
influence of uncertainty of A to final cross section values.

To validate the unfolding results, an induced activ-
ity (Akc =

∑

σ(Ei) · Φ(Ei) · ∆E) was calculated and
then compared with the measured data. This compari-
son was performed for default cross-section functions and
the MAXED results and the sum of the squared of rela-
tive deviation σ is calculated as:

S =
1

(k − 1)

k
∑

1

σ2 =
1

(k − 1)

k
∑

1

(

Akc −Ake

Ake

)2

(7)

The obtained values are S = 0.13 for the default spec-
trum and S = 0.08 for the unfolding results. This indi-
cates that the unfolding outcomes provide a better de-
scription of the measured experimental data compared
to the TALYS 1.9 calculations.

V. DISCUSSION

The first check was conducted by utilizing the cross
section values obtained by the TALYS 1.9 code for both
reactions, 115In(γ, 2n)113mIn and 115In(γ, γ)115mIn.
Each estimate for the 115In(γ, 2n)113mIn reaction
was combined with each estimate obtained for the
115In(γ, γ)115mIn reaction, resulting in 36 distinct values
for the saturation activity ratios for a specific strength
function choice.
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It is evident that the 36 combinations of saturation
activity ratios are grouped into two clusters. The lower
cluster was obtained using the BAL radiation strength
function, which provides higher cross section values for
the 115In(γ, γ‘)115mIn reaction, approximately around
3 mbarn. Notably, at energies of 20 MeV and above,
the highest estimated ratios of saturation activities align
closely with the experimental results. However, at ener-
gies below 20 MeV, the experimental values slightly ex-
ceed the values obtained based on TALYS 1.9 sections.

On the other hand, the upper cluster comprises 36
combinations of saturation activity ratios obtained us-
ing the GLO model for the radiation strength function.
It is evident that lower estimations of cross sections for
the 115In(γ, γ‘)115mIn reaction, around 1 mbarn, lead to
overestimated values of the yield ratio.

In summary, the analysis of these saturation activity
ratios obtained through different radiation strength func-
tion models indicates that the BAL model tends to yield
better agreement with experimental data at higher en-
ergies, while the GLO model tends to overestimate the
yield ratio due to lower estimations of the cross sections
for the 115In(γ, γ‘)115mIn reaction. If we focus on the
energy region higher than 20 MeV, it can be observed
that of the 36 TALYS combinations there are some that
show good agreement with the experiment. It can be ob-
served that the best agreement with the experiment is
given by the combination in which the cross section for
115In(γ, 2n)113mIn reaction is calculated using LD model
3 (the generalised super-fluid model) and cross section of
115In(γ, γ‘)115mIn reaction is estimated using LD model
6 (the temperature dependent Hartree-Fock-Bogoliubov
model, Gogny force).

In the second scenario, where one experimentaly es-
tablished cross-section was available in the databases for
the 115In(γ, 2n)113mIn reaction, the comparison with the
experimental results yielded similar outcomes. Notably,
the cross-section for the 115In(γ, γ‘)115mIn reaction, cal-
culated using the GLO radiation strength function in all
six subvariants obtained by choosing the level density
function, exhibited significantly higher values of the sat-
uration activity ratio compared to the measured values.
The estimated ratios of saturation activities were found
to be larger than the experimental ones when using cross
sections for the 115In(γ, 2n)113mIn reaction, which have
maximum values around 1 mbarn.

Of particular interest was the comparison of the ex-
perimental values of the Y (113mIn)/Y (115mIn) yield ra-
tio with the calculated values when employing the BAL
radiation strength function to estimate the cross sec-
tion of the 115In(γ, γ‘)115mIn reaction. Remarkably,
a much better agreement with the experimental data
was achieved in this case. Figure 6 clearly illustrates
that the experimental value of the cross section for the
115In(γ, 2n)113mIn reaction has a lower threshold com-
pared to the prediction from TALYS 1.9 calculations.
Consequently, the saturation activity calculated using
this cross section increases more rapidly with increasing

energy than the saturation activities obtained using the
TALYS 1.9 cross sections for the same reaction in en-
ergy region up to 20 MeV. For this reason, it can be seen
in Figure 8 that the measured and calculated values of
Y (113mIn)/Y (115mIn) yield ratio coincide at lower en-
ergies, while the difference is observed at energies higher
than 20 MeV. However, as the experimental cross-section
decreases significantly faster in high energy region, com-
pared to the TALYS 1.9 cross-section, the ratio of satu-
ration activities shows a slower increase with increasing
energy. This effect is evident in Figure 8, where the ex-
perimental values of the ratio of saturation activities at
energies above 20 MeV are higher than the calculated
ones.

In Figure 9, it is evident that when calculating the
ratio of saturation activities using experimentally estab-
lished cross sections for both reactions, the obtained val-
ues significantly exceed the values measured in this ex-
periment. This outcome was anticipated, as the cross
section utilized for the 115In(γ, γ‘)115mIn reaction has
values similar to those obtained using the GLO model
for the radiation strength function.

It was shown that, based on the measured
Y (113mIn)/Y (115mIn) yield ratio values, the unfolding
technique can be used to estimate the energy differen-
tial cross section for the 115In(γ, 2n)113mIn nuclear re-
action. The resulting estimate is shown in Figure 10.
This result is significantly different from the cross section
shown in reference [4], however shows good agreement
with the results of TALYS1.9 calculations. Slight devi-
ations from the smooth flow of the curve in the energy
region around 18 MeV originate from some numerical ef-
fects in the unfolding procedure itself, the most probable
source of which is insufficient number and accuracy of
the measured data.

VI. CONCLUSIONS

In this work, the Y (113mIn)/Y (115mIn) yield ratio
were measured in the energy interval from 18 MeV to
23 MeV, in order to verify the capacity of the exist-
ing methods for evaluating the cross-section of rele-
vant photonuclear reactions to reproduce the obtained
experimental results. It was also checked whether
it is possible to obtain agreement with the measured
Y (113mIn)/Y (115mIn) yield ratios with the available
cross sections of the observed photonuclear reactions.

Comparisons of experimental values of
Y (113mIn)/Y (115mIn) yield ratio with the results
of calculations based on TALYS1.9 evaluated cross
sections, showed that the best agreement is obtained
if the cross section of 115In(γ, γ′)115In reactions is
calculated in the way suggested in reference [18]. This
raises the need to carefully check the cross-section for
115In(γ, γ′)115In reaction, since most of the so far
known measurements give lower values of the cross-
section than suggested in [18]. However, it was shown
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in this experiment that those lower cross section values
for the 115In(γ, γ′)115In reaction, good agreement with
the measured Y (113mIn)/Y (115mIn) yield ratios is not
obtained.

Based on cross sections for a given reaction, esti-
mated using TALYS 1.9, Y (113mIn)/Y (115mIn) yield
ratios were and compared with measured ones. This
study shows that the best agreement with the exper-
imental data is obtained when the cross sections for
the 115In(γ, 2n)113mIn reaction is estimated using gener-
alised super-fluid model for the level density calculation,
and temperature dependent Hartree-Fock-Bogoliubov
model, Gogny force model for 115In(γ, γ′)115In reac-
tion. In both cases the BAL model of the radiation
strength function is recommended. However, these re-

sults should only be conditionally accepted since there is
a certain deviation between the experimental and calcu-
lated Y (113mIn)/Y (115mIn) yield ratio values at lower
energies.

Also in this paper, the estimation of cross sections for
115In(γ, 2n)113mIn reaction was performed using the un-
folding method. The first results are encouraging and in
much better agreement with the cross sections obtained
by TALYS1.9 calculations than the only cross section for
this reaction that can be found in the literature. There is
room to better determine this cross section in repeated
measurements where the saturation activities would be
determined for a larger number of energies in the energy
interval of interest.
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A B S T R A C T

Low background HPGe detector, shielded by lead, was used to collect background gamma spectra for more
than 180 days. Three lines, originating from transitions of muons captured in orbitals of lead atoms were for
the first time recognized in background spectra. Relative intensities of detected transitions were calculated and
compared with the theoretical prediction.
1. Introduction

Gamma spectrometry using high-purity HPGe detectors is a widely
used method in many fields, from particle physics to environmental
sciences. One of the main tasks in gamma spectrometry is to reduce
the background [1–3].

Different components contribute to the background. Most important
is gamma radiation originating from naturally occurring radionuclides.
This component can be reduced by passive shielding. In underground
laboratories, neutrons emitted from the spontaneous fission of Th and
U as well as in different (𝛼, n) reactions can elevate a level of back-
ground radiation [4,5]. Cosmic radiation, especially muons can be a
significant contributor to the background in detector systems at shallow
depths [6,7]. They deposit energy in different parts of detector systems
through various processes: ionization, photonuclear reactions, cascades
of hadrons induced by muons, muon-induced spallation, and muon
captures by nuclei. Neutrons produced in muon capture can be captured
by the surrounding nucleus and binding energy is released by the
emission of gamma radiation [4,8–11]. Spectra obtained from muon
captures on different atoms can be found [12].

In interactions, muons behave like heavy electrons and they can
be captured by atoms, usually into high atomic orbits. During the
transition of a muon from higher orbits to lower ones, electromagnetic
radiation is emitted. This radiation has a significantly higher energy
than the radiation generated during the transition of electrons between
its stationary states. Muon transition energies are of the order of
hundreds of keV, comparable with the energies of nuclear excitation
and if detected, they can be expected next to the lines of the gamma
spectrum.

It is very important to mention that there is a view that so far no
muon transitions have been observed in the analysis of background

∗ Corresponding author.
E-mail address: nikola.jovancevic@df.uns.ac.rs (N. Jovančević).

Fig. 1. Schematic view of the HPGe detector with lead shielding.

spectra of HPGe detectors [13]. In a study [14], it is even explicitly

stated that X radiations of high energies originating from muon transi-
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Table 1
Intensities of detected X-ray following muon captures on Pb.
𝐸 [keV] Efficiency [10−3] Intensity [10−3] Relative

intensity (this
work) [%]

Relative
intensity from
Ref. [13][%]

938 2.40(2) 5.23(42) 65.0(79) 84.9
972 2.08(2) 5.12(49) 63.6(95) 60.38
2501 0.945(8) 8.05(59) 100.0(73) 100
Fig. 2. Total background spectrum.
tions that follow muon capture on detector or shielding material were
not observed in background spectra up to now. However, in one of
the most detailed recorded background gamma spectra [15] energies
of the peaks corresponding to muon cascade between lead orbitals are
listed, but they were not identified. As the background spectrum was
collected during the long measurement time and as the interaction of
muons with germanium detectors is part of the standard research at the
Department of Physics in Novi Sad, this was the motivation for studying
these processes in this work.

This paper presents the results of the analysis of the background
gamma spectrum, recorded for 180 days, in which the existence of three
transitions with energies 938 keV, 972 keV, and 2501 keV originating
from muon transitions is clearly visible. Calculations of the efficiency of
the detector system are performed by simulation and obtained relative
intensities of three observed peaks were compared with results of
theoretical estimations [13].

2. Experimental setup

Measurements were performed in the low background laboratory at
the Department of Physics in Novi Sad at 80 m above sea level [17]. The
germanium detector used in the experiment was a coaxial (closed-end)
HPGe n-type detector made by Canberra (GX10021) having 380 cm3

of active volume. The relative efficiency of the detector is 100%. The
detector shield was made of bulk lead labeled Canberra 777B. The total
mass of the shield, presented in Fig. 1 is 1633 kg. The thickness of the
shield is 15 cm. Outer 125 mm is made from regular low background
lead while the inner 25 mm is made of low-background lead of about
20 Bq/kg. The shield contains a layer of tin with a thickness of 1 mm
and high-purity copper with a thickness of 1.5 mm as lining materials.
Nitrogen gas evaporating from the dewar vessel was used to flush the
interior of the detector from background radon.

The efficiency of the detector system was obtained by simulation
using the Geant4 program package 10.5.1 [18]. It was supposed that
muons were being captured by atoms uniformly in the volume of the
lead shield. Muon cascades in lead atoms produce X-rays radiation. In
the Geant4 simulation, electromagnetic radiation is initialized inside
2

Fig. 3. The part of the spectrum with 938 keV peak with experimental points and
fitting data. The dashed area is calculated net peak area, solid colored is a continuum.
Green-marked counts per channel are considered by a Genie2000 in the calculations.

the whole volume of lead shielding. The energy of this radiation cor-
responds to energies emitted in muon transitions from higher to lower
orbits in the lead atoms. Radiation is generated to be emitted in random
directions from the whole volume of the lead shield. Interactions of
photons were followed and efficiency was calculated as a ratio of the
number of fully detected photons and created ones. Table 1 shows
values of the efficiency for energies of interest (938 keV, 972 keV, and
2501 keV).

Several measurements of the background were made. The final
spectrum represents the sum of all background spectra collected by
the Genie 2000 program package. The total measurement time was
15836560 s (183.3 days). The full spectrum is depicted in Fig. 2. The
detected peaks and their intensities are summarized in Table 2.
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Table 2
List of detected peaks in a total background spectrum. The peaks whose origins were
not determined are marked with a question mark. Single and double escape peaks are
labeled with SEP and DEP. Line energies are compared with energies taken from the
ENSDF database [16].
𝐸 [keV] cps [10−3] Uncertainty[%] Origin of the peak

23.4 0.093 67.4 70Ge(𝑛, 𝛾)
46.5 0.270 5.2 210Pb
53.6 1.193 1.3 73𝑚Ge,234 U,214 Pb
66.4 1.187 1.4 73𝑚Ge
70.5 0.434 3.5 73Ge
75.0 0.198 7.8 PbKa2
77.3 0.066 18.0 BiKa1
84.9 0.297 5.1 PbKb1
87.5 0.188 7.8 PbKb2
93.1 0.230 6.5 234Th
110.2 0.112 13.6 235U
140.1 1.913 1.1 74Ge(𝑛, 𝛾)
143.9 0.101 16.7 235U
155.4 0.060 28.2 223Ra
159.6 0.554 3.3 77𝑚Ge
175.1 0.127 13.7 70Ge(𝑛, 𝛾)
186.3 0.451 4.0 226Ra,235 U,66 Cu
198.6 2.482 0.9 71𝑚Ge
203.4 0.126 14.0 235U
238.9 0.381 4.7 212Pb
254.0 0.049 34.3 74Ge(𝑛, 𝛾)
278.6 0.477 3.6 64Cu,208 Tl,228 Ac
295.2 0.209 7.9 214Pb
326.4 0.155 10.4 228Th,70,72 Ge(𝑛, 𝑛}𝛾)
331.5 0.135 11.8 228Ac.
344.3 0.069 22.1 228Ac?
352.2 0.354 4.5 214Pb,211 Bi
438.9 0.126 10.9 40KDEP
453.6 0.003 79.3 212Bi
465.1 0.037 6.3 214Pb
487.9 0.054 10.0 214Pb
500.3 0.080 16.0 70Ge(𝑛, 𝛾)
511.0 29.426 0.2 Annihilation
537.7 0.190 6.5 ?
565.9 0.380 3.4 206Pb
569.9 1.294 1.2 76Ge,207 Pb
575.3 0.296 4.5 74Ge(𝑛, 𝛾)
583.5 0.369 3.5 208Tl,208 Pb,74 Ge,73 Ge
595.8 0.807 1.8 74Ge(𝑛, 𝑛}𝛾),207 Pb,73 Ge(𝑛, 𝛾)
609.1 0.438 3.5 214Bi
663.9 0.111 10.4 206Pb(n, n}𝛾),137 Cs
670.1 0.525 2.4 63Cu,70 Ge(𝑛, 𝑛}𝛾)
693.2 0.500 2.0 72Ge(𝑛, 𝑛}𝑒−)
703.7 0.052 24.5 214Bi
708.6 0.064 19.3 70Ge(𝑛, 𝛾)
728.3 0.038 28.3 212Bi
770.8 0.135 8.9 65Cu,228 Ac?
787.1 0.061 17.0 212𝑔Bi,214 Pb,214 Bi
794.9 0.042 22.0 228Ac?
803.3 1.120 1.2 206Pb(𝑛, 𝑛}𝛾)
825.4 0.035 27.2 ?
839.1 0.419 2.7 214Pb,228 Ac
844.1 0.070 16.5 27Al
846.8 0.090 12.7 56Fe,76 Ge(𝑛, 𝑛}𝛾)
861.4 0.013 53.0 208Pb(𝑛, 𝑛}𝛾)
868.4 0.103 10.0 73Ge(𝑛, 𝛾)
881.3 0.129 7.9 206Pb(𝑛, 𝑛}𝛾)
898.4 0.368 1.6 207Pb(𝑛, 𝑛}𝛾)
905.6 0.024 39.0 228Ac,214 Bi
911.5 0.189 5.0 228Ac
938.2 0.125 7.7 Pb 4𝑓7∕2 − 3𝑑5∕2
949.1 0.045 20.0 40KSEP,228 Ac
962.3 0.663 1.7 63Cu
969.3 0.092 10.0 228Ac
972.3 0.106 7.6 Pb 4𝑓5∕2 − 3𝑑3∕2
981.3 0.038 21.7 206Pb(𝑛, 𝑛}𝛾),208 Pb(𝑛, 𝑛}𝛾)

(continued on next page)
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Table 2 (continued).
𝐸 [keV] cps [10−3] Uncertainty[%] Origin of the peak

987.8 0.093 10.0 228Ac
1014.5 0.111 8.3 27Al(𝑛, 𝑛}𝛾)
1021.6 0.167 5.6 Annihilation peaks summing
1043.5 0.068 14.0 70Ge
1063.8 0.459 2.3 207Pb,74 Ge(𝑛, 𝑛}𝛾)
1116.1 0.252 3.8 65Cu
1120.5 0.093 9.4 214Bi
1124.6 0.105 8.3 228Ac?
1131.6 0.040 21.3 73Ge(𝑛, 𝛾)
1172.7 0.107 7.9 60Co
1229.9 0.078 4.5 74Ge(𝑛, 𝑛}𝛾)
1238.4 0.013 25.8 56Fe,214 Bi
1326.9 0.180 4.6 63Cu
1332.1 0.066 11.7 60Co
1407.8 0.029 24.1 214Bi
1412.1 0.083 9.0 65Cu
1433.6 0.048 6.3 206Pb(𝑛, 𝑛}𝛾)
1460.5 0.563 1.7 40K
1481.2 0.048 15.2 65Cu
1591.9 0.037 18.2 208Tl,208 PbDEP
1635.5 0.023 27.0 76Ge(𝑛, 𝛾)
1704.2 0.050 27.4 206Pb(𝑛, 𝑛}𝛾)
1764.2 0.131 5.3 214Bi
1770.3 0.055 11.8 207Pb
1844.2 0.041 15.1 206Pb(𝑛, 𝑛}𝛾)
1847.2 0.046 14.0 214Bi
2103.2 0.068 8.7 208Tl,208 Pb(SEP)
2203.4 0.042 13.4 214Bi
2223.1 0.045 12.1 𝑝(𝑛, 𝛾)𝑑
2447.3 0.025 20.4 ?
2501.0 0.076 7.1 Pb 3𝑑5∕2 − 2𝑝3∕2
2614.5 0.777 1.1 208Tl,208 Pb(𝑛, 𝑛}𝛾)
2640.6 0.028 17.5 ?

Fig. 4. The part of the spectrum with 972 keV peak with experimental points and
fitting data.

3. Results

The obtained gamma spectrum was analyzed using the Genie 2000
program package. Three peaks, that can originate from muon orbital
transitions in lead were found at energies: 938 keV, 972 keV, and 2501
keV. The results of the processing (fitting) procedure are shown in
Figs. 3–5. The intensities (counts per second) of the analyzed peaks are
presented in Table 1.

The next step was the normalization of intensities to the most
intense peak. It can be seen in Table 1 that the largest number of
detected events is registered under the peak at the energy of 2501
keV. Obtained relative intensities can be compared with the results
of the theoretical calculations presented in [13]. Relative intensities
experimentally obtained in this work are shown in Table 1.
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Fig. 5. The part of the spectrum with 2501 keV peak with experimental points and
fitting data.

4. Discussion and conclusion

High energy X-ray radiation following muon capture on lead nuclei
was recognized for the first time in background spectra. Comparing
theoretical and experimentally obtained relative intensities for three
observed transitions, some level of agreement can be seen. The highest
intensity peak in both sets of data is at the energy of 2501 keV. Relative
intensities of experimental and theoretical values of 972 keV transition
agree in the frame of experimental uncertainty. Some differences can
be noticed for the peak at the energy of 938 keV.

The poor counting statistics of such a low-probability event are
probably the root cause of the obtained differences. There is little
room to improve this by enriching the background spectrum with new
measurements. A more detailed evaluation of the efficiency of the
detector system could be helpful, and possible progress in theoretical
evaluations of the intensity of muon transitions in lead atoms would
also be useful.
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Abstract

Observed galactic cosmic ray intensity can be subjected to a transient decrease. These so-called Forbush decreases are driven by coro-
nal mass ejection induced shockwaves in the heliosphere. By combining in situ measurements by space borne instruments with ground-
based cosmic ray observations, we investigate the relationship between solar energetic particle flux, various solar activity indices, and
intensity measurements of cosmic rays during such an event. We present cross-correlation study done using proton flux data from
the SOHO/ERNE instrument, as well as data collected during some of the strongest Forbush decreases over the last two completed solar
cycles by the network of neutron monitor detectors and different solar observatories. We have demonstrated connection between the
shape of solar energetic particles fluence spectra and selected coronal mass ejection and Forbush decrease parameters, indicating that
power exponents used to model these fluence spectra could be valuable new parameters in similar analysis of mentioned phenomena.
They appear to be better predictor variables of Forbush decrease magnitude in interplanetary magnetic field than coronal mass ejection
velocities.
� 2022 COSPAR. Published by Elsevier B.V. All rights reserved.

Keywords: Cosmic rays; Forbush decrease; Solar energetic particles; Solar activity

1. Introduction

Cosmic rays (CRs) are high-energy charged particles
that arrive at Earth from space, mainly originating from
outside of our Solar system. CRs are modulated in the
heliosphere (Heber et al., 2006) due to interaction with
the interplanetary magnetic field (IMF) frozen in a con-
stant stream of charged particles from Sun - the solar wind
(SW). Transients in the heliosphere additionally modulate
CRs. One type of transients are interplanetary coronal
mass ejections (ICMEs), closely related to coronal mass
ejections (CMEs).

ICMEs interact with SW, and as the speed of particles in
ICME is different than the speed of SW particles, a bow
shock can be created, affecting the CR flux (Belov et al.,
2014). This interaction between ICMEs and residual solar
wind can be one of the causes of short-term depression in
CR flux, detectable at Earth (Subramanian et al., 2009).
Such transient decrease in observed flux is known as a For-
bush decrease (FD), a type of CR flux modulation that has
been studied extensively since its initial discovery in the
1930s (Gopalswamy (2016) and references therein). There
are two clearly distinguishable classes of Forbush
decreases: recurrent and non-recurrent. Non-recurrent
FDs, typically caused by ICMEs (Dumbovic et al., 2012),
are mostly characterized by a sudden offset, which lasts
about a day, followed by a gradual recovery phase within
several days (Cane, 2000). Due to ICME sub-structures
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(the sheath and the associated shock and magnetic cloud)
FD can have one or two-step profile, which depends on
transit of one or both structures to the observer
(Richardson and Cane, 2011). Recurrent FDs have differ-
ent profile, with gradual onset and decrease and symmetri-
cal recovery caused by high-speed streams from coronal
holes (Melkumyan et al., 2019). In this paper we will focus
on non-recurrent ICME induced FDs.

Apart from FD profile, one of the main parameters that
is used to describe a Forbush decrease is its magnitude. The
effect is not the same for all CR particles, as it depends on
their rigidity. Rigidity is defined as R � Bq ¼ p=q, where q
is gyroradius of the particle due to magnetic field B; p is
particle momentum, and q is its charge. The higher the
rigidity of a particle, the less it is affected by heliospheric
inhomogeneities, hence the reduction in flux is less
pronounced.

Another phenomenon that can accompany violent
events on the Sun is emission of fast-moving particles, com-
monly known as solar energetic particles (SEP). The occur-
rence of such particles is typically related to eruptions on
the surface of the Sun, which can be characterized by bursts
of X-rays - solar flares (SF), and/or emission of coronal
plasma - already mentioned CMEs. When excess of these
solar energetic particles with high energy penetrates the
geomagnetic field, it can cause a sudden and brief increase
in measured CR flux at Earth - a ground level enhancement
(GLE). Because GLEs can be harmful to human infrastruc-
tures (potentially damaging power lines, satellites in orbit,
etc.), they have been studied in detail for decades.

Variations of CR flux have been monitored at Earth for
decades using ground and underground-based detectors,
primarily neutron monitors (NM) (Belov et al., 2000;
Koldobskiy et al., 2019) and muon detectors (Mendonça
et al., 2016; Veselinović et al., 2015). Different types of
ground-based detectors complement each other in terms
of their CR energy domain (Veselinovic et al., 2017), muon
detectors being sensitive to energies higher than those
detectable by NMs. In addition, CR flux is also (especially
in the last couple of decades) directly measured in space
using space-borne instruments (Dumbovic et al., 2020;
von Forstner et al., 2020). In the MeV energy range most
space probe particle detectors are sensitive to, enhancement
of SEP flux can enshroud CR flux, thus making a task of
establishing decoupled event-integrated energy spectra (or
spectral fluences) for SEP and CRs a laborious task
(Koldobskiy et al., 2021; Bruno and Richardson, 2021).

Many authors have studied the connection between SFs,
CMEs/ICMEs and SEP, consequential effects on the geo-
magnetic field and compound effect of the IMF and geo-
magnetic field disturbances on CRs. Most relevant for
our analysis is work that studied connection between differ-
ent FD and ICME parameters (Belov et al. (2000), Belov
(2008), Papaioannou et al. (2020) and references therein),
which has among other, shown significant correlation
between CME speeds and FD magnitudes. More precisely,
CME speeds have been established as the best predictor

variables of FD magnitudes for primary CR particles with
10GV rigidity detected at Earth. Also of interest is the
work that studied the connection between the disturbance
of geomagnetic field and CR flux measured at Earth
(Alhassan et al., 2021; Badruddin et al., 2019), where a sig-
nificant correlation between FD magnitude and different
geomagnetic parameters due to common solar or interplan-
etary origin has been established.

SF, CME/ICME, SEP and FD events are very often
related processes that occur either simultaneously or in
succession, in which case can be thought of as different
components of one more complex event. CMEs (along
with their interplanetary counterparts ICMEs) have been
recognized as the main driver of FDs, while on the other
hand there has been plenty of evidence for the relation-
ship between CMEs with SEP. Namely, there are two
different known mechanism for SEP acceleration: acceler-
ation during magnetic-reconnection events usually result-
ing in solar flares (which produce short impulsive SEP
events), and acceleration caused by CME induced shock
waves (which result in gradual SEP events) (Reames,
1999). For this study the second class is of interest.
Another type of closely related events that are important
for this analysis are energetic storm particle (ESP)
events, which represent particles accelerated locally by
interplanetary shocks driven by fast CMEs (Desai and
Giacalone, 2016). Even though details of the mechanism
and the precise role of CME induced shock in the evolu-
tion of SEP events are not fully understood (Anastasiadis
et al., 2019), we believe that analysis of how SEP/ESP
events relate to CME, geomagnetic and FD events could
provide some valuable new insight. We are especially
interested in, and will concentrate the most on, the pos-
sibility of the last of these connections. To do so, we
have decided to look into the shape of SEP/ESP fluence
spectra and analyze how it relates to different CME, geo-
magnetic and especially FD parameters.

It should be noted that different mentioned types of
events, even when related, do not need to occur at the same
place nor at the same time. This is due to the fact that SEP
travel along magnetic field lines, while CME/ICME shocks
travel mostly directly away from the Sun. Furthermore,
modulation of primary CR, detected as FD upon their arri-
val at Earth, can happen anywhere in the heliosphere.
Hence, in general case, detection of these events should
not necessarily be simultaneous. However, we believe that
for the class of events selected for this analysis we can
assume that they occur and are detected within a certain
time window. We will elaborate more on this in Section 2.3.

The article is structured as follows: first we list various
sources of data and justify the selection of solar cycle 23
and 24 FD events to be used in the analysis; then we
describe parametrization of SEP events (involving calcula-
tion and parametrization of SEP fluence spectra); finally we
perform correlative analysis between established SEP
parameters and various CME, FD and geomagnetic indices
and discuss the observed dependencies.
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2. Data

Sources of SEP proton flux, various solar and space
weather parameters, as well as ground CR measurements
and different FD parameters used in this study are listed
below. Different criteria for FD event selection are also
described.

2.1. Solar energetic particle flux data

The source for SEP flux data was the ERNE instrument
(Torsti et al., 1995) onboard the Solar and Heliospheric
Observatory (SOHO). Instrument consists of two separate
particle detectors. The Low-Energy Detector (LED) and
the High-Energy Detector (HED). Former covers ion
fluxes and count rates in the 1:3� 13MeV=nucleon energy
range, and latter ion fluxes and count rates in the
13� 130MeV=nucleon energy range. Both ranges are sep-
arated in ten energy channels. SOHO has been making
in situ observation from Lagrangian point L1 for the last
three solar cycles (data available at https://omniweb.
gsfc.nasa.gov/ftpbrowser/flux_spectr_m.html). ERNE data
for solar cycles 23, 24 and current cycle 25 allows the study
of variations of proton fluences in SEP events during this
period (Paassilta et al., 2017; Belov et al., 2021). Higher
channels are more correlated with measured CR flux
(Veselinovic et al., 2021) and it appears as if flux in these
channels is a mixture of CR and energetic proton fluxes
of particles with the same energy. Important feature of
HED detector is that, due to rather large geometric factor,
during large intensity proton events SOHO/ERNE data
have been subject to saturation effects in higher energy
channels (Valtonen and Lehtinen, 2009; Miteva et al.,
2020).

2.2. IZMIRAN directory of Forbush decreases

IZMIRAN database is an online repository developed
at the Institute of Terrestrial Magnetism, Ionosphere and
Radiowave Propagation (IZMIRAN) at Moscow Troitsk,
Russia. It contains an extensive list of Forbush decreases
and various parameters from solar, space weather, cosmic
ray and geomagnetic measurements, spanning from the late
1950s (http://spaceweather.izmiran.ru/eng/dbs.html).
Database has been compiled from a number of sources,
such as measurements by ground-based detectors, instru-
ments mounted on various satellites, as well as public data
provided by different agencies specializing in monitoring
solar, space and atmospheric weather and geomagnetism.
Extensive list of sources and data repositories used to com-
pile this database are referenced in a number of publica-
tions listed on the IZMIRAN internet site (IZMIRAN
Space Weather Prediction Center, 2016).

We have decided to use IZMIRAN database as our pri-
mary source of data for Forbush decrease parameters as
well as for selected variables, parameters and indices that
describe associated space weather and geomagnetic

phenomena. Selection of parameters pertinent to our anal-
ysis was mostly based on previous work by other authors
(i.e. Belov (2008), Lingri et al. (2016)), where they estab-
lished which quantities are most relevant in these types of
studies.

Chosen parameters fall into three categories (abbrevia-
tions to be used throughout the text are given in parenthe-
ses). First category are FD related parameters - Forbush
decrease magnitude for 10GV rigidity primary particles
(M) and Forbush decrease magnitude for 10GV rigidity
primary particles corrected for magnetospheric effect using
Dst index (MM ). These magnitudes are determined using
global survey method (GSM). GSM combines measure-
ments from a world-wide network of neutron monitors
(NMs), takes into account different anisotropies, distur-
bances of atmospheric and geomagnetic origin, as well as
apparatus-specific features, and produces an estimated
hourly variation of CR flux outside Earth’s atmosphere
and magnetosphere (Belov et al., 2018). Specifically, cor-
rection for magnetospheric effect takes into account the
fact that geomagnetic disturbances affect the effective cutoff
threshold rigidities and effective asymptotic directions of
primary particles for different NM stations (Belov et al.,
2005).

Second group of parameters used from IZMIRAN data-
base are CME and SW related parameters - the average
CME velocity between the Sun and the Earth, calculated
using the time of the beginning of the associated X-ray flare
(V mean), the average CME velocity between the Sun and the
Earth, calculated using the time of the beginning of the
associated CME observations (V meanC) and maximal hourly
solar wind speed in the event (V max). Izmiran DB authors
have matched detected FD events with associated CMEs
using a SOHO LASCO CME catalog (Belov et al., 2014).
Catalog includes a comprehensive list of CME events along
with some of most relevant parameters, i.e. speeds calcu-
lated by tracking CME leading edge (as described in
Yashiro et al. (2004), further sources available at https://
cdaw.gsfc.nasa.gov/CME_list/catalog_description.htm).

Final group of parameters from IZMIRAN database
used in this analysis are related to geomagnetic field - max-
imal Kp index in the event (Kpmax - based on data from
NOAA Space Weather Prediction Center, https://www.
swpc.noaa.gov/products/planetary-k-index), maximal 3-h
Ap index in the event (Apmax - defined as the mean value
of the variations of the terrestrial magnetic field, derived
from Kp index) and minimal Dst index in the event
(Dstmin - calculated using data provided by World Data
Center for Geomagnetism, Kyoto, http://wdc.kugi.kyoto-
u.ac.jp/dstdir/index.html).

2.3. Selection of FD events

Time interval used for this analysis was dictated by the
period of operation of SOHO/ERNE device, which was
commissioned in December 1995 (data available from June
1996) and is still operational. That coincides with the
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beginning of solar cycle 23 and lasts through cycle 24, so
we considered all FD events that occurred in this period,
concentrating on events with magnitudes for 10GV parti-
cles larger 4% in the analysis. There are several reason
for such magnitude cut, primary reason being that even
though we often reference neutron monitor data in the
analysis, CR related research in our laboratory is mainly
based on muons detectors, which are generally less sensitive
to FDs of smaller magnitude and GLE events. Addition-
ally, it is known that all larger FDs (i.e. with magnitudes
greater than 5%) are caused by CMEs (Belov, 2008). Since
we use CME speed as a reference parameter in the analysis,
introducing such cut made event selection simpler, as prac-
tically all considered FD events would have an associated
CME. Finally, CME speed is less reliably determined in
the case of weaker CME events (Yashiro et al., 2004).

One important step in the event selection procedure is to
make sure that for each global event both proton flux
increase detected by SOHO/ERNE and FD are related to
the same CME. As mentioned in the introduction, detec-
tion of these separate events is not necessarily simultane-
ous. However, we have checked the direction of CMEs/
ICMEs for all events for which such information was avail-
able, and in all these cases they moved directly toward
Earth. This would imply that detection of the increase of
energetic particles, Forbush decrease and geomagnetic
storm associated with a given CME should be detectable
within a relatively small time window. To illustrate this,
on Fig. 1 we have shown time series for proton flux (in

one selected energy channel), CR flux and Dst index for
one such event. Furthermore, because of large magnitudes
of FDs selected for the analysis, we believe it to be the case
for all events.

Another important point is that we cannot say with cer-
tainty what is the exact origin of detected proton flux solely
based on SOHO/ERNE data. They could be of solar origin
(SEP), particles accelerated locally at shock in interplane-
tary space (ESP), or combination of both. For the sake
of simplicity we have decided to use the somewhat more
general term SEP for these energetic particles, having men-
tioned limitation of its use in mind.

As determination of SEP fluence is not a straightfor-
ward procedure (as explained in more detail in Section 3.1),
from the initial set of events we discarded all for which flu-
ence value was difficult to determine or had a large uncer-
tainty due to overlap and unclear separation of proton flux
time series of successive events. That set was then further
reduced based on the quality of FD identification flag
assigned to each event in the IZMIRAN database, taking
into account only events where identification was confident
or reliable enough. Applying mentioned selection criteria
resulted in the final set of 21 events, presented in Table 1
with some of the parameters of interest.

3. Parametrization of SEP fluence energy spectra

Parametrization procedure for any of the selected FD
events can be broken down into two steps: 1 - calculation

Fig. 1. Time series of hourly data for the same time interval around FD event of 12 Septemeber 2014: proton flux in the 1:3� 1:6MeV channel (top),
Athens neutron monitor count rate (middle), and Dst index (bottom).
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of SEP fluence in different energy channels and 2 - determi-
nation of power exponents for SEP fluence spectra.

3.1. SEP fluence calculation

SEP fluence is calculated by integrating SOHO/ERNE
proton flux time series in separate energy channels over
time period associated with a given FD event. First step
in this procedure is to determine this time period (and
hence integration boundaries) as precisely as possible.
Most more energetic events we considered for this analysis
have a strong SF associated with them. This may lead to a
complex picture, as FD event of interest often occurs in the
middle of a turbulent period where additional FDs (some-
times associated with other CMEs) precede or follow it. As
a consequence, clear separation of successive events and
determination of optimal integration boundaries may not
be simple nor straightforward. To make this procedure
more reliable, we have used IZMIRAN database and neu-
tron monitor data (courtesy of the Neutron Monitor Data-
base (Neutron Monitor Database, 2022)) in parallel with
SOHO/ERNE proton time series, trying to identify promi-
nent features in all three sources, so we could separate
events of interest in all energy channels as clearly as
possible.

Baseline for integration was determined based on a data
interval of at least one (but preferably several) days, where
proton flux was negligibly different from zero relative to the
flux during the event. If possible, time interval before the
event was taken for the calculation of baseline unless there
was a preceding disturbance, in which case quiet interval
following the event was taken instead. Integration of flu-
ence for several selected SOHO/ERNE energy channels

for the event of 12 September 2014 is shown on Fig. 2. Inte-
gration interval is indicated with vertical dashed lines and
baseline value with a horizontal dashed line.

One interesting feature that can be observed in SOHO/
ERNE data time series is that in some cases proton flux in
the highest energy channels can dip below the baseline after
the initial increase. For a number of events such behavior is
even more pronounced, where in extreme cases it can hap-
pen that no flux increase is observed, but rather just the
decrease. We believe this indicates that the highest energy
channels have non-negligible contribution of low-energy
cosmic rays, which can increase uncertainty for fluence cal-
culation. We will refer to this again when discussing fluence
spectra in Section 3.2.

To make fluence calculation procedure more reliable we
have assigned a quality flag to each event, based on our
estimate of the uncertainty of integration, and decided on
a quality cut we deemed acceptable for further analysis.
As mentioned in Section 2.3, 21 events have passed this cri-
terium. Even then, for a number of events calculated flu-
ence proved to be sensitive to small variations of
integration boundaries, which makes it especially difficult
to give a reliable estimate of the error for the integration
procedure and should be kept in mind when discussing
the results.

3.2. Determination of SEP fluence spectra power exponents

Fluence energy spectra for all selected events were
formed using values for different energy channels, calcu-
lated as explained in the previous section. The choice of
parameters to be used to describe their shape and charac-
teristics depends on the analytic expression used to model

Table 1
Forbush decrease events from solar cycles 23 and 24 selected for the analysis, along with some of the FD, CME and geomagnetic field parameters of
interest.

Date/Time M ½%� MM ½%� X flare V mean ½kms�1� V meanC ½kms�1� V max ½kms�1� Kpmax Apmax Dstmin ½nT�
2001.09.29 09:40:00 4.3 4.4 M 1.0/ 852.0 831 694.0 5.33 56.0 �56.0
2001.10.11 17:01:00 7.0 6.9 M 1.4/2F 766.0 769 572.0 6.0 80.0 �71.0
2001.10.21 16:48:00 5.4 7.3 X 1.6/2B 855.0 858 677.0 7.67 179.0 �187.0
2001.11.24 05:56:00 9.2 9.8 M 9.9/ 1323.0 1366 1024.0 8.33 236.0 �221.0
2002.04.17 11:07:00 6.2 7.0 M 1.2/SF 742.0 745 611.0 7.33 154.0 �127.0
2002.09.07 16:36:00 4.6 5.1 C 5.2/SF 860.0 863 550.0 7.33 154.0 �181.0
2003.10.30 16:19:00 14.3 9.4 X10.0/2B 2109.0 2140 1876.0 9.0 400.0 �383.0
2003.11.20 08:03:00 4.7 6.8 M 3.2/2N 854.0 872 703.0 8.67 300.0 �422.0
2004.07.26 22:49:00 13.5 14.4 M 1.1/1F 1279.0 1290 1053.0 8.67 300.0 �197.0
2004.09.13 20:03:00 5.0 5.3 M 4.8/SX 945.0 948 613.0 5.33 56.0 �50.0
2005.05.15 02:38:00 9.5 12.2 M 8.0/SX 1207.0 1231 987.0 8.33 236.0 �263.0
2006.12.14 14:14:00 8.6 9.6 X3.4/4B 1154.0 1165 955.0 8.33 236.0 �146.0
2011.02.18 01:30:00 5.2 4.7 X2.2/ 579.0 579 691.0 5.0 48.0 �30.0
2011.08.05 17:51:00 4.3 4.8 M 9.3/ 1089.0 1104 611.0 7.67 179.0 �115.0
2011.10.24 18:31:00 4.9 6.5 - - 633 516.0 7.33 154.0 �147.0
2012.03.08 11:03:00 11.7 11.2 X5.4/ 1187.0 1188 737.0 8.0 207.0 �143.0
2012.07.14 18:09:00 6.4 7.6 X 1.4/ 822.0 834 667.0 7.0 132.0 �127.0
2013.06.23 04:26:00 5.9 5.3 M 2.9/ 832.0 844 697.0 4.33 32.0 �49.0
2014.09.12 15:53:00 8.5 5.9 X1.6/2B 893.0 897 730.0 6.33 94.0 �75.0
2015.06.22 18:33:00 8.4 9.1 M2.6/ 1027.0 1040 742.0 8.33 236.0 �204.0
2017.09.07 23:00:00 6.9 7.7 X9.3/ - 1190 817.0 8.33 236.0 �124.0
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Fig. 2. Solar proton flux for four selected energy channels during FD event of 12 September 2014. Vertical dashed lines indicate integration interval,
horizontal dashed line indicates the baseline value, while areas shaded red correspond to result of the integration used to calculate the SEP fluence.

Fig. 3. ‘‘Knee” energy dependence on SEP fluence (integrated over full energy range) for selected events. Power function fit is indicated by the red line.
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the spectrum. In general, during a SEP event spectra exhi-
bit a characteristic ‘‘bend” or a ‘‘knee”, which is not so
straightforward to describe theoretically. Various expres-
sions were proposed to model this observed feature
(Ellison and Ramaty, 1985; Mottl et al., 2001), out of
which we have decided to use the following double power
law one (Band et al., 1993; Zhao et al., 2016), as we feel
it is well suited for our analysis:

dJ
dE

¼
E�a exp � E

Eb

� �
E 6 ðb� aÞEb;

E�b b� að ÞEb½ �b�a exp a� bð Þ E > ðb� aÞEb;

8
<
:

ð1Þ

where Eb is knee energy at which the break occurs, while a
and b are power-law exponents that describe energy ranges
below and above the break respectively, and consequently
are variables we chose to parametrize the SEP event.

These power-law exponents obtained by fitting fluence
spectra with Expression 1 can be very sensitive to variation
of knee energy, so some care needs to be taken in order to
determine Eb as accurately as possible.

Determination of knee energy using ‘‘by eye” method
proved to be uncertain enough for us to decide on using
a more quantitative approach, which is based on the fact
that knee energy generally depends on the integral fluence
of the event (as described in Nymmik (2013) and
Miroshnichenko and Nymmik (2014)). In accordance with
this, we firstly determined the knee energy ‘‘by eye”, plot-
ted it against integral fluence and then fitted this depen-

dence with a power function in the form of Eb ¼ aJb

(Fig. 3), where Eb is the knee energy, J integral fluence,
and a and b are fit parameters. We then used these fit
parameteres to determine Eb for each event. In several cases
where there has been some overlap of proton flux time ser-
ies profiles associated with different successive events, small
correction for integral fluence was introduced, which also
affected the knee energy value.

Fluence spectra were then fitted with expression given in
Eq. 1, using thusly calculated knee energy. On Fig. 4 we
can see two characteristic examples that illustrate how well
this expression actually models the fluence spectrum during
a SEP event. In case of 11 October 2001 event (Fig. 4a) we
see that the theoretical model fits the experimental data
reasonably well, except for some small disagreement in
the highest energy channels (feature we believe can be
explained by our assumption that there is a
non-negligible contribution of low-energy CR in this
energy range). On the other hand, for a number of events
with greater SEP flux higher energy channels tend to get
saturated (as mentioned in Section 2.1). This in turn leads
to an underestimated fluence and consequently poorer fit in
this energy range, as can be seen for the 24 November 2001
event shown on Fig. 4b. Contribution of flux in these high-
energy channels to integral fluence is very small, so this
underestimated value does not significantly affect the value
of knee energy or uncertainty of the exponent a. However,

the uncertainty of exponent b is more significantly affected
and for this reason in further analysis we will rely on expo-
nent a more for the parametrization of fluence spectra.

4. Correlative analysis

We have performed correlative analysis between power
exponents chosen to parametrize SEP fluence and selected

Fig. 4. SEP fluence energy spectra for the: (a) 11 October 2001 event, (b)
24 November 2001 event. Red lines indicate the double power law fit.
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parameters from Izmiran database. The results are pre-
sented in Table 2. Worth noting is the slightly lower statis-
tics for V mean due to exclusion of two events for which this
parameter was not available.

Strong correlation between FD magnitude for particles
with 10GV rigidity (M) and mean CME (V meanC ; V mean)
and maximum SW (V max) velocities illustrates the impor-
tant role these parameters have in driving FD events, as
has been discussed in detail by several authors (i.e. Belov
et al. (2014)). On the other hand, correlation between these
velocities and parameter MM is noticeably smaller. MM is
FD magnitude for particles with 10GV rigidity corrected
for magnetospheric effect (using Dst index), so we could
approximate it as an estimated measure of the FD magni-
tude in interplanetary magnetic field.

If we now look at how SEP fluence spectra power expo-
nents relate to other parameters in Table 2, we observe the
best correlation with mean CME velocities, while it is
somewhat smaller with maximum SW velocity. Correlation
with FD magnitude (M) is smaller than for CME velocities,
however interestingly the correlation with the corrected FD
magnitude (MM ) appears larger than in the case of CME
velocities. One possible explanation for this could be that
the shape of SEP fluence spectrum is more related to CR
disturbance induced in interplanetary magnetic and less

to one induced in geomagnetic field. What could support
this assumption further is the fact that we observe smaller
correlation between a and b exponents and geomagnetic
indices Kpmax;Apmax and Dstmin than between these indices
and CME velocities.

It should be said that even though SEP fluence spectra
power exponents are not directly measured independent
variables, the procedure to calculate them is relatively sim-
ple, while procedure used to calculate FD magnitudes (us-
ing GSM approach) is somewhat less straightforward and
accessible. Hence, these exponents could be used to give
a first estimate of Forbush decrease magnitudes outside
atmosphere and magnetosphere. Having this in mind, we
could conclude that SEP fluence power exponents could
be better predictor variables (in the sense described above)
of FD magnitude in interplanetary space than CME veloc-
ities are, while they are less reliable predictor variables of
FD magnitude observed at Earth. If true, this could possi-
bly lead us a small step closer to empirically decoupling the
effects of IMF and geomagnetic fields on CR.

To further examine how FD magnitude corrected for
magnetospheric effects is related to the shape of SEP flu-
ence spectra, we have analyzed their dependence, which is
plotted on Fig. 5. Both power exponents exhibit similar
dependence, but only plot for a is shown, as it has consid-

Table 2
Correlation coefficients (r) between SEP fluence spectra power exponents and selected FD, CME and geomagnetic field indices.

a b M MM V meanC V mean V max Kpmax Apmax Dstmin

a 1.00 0.96 0.67 0.64 0.77 0.75 0.66 0.40 0.53 �0.40
b 0.96 1.00 0.67 0.67 0.72 0.70 0.60 0.44 0.50 �0.38
M 0.67 0.67 1.00 0.84 0.79 0.79 0.79 0.53 0.65 �0.41
MM 0.64 0.67 0.84 1.00 0.57 0.57 0.53 0.69 0.69 �0.46

V meanC 0.77 0.72 0.79 0.57 1.00 1.00 0.92 0.61 0.77 �0.58
V mean 0.75 0.70 0.79 0.57 1.00 1.00 0.92 0.62 0.78 �0.60
V max 0.66 0.60 0.79 0.53 0.92 0.92 1.00 0.49 0.71 �0.58
Kpmax 0.40 0.44 0.53 0.69 0.61 0.62 0.49 1.00 0.94 �0.78
Apmax 0.53 0.50 0.65 0.69 0.77 0.78 0.71 0.94 1.00 �0.87
Dstmin �0.40 �0.38 �0.41 �0.46 �0.58 �0.60 �0.58 �0.78 �0.87 1.00

Fig. 5. Dependence of FD magnitude for particles with 10GV rigidity corrected for magnetospheric effects (MM ) on power exponent a.
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erably smaller uncertainty (as mentioned in Section 3.2)
and we believe it to be a more reliable parameter. We
can see that the graph is fairly linear, as could be expected
based on the correlation coefficients, but on closer
inspection it appears as if there are two separate classes
of events with somewhat different behavior. If we loosely
divide all FD events into low-magnitude set (with MM less
than 6%) and high-magnitude set (with MM greater or
equal to 6%), we can observe much weaker dependence
of corrected FD magnitude on power exponent a for the
first class than for the second one.

To check if this observation is well founded, we look
into the correlation coefficients for these two separate
classes, which are shown in Table 3.

We can see that correlation coefficients for these two sets
are indeed very different. While in case of FDs with MM

equal or greater than 6% we observe an even larger corre-
lation than before between power exponents a and b and
both FD magnitude and corrected FD magnitude (ap-
proaching the values of correlation coefficients for CME
velocities), coefficients for FDs with MM less than 6% have
very different values, correlation even being negative.
Although statistics for this second set of events is rather
small (and hence the uncertainty for correlation coefficients
might be large), it appears that the assumption about two
classes of events does stand. What is more, we observe a
similarly drastic difference in correlation coefficients
between FD magnitudes and mean CME velocities (with
little to none correlation for events with MM < 6%), also
pointing to the existence of two separate classes of events.
This could need to be further confirmed using larger statis-
tics, i.e. by including FD events with magnitudes smaller
than 4%.

5. Conclusions

We analyzed the connection between CME, SEP and
FD events, investigating how the shape of SEP fluence
spectra during the global disturbance relates to different
CME and FD parameters typically used in such analysis.
We fitted SEP fluence spectra with double power law and
used power exponents (a and b) from these fits to parame-
trize the shape of SEP fluence spectra.

By the means of correlative analysis we investigated the
connection between SEP fluence spectra power exponents
and selected CME and SW parameters (mean CME and
maximum SW velocities), as well as selected FD parame-
ters (magnitude for 10GV particles and magnitude for

10GV particles corrected for magnetospheric effect) and
various parameters of geomagnetic activity (Kp;Ap and
Dst indices).

We observed largest correlation between power expo-
nents and CME velocities. The correlation between power
exponents and FD magnitude (M) is significant yet smaller
than in case of mean CME velocities (V meanC; V mean) and FD
magnitude. On the other hand, the correlation between FD
magnitude corrected for magnetospheric effects (MM ) and
power exponents is larger than between these magnitudes
and mean CME velocities.

The dependence of corrected FD magnitude on power
exponent a possibly indicates two separate classes of events
in terms of corrected magnitude value, rough boundary
being corrected FD magnitude value of 6%. Events with
corrected FD magnitude larger than 6% show increased
correlation with power exponent a, while for the set of
events with this magnitude smaller than 6% correlation
even has opposite sign. Similarly considerable difference
between two classes of events can be observed in
correlations of mean CME velocities and corrected FD
magnitude. Even taking into account smaller number of
events used in the analysis, this could be an indication of
these two groups of events exhibiting different behavior.

With everything considered, we believe we have demon-
strated an important connection of the shape of SEP flu-
ence spectra with CME and FD events, and that power
exponents a and b can be valuable new parameters to be
used in the future study of mentioned phenomena. They
seem to be better predictor variables of FD magnitude
(and hence CR disturbance) in interplanetary magnetic
field than CME velocities, especially in the case of events
where FD magnitude corrected for magnetospheric effect
is larger than 6%.
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Multiple Coulomb scattering (MCS) is a well-known phenomenon occurring when charged particles
traverse materials. Measurements of muons traversing low Z materials made in the MuScat experiment
showed that theoretical models and simulation codes, such as GEANT4 (v7.0), over-estimated the scattering.
The Muon Ionization Cooling Experiment (MICE) measured the cooling of a muon beam traversing a
liquid hydrogen or lithium hydride (LiH) energy absorber as part of a programme to develop muon
accelerator facilities, such as a neutrino factory or a muon collider. The energy loss and MCS that occur in
the absorber material are competing effects that alter the performance of the cooling channel. Therefore
measurements of MCS are required in order to validate the simulations used to predict the cooling
performance in future accelerator facilities. We report measurements made in the MICE apparatus of MCS
using a LiH absorber and muons within the momentum range 160 to 245 MeV=c. The measured RMS
scattering width is about 9% smaller than that predicted by the approximate formula proposed by the
Particle Data Group, but within the latter’s stated uncertainty. Data at 172, 200 and 240 MeV=c are
compared to the GEANT4 (v9.6) default scattering model. These measurements show agreement with this
more recent GEANT4 (v9.6) version over the range of incident muon momenta.

DOI: 10.1103/PhysRevD.106.092003

I. INTRODUCTION

Multiple Coulomb scattering (MCS) describes the multi-
ple interactions of charged particles in the Coulomb field
of the nuclei and electrons of a material. Rossi and Greisen
derived a simple expression for the root-mean-square
(RMS) scattering angle in the small angle approximation
[1] by integrating the Rutherford cross section [2]. The
mean square scattering angle hθ2i after multiple collisions
traversing a thickness dz of material can be expressed as a
function of radiation length X0

dhθ2i
dz

¼ E2
s

p2β2
1

X0

; ð1Þ

where Es ¼ 21.2 MeV=c, p is the momentum of the
charged particle and β its speed in units of the speed of
light, c. The projection of the scattering angle onto a plane
containing the incident track gives the RMS projected
scattering angle θ0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
hθ2=2i

p
[3]

θ0 ¼
14.85 MeV=c

pβ

ffiffiffiffiffiffi
Δz
X0

s
: ð2Þ

Molière [4,5] developed a theory of MCS based on the
scattering of fast charged particles from atomic nuclei that
showed good agreement with data. Bethe [6] improved the
treatment by taking into account interactions with electrons
within the atom. The theory was subsequently improved by
Fano [7] to account for elastic and inelastic scattering.
Most of the models of MCS mentioned above reproduce

data very well [8] for small angle scatters and when the
atomic number, Z, of the target nuclei is large. Highland [9]
compared the Molière theory with the simple formula
by Rossi and Greisen Eq. (1), and found a distinct Z
dependence of the value of Es. As a consequence, Highland
recommended that a logarithmic term be added to the
Rossi-Greisen formula to improve the agreement with
Molière’s theory, especially at low Z such as for liquid
hydrogen or lithium hydride. The formula for θ0, the RMS
width of the Gaussian approximation for the central 98% of
the projected scattering angle distribution on a plane, was
reviewed by Lynch and Dahl [10] and is now recommended
by the Particle Data Group [3] as

θ0 ¼
13.6 MeV=c

pβ

ffiffiffiffiffiffi
Δz
X0

s �
1þ 0.038 ln

Δz
X0β

2

�
; ð3Þ
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claimed to be accurate to 11% over the full range of
values of Z.
Multiple scattering has not been well modeled for low Z

materials in standard simulations. Data collected by the
MuScat experiment [8] indicate that GEANT4 v7.0 [11] and
the Molière model overestimate MCS for these materials.
However, a simple Monte Carlo method, which samples the
Wentzel scattering cross section [12] to generate the MCS
distributions, was shown by Carlisle and Cobb in [13] to
agree very well with muon scattering data from the MuScat
experiment. Since the time of MuScat, GEANT4 has evolved
through several versions and the comparison to data made
in this analysis uses GEANT4 v9.6.
Emittance is a measure of the average spread of particle

coordinates in position and momentum phase space and
has dimensions of length times angle, e.g., mm · radians,
usually written as just mm. The Muon Ionization Cooling
Experiment (MICE) made measurements of emittance
reduction in low Z absorbers, i.e., those materials that
can be used to reduce muon-beam emittance via ionization
cooling [14], thus providing the first observation of the
ionization cooling process [15] that can be used to cool
beams of muons for a neutrino factory [16] or a muon
collider [17–20]. The normalized transverse emittance of
the MICE muon beam [21] is reduced due to energy loss
and increased by the scattering in the absorber material.
The rate of change in the normalized emittance, ϵn, [14] is
given by

dϵn
dz

≈ −
ϵn
pμβ

�
dEμ

dz

�
þ β⊥pμ

2mμ

dθ20
dz

; ð4Þ

where dEμ

dz is the energy loss of muons per unit distance,
mμ the muon mass, pμ the muon momentum and β⊥ the
betatron function.
To make accurate predictions of the emittance in the

absorber materials, the model in the simulation must be
validated. This is particularly important for the prediction of
the equilibrium emittance, the case when dϵn=dz ¼ 0 and

ϵn ¼
β⊥p2

μβ

2mμ

dθ20
dz

�
dEμ

dz

�
−1
: ð5Þ

This provides the minimum emittance for which cooling is
effective and is lowest for low Z absorbers. There is thus
great interest in performing a detailed measurement of MCS
of muons traversing low Z absorbers, such as liquid hydro-
gen or lithium hydride (LiH). Here, we report the first
measurement of MCS of muons in lithium hydride in the
muonmomentum range 160 to 245 MeV=c, using theMICE
apparatus. Accurate MCS modeling will ensure design
studies for future facilities are as informative as possible
[22]. This paper is divided as follows: Sec. II outlines the
MICE experiment, describes the analysis method and defines
the relevant measurement angles, Sec. III describes the data
collected and the event selection and Sec. IV describes the
data deconvolution method and the multiple scattering
results, with a final short conclusion in Sec. V.

II. METHOD

The MICE configuration for the MCS measurements
presented here consisted of two scintillating fiber trackers,
one upstream (US) and one downstream (DS) of a lithium
hydride absorber. Each tracker contained five stations, each
composed of three planes of scintillating fiber employing
120° stereo views, immersed in helium gas [23]. Thin
aluminum windows separated the helium volume from the
vacuum containing the absorber. The tracker position
resolution was determined to be 470 μm [24]. The solenoid
magnets surrounding the trackers were turned off for these
measurements to allow straight-track reconstruction of the
muons before and after the absorber.
The muon beam was generated by protons with a kinetic

energy of 700 MeV at the STFC Rutherford Appleton
Laboratory ISIS synchrotron facility [21,25] impinging
on a titanium target [26,27]. The beam line is described
in [21].
A schematic diagram of the MICE cooling channel and

detectors is shown in Fig. 1. A time of flight (TOF) system,
consisting of three detectors (TOF0 and TOF1 upstream
and TOF2 downstream of the apparatus), was used to
measure the momentum of reconstructed muons [28]. The
Cherenkov detector, preshower system (KL) and electron-
muon ranger (EMR) were used to confirm the TOF’s
particle identification performance [21,29,30]. The MICE
coordinate system is defined with þz pointing along the

FIG. 1. Schematic of the MICE cooling channel. The spectrometer solenoids and focus coils were not powered during the
measurements described here. A variable thickness diffuser upstream of the trackers was fully retracted during the measurements.
Acronyms are defined in the text.
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beam direction toward the downstream region,þy pointing
upward andþx defined to be consistent with a right-handed
coordinate system.
The MICE LiH absorber was a disk, 65.37� 0.02 mm

thick (along the z-axis) and 550 mm in diameter. The
absorber was coated with a thin parylene layer to prevent
the ingress of water or oxygen. The composition of the LiH
disk by weight was 81% 6Li, 4% 7Li and 14% 1H with some
trace amounts of carbon, oxygen and calcium. The density
of the disk was measured to be 0.6957� 0.0006 g=cm3,
and the radiation length was calculated to be 70.38 g=cm2.
Multiple scattering is characterized using either the

three-dimensional (3D) angle between the initial and final
momentum vectors, θScatt, or the 2D projected angle of
scattering. The projected angles between the track vectors
in the x-z (θY) and y-z (θX) planes of the experimental
coordinate system can be used, but these are only the true
projected angles if the incident muon has no component of
momentum in a direction perpendicular to these planes, i.e.,
the y or x direction respectively. To obtain the correct
projected angle, a plane of projection must be defined for
each incoming muon. The rotation calculated about an axis
in the plane defined for each incoming muon is, to a very
good approximation, the rotation around the specified axis.
The precise definitions of θX and θY are given in the
Appendix.
Table I shows the expected RMS projected scattering

angles, θ0, obtained using Eq. (3), for the LiH absorber and
the material in each of the trackers. The number of radiation
lengths traversed by a muon as it passes through the
absorber was larger than that which it traversed as it passed
through the trackers hence the majority of the scattering
occurs in the absorber. Nevertheless the scattering in the
trackers is significant and must be corrected for.

III. DATA SELECTION AND RECONSTRUCTION

A coincidence of two PMTs firing in TOF1 was used to
trigger readout of the detector system including the
trackers. The muon rate was such that only a single incident
particle was observed in the apparatus per readout. Data
reconstruction and simulation were carried out using MAUS

(MICE Analysis and User Software) v3.3.2 [31] (which
uses GEANT4 v9.6.p02). Position and angle reconstruction
was performed using data from the MICE trackers while
momentum reconstruction was performed using data from
the TOF detectors.

A. Position and angle reconstruction

Space points were created from the signals generated in
the three scintillating fiber planes contained in a tracker
station. Multiple space points that formed a straight line
through the tracker were associated together. Space points
that did not match a possible track were rejected. A Kalman
filter [32] was used to provide an improved estimate of the
track position and angle in each tracker at the plane nearest
to the absorber.
An upstream track was required for the event to be

considered for analysis, with a minimum of three space
points among the five stations of the upstream tracker. No
requirement was made on the presence of a downstream
track. All scattering distributions were normalized to the
number of upstream tracks selected in the analysis. The
efficiency of the trackers has been shown to be very close to
100% [33].
A residual misalignment between the upstream and

downstream trackers was corrected by rotating all upstream
tracks by a fixed angle in the range 1–7 mrad. The final
uncertainty in the rotation angles following the alignment
procedure was 0.07 mrad.

B. Momentum reconstruction

Time of flight was used to measure the momentum of the
muon at the absorber. Two time of flight measurements
were used, designated as TOF01, the time of flight between
TOF0 and TOF1, and TOF12, the time of flight between
TOF1 and TOF2. The average momentum between time of
flight detectors was calculated by evaluating

p ¼ mμcffiffiffiffiffiffiffiffiffiffiffi
t2μ
t2e
− 1

q − ΔpBB − pMC; ð6Þ

TABLE I. Material budget affecting particles passing through the MICE LiH absorber. The material thickness normalized by the
radiation length is given with the RMS width of the scattering distribution calculated from the full PDG formula [3] in Eq. (3). Note that
the thickness shown for the tracker materials (He, Al windows, and scintillating fibers) includes both trackers.

θ0 (mrad)

Material z (cm) z=X0 ρ (g cm−3) 172 MeV=c 200 MeV=c 240 MeV=c

Tracker He 226 0.00030 1.663 × 10−4 1.09 0.91 0.73
Al Window 0.032 0.0036 2.699 4.31 3.58 2.89
Scintillating Fibers 1.48 0.036 1.06 14.9 12.4 10.0
Total Tracker 0.038 15.8 13.2 10.6
LiH 6.5 0.0641 0.6957 21.3 17.7 14.3
Total with LiH 0.1058 29.9 24.8 20.0
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which assumes the mass of the electron to be ≈0 and where
tμ is the time of flight of the muon and te is the average
time of flight of positrons (te ¼ 25.40 ns for TOF01 and
27.38 ns for TOF12). ΔpBB was an additional term which
accounted for the Bethe-Bloch most probable energy loss
[34] of the muon as it passes through matter and was
chosen to yield an optimal reconstructed momentum at the
center of the absorber. When measuring the momentum
using TOF01, accounting for the material upstream of
the LiH absorber, ΔpBB was of order ∼25 MeV=c (the
correction varied as a function of muon momentum and was
calculated separately for each selected sample of muons).
pMC accounted for the bias between the reconstructed
and true momentum observed in the Monte Carlo (MC)
simulation; this arises primarily due to the simplifying
assumptions intrinsic to Eq. (6), e.g., that the path length
between the TOF detectors can be approximated to the
straight line on-axis distance between the two detectors
when in fact the particle’s trajectory may have curved
through various magnetic fields or scattered in material.
pMC was used when calculating the momentum with
both TOF01 and TOF12 and the correction, pMC, was
∼2–6 MeV=c. After correction, the reconstructed data
were well described by the MC as shown in Fig. 2.
For muons reaching the end of the channel, the momen-

tum measurement was made using TOF1 and TOF2. In this
case the absorber sits near the midpoint between the
detectors and the distance between them was larger than
the distance between TOF0 and TOF1 which results in a
slightly smaller uncertainty. In the selected samples, ∼90%
of muons reach TOF2. If no hit was recorded in TOF2, the
momentum measurement was made using TOF0 and
TOF1. The TOF01 distribution is shown in Fig. 3.
Characteristics of the time-of-flight samples selected

using TOF01 are shown in Table II. The resolution of
the TOF system was ≈70 ps which corresponds to
∼4–10 MeV=c depending on the momentum setting.
The agreement between the reconstructed momentum
and the simulated true muon momentum at the center of
the absorber is shown in Fig. 2(a) and a residual plot
(pReconstructed − pTruth) is shown in Fig. 2(b).

C. Data collection

Six datasets were collected during the ISIS user cycle
2015=04 using muon beams with a nominal 3 mm emit-
tance, at three nominal momenta (172, 200 and
240 MeV=c). The three datasets collected with the LiH
absorber in place are referred to as ‘LiH’ data while the
three datasets with no absorber in place are referred to as
“no absorber” data. The beams typically had RMS widths
of 30–36 mm and divergences of 9.0–9.4 mrad, after the
selection described in Sec. III D. The no absorber datasets
were used to determine the scattering attributable to the
tracking detectors and thus to extract the true MCS
distribution due to the LiH absorber. Two methods,
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200 MeV=c. Bottom: residual between reconstructed and true
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described in Sec. IV, were used. Positively charged muon
beams were used to minimize pion contamination, which
was measured to be less than 1.4% [29]. Positron con-
tamination was identified and rejected using the time-of-
flight system.

D. Event selection

The data from the three nominal muon beams were
merged into one sample and all muons in the sample
were treated identically. Unbiased scattering distributions
were selected from the data samples using the cuts listed in
Table III. The fraction of events selected by each cut is also
shown. Events that produced one space point in TOF0 and
one space point in TOF1 were selected. A beam diffuser,
otherwise used to increase the beam emittance, was fully
retracted for all of the runs used in this analysis. A fraction
of the muon beam traversed the diffuser ring in its retracted
position, adding additional energy loss. Any upstream
tracks that traversed the outer ring of the diffuser were
removed.
A fiducial selection to ensure that the unscattered

downstream track was likely to have been within the
volume of the downstream tracker was also applied. If
the upstream track, when projected to the downstream end
of the downstream tracker, passed outside of the fiducial
radius r0 ¼ 90 mm the track was rejected.
Finally, particles with a time of flight between stations

TOF0 and TOF1 compatible with the passage of a muon
(above 26 ns) were selected. The data were then binned
in 200 ps Δt01 bins (Fig. 3) to yield eleven quasi-
monochromatic samples. Most positrons, which had a
TOF between 25 and 26 ns, were excluded by this binning.
Three of these samples, with mean momentum of 172, 200

and 240 MeV=c and containing 0.19, 0.25 and 0.19% of
the total number of events respectively, were compared
to the GEANT4 and Molière models. The sample at
172 MeV=c enabled comparison with MuScat while sam-
ples at 200 and 240 MeV=c were of interest for the MICE
experiment. The selected sample sizes are shown in
Table IV.

E. Acceptance correction

The simulated geometric acceptance of the downstream
tracker as a function of the projected scattering angles θX
and θY is shown in Fig. 4. The acceptance depends on the
scattering angle so the scattering angle distributions must
be corrected by the acceptance determined from simulation.
The acceptance data were fitted by a seventh order
polynomial,

ϵ ¼ aþ bθ2i þ cθ4i þ dθ6i þ eθ7i ;

where i is the bin number and a, b, c, d and e are fit
parameters. This smoothed fluctuations in the tails of the
acceptance function.

TABLE II. Characteristics of the samples selected for model comparison; the standard deviation of the reconstructed momenta are
compared with the spread of true momenta of equivalent samples selected from the simulation.

Desired momentum
(MeV=c)

Lower TOF
limit (ns)

Upper TOF
limit (ns)

Measured
hpi (MeV=c)

Standard deviation
(MeV=c)

True MC momentum
spread (MeV=c)

172 28.60 28.80 171.55� 0.06 4.37� 0.06 4.82
200 27.89 28.09 199.93� 0.07 5.92� 0.05 5.97
240 27.16 27.36 239.76� 0.13 8.95� 0.09 8.21

TABLE III. Particle selection criteria and survival rates for the muon sample with a LiH absorber.

Selection Description
Fraction events

surviving each cut

Upstream track
selection

Exactly one TOF0 space point, exactly one TOF1 space point and one upstream track.
100.0%

Diffuser cut Upstream tracks were projected to the diffuser position. Any track outside the radius of the
diffuser aperture was rejected.

81.7%

Fiducial selection Upstream tracks, when projected to the far end of the downstream tracker, have a projected
distance from axis less than 90 mm.

3.7%

TABLE IV. Sample size after selection.

Absorber p (MeV=c) No. of events US No. of events DS

172 6479 5906
LiH 200 8589 8112

240 5612 5445
172 1500 1469

No Absorber 200 2025 1995
240 1394 1378
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F. Comparison to simulation

The MICE MC simulation models particles arising from
protons incident on the target. G4beamline [35] was used
to simulate particles from immediately after the target to
just upstream of TOF0. The remainder of MICE, including

the downstream portion of the beam line and cooling
channel, was simulated using MAUS [31]. The simulation
is handled in this way to reduce the computing resources
required, as only a small subset of particles at the target is
transported to the end of the cooling channel.
A comparison between the momentum distributions for

reconstructed MC and data for the selected samples at three
momenta (172, 200 and 240 MeV=c) is shown in Fig. 5.
The measured distributions of x and y positions and slopes
for the selected upstream muon samples are well described
by the GEANT4 (v9.6) MC, as illustrated in Fig. 6. All MC
scattering distributions include both statistical and system-
atic errors.

IV. RESULTS

A. Raw data MC comparison

The θX and θY distributions from the LiH and no
absorber data are compared to GEANT4 (v9.6) simulations
in Figs. 7–9 and the θ2Scatt distribution in Fig. 10, at three
momenta: 172, 200 and 240 MeV=c. The simulation gives
an adequate description of the data; a summary of the
comparison given in Table V. The integrals of these
distributions are between 88% and 96% demonstrating
that the selection criteria ensure high transmission for the
selected sample. In this analysis GEANT4 (v9.6) is used
with the QGSP_BERT (v4.0) physics list. In this configuration,
multiple Coulomb scattering is modelled by the
G4WentzelVI model [36,37]. The G4WentzelVI model is
a mixed algorithm simulating both the hard collisions one
by one and using a multiple scattering theory to treat the
effects of the soft collisions at the end of a given step;
this prevents the number of steps in the simulation from
becoming too large and also reduces the dependence on the
step length. This model is expected to provide results
similar in accuracy to single scattering but in a computa-
tionally efficient manner. Single scattering is based on the
assumption that the effect of multiple scattering can be
modeled as if the hard scatters are the sum of many
individual scatters while soft scatters are sampled from a
distribution. “Hard” scatters are inelastic and result in large-
angle deflections and large energy transfers. “Soft” scatters
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FIG. 4. The simulated fraction of events reconstructed by the
trackers as a function of scattering angle after event selection.
The red curve is an asymmetric seventh order polynomial fitted to
the points and used for the acceptance correction.

TABLE V. Distribution widths of multiple scattering in lithium hydride and the χ2 comparisons between data and the GEANT4

simulation. The χ2=NDF were calculated using the number of bins as the number of degrees of freedom. Statistical and systematic
uncertainties are given for the data distributions. Only statistical uncertainties are given for the model.

p ðMeV=cÞ Angle θData (mrad) θG4 (mrad) χ2=NDF P-value

171.55 θX 21.16� 0.28� 0.48 21.87� 0.25 23.67=31 0.79
171.55 θY 20.97� 0.27� 0.48 21.51� 0.25 37.86=31 0.15
199.93 θX 18.38� 0.18� 0.33 18.76� 0.09 17.75=31 0.96
199.93 θY 18.35� 0.18� 0.33 18.89� 0.09 27.93=31 0.57
239.76 θX 15.05� 0.17� 0.21 15.69� 0.06 8.07=31 1.00
239.76 θY 15.03� 0.16� 0.21 15.55� 0.06 8.23=31 1.00
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are elastic and result in small-angle deflections with small
energy transfers.

B. Convolution with scattering models

The data collected with the absorber were compared to
GEANT4 and the Molière scattering models by performing a
convolution of the scattering model with no absorber data.
The convolution,

nconvðθÞ ¼ nNAðθÞ � nmodelðθÞ; ð7Þ

where nconvðθÞ is the forward convolved distribution,
nNAðθÞ is the scattering distribution measured with the
no absorber data and nmodelðθÞ is the scattering distribution
predicted by the model, is performed by adding an angle
sampled from the predicted scattering distribution in the
absorber for a given model (GEANT4 or Molière) to the
angle determined from a given trajectory selected from
the no absorber data. This takes into account scattering
in the measurement system. The trajectories described by
the sum of angles are extrapolated to the downstream
tracker and if the track would not have been contained
within the downstream tracker then it is not shown in the
scattering distribution but the event is still counted in the

normalization. The net effect is a distribution, nconvðθÞ, that
is the convolution of the raw scattering model nmodelðθÞ
with the detector effects given by the no absorber distri-
bution nNAðθÞ. Plots of the lithium hydride absorber data
and the no absorber data convolved with either the GEANT4

simulation or the Molière model are shown in Fig. 11,
with the residuals shown in Fig. 12, and the results are
summarized in Table VI.
The Molière distributions for the lithium hydride

absorber were calculated using the procedure described
by Gottschalk [38] for mixtures and compounds. Pure
6LiH with a thickness of 4.498 g cm−2 was assumed.
Distributions were calculated for monoenergetic muons
of 172, 200 and 240 MeV=c. Because the muon energy
loss is small—about 11 MeV—the muon momentum was
taken to be constant through the absorber.
Fano’s correction to the Molière distribution was used to

account for the scattering by atomic electrons. The values
of the parameter Uin, which appears in the correction, were
−Uin ¼ 3.6 for hydrogen, as calculated exactly by Fano,
and −Uin ¼ 5.0 for lithium as suggested by Gottschalk for
other materials.
A cubic spline was used to interpolate between the

tabulated points of the functions given by Molière and

 (MeV/c)p
150 200 250 300

 N
or

m
al

iz
ed

 E
nt

rie
s

0

0.05

0.1

Data

MC

MICE
ISIS cycle 2015/04
LiH, MAUS v3.3.2

 (MeV/c)p
150 200 250 300

 N
or

m
al

iz
ed

 E
nt

rie
s

0

0.05

0.1

Data

MC

MICE
ISIS cycle 2015/04
LiH, MAUS v3.3.2

 (MeV/c)p
150 200 250 300

 N
or

m
al

iz
ed

 E
nt

rie
s

0

0.05

0.1

Data

MC

MICE
ISIS cycle 2015/04
LiH, MAUS v3.3.2

FIG. 5. Comparison of reconstructed muon momentum at the center of the absorber for the 172, 200 and 240 MeV=c samples for data
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Bethe. Systematic errors in the calculation arising from, for
example, the description of the absorber as pure 6LiH were
estimated to be of the order of one percent.
The calculated widths, θm, of the central Gaussian term

of the projected Molière distributions are given in
Table VII. If scattering by electrons is not included,
i.e., Fano’s electron correction is set to zero, the distri-
butions are approximately twenty percent narrower. We
note that Bethe’s ansatz Z2 → ZðZ þ 1Þ [6] to describe

the electron contribution is inappropriate here because
the maximum kinematically allowed scattering angle of
a 200 MeV=c muon by an electron is of the order of
4 milliradians, much less than the width of the scattering
distribution. The Molière predictions shown in Table VII
differ from those shown in Table VI as these are the
predictions solely from the Molière calculation not the
Molière prediction convolved with MICE no absorber
scattering data.
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TABLE VI. Distribution widths of multiple scattering in lithium hydride data compared to no absorber data convolved with two
different models of scattering (GEANT4 and Molière). The χ2=NDFwere calculated using the number of bins as the number of degrees of
freedom. Statistical and systematic uncertainties are given for the data distributions.

p ðMeV=cÞ Angle θData (mrad) θG4 (mrad) χ2=NDF P-value θMol (mrad) χ2=NDF P-value

171.55 θX 21.16� 0.28� 0.48 21.36� 0.05 30.29=31 0.45 22.64� 0.06 34.72=31 0.25
171.55 θY 20.97� 0.27� 0.48 21.32� 0.05 29.10=31 0.51 22.58� 0.06 41.14=31 0.08
199.93 θX 18.38� 0.18� 0.33 18.09� 0.03 21.78=31 0.86 19.00� 0.04 28.04=31 0.57
199.93 θY 18.35� 0.18� 0.33 18.02� 0.03 26.98=31 0.62 18.98� 0.04 35.41=31 0.23
239.76 θX 15.05� 0.17� 0.21 15.07� 0.02 4.08=31 1.00 15.62� 0.02 9.48=31 1.00
239.76 θY 15.03� 0.16� 0.21 15.11� 0.02 3.44=31 1.00 15.70� 0.02 8.62=31 1.00
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C. Deconvolution

To determine the underlying scattering distribution in the
absorber, the effects of scattering in nonabsorber materials
and the detector resolution must be deconvolved from the
measured scattering distribution. The measured scattering
distribution with the absorber in the MICE channel can be
written

s0ðiÞ ¼ AðiÞ
Xk¼31

k¼0

sðkÞðhði − kÞ=Aði − kÞÞ; ð8Þ

where s0ðiÞ is the number of events measured in the ith bin
with the absorber in the channel, sðkÞ is the scattering

distribution due only to the absorber material without the
detector, hði − kÞ is the no absorber scattering distribution
which includes the detector resolution and AðiÞ is the
acceptance function at bin (i). This system of linear
equations can be written in matrix form as

s⃗0 ¼ Hs⃗ ð9Þ

where s⃗0 is the a vector where each entry is the number of
events in a bin of the scattering distribution of all material
in the channel. Similarly for s⃗ but for a scattering
distribution of only the absorber and H is a matrix which
transforms one to the other. The unfolding step employs
Gold’s [39] deconvolution algorithm to extract the true
scattering distribution (s) solely due to the absorber
material, as described in [40] and implemented in the
ROOT [41] TSpectrum class. The advantages of using the
Gold deconvolution algorithm are that it does not rely on
simulated data or scattering models and is a purely data-
driven technique making use of all of the data collected.
The output of the deconvolution is compared to the GEANT4

and Molière prediction in Fig. 13.
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LiH absorber in place compared to reconstructed MC scattering distributions. The black points are the real data and the blue open
squares are the simulated data.

TABLE VII. Calculated widths, θm, of the central Gaussian
term of the projected Molière distribution for the lithium hydride
absorber at each selected muon momentum.

Momentum MeV=c θm milliradians

172 20.03
200 16.87
240 13.60
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D. Systematic uncertainties

Six contributions to the systematic uncertainty in the
scattering distributions are considered here; uncertainties
in the time of flight; measured alignment; fiducial
radius; choice of plane in which to measure scattering;
effect of pion contamination; and in the deconvolution
procedure. To calculate the systematic uncertainty for the
individual bins of the scattering plots shown in Figs. 7–10
and 13 the numerical derivative is calculated with the
expression

σsys;i ¼
dni
dα

σα ≈
Δni
Δα

σα; ð10Þ

whereΔni is the change in the number of entries in a bin that
results from altering a parameter α with a known uncertainty
σα in the analysis or simulation by an amount Δα. The
uncertainty in the measured width of the distribution is
calculated in a similar way using

σsys ≈
Δθ0
Δα

σα; ð11Þ

where Δθ0 is the change in the width of the scattering
distribution when measured in either the x or y projection.
The systematic uncertainties are reported for the RMS width
of the θX distribution (θ0;X) and the width of the θY
distribution (θ0;Y) separately.
A significant systematic uncertainty is due to the TOF

selection criteria which directly impact the momentum
range of the particles used in the scattering measurement.
The scale is set using the measured 70 ps uncertainty on
the time-of-flight measurement. The effect of particles
incorrectly appearing inside or outside of the 200 ps bin
selection window is determined by offsetting the no
absorber data by 200 ps and the change in the measured
scattering width is treated as the systematic uncertainty.
Uncertainties in the alignment have a direct effect on

the angles measured by the tracker. The alignment of
the MICE trackers is characterized by offsets parallel
to x and y, with an uncertainty of 0.2 mm, and angles of
rotation about the x and y axes, with an uncertainty of
0.07 mrad. The uncertainties in the width of the scattering
distributions were extracted from a number of pseudo-
experiments, where the alignment parameters were varied
in each iteration.
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FIG. 8. Scattering probability functions θX and θY reconstructed from the 200 MeV=cmuon beam with (top) and without (bottom) the
LiH absorber in place compared to reconstructed MC scattering distributions. The black points are the real data and the blue open
squares are the simulated data.
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The choice of the fiducial region may systematically
affect the results. A scan over the possible values of the
fiducial radius was completed and the variation in the
width of the scattering distributions for samples adjacent
to the selected value of 90 mm was used to set the
uncertainty.
The definitions of the scattering angles are given in

Sec. II and the Appendix. In the definition of the projected
scattering angles, θx and θy, v̂ is the unit vector mutually
orthogonal to the y direction and the momentum vector and
û is the unit vector parallel to the upstream momentum
vector. They are related via the formula

v̂ ¼ ŝ × û; ð12Þ

where ˆs⃗ is arbitrarily defined as ŝ ¼ ð0;−1; 0Þ. This
expression defines a direction perpendicular to a plane
containing the upstream track. There are an infinite number
of planes that contain this track, so we consider the
uncertainty introduced by the definition of ˆs⃗ by rotating
it between 0° and 180°, in increments of 1°, around the
x-axis, with the analysis repeated after each increment. The

resulting maximum change in measured scattering angle is
included in the systematic uncertainties in Table VIII.
The MICE muon beam has pion contamination with an

upper limit fπ < 1.4% at 90% C.L. [29]. To measure the
effect of this contamination on the scattering measurement
for muons, a Monte Carlo study was performed. The
measurement was simulated with the MICE beam, includ-
ing simulated impurities, and a pure muon sample, with the
systematic error being the difference between the two
results.
The difference between the deconvolved result and the

true scattering distribution from a GEANT4 simulation was
taken to be an additional source of systematic error. This
accounts for any bias introduced by the Gold deconvolution
procedure. The systematic uncertainties for the deconvo-
lution procedure showed significant variation from bin to
bin so a parabolic smoothing function was used to assign
the systematic uncertainty to each bin.
All systematic uncertainties, and their quadratic combi-

nation, for the three selected momenta of 172, 200 and
240 MeV=c are included in Table VIII. The dominant
systematic uncertainties are those in the momentum scale
of the TOF system and the deconvolution procedure.
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FIG. 9. Scattering probability functions θX and θY reconstructed from the 240 MeV=cmuon beam with (top) and without (bottom) the
LiH absorber in place compared to reconstructed MC scattering distributions. The black points are the real data and the blue open
squares are the simulated data.
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E. Model comparisons

The residual between the scattering distribution in data
and that predicted by the models is used to quantify the
level of agreement between data and simulation. The
normalized residual is defined as

residual ¼ pdataðθiÞ − psimulationðθiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2stat þ

P
σ2sys;i

q ð13Þ

where pdataðθiÞ is the probability of scattering at angle θi
measured with the MICE data and psimulationðθiÞ is the
probability of scattering predicted by the corresponding
model. The systematic uncertainties σ2sys;i, discussed in
Sec. IV D, are calculated and summed in quadrature on a
bin by bin level. The χ2 derived from these residuals
appears in Table V. The χ2 between the scattering distri-
bution from the data and that predicted by the model is
calculated using

χ2 ¼
XN
i¼0

ðpdataðθiÞ − psimulationðθiÞÞ2
σ2stat þ

P
sysσ

2
sys;i

ð14Þ

where N is the number of bins and sys is the number of
systematic errors. The χ2 was calculated using 31 data
points and demonstrates good agreement between data and
MC. The χ2 calculation in Eq. (14) was repeated for both
the forward convolution comparison to real data and for
the comparison between the deconvolved data and the
GEANT4 and Molière models. The systematic uncertainties
are added on a bin by bin basis in the calculation of the
χ2 in Eq. (14).
There is very little difference between the GEANT4

simulation, the Molière calculations and the deconvolved
data. The deconvolved θX and θY multiple scattering
distributions on lithium hydride for the 172, 200 and
240 MeV=c muon samples are shown in Fig. 13, and
these are compared with a GEANT4 LiH simulation and the
Molière calculation.
The distributions of the projections in θX and θY were

characterized using a Gaussian fit within a �45 mrad
range, with the results shown in Table IX for deconvolved
data using the Gold deconvolution algorithm and the true
distributions extracted from the GEANT4 simulation and
the Molière model calculation. The table shows that the
deconvolved θX and θY projections of the scattering
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distributions are approximately consistent with the GEANT4

and Molière distributions, but the Molière distribution is
systematically wider than the rest and significantly wider
than that given by GEANT4.

F. Momentum-dependent measurements

The selected samples are plotted as a function of mean
momentum for each sample, to confirm the dependence of

the widths of the scattering distributions on momentum.
The number of events contained in each TOF bin is
between 3500 and 9000 events. The deconvolved scattering
widths as a function of momentum are shown in Fig. 14.
The widths, θ0, are fitted to

θ0 ¼
13.6 ½MeV=c�a

pβ
; ð15Þ
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FIG. 11. Scattering probability functions reconstructed from the 172, 200 and 240 MeV=cmuon beams with the LiH absorber in place
(black dots) compared to the GEANT4 scattering model (blue dots) and the Molière model (red dots) in LiH convolved with the no
absorber distribution.
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where a is a fit coefficient, motivated by Eq. (3), where the
β dependence of the log term is negligible, changing the
calculated value by less than 1%.
The coefficient, a, is compared with the prediction from

the PDG formula in Eq. (3). The values of the coefficients,
a, determined from the fits to the θ0;X and θ0;Y distributions
are shown in Table X. The numerical derivative of the

momentum with respect to TOF of the sample was
calculated and used to assess the systematic uncertainty
associated with the measurement.
Measurements using the projected angles are systemati-

cally smaller than the PDG prediction. The average of the
two fits to the θ0;X and θ0;Y muon scattering widths as a
function of momentum yields a ¼ 208.1� 1.5 mrad,
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FIG. 12. Scattering residuals between data with the LiH absorber and no absorber data convolved with either GEANT4 or the Molière
scattering models in LiH for the 172, 200 and 240 MeV=c samples. The residuals are normalized to the estimated uncertainty in the data
in each bin. The agreement improves at higher momentum where the scattering distributions are narrower.
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which is 9% smaller than the value proposed by the PDG
formula, a ¼ 226.7 mrad, but still within the uncertainties
of that approximate formula, Eq. (3), which is quoted as
accurate to 11%.

V. CONCLUSIONS

Presented here is an analysis of the LiH multiple
Coulomb scattering data taken during ISIS user run

2015=04 using MICE. These data were compared to the
GEANT4 (v9.6) default scattering model [11] and the full
Molière calculation [4,5]. A χ2 statistic was used to make
quantitative statements about the validity of the proposed
models. Three approaches are taken; the measured LiH and
no absorber scattering distributions were compared to
GEANT4, the forward convolution using the no absorber
data was compared to both GEANT4 and the Molière model
and the deconvolution of the LiH scattering data using the
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FIG. 13. Projected θX and θY multiple scattering probability functions at 172, 200 and 240 MeV=c after deconvolution. The GEANT4
and Molière scattering distributions in LiH are provided for comparison.
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no absorber data was compared to both GEANT4 and the
Molière model. In all cases the GEANT4 scattering widths
agreed with the measured data at each of the nominal
momenta, but the Molière model produces systematically
wider distributions.
The momentum dependence of scattering was examined

by selecting 200 ps time of flight samples from the muon
beam data. The momentum dependence from 160 to
245 MeV=c was compared to the dependence in Eq. (3),
from the PDG [3], and it was found that the measured
RMS scattering width is about 9% smaller than the
approximate PDG estimation, but within the latter’s stated
uncertainty.

TABLE VIII. Systematic uncertainties associated with the
width of the scattering distributions of θ0;X and θ0;Y in three
representative momentum bins.

p ðMeV=cÞ Type Δθ0;X (mrad) Δθ0;Y (mrad)

171.55 TOF selection 0.64 0.64
Alignment < 0.01 0.01
Fiducial radius < 0.01 < 0.01
θ angle definition < 0.01 < 0.01
π contamination < 0.01 < 0.01
Deconvolution 1.25 1.19

Total sys. 1.39 1.35

199.93 TOF selection 0.29 0.29
Alignment 0.02 < 0.01
Fiducial radius 0.01 0.01
θ definition < 0.01 < 0.01
π contamination < 0.01 < 0.01
Deconvolution 0.70 0.47

Total sys. 0.73 0.54

239.76 TOF selection 0.27 0.27
Alignment < 0.01 < 0.01
Fiducial radius 0.01 0.01
θ definition < 0.01 < 0.01
π contamination 0.01 0.01
Deconvolution 0.27 0.41

Total sys. 0.36 0.49

TABLE IX. Widths of best fit Gaussian fitted to central�45 mrad of scattering distributions after deconvolution compared to GEANT4
and Molière models. Statistical and systematic uncertainties are given for the data distributions. Only statistical uncertainties are given
for the GEANT4 model.

p ðMeV=cÞ Angle θmeas
Gold (mrad) θtrueG4 (mrad) θtrueMolière (mrad)

171.55 θX 19.03� 0.26� 1.39 18.62� 0.13 20.03
171.55 θY 18.95� 0.24� 1.35 18.59� 0.12 20.03
199.93 θX 16.59� 0.17� 0.73 15.82� 0.05 16.87
199.93 θY 16.36� 0.17� 0.55 15.82� 0.05 16.87
239.76 θX 13.29� 0.17� 0.37 13.16� 0.04 13.60
239.76 θY 13.21� 0.16� 0.49 13.10� 0.04 13.60
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FIG. 14. The results of the scattering analysis using data in a
number of momentum bins. Scattering widths are reported after
application of the Gold deconvolution.

TABLE X. Results of the fit to the scattering widths as a
function of momentum, given by Eq. (15). The value predicted by
the PDG is also shown.

Angle a (mrad)

θ0;X 206.6� 2.1
θ0;Y 210.2� 2.1
PDG 226.7
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APPENDIX: DEFINITION OF SCATTERING
ANGLES

The projections of the scattering angle onto the y-z or
x-z plane, angles θX and θY , are defined by considering
the inner product of the downstream momentum pDS with
the component of the upstream momentum vector pUS,
perpendicular to the projection plane. The scattering
projection into the plane defined by the momentum vector
and the y-axis is

θY ¼ arctan

�
pDS · v̂
pDS · û

�
¼ arctan

�
pDS · ðŷ × pUSÞjpUSj
ðpDS · pUSÞjŷ × pUSj

�
;

ðA1Þ

where ŷ is the unit vector in the y direction, v̂ ¼ ŷ ×
pUS=jŷ × pUSj is the unit vector mutually orthogonal to the
y direction and the momentum vector and û ¼ pUS=jpUSj
is the unit vector parallel to the upstream momentum

vector. A scattering angle in the perpendicular plane must
then be defined as

θX ¼ arctan

�
jpUSj

pDS · ðpUS × ðŷ × pUSÞÞ
jpUS × ðŷ × pUSÞjpDS · pUS

�
; ðA2Þ

where the downstream vector is now projected onto the unit
vector v̂ ¼ pUS × ðŷ × pUSÞ=jpUS × ðŷ × pUSÞj. These two
expressions can be expressed in terms of the gradients of
the muon tracks before and after the scatters,

θY ¼ arctan

8<
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðdxdzÞ2US

þ ðdydzÞ2US

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðdxdzÞ2US

q

×

 
ðdxdzÞDS

− ðdxdzÞUS

1þ ðdxdzÞUS
ðdxdzÞDS

þ ðdydzÞUS
ðdydzÞDS

!)
; ðA3Þ

θX ¼ arctan

8<
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þðdxdzÞ2US

þðdydzÞ2US

ð1þðdxdzÞ2USþðdydzÞ2USÞð1þðdxdzÞ2USÞ

vuut

×

 
ðdydzÞDS

ð1þðdxdzÞ2US
Þþ ððdxdzÞDS

ðdxdzÞUS
− 1ÞðdydzÞUS

1þðdxdzÞUSðdxdzÞDSþðdydzÞUSðdydzÞDS

!9=
;:

ðA4Þ

In the approximation of small angles (i.e., dx
dz ≈

dy
dz ≪ 1)

these produce the more familiar forms

θX ¼
�
dy
dz

�
DS

−
�
dy
dz

�
US

ðA5Þ

for scattering about the x-axis or

θY ¼
�
dx
dz

�
DS

−
�
dx
dz

�
US

ðA6Þ

for scattering about the y-axis. The more exact expressions,
Eqs. (A3) and (A4), are used throughout for this analysis.
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1. Introduction
Meteorological effects on muon component of secondary cosmic rays have been known and studied for 
almost a century. A number of meteorological parameters contribute to variation of muon flux in the atmos-
phere, but two are the most significant: atmospheric pressure and atmospheric temperature.

Aperiodic fluctuations of intensity, discovered in the very early cosmic ray measurements, were eventually 
attributed to the variation of atmospheric pressure by Myssowsky & Tuwim (1926) (associated effect dubbed 
barometric), while temperature effect has been discovered more than a decade later and has two compo-
nents: negative (first quantitively described by Blackett, 1938) and positive (suggested by Forró, 1947). Bar-
ometric effect represents variation of muon flux due to variation of the mass of the absorber (air column) 
above the detector. Negative temperature effect is a consequence of dependence of effective height of muon 
generation level on the atmospheric temperature, resulting in longer muon path and increased probability 
of decay with higher temperature. Positive temperature effect has to do with positive correlation between 
atmospheric temperature and air density, decreasing the probability of nuclear interactions and increasing 
the probability of decay of muon-generating pions with the increase of temperature.

In order to study variations of primary cosmic rays (CR) using Earth based muon detectors, it is of the ut-
most importance to describe these meteorological effects as precisely as possible so they can be corrected 
for. A precise correction for meteorological effects significantly increases sensitivity of muon detectors to 
CR variations, making them a more usable counterpart to neutron monitors (the other widely used type of 

Abstract Correction of meteorological effects on muon component of secondary cosmic rays 
significantly extends the usability of muon monitors. We propose a new data driven empirical method for 
correction of meteorological effects on muon component of secondary cosmic rays, based on multivariate 
analysis. Several multivariate algorithms implemented in Toolkit for Multivariate Data Analysis with 
ROOT framework are trained and then applied to correct muon count rate for barometric and temperature 
effects. The effect of corrections on periodic and aperiodic cosmic ray variations is analyzed and compared 
with integral correction method, as well as with neutron monitor data. The best results are achieved by the 
application of linear discriminant method, which increases sensitivity of our muon detector to cosmic ray 
variations beyond other commonly used methods.

Plain Language Summary Primary cosmic rays are energetic particles that arrive at Earth 
from space. On their journey toward Earth they are affected by the solar wind (a stream of charged 
particles emanating from the sun), which has information about various solar processes embedded in it. In 
top layers of the atmosphere primary cosmic rays interact with nuclei of air molecules and produce large 
number of secondary particles that propagate toward Earth's surface. These secondary particles preserve 
information about variations of primary cosmic rays, which allows for the study of solar processes using 
Earth based detectors. One type of secondary particles that can be detected on the ground are muons. 
However, muons are affected by the conditions in the atmosphere, which can disturb the information 
about variations of primary cosmic rays. That is why it is important to model these atmospheric effects on 
cosmic ray muons as well as possible so they can be corrected for. In this study, we present a new method 
for modeling and correction of atmospheric effects on cosmic ray muons, that is based on multivariate 
analysis utilizing machine learning algorithms. This method increases sensitivity of our muon detector to 
cosmic ray variations beyond other commonly used methods.
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ground based cosmic ray detectors), as muon detectors are normally responsive to higher energy prima-
ry cosmic rays. Additionally, muon monitors have a unique application in diagnostics of the atmosphere, 
allowing for prediction of atmospheric temperatures provided a good model of meteorological effects is 
available (Belov et al., 1987; Kohno et al., 1981).

Several empirical and theoretical models of meteorological effects have been proposed over the years, based 
on which corrections can be performed. Even though full set of meteorological effects is larger, in this anal-
ysis we will concentrate on the correction of temperature and barometric effect only, so results can be more 
easily compared to other methods.

Some of the most commonly used methods for temperature correction are: method of effective level of gen-
eration, introduced by Duperier (1949), integral method, developed by Feinberg (1946), Dorman (1954), and 
others (Maeda & Wada, 1954; Wada, 1962), method of mass-averaged temperature developed by Dvornikov 
et al. (1976), and method of effective temperature (mostly applicable to underground detectors) (Barrett 
et al., 1952).

Each of these methods have their own advantages, but in this study, we have decided to use the integral 
method as a reference against which to compare the results of our analysis. Main reason being is that it is 
derived from the theory of meteorological effects, which involves the most detailed analysis, as well as it 
being the least approximative. According to this approach, relative variation of muon count rate due to the 
temperature effect can be expressed as:

  
0

0

( ) ( ) ,
h

temp

I h T h dh
I
         (1)

where   is temperature coefficient density function, T  is temperature variation and 0h  is atmospheric 
depth of the observation level expressed in g/cm2. Temperature coefficient density function is calculated 
theoretically, while temperature variation is calculated relative to some reference temperature for the peri-
od, usually mean temperature. In practical application, integration in Equation 1 is substituted with a sum, 
taking into account some finite number of isobaric levels.

Analysis of barometric effect is also included in the theory of meteorological effects, but barometric coeffi-
cient is rarely calculated theoretically. Most commonly it is determined using linear regression, assuming 
linear dependence between atmospheric pressure and muon flux:

   ,
pres

I P
I
       (2)

where   is barometric coefficient, and P represents atmospheric pressure variation.

Each of the mentioned methods is at least in some part approximative, so the idea behind this work is to 
introduce a new empirical method for correction of meteorological effects that would be data driven, as-
suming as little as possible upfront. Other advantages of such approach are that it does not depend on the 
design of the detector, location of the site or topology of the surrounding terrain (as these would ideally be 
factored in by the model), and that it can be applied in near-real time. Additionally, proposed method can 
be used in the analysis and potential correction of temperature effect of neutron component of cosmic rays, 
as part of detected neutrons can originate from cosmic ray muons captured in the nuclei of the shielding of 
a neutron monitor detector (Dorman, 2004). Finally, in principle it can easily be generalized to take wider 
set of meteorological parameters into account.

As the presented problem is multidimensional, involving a relatively large number of correlated variables, 
we have decided to employ multivariate analysis, relying on machine learning techniques. In some re-
cent work (Morozova et al., 2017; Savic et al., 2019) decorrelation of atmospheric variables and numerical 
modeling has been successfully applied to the study of interaction of cosmic rays with Earth's atmosphere, 
so utilizing adaptive and flexible machine learning methods could possibly yield further improvement, 
potentially revealing additional dependencies and taking higher order effects into account. This approach 
involves application of a number of multivariate algorithms, more or less rooted in statistical machine 
learning, to our problem and comparing their consistency and effectiveness with selected reference results.
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Large part of variations observed in continuous cosmic ray measurements can be attributed to different 
space weather phenomena, due to modulation of primary cosmic rays in the heliosphere. In terms of tem-
poral properties, they can be classified as periodic or aperiodic. We will test how newly introduced methods 
for correction of meteorological effects affect the sensitivity for detection of both periodic as well as aperi-
odic variations of muon flux of nonterrestrial origin, and how it ultimately compares to the sensitivity of 
neutron monitors.

2. Data
For the analysis of meteorological effects both muon flux and meteorological data are needed. Muon flux 
was measured experimentally in the Low Background Laboratory at the Institute of Physics Belgrade, while 
meteorological data is a combination of modeled atmospheric temperature profiles, and atmospheric pres-
sure and ground level temperature measured locally.

2.1. CR Muon Data

Low Background Laboratory (LBL) is located on the grounds of the Institute of Physics Belgrade. Geograph-
ical coordinates for the laboratory are 44°51′N and 20°23′E, with elevation of 75 m and geomagnetic cutoff 
rigidity of 5.3 GV. Detector system is comprised of a 100 × 100 × 5 cm plastic scintillator with accompany-
ing read-out electronics. Median energy for the detector system is (59 2)  GeV (Veselinović et al., 2017), 
with muon flux of 2(1.37 0.06) 10   per cm2 s. Electron contamination determined for a previously used 
experimental setup was ∼24% (Dragić et al., 2008), and is assumed to be comparable for the current one 
(Joković, 2011). More detailed description of the laboratory and the experimental setup can be found else-
where (Dragic et al., 2011). Native muon count rate data has time resolution of 5 min, but hour sums are 
also frequently used in analysis.

Continuous cosmic ray muon flux measurements have been ongoing in LBL since 2002, current setup being 
utilized since 2009. Data are available to public via an online interface on the Belgrade Cosmic Ray Station 
internet site (Low Background Laboratory for Nuclear Physics, 2020).

As with any long-term measurement, some shorter interruptions and inconsistencies are unavoidable, 
hence when choosing the interval to be used for the analysis we decided to use a one-year period from June 
1, 2010 to May 31, 2011, where measurements had the most continuity and consistency. Additionally, using 
a one-year period should remove any potential bias, primarily due to annual temperature variation.

2.2. Meteorological Data

Meteorological parameters needed for the analysis come from two sources: Atmospheric temperature pro-
file data are produced by an atmospheric numerical model, while atmospheric pressure and ground temper-
ature data come from local measurements.

Meteorological balloon soundings above Belgrade done by Republic Hydro-meteorological Service of Serbia 
(RHMZ, 2020) are not frequent enough for the purposes of this analysis, so modeled data for atmospher-
ic temperature profile are used instead. Several numerical atmospheric models can provide such data. In 
this work, we have chosen Global Forecast System (GFS) produced by National Centers for Environmental 
Prediction (GFS, 2020), which has been found to be in best agreement with ballon soundings done above 
Belgrade. Comparison was done where soundings data were available, as described in our previous study 
(Savic et al., 2019). GFS provides a large number of modeled atmospheric parameters among which are 
atmospheric temperatures for different isobaric levels. Modeled data sets are being produced four times per 
day (at hours 00:00, 06:00, 12:00, and 18:00). In addition, analysis data are also available, reprocessed post 
festum and taking into account real data measured by world network of meteorological services. In this 
analysis, we have been using such reprocessed atmospheric temperatures for the following isobaric levels: 
10, 20, 30, 50, 70, 100, 150, 200, 250, 300, 350, 400, 450, 500, 550, 600, 650, 700, 750, 800, 850, 900, 925, and 
975 mb. Data are available with spatial resolution of 0.5° of geographical longitude/latitude, so coordinates 
closest to the laboratory coordinates were chosen. Data were then interpolated with cubic spline, similar as 
in Berkova et al. (2012), and sampled in finer time resolution needed for the analysis.
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Space Weather

Atmospheric pressure and ground temperature data are compiled from different meteorological stations in 
and around Belgrade, and then interpolated as described in more detail elsewhere (Savic et al., 2016). Final-
ly, unique time series of combined modeled and measured meteorological data, with finest time resolution 
of 5 min, is assembled to be used in the analysis.

3. Methodology
The use of machine learning has seen an unprecedented expansion in the last decade. The main strength of 
such approach being that it does not assume any a priori model, but is data driven and thus able to poten-
tially discover hidden dependencies. This is especially true when applied to large data sets with many cor-
related variables. In this study, we want to establish whether such approach would yield any improvements 
when applied to the problem of meteorological effect on cosmic ray muons.

To test this, we have decided to use toolkit for multivariate analysis (TMVA) package which provides a 
ROOT-integrated environment for application of multivariate classification and regression techniques 
(Hoecker et al., 2007). The package has been developed for the use in high-energy physics and contains im-
plementation of a number of supervised learning algorithms, which utilize training and testing procedures 
on a sample data set to determine the mapping function. Mapping function maps the input parameters to 
output target value, trying to model the actual functional dependence (“target” function) as accurately as 
possible. The structure of the mapping function is algorithm specific, and can be a single global function 
or a set of local models. Trained algorithm is then applied to the full data set and provides either a signal/
background separation (in case of classification) or prediction of target value (in case of regression).

For us, the later application is especially interesting. The idea is to train the mapping function, using me-
teorological parameters as input variables, and muon count rate as the regression target, and use trained 
function to produce the predicted target output for a larger data set. In principle, implementation of this 
procedure is specific for different analysis frameworks. TMVA provides template code for the training and 
application of multivariate methods, where optimal parameters obtained in the training/testing phase are 
stored in “weight” files to be used in the application phase. Thusly predicted muon count rate would ideally 
contain only variations related to meteorological effects, while the residual difference between modeled 
and measured muon count rate would contain variations of non-meteorological origin. We would apply this 
procedure for a number of algorithms implemented in TMVA, compare their performance and efficiency 
based on several criteria, and finally suggest the methods best suited for the modeling, and ultimately the 
correction, of meteorological effects.

Corrected muon count rate would be calculated according to the following equation:

N N Ncorr

  
( ) ,= + (3)

where

   ( )modN N N  (4)

is the difference between the modeled and measured muon count rate.

Not all machine learning methods are equally suited for all types of problems and selection of the optimal 
method for a particular application is rarely straightforward. The efficiency of different algorithms depends 
on a number of factors: Whether they are used for classification or regression, is correlation between param-
eters linear or nonlinear, what is the general complexity of the problem and required level of optimization, 
and so on. One can only assume the efficiency of any given algorithm upfront but there is no clear general 
rule which one will perform best in a particular situation. Often, several algorithms with specific strengths 
and weaknesses can be applied to the same problem and only through analysis of the final result the opti-
mal one can be determined. For this reason, in our analysis we have decided to indiscriminately include the 
largest number of algorithm classes available in TMVA, and only after extensive parallel testing narrow the 
selection down to the optimal one.

We will briefly describe different classes of multivariate methods available in TMVA, as well as list specific 
algorithms that were chosen as representative for each class. First class are methods based on probability 
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Space Weather

density estimation (PDE) techniques, where actual probability density function is estimated based on the 
available data. Here we have selected to test two specific multidimensional implementations, somewhat 
similar in nature: PDE range-search (PDE-RS) and k-nearest neighbor (KNN) algorithms. Examples of use 
of this approach for multivariate regression are scarce, but the success with which PDERS was applied in 
classification problems in high-energy physics (Carli & Koblitz, 2003) motivated its use here. Second class 
are methods based on function discriminant analysis. These methods are widely used for dimensionality 
reduction and classification. Here, we selected the linear discriminant (LD) algorithm which shares some 
similarities in the approach with principal component analysis (PCA), in that it maps a space of potentially 
correlated input variables onto a smaller space of uncorrelated variables, but in addition to PCA it also 
maximizes the separation between output classes, making it a natural choice for application to our prob-
lem. Algorithms that employ higher order functions were also tested, but as could be expected performed 
more poorly. Application of artificial neural networks (ANN) to multivariate regression problems has seen 
expansion in recent years, where ANN methods often perform better than more straightforward regression 
techniques, especially if some degree of nonlinearity is present. Even though the dependence of cosmic 
ray muon flux on atmospheric temperatures is linear, we felt it is certainly worth investigating how ANN 
methods would perform when applied to this problem, and if any additional hidden dependence would be 
revealed. We have chosen to apply the MLP, as it is the fastest and most flexible available ANN algorithm in 
TMVA. Finally, method of boosted regression trees (BDT) employs a larger number (forest) of binary deci-
sion trees, which split the phase space of input variables based on a yes/no decision to a series of sequential 
cuts applied, so to predict a specific value of the output variable. They have been very successfully applied 
to classification problems in high-energy physics (Lalchand, 2020), but can also be used for multivariate 
regression with the similar rationale as for the ANN. We have selected two representative algorithms for 
testing: boosted decision tree (BDT) and gradient boosted decision tree (BDTG).

In this analysis, the procedure is applied to correction of barometric and temperature effect but it is easy to 
see how it can be extended to include more atmospheric variables, especially as such data is readily available 
from atmospheric numerical models.

3.1. Training Procedure

For the training/testing data subset we have selected data for the 10 geomagnetically quietest days of each 
month (list provided by GFZ German Research Center for Geosciences, GFZ Potsdam, 2020), as we expect 
variations due to meteorological effects to be more pronounced here. This subset was then further split into 
training and testing data set, where 70% of randomly selected data was used for training while remaining 
30% was used for testing. Data time resolution used was 5 min as it gave us a larger statistics for training.

There is a number of settings that can be manipulated for each of the multivariate algorithms used. They 
vary from some basic parameters, to selection of different subalgorithms or various options that can be 
turned on or off. For each algorithm, we have selected the optimal set of parameters. The criterium for op-
timal performance was minimizing the average quadratic deviation of the modeled output versus the target 
value. Also, where allowed by the algorithm, input variables were decorrelated prior to further processing.

Table 1 shows the values of average quadratic deviation for the modeled output (modeled muon count rate) 
versus the target value (measured muon count rate) for different algorithms. First two columns refer to the 
training data subset while second two columns refer to the testing data subset. First and third column rep-
resent average quadratic deviation defined as  2 1/2( ( ) )MVA targetf f  (where MVAf  and targetf  represent modeled 
and measured count rates, respectively), while second and fourth columns represent truncated average 
quadratic deviation which takes into account 90% of data with least deviation. As previously mentioned, the 
criterium for selection of optimal parameters for every algorithm is the minimal value of average quadratic 
deviation for the test data subset.

3.2. Algorithm Performance Analysis

All presented multivariate algorithms have no built in knowledge about the studied effect, so in addition to 
quantitative test mentioned in the section above, we introduce some qualitative analysis designed to esti-
mate the integrity of modeled data. Prime concern here would be to test whether the suggested procedure 
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Space Weather

for the correction of barometric and temperature effect (PT correction) removes these meteorological effects 
only, while leaving all other features nonperturbed. To this end, we will analyze several distributions of 
modeled data, compare them with raw and reference PT corrected data (obtained using the integral meth-
od) and look for possible anomalous features.

First, we will look into structure of distributions of difference between modeled and measured muon count 
rate as a function of measured count. We want to make comparison between these distributions in the 
training phase (for the test data subset) and after the trained algorithm was applied to the full data set. We 
would expect these distributions to be consistent, and appearance of some new structures or strong trends 
would point to some perturbation in the application phase. We have selected two examples to illustrate 
the difference in consistency of application of trained algorithms—BDTG and PDERS, their distributions 
shown in Figure 1.

We can see that distributions for BDTG algorithm for test data subset (Figure 1a) and full data set (Fig-
ure 1b) are fairly similar, and any structures and trends in the test distributions are mostly well replicated in 
the full data set distributions (different statistics taken into account). This is the case for most applied algo-
rithms except for PDERS, where some dependence of the count rate, negligible for the test data distribution 
(Figure 1c), exists for the full data set distribution (Figure 1d).

Another, more important feature, is that for some algorithms distributions we analyzed in the previous 
paragraph are not smooth, but rather display some structures. To get further insight into these structures, 
for all featured methods we plotted distributions of modeled muon count rate along with the distribution of 
raw count rate on the same graph, as shown in Figure 2.

In order to better understand shapes of distributions and any structures observed in plots in Figure 2, it 
would be helpful to compare them to equivalent plots for muon count rates corrected for pressure and 
temperature effects using a well-established reference method. However, before we take a look at these 
distributions, we will first briefly describe procedures used to obtain reference PT correction.

Temperature and barometric effect are typically corrected for independently, where one of several methods 
mentioned in Section 1 is used for temperature correction, and barometric coefficient for pressure cor-
rection is determined empirically. Integral method for correction of temperature effect is widely accepted 
as the most accurate one. It is based on the theory of meteorological effects and takes complete atmos-
pheric temperature profile and relevant processes into account. Most thorough description of the theory of 
meteorological effects is given by Dorman (2004), where temperature coefficient density function ( )h  in 
Equation 1 is given in its integral form. In order to be applied, this function is then calculated through inte-
gration, substituting parameters specific to the location of the experiment. Temperature coefficient density 
functions for the location of Low Background Laboratory for Nuclear Physics were calculated using Monte 
Carlo integration technique. In order to determine barometric coefficient, temperature corrected muon 
data were plotted as a function of atmospheric pressure (using entries for 10 geomagnetically quietest days 
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Method

Training Testing

Average deviation 
(counts/5 min)

Truncated deviation 
(counts/5 min)

Average deviation 
(counts/5 min)

Truncated average 
(counts/5 min)

PDERS 234 185 258 201
KNN 224 177 233 185
LD 286 225 284 223
MLP 228 180 234 186
BDT 219 182 237 188
BDTG 223 174 236 187

Abbreviations: BDT, boosted decision tree; BDTG, gradient boosted decision tree; KNN, k-nearest neighbor; LD, linear 
discriminant.

Table 1 
Average Quadratic Deviation for Selected Multivariate Methods
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Space Weather

of each month only), coefficient determined via linear regression separately for each calendar year. Both 
procedures are presented in greater detail in our previous work (Savic et al., 2016).

Distributions equivalent to ones shown in Figures 1 and 2 were plotted for reference pressure and temper-
ature corrected data, as shown in Figure 3. The analog for the modeled muon count rate is calculated from 
the variation due to pressure and temperature effects calculated based on the integral method. It is worth 
pointing out that distributions for reference PT corrected data are noticeably less smooth, which can be 
mostly attributed to lower statistics used as only hour summed data was available for this correction.

Based on these plots, we can conclude that we should not expect a significant deviation between raw and 
corrected data and that corresponding distributions should not have any characteristic structures. Most 
plots in Figure 2 are consistent with this expectation, however, some structures can be observed in KNN 
plots, and to a degree in BDT plots, while distribution plotted for PDERS algorithm does not have these 
structures but appears to somewhat deviate from raw data distribution.

Another insight into performance and consistency of different multivariate algorithms when applied to the 
modeling of meteorological parameters can be gathered by the way of spectral analysis of PT corrected data. 
Pressure and temperature corrected muon count rate was determined for all selected algorithms using mod-
eled data, as described in Section 3. Since some gaps exist in our muon data, Lomb-Scargle algorithm was 
used to obtain the power spectra, as it is less sensitive to uneven data sampling (Press et al., 2007). Figure 4 
shows power spectra for raw and muon count rates corrected for pressure and temperature effects using 
integral and two illustrative examples of multivariate methods. Full spectrum as well as selected interval 
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Figure 1. Distribution of difference between modeled (regression) and measured (true) muon count rate as a function of measured muon count rate for: (a) 
gradient Boosted decision tree (BDTG)—test data set, (b) BDTG—full data set, (c) PDERS—test data set, and (d) PDERS—full data set.
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Space Weather

of frequencies around the periodicity of one day are shown, red dashed line indicating significance level of 
0.01.

If integral method is again used as a reference, we can see that thus obtained PT correction does not remove 
daily variation, but rather makes it more pronounced. This should not come as a surprise, as only smaller 
part of the diurnal variation can be attributed to meteorological effects (Quenby & Thambyahpillai, 1960), 
while larger part is of nonmeteorological origin. Hence, removing variation due to atmospheric pressure 
would make daily variation more prominent. LD, and to a degree BDT/BDTG methods, have an effect on 
daily variation similar to the integral method, but for BDT method (bottom right in Figure 4) we observe 
emergence of some frequencies with significant power that cannot be associated with any known perio-
dicity of cosmic rays, and probably have artificial origin. Such features are even more pronounced for the 
remaining multivariate algorithms, where in addition an over-reduction of power frequency corresponding 
to diurnal variation to can be observed. Over-reduction of daily variation coupled with introduction of ar-
tificial variations with significant powers points to possible inadequateness or overtraining of some of the 
multivariate methods.
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Figure 2. Comparison between distributions of raw (yellow) and muon count rate modeled by selected multivariate methods (green).

Figure 3. Distribution of difference between muon count rate calculated from the variation due to pressure and temperature effect using integral method and 
measured muon count rate as a function of measured muon count rate (left), and comparison between distributions of raw (yellow) and calculated muon count 
rate (green) shown on the right.
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Space Weather

The effect on annual variation is difficult to determine based on the spectral analysis as period of only one 
year is analyzed, but we will introduce some quantitative tests in the next section that will help us with this 
estimate.

4. Results
We will use two criteria to estimate the efficiency of newly introduced methods for PT corrections. One will 
rely on the effectiveness with which the multivariate algorithms remove the annual variation and reduce 
variance, while the other will be based on the effect the correction has on detection sensitivity for aperiodic 
events, such as Forbush decreases (Forbush, 1937). In both cases, we will compare the results with the ones 
obtained by the integral method.

4.1. Effects of PT Correction on Periodic CR Variations

Significant part of the annual variation of cosmic ray muon flux can be attributed to the variation of atmos-
pheric temperature (Hess, 1940). As mentioned before, the effectiveness with which this effect is corrected 
for will affect the detector sensitivity to variations of primary cosmic rays of non-atmospheric origin.

We will examine time series for pressure and temperature corrected data and compare them with raw and 
pressure corrected time series, especially taking note of how PT correction affects the annual variation. In 
order to estimate this effect, we fit the time series (except for raw data) with sine function with a period of 
one year. The amplitude of pressure corrected data determined from such fit will be used as an estimate of 
the annual muon flux variation, and serve as a reference against which to compare the effect of PT correc-
tion by different methods. In Figure 5 time series for raw, pressure corrected and pressure and temperature 
corrected data are shown. For the sake of simplicity, not all time series for data PT corrected using multivar-
iate algorithms are shown, but rather only characteristic ones. Table 2 shows values for the annual variation 
amplitude for pressure and PT corrected time series, as well as possibly more informative reduction of 
annual variation calculated relative to the amplitude of the pressure corrected muon flux.

While, time series in Figure 5 for data PT corrected using integral, LD and BDTG methods do not seem 
to have some unexpected fluctuations, that is not the case for MLP method, where one can observe some 
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Figure 4. Power spectra for raw data (top left), PT corrected data using integral method (top right), and PT corrected data using selected multivariate methods 
(second row). For each method, both full spectrum and a range of frequencies around periodicity of one day are shown. Significance level of 0.01 is indicated by 
the red dashed line.
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Space Weather

data that appears to deviate from the mean more significantly than what would be intuitively expected. For 
remaining multivariate algorithms this is even more the case. In order to try and quantify this visual com-
parison, we will analyze the effect corrections have on standard deviation of the data. If calculated relative 
to the mean muon flux for the whole period, standard deviation would be sensitive to the residual annual 
variation. To make standard deviation independent of the seasonal variation, we used a moving  ten-day 
window to determine the mean value and then calculated the standard deviation relative to it.

Figure 6 shows distributions of relative variation of muon flux in respect to the moving window mean value 
for raw data and PT corrected data using integral, LD and MLP methods. It is based on these distributions 
that standard deviation was determined and results are presented in Table 3. Comparing standard devia-

tions for PT corrected muon flux obtained by multivariate methods with 
the one obtained by the integral method, we can see that for LD, BDT, 
and BDTG algorithms they have comparable values. The difference is 
somewhat larger in the case of MLP, which is in accordance with features 
observed in Figure 6, while it is significantly larger for the remaining al-
gorithms. This indicates that PT correction performed using KNN and 
PDERS (and possibly MLP) algorithms probably introduces some artifi-
cial features into PT corrected muon flux data.

One way to evaluate the effectiveness of different algorithms in reduction 
of the seasonal variation even better, would be to compare the PT cor-
rected muon data to pressure corrected time series for selected neutron 
monitor detectors. The reasoning is based on a well-known fact that me-
teorological effects on the neutron component of secondary cosmic rays 
are dominated by the barometric effect. Temperature effect does exist for 
the secondary cosmic ray neutrons, but whether calculated theoretically 
(Dorman, 2004) or determined experimentally (Kaminer et al., 1965), it 
is still an order of magnitude smaller than for the muon component and 
typically not corrected for in neutron monitor data. Based on this, we 
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Figure 5. Muon count rate time series for the period from June 1, 2010 to May 31, 2011: raw data (top left), pressure corrected data (top right), PT corrected 
data using integral method (second row left) and data PT corrected using selected multivariate methods.

Method Amplitude (%) Relative reduction (% of P corrected)

P corrected 1.11 ± 0.09 /
Integral 0.40 ± 0.03 64 ± 6
PDERS 0.09 ± 0.02 92 ± 3
KNN 0.24 ± 0.04 79 ± 5
LD 0.11 ± 0.03 90 ± 4
MLP 0.03 ± 0.01 98 ± 2
BDT 0.12 ± 0.03 89 ± 4
BDTG 0.086 ± 0.009 92 ± 2

Abbreviations: BDT, boosted decision tree; BDTG, gradient boosted 
decision tree; KNN, k-nearest neighbor; LD, linear discriminant.

Table 2 
Amplitude and Reduction of the Amplitude of Annual Variation Relative 
to Pressure Corrected Data (P Corrected) for PT Corrected Data (Using 
Integral and Selected Multivariate Methods)
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Space Weather

believe pressure corrected neutron monitor data to be (in the first approximation) independent from mete-
orological effects, and hence a good reference for the evaluation of effectiveness of different methods for PT 
corrections of muon flux data.

For this comparison, we have chosen neutron monitors located in Athens and Rome, as they had the most 
consistent operation in the period we use for the analysis. Respective geomagnetic cutoff rigidities for these 
neutron monitors are 8.53 and 6.27 GV. Pressure and efficiency corrected relative neutron count rate was 
acquired via Neutron Monitor Database (NEST, 2020), presented for the said period in Figure 7. As for the 
muon flux data, relative neutron count rate time series were fitted with sinusoidal function, with a period of 
one year, to obtain the amplitude used as an estimate of the annual variation. Neutron monitors are more 
sensitive to lower energy secondaries than muon detectors so their time series can exhibit larger variations, 
which in turn can affect the fitting algorithm. However, in this case the fits seem to be dominantly affected 
by the relatively stable period between June and November 2010, hence we believe them to be a reliable 
estimate of the seasonal variation amplitude. Thus acquired annual variation amplitude for Rome neutron 
monitor is (0.29 0.01 )%, while for the Athens neutron monitor it is (0.17 0.05 )%.
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Figure 6. Relative variation of muon count rate calculated in respect to mean count in the ten-day moving window, for raw data (top left), PT corrected using 
integral method (top right), and data PT corrected using selected multivariate methods (second row).

Method Raw Integral PDERS KNN LD MLP BDT BDTG

Relative deviation (%) 1.117 0.592 0.990 0.785 0.533 0.687 0.607 0.551

Abbreviations: BDT, boosted decision tree; BDTG, gradient boosted decision tree; KNN, k-nearest neighbor; LD, linear discriminant.

Table 3 
Standard Deviation of Relative Variation of Muon Count Rate for Raw and Data Corrected for Pressure and Temperature Effect (Using Integral and Selected 
Multivariate Methods)
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Space Weather

Comparing these values with the ones in Table 2, we see that methods KNN, LD, and BDT yield the most 
similar results. PDERS and MLP seem to underestimate the annual variation, while the integral method 
estimates a somewhat larger value.

Observed overall poor performance of KNN and PDERS algorithms could possibly be explained by the 
fact that these algorithms perform best when applied to problems involving strong nonlinear correlations, 
and are less efficient when dependencies between variables are dominantly linear (Hoecker et al., 2007). 
Additionally, these algorithms typically need a large training sample, so possibly statistics in our analysis 
was inadequate. However, artificial neural networks (such as MLP) should in principle be well suited for 
multivariate linear regression, and perform better than observed results suggest. Most likely, using minimi-
zation of the average quadratic deviation as a sole criterium for the selection of optimal parameters in the 
training phase may lead to overtraining (Montgomery et al., 2006), and additional qualitative criteria (i.e., 
ones introduced here) and more careful parameter control should also be used. BDT and BDTG algorithms 
performed reasonably well even though they are not optimized for treatment of linear multivariate prob-
lems, however, spectral analysis indicates a further improvement can be made. Additionally, all algorithms 
would probably benefit from a longer data interval of several years being used.

4.2. Effects of PT Correction on Aperiodic CR Variations

As mentioned before, apart from increasing sensitivity of muon detectors to periodic variations of primary 
cosmic rays, correcting raw muon flux data for meteorological parameters also affects detector sensitivity to 
aperiodic events which occur due to heliospheric modulation of primary cosmic rays. Here, we will analyze 
the effect PT correction, performed by application of different multivariate algorithms, has on detection 
of Forbush decrease events. We have chosen to concentrate on Forbush decreases as our muon detector is 
much less sensitive to other aperiodic events, such as ground level enhancements (GLE).

Forbush decrease (FD) events are typically characterized by their amplitude, so it could be a natural choice 
for a parameter to be used as a measure of detection sensitivity. However, another requirement for defini-
tion of sensitivity could be that detected signal significantly deviates from random fluctuations. That is, why 
we have decided to use the ratio of the amplitude to the standard deviation of muon flux, or relative am-
plitude, as an estimate of sensitivity to aperiodic events, rather than the actual amplitude. As we primarily 
focus on the magnitude of Forbush decreases, when we mention an FD event in the following text it mainly 
refers to the decrease phase and not the recovery phase.

To determine the amplitude, we have used a method proposed by Barbashina et al. (2009). The idea is to 
make the result independent from different trends leading up to, and following the actual FD. To do this, 
two intervals are defined: one i days before the onset of the FD, where i can have value (1, , )n  days, and the 
other p days after the end of the decrease, where p can have value (1, , )m  days. These intervals are then 
detrended using fit parameters obtained from linear regression. Mean count is determined for the detrend-
ed time series before the onset of FD for j days (where 1, ,j i  ), and for the detrended time series during 
recovery stage for q days (where 1, ,q p  ). Thus, in total we obtain !n  values for mean detrended count be-
fore the onset of FD, and !m  values for mean detrended count for the recovery stage. FD amplitude estimate 
is then calculated for each combination of “before” and “after” values according to the following formula:

( , )( , )

( , ) 100%,
p qi j

before afterpq
ij i j

before

I I
A

I
  

 
 

 (5)
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Figure 7. Relative neutron count rate time series for the period from June 1, 2010 to May 31, 2011 for Athens (left) and Rome (right) neutron monitors.
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Space Weather

where beforeI  and afterI  are respective values for mean detrended count for intervals before the onset and after 
the end of the Forbush decrease. Finally, FD amplitude is calculated as the average of individual pq

ijA  values, 
rms deviation from the mean of the distribution used as an error estimate.

During the one-year period we used for the analysis there was a large number of Forbush events, but most 
of them had rather small amplitudes. We have analyzed several, however, here we will focus on the one 
with the largest magnitude as the results are most easily interpreted. The event is a Forbush decrease that 
occurred on February 18, 2011 in relation to X2.2 solar flare, and according to IZMIRAN space weather da-
tabase (IZMIRAN, 2020) had 10 GV rigidity particle variation magnitude of 5.4. In Figure 8, we have shown 
plots that represent procedure described in the previous paragraph, applied to PT corrected datasets using 
integral method and selected multivariate algorithms. Procedure is also applied to pressure and efficiency 
corrected data for Athens and Rome neutron monitors, raw data also presented for reference. On the plots, 
interval leading to the onset of FD is indicated by red dashed lines, while recovery interval after the decrease 
is indicated by green dashed lines. We have chosen the lengths of both intervals to be four days ( 4n m  ). 
Linear fits are represented by solid red and green lines, respectively, while detrended intervals are plotted 
using gray lines. Amplitudes and relative amplitudes calculated from the differences of means of detrended 
intervals are shown in Table 4.
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Figure 8. Time series for the interval around Forbush decrease of February 18, 2011: raw muon data (top left), PT corrected muon data using integral (top 
right), linear discriminant (center left) and gradient boosted decision tree (center right) methods, and neutron monitor data for Athens (bottom left) and Rome 
(bottom right) neutron monitors. Interval leading into (red) and following the Forbush decrease (FD) (green) are highlighted, as well as detrended intervals 
used to determine FD amplitude (gray).
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We see that relative amplitudes for this Forbush decrease, calculated based on data corrected for pressure 
and temperature using LD and BDTG algorithms, have sensitivity that is comparable or better than the 
sensitivity of integral method, even approaching the sensitivity of reference neutron monitors in the case of 
LD algorithm. However, when LD algorithm is concerned, such result can be at least in part explained by 
the fact that the calculated absolute FD amplitude is larger than expected for a muon detector. We would 
expect this value to be comparable to the value calculated based on the integral method. The reason for this 
discrepancy could be systematic, but also could be somewhat related to features of the studied FD event. 
Ideally, we should extend this analysis to more events, but selected time period was relatively calm in terms 
of solar activity, and February 2011 event was the only significant one with magnitude for 10 GV rigidity 
particles larger than five. Preliminary analysis done on Forbush decrease events of larger magnitude, that 
are outside the period used for analysis in this work, does show somewhat smaller effect for LD method, so 
that could be one of the focuses in the continuation of this work. We have excluded plots for the remaining 
multivariate algorithms as the results were either poorer (in the case of BDT and MLP) or inconsistent (in 
the case of PDERS and KNN).

5. Conclusions
We have selected a number of multivariate algorithms included in the TMVA package to apply for the cor-
rection of barometric and temperature effect on cosmic ray muons. Optimal parameters were determined 
for each algorithm based on the average quadratic deviation of modeled from measured data. Different 
distributions of modeled data for training phase and after the application of trained methods were com-
pared to estimate the performance of selected algorithms. Pressure and temperature correction was done 
and spectral analysis performed to further test the algorithm consistency. The effect of the correction was 
analyzed for long-term (annual) and short-term (Forbush decrease) cosmic ray variations. In both cases, 
the efficiency of multivariate algorithms was compared to integral method and pressure corrected neutron 
monitor data.

Multidimensional probability density estimator algorithms (PDERS and KNN) appear not to be well suited 
for the modeling of pressure and temperature effect, most likely due to highly linear correlations between 
variables. MLP seems to have underperformed, while methods based on boosted decision trees (particu-
larly BDTG) proved to be more successful, especially when effect on aperiodic variations was concerned. 
It should be expected that both MLP and BDT(G) methods can be improved if a longer period is used for 
analysis and parameters beyond average quadratic deviation of modeled data are used for algorithm op-
timization during training phase. Out of presented algorithms, LD proved to be the most consistent and 
effective in removing the pressure and temperature effects. In terms of the effect of PT correction on annual 
and aperiodic variations, this method matched or outperformed the integral method, while the effect it had 
on aperiodic effects was somewhat overestimative. This could give us grounds to assume at least part of the 
temperature effect is not taken into account by the integral method, and that there could be room for further 
improvement in modeling of meteorological effects beyond what theory currently provides.

Data Availability Statement
Raw muon count rate data set used in this study are publicly available online on the Belgrade Cosmic Ray 
Station site (http://www.cosmic.ipb.ac.rs/). Modeled atmospheric temperature data are available online on 
the NOAA GFS page (https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/global-forcast-
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Method/NM monitor Integral LD BDTG Athens Rome

FD amplitude (%) 1.38 ± 0.14 1.96 ± 0.18 1.10 ± 0.13 1.97 ± 0.15 2.68 ± 0.15
Relative FD amplitude 4.31 ± 0.44 7.09 ± 0.65 4.78 ± 0.56 5.30 ± 0.40 8.65 ± 0.48

Abbreviations: BDTG, gradient boosted decision tree; FD, Forbush decrease; LD, linear discriminant.

Table 4 
Amplitudes and Relative Amplitudes for the Forbush Decrease of February 18, 2011 for PT Corrected Muon Data and 
Selected Neutron Monitors
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system-gfs). Latest atmospheric pressure and ground temperature data are available online on the site of 
Republic Hydro-meteorological Service of Serbia (http://www.hidmet.gov.rs/). List of international geo-
magnetically quiet days can be downloaded from the GFZ site (https://www.gfz-potsdam.de/en/kp-index/). 
Neutron monitor data can be accessed online via NEST browser interface (http://www01.nmdb.eu/nest/).
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Results of the first national indoor radon survey performed in Serbia 1 

 2 
 3 

Maja Eremić Savković1, Vladimir Udovičić2, Dimitrije Maletić2, Gordana Pantelić3, Predrag 4 

Ujić3, Igor Čeliković3, Sofija Forkapić4, Vladimir Marković5, Vesna Arsić6, Jovana Ilić6, 5 

Branko Markoski7 6 

 7 

 8 
1 Serbian Radiation and Nuclear Safety and Security Directorate, Belgrade, Serbia  9 

2 Institute of Physics Belgrade, University of Belgrade, Serbia  10 
3 Vinča Institute of Nuclear Sciences, University of Belgrade, Serbia 11 

4 Department of Physics, Faculty of Science, University of Novi Sad, Serbia 12 
5 Faculty of Science, University of Kragujevac, Serbia 13 

6 Serbian Institute of Occupational Health “Dr Dragomir Karajovic”, Serbia 14 
7Technical Faculty "Mihajlo Pupin", University of Novi Sad, Serbia 15 

 16 

Abstract 17 

 18 

The first step in every systematic approach to investigating population exposure to radon on a 19 

national level is to perform a comprehensive indoor radon survey. Based on the general knowledge 20 

of the radon levels in Serbia and corresponding doses, the results obtained from a national indoor 21 

radon survey would allow policy-makers to decide if it is necessary to establish a national radon 22 

programme. For this reason, Serbia initiated work on a national radon action plan (RAP) in 2014 23 

when it was decided to carry out the first national indoor radon survey. The responsibility for 24 

establishing the RAP in Serbia is that of the national regulatory body in the field of radiation 25 

protection – the Serbian Radiation and Nuclear Safety and Security Directorate (SRBATOM), 26 

formerly known as the Serbian Radiation Protection and Nuclear Safety Agency (SRPNA). The first 27 

national indoor radon survey was supported by the International Atomic Energy Agency (IAEA) 28 

through a Technical Cooperation Programme. Thanks to the IAEA, we received 6,000 passive radon 29 

devices based on track-etched detectors. In addition, in order to ensure technical support for the 30 

project, SRBATOM formed a task force made up of expert radon representatives from national 31 

research institutions. This paper presents a thorough description of the sampling design of the first 32 

Serbian indoor radon survey. It also presents the results of the national indoor radon survey, 33 

including descriptive statistics and testing of the distribution of the obtained results for log-34 

normality. Based on GPS coordinates, indoor radon data were projected onto a map of 10x10 km 35 

grid cells. Two values were calculated for each cell to create two distinct maps. One map shows the 36 

arithmetic mean value of indoor radon concentration per grid cell, and the other map shows the 37 

number of radon detectors per grid cell used for the calculation of mean values. 38 

 39 

Keywords: radon mapping, radon action plan  40 

 41 

1. Introduction 42 

 43 

According to recent epidemiological studies, an increase in the risk of lung cancer is positively 44 

related to an increase in indoor 222Rn concentration (Darby et al., 2005). As a result, international 45 

regulations and recommendations (EURATOM, 2013; IAEA, 2014; WHO, 2009), as well as 46 

comprehensive national radon programmes have been set up in many countries with the aim of 47 

reducing population exposure to indoor radon and the corresponding risks. The representative 48 

national indoor radon survey is one of the first steps in a national radon programme aimed at 49 

identifying existing exposure situations in the country and radon priority areas (RPA), with a focus 50 

on reducing individual risks in these areas. 51 
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Radon levels in dwellings have been extensively investigated and monitored worldwide over the last 52 

30 years. On the basis of experiences from abroad, guidelines for performing indoor radon surveys 53 

have recently been published (IAEA, 2013; Da Silva et al., 2014; Font, 2009; UNSCEAR, 2008). In 54 

the last decade, national and regional indoor radon surveys were carried out in almost all countries of 55 

southeast Europe (Radolić et al., 2006; Vukotić et al., 2019; Kunovska et al., 2018; Stojanovska et 56 

al., 2012; Cosma et al., 2013). 57 

At the European level, the Radiation Environmental Monitoring (REM) group of the Joint Research 58 

Centre (JRC) of the European Commission initiated a project in 2006 to develop a European Atlas of 59 

Natural Radiation. One of the maps in this Atlas is the European Indoor Radon Map (EIRM). The 60 

aim of the project, among other activities, was to provide information about the levels of 61 

environmental radiation by collecting and evaluating the data and harmonizing procedures (Dubois et 62 

al., 2010; Bossew et al., 2015). A digital version of the European Atlas of Natural Radiation was 63 

completed and published (Cinelli et al., 2019). Additionally, a qualitative overview of the indoor 64 

radon surveys in Europe was presented in a review article (Pantelić et al., 2019). 65 

Based on the acquired knowledge from research on radon, a group of radon professionals in Serbia 66 

organized a Radon Forum in 2014 and decided to start work on a national radon action plan (RAP). 67 

One of the conclusions of the meeting was that the focal point in Serbia for all national radon 68 

activities is the regulatory body in the field of radiation protection, the Serbian Radiation and 69 

Nuclear Safety and Security Directorate (SRBATOM), formerly known as the Serbian Radiation 70 

Protection and Nuclear Safety Agency (SRPNA). SRBATOM formed a “radon working group” 71 

composed of representatives from institutes and universities with radon-related research experience. 72 

The short- and long-term plans of the RAP were described in a paper by Udovičić et al., 2016. The 73 

first national indoor radon survey was conducted in 2015-2016 as the first step in establishing a RAP 74 

in Serbia. The project was supported by the IAEA through the national project: SRB9003 – 75 

Enhancing the Regulatory Infrastructure and Legislative System, with two components:  76 

– An expert mission on “National Radon Trial Survey and Raising Awareness of Key Stakeholders” 77 

held on 2 February 2015 in SRBATOM, Belgrade. The objectives of the IAEA expert mission were 78 

to find the best and the most appropriate sampling design of the first national indoor radon survey in 79 

Serbia. We targeted two key stakeholders in the project: the Ministry of Environmental Protection 80 

and the Ministry of Education, Science and Technological Development; 81 

– Equipment: provision of 6,000 track-etched radon detectors; distribution of the detectors across 82 

Serbian territory was the responsibility of SRBATOM. 83 

The paper details the sampling design of the first national indoor radon survey. The results of the 84 

first national indoor radon survey, together with descriptive statistics are given as well. For the 85 

purpose of presenting the data, a map of 10x10 km grid cells, was created. The result was the 86 

creation of two distinct maps: one showing the annual average indoor radon concentrations per grid 87 

cell, and the other showing the number of radon detectors per cell used to calculate mean values.  88 

 89 

2. Materials and methods 90 

 91 

It is well known that there are two types of indoor radon surveys:  92 

- population-weighted surveys where indoor radon levels are measured in randomly selected 93 

dwellings (to estimate the distribution of public exposure to radon), and 94 

- geographically based surveys where dwellings are randomly selected to obtain a minimum number 95 

of measurements per chosen area unit, e.g. a grid square, an administrative unit, etc. (to identify 96 

radon priority areas or to create a radon map). 97 

In the case of Serbia, some of the relevant data from the last census held in 2011 include: a total 98 

population of around 7,200,000 (ca. 4,270,000 living in urban and ca. 2,910,000 living in rural areas) 99 

with a mean population density of 95 km-2, total area of ca. 88,000 km2, total housing units of ca. 100 

3,200,000. When carefully designed, surveys can in principle meet the requirements and objectives 101 
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of both types of survey. We opted for a stratified sampling design (a sampling design in which the 102 

target is partitioned into separate groups – STRATA). We defined STRATA according to the 103 

administrative division of Serbia into districts; the number of districts is 25. 104 

A good communication strategy during the realization of the national programme for indoor radon 105 

measurement was applied. The radon-risk communication plan consisted of several elements: general 106 

information about radon and a leaflet with detailed guidelines regarding the placing of the detector 107 

that was given to each volunteer; the internet sites for radon professionals (radon forum) and the 108 

public; public relations and education (presentations in schools); communication with key 109 

stakeholders and public media (newspapers, TV, radio stations, etc.). 110 

Each institution within the radon working group was responsible for a given set of administrative 111 

regions (districts). The number of detectors meant to be deployed per district was set according to the 112 

size of the population in each district. Majority of detectors was given to physics teachers in high 113 

schools and the rest to environmental protection officers in municipalities of these districts. After we 114 

gave a lecture on radon and national campaign in each selected school, we asked pupils to participate 115 

in the campaign by exposing detectors in their homes. Physics teachers were responsible for 116 

collection of detectors and sending them back to SRPNA. Environmental protection officers have 117 

distributed the rest of the detectors to volunteers that got information regarding the survey over 118 

public media. There were no preselection of volunteers, but everybody who expressed their wish to 119 

participate, could participate. The only limitation was number of available detectors.  120 

Each participant completed a predefined questionnaire, which, in terms of building characteristics, 121 

included information about the type of building (if a dwelling was a family house or a flat in an 122 

apartment building), on which floor the dwelling was, the year of construction, existence of a cellar, 123 

wall material, type of heating, existence of hydro-isolation and window design. In total, 6,000 124 

passive radon devices based on a CR-39 detector (Radtrak², Radonova) were distributed during 125 

October 2015 and left in houses and apartments for six months (till April 2016). One detector was 126 

deployed in each dwelling, except for 100 randomly-selected dwellings (covering typical dwellings 127 

all over Serbia according to the monography by Jovanović Popović et al., 2013), where an additional 128 

detector was deployed for twelve months in order to gain a proper estimation of the annual indoor 129 

radon concentration. Afterwards, the detectors were collected and sent to the authorized laboratory 130 

(Radonova) to be processed, and we subsequently received data from the first national indoor radon 131 

survey in Serbia. Finally, each participant in the project received a report with the result of the radon 132 

measurement and recommendations for further action. 133 

 134 

3. Results and Discussion 135 

 136 

The first important fact about the national indoor radon survey performed in Serbia was the relatively 137 

high return rate of detectors (88%), i.e. that the number of collected detectors was 5,300. Since 138 

distribution of detectors was on voluntary basis, this could create bias in the survey as it was reported 139 

in some other national surveys (Burke et al., 2011). Since participants in the projects were mainly 140 

high school students and volunteers, there could be a tendency for participation in such studies to be 141 

biased towards people who are more highly educated, which can further be correlated with their level 142 

of wealth and consequently on their housing. In addition, survey could be biased toward more urban 143 

than rural areas and younger than old households. The potential social bias can be expected and this 144 

is going to be subject of profound analysis. 145 

During the project preparation phase, we obtained 63 of the 100 deployed pairs of detectors with 146 

results aimed at estimating a seasonal correction factor, which is determined as the arithmetic mean 147 

(AM) of the ratio of radon concentrations obtained from detectors exposed in certain dwellings for 148 

12 months – R(12) and 6 months – R(6). Descriptive statistics that include the arithmetic mean 149 

(AM), standard deviation (SD), minimum, maximum and median used to deduce the seasonal 150 

correction factor are presented in Table 1. The obtained seasonal correction factor of 0.79 is almost 151 
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the same as the previously reported value (Daraktchieva et al., 2018) of 0.82 applied for the same 152 

exposure time of six months starting from October.  153 

 154 

Table 1.  155 

Descriptive statistics of the dataset used to estimate the seasonal correction factor. Rn(12) and Rn(6) 156 

denote the radon concentrations measured by detectors exposed for 12 and 6 months, respectively. 157 

AM(SD) – arithmetic mean and standard deviation. 158 
 159 

 AM(SD) Minimum Maximum Median 

Rn(12)/Rn(6) 0.79(0.17) 0.52 1.39 0.76 

 160 

 161 

The descriptive statistics of the dataset from the national indoor radon survey in Serbia, with applied 162 

seasonal correction factors, are presented in Table 2. GM – geometric mean; GSD – geometric 163 

standard deviation. 164 

 165 

Table 2.  166 

Descriptive statistics of the dataset from the national indoor radon survey in Serbia with applied 167 

seasonal correction factors. 168 

 169 

AM(SD) 

Bq/m3
 

Minimum 

Bq/m3
 

Maximum 

Bq/m3
 

Median 

Bq/m3
 

GM(GSD) 

Bq/m3
 

105(150) 3 4335 60 60(3) 
 170 

 171 

The frequency table and exceedance probabilities with respect to national radon action levels are 172 

presented in Table 3. The current legislation in Serbia regarding radon prescribes action levels for 173 

chronic exposure to radon in homes of 200 Bq/m3 for newly built structures, and 400 Bq/m3 for 174 

existing buildings. 175 

 176 

Table 3.  177 

Distribution of the data on national radon legislation. 178 

 179 

0-200 Bq/m3
 200-400 Bq/m3

 > 400 Bq/m3
 > 1000 Bq/m3

 

4137 (87%) 479 (10%) 158 (3%) 14 (0.3%) 

 180 

As a part of the standard analysis of the data obtained from the indoor radon surveys, empirical 181 

distribution was tested for log-normality (IAEA, 2013). The log-normal distribution of the seasonally 182 

corrected annual average indoor radon concentrations obtained from the national indoor radon survey 183 

in Serbia is shown in Fig. 1, while a quantile-quantile plot of the log-transformed data for indoor 184 

radon concentrations is given in Fig. 2. 185 
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 186 
Fig. 1. Log-normal distribution of the seasonally corrected annual average indoor radon 187 

concentrations measured during the national indoor radon survey in Serbia. 188 

 189 

 190 

 191 

Fig. 2. The quantile-quantile plot of the log-transformed data for indoor radon concentrations. 192 
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 193 

Since we chose a stratified sampling design, we have presented the results per district. The 194 

distribution of the number of returned detectors with results, the average radon concentration and the 195 

number and percentage of houses with radon levels exceeding 400 Bq/m3 by district are shown in 196 

Table 4. Based on the numbers of collected, as well as distributed detectors, the national indoor 197 

radon survey is population-weighted. The number of collected detectors from the Belgrade district 198 

was five times greater than the average number of collected detectors from other districts. This ratio 199 

is in good agreement with data from the last census regarding the size of the populations in districts 200 

in Serbia. 201 

 202 

Table 4.  203 

Distribution of the population (based on data from the last census in 2011), number of returned 204 

detectors, arithmetic mean (AM) with standard deviation (SD) and geometric mean (GM) with 205 

geometric standard deviation (GSD) of the indoor radon concentration, number and percentage of 206 

dwellings with radon levels exceeding 400 Bq/m3 by district.  207 
 208 

District 
Population 

(Census 2011) 
N

AM(SD) 
(Bq/m3) 

GM(GSD) 
(Bq/m3) 

Number of 
dwellings 
with radon 

levels 
exceeding 
400 Bq/m3 

Percentage of 
dwellings 
with radon 

levels 
exceeding 
400 Bq/m3 

Central Banat 186,851 37 159(96) 135(2) 1 2.7 

Podunavlje 198,184 245 155(206) 92(3) 22 9 

Braničevo 180,480 269 144(198) 93(3) 20 7.4 

Srem 311,053 199 136(148) 85(3) 11 5.5 

West Bačka 187,581 125 135(119) 91(3) 4 3.2 

Mačva 297,778 20 129(110) 84(3) 0 0 

Nišava 373,404 332 125(332) 68(3) 12 3.6 

Pčinja 158,717 10 124(120) 77(3) 1 10 

Zlatibor 284,929 330 119(159) 65(3) 20 6.1 

North Banat 146,690 54 119(64) 99(2) 0 0 

Pomoravlje 212,839 108 114(134) 73(2) 5 4.6 

Zaječar 118,295 174 107(105) 71(3) 3 1.7 

North Bačka 185,552 88 104(89) 72(3) 1 1.1 

Moravica 212,149 173 103(149) 60(3) 9 5.2 

South Banat 291,327 126 93(96) 55(3) 1 0.8 

Toplica 90,600 31 91(87) 70(3) 1 3.2 

Bor 123,848 128 90(114) 47(3) 4 3.1 

South Bačka 607,835 523 87(92) 50(3) 7 1.3 

Jablanica 215,463 62 86(77) 70(2) 1 1.6 

Rasina 240,463 125 84(85) 56(3) 1 0.8 

Belgrade 1,639,121 1040 79(115) 41(3) 28 2.7 

Raška 300,102 226 78(89) 54(2) 2 0.9 

Kolubara 174,228 158 77(99) 47(3) 3 1.9 

Pirot 92,277 109 70(73) 60(2) 0 0 

Šumadija 290,900 258 70(74) 46(3) 3 1.2 

 209 

 210 
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According to Article 103 of the EU-BSS, Member States are obliged to identify areas where the 211 

annual average radon concentration in a significant number of buildings is expected to exceed the 212 

respective national reference level. The question of delineation of radon priority areas (RPA) is very213 

sensitive and left to each country to decide on its own operable definition. Consequently, there are 214 

numerous definitions of RPA across the EU (Bossew, 2019). The obtained distribution of radon 215 

concentration per district and the percentage of houses with an annual average radon concentration 216 

exceeding a certain level will serve as a guideline for the Serbian authority first to define RPA and 217 

then to delineate RPA. 218 

Also, the results presented in Table 4 show the limitations of the survey in the low number of results 219 

obtained from some districts (Pčinja, Mačva, Toplica and central Banat). Improving this will be the 220 

task of future national indoor radon measurement campaigns. 221 

Indoor radon data based on GPS coordinates were projected onto a map of 10x10 km grid cells and 222 

are shown in Fig. 3. 223 

 224 

 225 
Fig. 3. Indoor radon map of the Republic of Serbia (left) and the distribution of the number of 226 

measurements over 10x10 km grid cells of seasonally corrected annual average indoor radon 227 

concentrations (right). 228 

 229 

The second map shows the distribution of the number of measurements of annual indoor radon 230 

concentrations in 10x10 km grid cells (Fig. 3). The total number of non-empty cells is 429, with a 231 

minimum 1 to a maximum 146 detectors per cell. Since the total area of the Republic of Serbia is ca. 232 

88,000 km2 and the number of empty cells is 450, this means that within this survey we covered 50% 233 

of the territory. 234 

 235 

4. Conclusions 236 

 237 

The first national indoor radon survey in Serbia was performed between October 2015 to April 2016. 238 

The survey was population-weighted. From the obtained results, the estimated annual arithmetic 239 

mean radon level is 105 Bqm-3. Based on our results and the fact that 3% of all measurements 240 

exceeded the currently defined action level of 400 Bqm-3, we conclude that Serbia has a radon 241 
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problem. The results of the national radon survey serve to evaluate the existing exposure situation 242 

and give the good basis for the next steps in establishing and developing a RAP in Serbia with the 243 

main goal of reducing population exposure to indoor radon and the corresponding risks to public 244 

health. The indoor radon data based on GPS coordinates were projected onto a map with 10x10 km 245 

grid cells. The obtained distribution of radon concentration per district and the percentage of 246 

dwellings with an annual average radon concentration exceeding a certain level will serve as a 247 

guideline for the Serbian authority to establish a definition of RPA, to provide additional 248 

measurements in districts where necessary, and finally, to use all these data to delineate RPA. 249 

 250 
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Abstract The Muon Ionization Cooling Experiment

(MICE) collaboration seeks to demonstrate the feasibility

of ionization cooling, the technique by which it is proposed

to cool the muon beam at a future neutrino factory or muon

collider. The emittance is measured from an ensemble of

muons assembled from those that pass through the experi-

ment. A pure muon ensemble is selected using a particle-

identification system that can reject efficiently both pions

and electrons. The position and momentum of each muon are

measured using a high-precision scintillating-fibre tracker in

a 4 T solenoidal magnetic field. This paper presents the tech-

niques used to reconstruct the phase-space distributions in

the upstream tracking detector and reports the first particle-

by-particle measurement of the emittance of the MICE Muon

Beam as a function of muon-beam momentum.

1 Introduction

Stored muon beams have been proposed as the source of

neutrinos at a neutrino factory [1,2] and as the means to

deliver multi-TeV lepton-antilepton collisions at a muon col-

lider [3,4]. In such facilities the muon beam is produced

from the decay of pions generated by a high-power pro-

ton beam striking a target. The tertiary muon beam occu-

pies a large volume in phase space. To optimise the muon

yield for a neutrino factory, and luminosity for a muon col-

lider, while maintaining a suitably small aperture in the

muon-acceleration system requires that the muon beam be

‘cooled’ (i.e., its phase-space volume reduced) prior to

acceleration. An alternative approach to the production of

low-emittance muon beams through the capture of μ+μ−
pairs close to threshold in electron–positron annihilation

has recently been proposed [5]. To realise the luminosity

required for a muon collider using this scheme requires the

substantial challenges presented by the accumulation and

acceleration of the intense positron beam, the high-power

muon-production target, and the muon-capture system to be

addressed.

D. Cline, M. Zisman: Deceased.
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A muon is short-lived, with a lifetime of 2.2μs in its rest

frame. Beam manipulation at low energy (≤ 1 GeV) must

be carried out rapidly. Four cooling techniques are in use at

particle accelerators: synchrotron-radiation cooling [6]; laser

cooling [7–9]; stochastic cooling [10]; and electron cool-

ing [11]. In each case, the time taken to cool the beam is

long compared to the muon lifetime. In contrast, ionization

cooling is a process that occurs on a short timescale. A muon

beam passes through a material (the absorber), loses energy,

and is then re-accelerated. This cools the beam efficiently

with modest decay losses. Ionization cooling is therefore the

technique by which it is proposed to increase the number

of particles within the downstream acceptance for a neu-

trino factory, and the phase-space density for a muon col-

lider [12–14]. This technique has never been demonstrated

experimentally and such a demonstration is essential for the

development of future high-brightness muon accelerators or

intense muon facilities.

The international Muon Ionization Cooling Experiment

(MICE) has been designed [15] to perform a full demon-

stration of transverse ionization cooling. Intensity effects are

negligible for most of the cooling channels conceived for the

neutrino factory or muon collider [16]. This allows the MICE

experiment to record muon trajectories one particle at a

time. The MICE collaboration has constructed two solenoidal

spectrometers, one placed upstream, the other downstream,

of the cooling cell. An ensemble of muon trajectories is

assembled offline, selecting an initial distribution based on

quantities measured in the upstream particle-identification

detectors and upstream spectrometer. This paper describes

the techniques used to reconstruct the phase-space distribu-

tions in the spectrometers. It presents the first measurement

of the emittance of momentum-selected muon ensembles in

the upstream spectrometer.

2 Calculation of emittance

Emittance is a key parameter in assessing the overall perfor-

mance of an accelerator [17]. The luminosity achieved by a

collider is inversely proportional to the emittance of the col-

liding beams, and therefore beams with small emittance are

required.
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A beam travelling through a portion of an accelerator may

be described as an ensemble of particles. Consider a beam

that propagates in the positive z direction of a right-handed

Cartesian coordinate system, (x, y, z). The position of the

i th particle in the ensemble is ri = (xi , yi ) and its trans-

verse momentum is pT i = (pxi , pyi ); ri and pT i define

the coordinates of the particle in transverse phase space.

The normalised transverse emittance, εN , of the ensemble

approximates the volume occupied by the particles in four-

dimensional phase space and is given by

εN = 1

mμ

4
√

det C , (1)

where mμ is the rest mass of the muon, C is the four-

dimensional covariance matrix,

C =

⎛
⎜⎜⎝

σxx σxpx σxy σxpy

σxpx σpx px σypx σpx py

σxy σypx σyy σypy

σxpy σpx py σypy σpy py

⎞
⎟⎟⎠ , (2)

and σαβ , where α,β = x, y, px , py , is given by

σαβ = 1

N − 1

�
Σ N

i αiβi −
	
Σ N

i αi

 	

Σ N
i βi




N

�
, (3)

and N is the number of muons in the ensemble.

The MICE experiment was operated such that muons

passed through the experiment one at a time. The phase-

space coordinates of each muon were measured. An ensem-

ble of muons that was representative of the muon beam was

assembled using the measured coordinates. The normalised

transverse emittance of the ensemble was then calculated by

evaluating the sums necessary to construct the covariance

matrix, C, and using Eq. 1.

3 The Muon Ionization Cooling Experiment

The muons for MICE came from the decay of pions pro-

duced by an internal target dipping directly into the circulat-

ing proton beam of the ISIS synchrotron at the Rutherford

Appleton Laboratory (RAL) [18,19]. The burst of particles

resulting from one target dip is referred to as a ‘spill’. A

transfer line of nine quadrupoles, two dipoles and a super-

conducting ‘decay solenoid’ selected a momentum bite and

transported the beam into the experiment [20]. The small

fraction of pions that remained in the beam were rejected

during analysis using the time-of-flight hodoscopes, TOF0

and TOF1, and Cherenkov counters that were installed in

the MICE Muon Beam line upstream of the cooling experi-

ment [21,22]. A ‘diffuser’ was installed at the upstream end

of the experiment to vary the initial emittance of the beam

by introducing a changeable amount of tungsten and brass,

which are high-Z materials, into the beam path [20].

A schematic diagram of the experiment is shown in

Fig. 1. It contained an absorber/focus-coil module sand-

wiched between two spectrometer-solenoid modules that

provided a uniform magnetic field for momentum mea-

surement. The focus-coil module had two separate wind-

ings that were operated with the same, or opposed, polar-

ities. A lithium-hydride or liquid-hydrogen absorber was

placed at the centre of the focus-coil module. An iron Par-

tial Return Yoke (PRY) was installed around the experiment

to contain the field produced by the solenoidal spectrom-

eters (not shown in Fig. 1). The PRY was installed at a

distance from the beam axis such that its effect on the tra-

jectories of particles travelling through the experiment was

negligible.

The emittance was measured upstream and downstream of

the absorber and focus-coil module using scintillating-fibre

tracking detectors [26] immersed in the solenoidal field pro-

vided by three superconducting coils E1, C, and E2. The

Fig. 1 Schematic diagram of the MICE experiment. The red rectangles

represent the coils of the spectrometer solenoids and focus-coil mod-

ule. The individual coils of the spectrometer solenoids are labelled E1,

C, E2, M1 and M2. The various detectors (time-of-flight hodoscopes

(TOF0, TOF1) [23,24], Cherenkov counters [25], scintillating-fibre

trackers [26], KLOE-Light (KL) calorimeter [20,27], and Electron

Muon Ranger (EMR) [28,29]) are also represented. The Partial Return

Yoke (PRY) is not shown
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(b)

(a)

Fig. 2 a Top and b side views of the MICE Muon Beam line, its

instrumentation, and the experimental configuration. A titanium tar-

get dipped into the ISIS proton synchrotron and the resultant spill of

particles was captured with a quadrupole triplet (Q1–3) and transported

through momentum-selecting dipoles (D1, D2). The quadrupole triplets

(Q4–6, Q7–9) transported particles to the upstream spectrometer mod-

ule. The time-of-flight of particles, measured between TOF0 and TOF1,

was used for particle identification

trackers were used to reconstruct the trajectories of indi-

vidual muons at the entrance and exit of the absorber. The

trackers were each constructed from five planar stations of

scintillating fibres, each with an active radius of 150 mm.

The track parameters were reported at the nominal reference

plane: the surface of the scintillating-fibre plane closest to

the absorber [30]. Hall probes were installed on the tracker

to measure the magnetic-field strength in situ. The instrumen-

tation up- and downstream of the spectrometer modules was

used to select a pure sample of muons. The reconstructed

tracks of the selected muons were then used to measure

the muon-beam emittance at the upstream and downstream

tracker reference planes. The spectrometer-solenoid modules

also contained two superconducting ‘matching’ coils (M1,

M2) that were used to match the optics between the uniform-

field region and the neighbouring focus-coil module. The

MICE coordinate system is such that the z axis is coincident

with the beam direction, the y axis points vertically upward,

and the x axis completes a right-handed co-ordinate system.

This paper discusses the measurement of emittance using

only the tracker and beam-line instrumentation upstream of

the absorber. The diffuser was fully retracted for the data

presented here, i.e. no extra material was introduced into the

centre of the beam line, so that the incident particle distribu-

tion could be assessed.

4 MICE Muon beam line

The MICE Muon Beam line is shown schematically in

Fig. 2. It was capable of delivering beams with normalised

transverse emittance in the range 3 � εN � 10 mm and

mean momentum in the range 140 � pμ � 240 MeV/c
with a root-mean-squared (RMS) momentum spread of ∼
20 MeV/c [20] after the diffuser (Fig. 1).

Pions produced by the momentary insertion of a titanium

target [18,19] into the ISIS proton beam were captured using

a quadrupole triplet (Q1–3) and transported to a first dipole

magnet (D1), which selected particles of a desired momen-

tum bite into the 5 T decay solenoid (DS). Muons produced

in pion decay in the DS were momentum-selected using a

second dipole magnet (D2) and focused onto the diffuser by

a quadrupole channel (Q4–6 and Q7–9). In positive-beam

running, a borated polyethylene absorber of variable thick-

ness was inserted into the beam just downstream of the decay

solenoid to suppress the high rate of protons that were pro-

duced at the target [31].

The composition and momentum spectra of the beams

delivered to MICE were determined by the interplay between

the two bending magnets D1 and D2. In ‘muon mode’, D2

was set to half the current of D1, selecting backward-going
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muons in the pion rest frame. This produced an almost pure

muon beam.

Data were taken in October 2015 in muon mode at a

nominal momentum of 200 MeV/c, with ISIS in opera-

tion at 700 MeV. These data [32] are used here to charac-

terise the properties of the beam accepted by the upstream

solenoid with all diffuser irises withdrawn from the beam.

The upstream E1-C-E2 coils in the spectrometer module were

energised and produced a field of 4 T, effectively uniform

across the tracking region, while all other coils were unpow-

ered. Positively charged particles were selected due to their

higher production rate in 700 MeV proton-nucleus collisions.

5 Simulation

Monte Carlo simulations were used to determine the accuracy

of the kinematic reconstruction, to evaluate the efficiency of

the response of the scintillating-fibre tracker, and to study

systematic uncertainties. A sufficient number of events were

generated to ensure that statistical uncertainties from the sim-

ulations were negligible in comparison to those of the data.

The beam impinging on TOF0 was modelled using

G4beamline [33]. Particles were produced at the target using

a parameterised particle-production model. These particles

were tracked through the MICE Muon Beam line taking into

account all material in and surrounding the beam line and

using realistic models of the fields and apertures of the vari-

ous magnets. The G4beamline simulation was tuned to repro-

duce the observed particle distributions at TOF0.

The MICE Analysis User Software (MAUS) [34] pack-

age was used to simulate the passage of particles from TOF0

through the remainder of the MICE Muon Beam line and

through the solenoidal lattice. This simulation includes the

response of the instrumentation and used the input distribu-

tion produced using G4beamline. MAUS was also used for

offline reconstruction and to provide fast real-time detector

reconstruction and data visualisation during MICE running.

MAUS uses GEANT4 [35,36] for beam propagation and the

simulation of detector response. ROOT [37] was used for

data visualisation and for data storage. The particles gener-

ated were subjected to the same trigger requirements as the

data and processed by the same reconstruction programs.

6 Beam selection

Data were buffered in the front-end electronics and read out at

the end of each spill [20]. For the reconstructed data presented

here, the digitisation of analogue signals received from the

detectors was triggered by a coincidence of signals in the

PMTs serving a single scintillator slab in TOF1. Any slab in

TOF1 could generate a trigger.

The following cuts were used to select muons passing

through the upstream tracker:

– One reconstructed space-point in TOF0 and TOF1 Each

TOF hodoscope was composed of two perpendicular

planes of scintillator slabs arranged to measure the x and

y coordinates. A space-point was formed from the inter-

section of hits in the x and y projections. Figure 3a, b

show the hit multiplicity in TOF0 plotted against the hit

multiplicity in TOF1 for reconstructed data and recon-

structed Monte Carlo respectively. The sample is domi-

nated by events with one space-point in both TOF0 and

TOF1. This cut removes events in which two particles

enter the experiment within the trigger window.

– Relative time-of-flight between TOF0 and TOF1, trel, in
the range 1 ≤ trel ≤ 6 ns The time of flight between

TOF0 and TOF1, t01, was measured relative to the mean

positron time of flight, te. Figure 3c shows the relative

time-of-flight distribution in data (black, circles) and sim-

ulation (filled histogram). All cuts other than the relative

time-of-flight cut have been applied in this figure. The

time-of-flight of particles relative to the mean positron

time-of-flight is calculated as

trel = t01 − (te + δte) ,

where δte accounts for the difference in transit time, or

path length travelled, between electrons and muons in

the field of the quadrupole triplets [21]. This cut removes

electrons from the selected ensemble as well as a small

number of pions. The data has a longer tail compared to

the simulation, which is related to the imperfect simu-

lation of the longitudinal momentum of particles in the

beam (see Sect. 7.1).

– A single track reconstructed in the upstream tracker with

a track-fit χ2 satisfying χ2

NDOF
≤ 4 NDOF is the number

of degrees of freedom. The distribution of
χ2

NDOF
is shown

in Fig. 3d. This cut removes events with poorly recon-

structed tracks. Multi-track events, in which more than

one particle passes through the same pixel in TOF0 and

TOF1 during the trigger window, are rare and are also

removed by this cut. The distribution of
χ2

NDOF
is broader

and peaked at slightly larger values in the data than in the

simulation.

– Track contained within the fiducial volume of the tracker
The radius of the track measured by the tracker, Rtrack, is

required to satisfy Rtrack < 150 mm to ensure the track

does not leave and then re-enter the fiducial volume. The

track radius is evaluated at 1 mm intervals between the

stations. If the track radius exceeds 150 mm at any of

these positions, the event is rejected.
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(a) (b)

(d) (e)

(c)

Fig. 3 Distribution of the quantities that were used to select the sample

used to reconstruct the emittance of the beam: a the number of space-

points in TOF0 plotted against the number of space-points in TOF1 for

reconstructed data, and b reconstructed simulation; c distribution of the

relative time-of-flight, trel; d distribution of
χ2

NDOF
; and e distribution

of Rdiff . The 1D distributions show reconstructed data as solid (black)

circles and reconstructed MAUS simulation as the solid (yellow) his-

togram. The solid (black) lines indicate the position of the cuts made

on these quantities. Events enter these plots if all cuts other than the cut

under examination are passed

– Extrapolated track radius at the diffuser, Rdiff ≤ 90 mm
Muons that pass through the annulus of the diffuser,

which includes the retracted irises, lose a substantial

amount of energy. Such muons may re-enter the track-

ing volume and be reconstructed but have properties that

are no longer characteristic of the incident muon beam.

The aperture radius of the diffuser mechanism (100 mm)

defines the transverse acceptance of the beam injected
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(a) (b)

Fig. 4 Time of flight between TOF0 and TOF1 (t01) plotted as a func-

tion of the muon momentum, p, measured in the upstream tracker. All

cuts other than the muon hypothesis have been applied. Particles within

the black lines are selected. The white dotted line is the trajectory of

a muon that loses the most probable momentum (20 MeV/c) between

TOF1 and the tracker in a reconstructed data, and b reconstructed Monte

Carlo

Table 1 The number of

particles that pass each selection

criterion. A total of 24,660

particles pass all of the cuts

Cut No. surviving

particles

Cumulative

surviving particles

None 53 276 53 276

One space-point in TOF0 and TOF1 37 619 37 619

Relative time of flight in range 1–6 ns 37 093 36 658

Single reconstructed track with
χ2

NDOF
≤ 4 40 110 30 132

Track within fiducial volume of tracker 52 039 29 714

Extrapolated track radius at diffuser ≤ 90 mm 42 592 25 310

Muon hypothesis 34 121 24 660

All 24 660 24 660

into the experiment. Back-extrapolation of tracks to the

exit of the diffuser yields a measurement of Rdiff with a

resolution of σRdiff = 1.7 mm. Figure 3e shows the dis-

tribution of Rdiff , where the difference between data and

simulation lies above the accepted radius. These differ-

ences are due to approximations in modelling the outer

material of the diffuser. The cut on Rdiff accepts particles

that passed at least 5.9σRdiff inside the aperture limit of

the diffuser.

– Particle consistent with muon hypothesis Figure 4 shows

t01, the time-of-flight between TOF0 and TOF1, plotted

as a function of p, the momentum reconstructed by the

upstream tracking detector. Momentum is lost between

TOF1 and the reference plane of the tracker in the mate-

rial of the detectors. A muon that loses the most proba-

ble momentum, Δp � 20 MeV/c, is shown as the dot-

ted (white) line. Particles that are poorly reconstructed,

or have passed through support material upstream of the

tracker and have lost significant momentum, are excluded

by the lower bound. The population of events above the

upper bound are ascribed to the passage of pions, or mis-

reconstructed muons, and are also removed from the anal-

ysis.

A total of 24,660 events pass the cuts listed above. Table 1

shows the number of particles that survive each individ-

ual cut. Data distributions are compared to the distributions

obtained using the MAUS simulation in Figs. 3 and 4. Despite

minor disagreements, the agreement between the simulation

and data is sufficiently good to give confidence that a clean

sample of muons has been selected.

The expected pion contamination of the unselected ensem-

ble of particles has been measured to be ≤ 0.4 %[22]. Table 2

shows the number of positrons, muons, and pions in the

MAUS simulation that pass all selection criteria. The criteria

used to select the muon sample for the analysis presented

here efficiently reject electrons and pions from the Monte

Carlo sample.
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Table 2 The number of

reconstructed electrons, muons,

and pions at the upstream

tracker that survive each cut in

the Monte Carlo simulation.

Application of all cuts removes

almost all positrons and pions in

the reconstructed Monte Carlo

sample. In the Monte Carlo

simulation, a total of 253,504

particles pass all of the cuts

described in the text

Cut e μ π Total

None 14, 912 432,294 1610 463,451

One space-point in TOF0 and TOF1 11, 222 353,613 1213 376,528

Relative Time of flight in range 1–6 ns 757 369,337 1217 379,761

Single reconstructed track with
χ2

NDOF
≤ 4 10, 519 407,276 1380 419,208

Track within fiducial volume of tracker 14, 527 412,857 1427 443,431

Tracked radius at diffuser ≤ 90 mm 11, 753 311,076 856 334,216

Muon hypothesis (above lower limit) 3225 362,606 411 367,340

Muon hypothesis (below upper limit) 12, 464 411,283 379 424,203

Muon hypothesis (overall) 2724 358,427 371 361,576

All 22 253,475 5 253,504

7 Results

7.1 Phase-space projections

The distributions of x, y, px , py, pz , and p =�
p2

x + p2
y + p2

z are shown in Fig. 5. The total momentum

of the muons that make up the beam lie within the range

140 � |p| � 260 MeV/c. The results of the MAUS sim-

ulation, which are also shown in Fig. 5, give a reasonable

description of the data. In the case of the longitudinal com-

ponent of momentum, pz , the data are peaked to slightly

larger values than the simulation. The difference is small

and is reflected in the distribution of the total momentum,

p. As the simulation began with particle production from

the titanium target, any difference between the simulated and

observed particle distributions would be apparent in the mea-

sured longitudinal and total momentum distributions. The

scale of the observed disagreement is small, and as such

the simulation adequately describes the experiment. The dis-

tributions of the components of the transverse phase space

(x, px , y, py) are well described by the simulation. Nor-

malised transverse emittance is calculated with respect to the

means of the distributions (Eq. 2), and so is unaffected by this

discrepancy.

The phase space occupied by the selected beam is shown

in Fig. 6. The distributions are plotted at the reference sur-

face of the upstream tracker. The beam is moderately well

centred in the (x, y) plane. Correlations are apparent that

couple the position and momentum components in the trans-

verse plane. The transverse position and momentum coordi-

nates are also seen to be correlated with total momentum.

The correlation in the (x, py) and (y, px ) plane is due to

the solenoidal field, and is of the expected order. The disper-

sion and chromaticity of the beam are discussed further in

Sect. 7.2.

7.2 Effect of dispersion, chromaticity, and binning in

longitudinal momentum

Momentum selection at D2 introduces a correlation, dis-

persion, between the position and momentum of particles.

Figure 7 shows the transverse position and momentum

with respect to the total momentum, p, as measured at the

upstream-tracker reference plane. Correlations exist between

all four transverse phase-space co-ordinates and the total

momentum.

Emittance is calculated in 10 MeV/c bins of total momen-

tum in the range 185 ≤ p ≤ 255 MeV/c. This bin size

was chosen as it is commensurate with the detector reso-

lution. Calculating the emittance in momentum increments

makes the effect of the optical mismatch, or chromaticity,

small compared to the statistical uncertainty. The range of

185 ≤ p ≤ 255 MeV/c was chosen to maximise the number

of particles in each bin that are not scraped by the aperture

of the diffuser.

7.3 Uncertainties on emittance measurement

7.3.1 Statistical uncertainties

The statistical uncertainty on the emittance in each momen-

tum bin is calculated as σε = ε√
2N

[38–40], where ε is the

emittance of the ensemble of muons in the specified momen-

tum range and N is the number of muons in that ensem-

ble. The number of events per bin varies from ∼ 4 000 for

p ∼ 190 MeV/c to ∼ 700 for p ∼ 250 MeV/c.

7.4 Systematic uncertainties

7.4.1 Uncorrelated systematic uncertainties

Systematic uncertainties related to the beam selection were

estimated by varying the cut values by an amount correspond-
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(a) (b)

(d)

(e) (f)

(c)

Fig. 5 Position and momentum distributions of muons reconstructed at the reference surface of the upstream tracker: a x , b y, c px , d py , e pz ,

and f p, the total momentum. The data are shown as the solid circles while the results of the MAUS simulation are shown as the yellow histogram

ing to the RMS resolution of the quantity in question. The

emittance of the ensembles selected with the changed cut

values were calculated and compared to the emittance calcu-

lated using the nominal cut values and the difference taken

as the uncertainty due to changing the cut boundaries. The

overall uncertainty due to beam selection is summarised in

Table 3. The dominant beam-selection uncertainty is in the

selection of particles that successfully pass within the inner

90 mm of the diffuser aperture.

Systematic uncertainties related to possible biases in cali-

bration constants were evaluated by varying each calibration

constant by its resolution. Systematic uncertainties related

to the reconstruction algorithms were evaluated using the

MAUS simulation. The positive and negative deviations
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(a) (b)

(c) (d)

(e) (f)

Fig. 6 Transverse phase space occupied by selected muons transported through the MICE Muon Beam line to the reference plane of the upstream

tracker. a (x, px ), b (x, py). c (y, px ), d (y, py). e (x, y), and f (px , py)

from the nominal emittance were added in quadrature sep-

arately to obtain the total positive and negative systematic

uncertainty. Sources of correlated uncertainties are discussed

below.

7.4.2 Correlated systematic uncertainties

Some systematic uncertainties are correlated with the total

momentum, p. For example, the measured value of p dic-

tates the momentum bin to which a muon is assigned for

the emittance calculation. The uncertainty on the emittance

reconstructed in each bin has been evaluated by allowing the
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(a)

(b)

(c)

(d)

Fig. 7 The effect of dispersion, the dependence of the components of

transverse phase space on the momentum, p, is shown at the reference

surface of the upstream tracker: a) (x, p); b (px , p); c (y, p); d (py, p)

momentum of each muon to fluctuate around its measured

value according to a Gaussian distribution of width equal to

the measurement uncertainty on p. In Table 3 this uncertainty

is listed as ‘Binning in p’.

A second uncertainty that is correlated with total momen-

tum is the uncertainty on the reconstructed x, px , y, and py .

The effect on the emittance was evaluated with the same pro-

cedure used to evaluate the uncertainty due to binning in total

momentum. This is listed as ‘Tracker resolution’ in Table 3.

Systematic uncertainties correlated with p are primarily

due to the differences between the model of the apparatus

used in the reconstruction and the hardware actually used

in the experiment. The most significant contribution arises

from the magnetic field within the tracking volume. Parti-

cle tracks are reconstructed assuming a uniform solenoidal

field, with no fringe-field effects. Small non-uniformities in

the magnetic field in the tracking volume will result in a

disagreement between the true parameters and the recon-

structed values. To quantify this effect, six field models (one

optimal and five additional models) were used to estimate

the deviation in reconstructed emittance from the true value

under realistic conditions. Three families of field model were

investigated, corresponding to the three key field descriptors:

field scale, field alignment, and field uniformity. The values

of these descriptors that best describe the Hall-probe mea-

surements were used to define the optimal model and the

uncertainty in the descriptor values were used to determine

the 1σ variations.

7.4.3 Field scale

Hall-probes located on the tracker provided measurements

of the magnetic field strength within the tracking volume

at known positions. An optimal field model was produced

with a scale factor of 0.49 % that reproduced the Hall-probe

measurements. Two additional field models were produced

which used scale factors that were one standard deviation,

±0.03 %, above and below the nominal value.

7.4.4 Field alignment

A field-alignment algorithm was developed based on the

determination of the orientation of the field with respect to

the mechanical axis of the tracker using coaxial tracks with

pT ≈ 0 [41]. The field was rotated with respect to the tracker

by 1.4 ± 0.1 mrad about the x axis and 0.3 ± 0.1 mrad about

the y axis. The optimal field model was created such that

the simulated alignment is in agreement with the measure-

ments. Two additional models that vary the alignment by one

standard deviation were also produced.

7.4.5 Field uniformity

A COMSOL [42] model of the field was used to generate the

optimal model which includes the field generated by each coil
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Fig. 8 The systematic bias and uncertainty on the reconstructed emit-

tance under different magnetic field model assumptions. The bias esti-

mate (open triangles) includes the non-uniformity bias (open squares).

The variation between the models (see text) is indicated by the shaded

bands

using the ‘as-built’ parameters and the partial return yoke. A

simple field model was created using only the individual coil

geometries to provide additional information on the effect of

field uniformity on the reconstruction. The values for the sim-

ple field model were normalised to the Hall-probe measure-

ments as for the other field models. This represents a signif-

icant deviation from the COMSOL model, but demonstrates

the stability of the reconstruction with respect to changes

in field uniformity, as the variation in emittance between all

field models is small (less than 0.002 mm).

For each of the 5 field models, multiple 2000-muon

ensembles were generated for each momentum bin. The devi-

ation of the calculated emittance from the true emittance

was found for each ensemble. The distribution of the dif-

ference between the ensemble emittance and the true emit-

tance was assumed to be Gaussian with mean ε and variance

s2 = σ 2 + θ2, where σ is the statistical uncertainty and θ is

an additional systematic uncertainty. The systematic bias for

each momentum bin was then calculated as [43]

ΔεN = �ε� − εtrue , (4)

where εtrue is the true beam emittance in that momentum

bin and �ε� is the mean emittance from the N ensembles.

The systematic uncertainty was calculated assuming that the

distribution of residuals of εi from the mean, �ε�, satisfies a

χ2 distribution with N − 1 degrees of freedom,

χ2
N−1 =

N

i

(εi − �ε�)2

σ 2 + θ2
, (5)

Fig. 9 Normalised transverse emittance as a function of total momen-

tum, p, for data (black, filled circle) and reconstructed Monte Carlo (red,

open triangle). The inner error bars show the statistical uncertainty. The

outer error bars show the quadratic sum of the statistical and systematic

uncertainties

and θ was estimated by minimising the expression (χ2
N−1 −

(N − 1))2 [43].

The uncertainty, θ , was consistent with zero in all momen-

tum bins, whereas the bias, ΔεN , was found to be momentum

dependent as shown in Fig. 8. The bias was estimated from

the mean difference between the reconstructed and true emit-

tance values using the optimal field model. The variation in

the bias was calculated from the range of values reconstructed

for each of the additional field models. The model represent-

ing the effects of non-uniformities in the field was considered

separately due to the significance of the deviation from the

optimal model.

The results show a consistent systematic bias in the recon-

structed emittance of ≈ −0.015 mm that is a function of

momentum (see Table 3). The absolute variation in the mean

values between the models that were used was smaller than

the expected statistical fluctuations, demonstrating the sta-

bility of the reconstruction across the expected variations in

field alignment and scale. The effect of the non-uniformity

model was larger but still demonstrates consistent reconstruc-

tion. The biases calculated from the optimal field model were

used to correct the emittance values in the final calculation

(Sect. 7.5).

7.5 Emittance

The normalised transverse emittance as a function of p is

shown in Fig. 9. The emittance has been corrected for the

systematic bias shown in Table 3. The uncertainties plot-

ted are those summarised in Table 3, where the inner bars

represent the statistical uncertainty and outer bars the total

uncertainty. The emittance of the measured muon ensem-

bles (black, filled circle) is approximately flat in the range
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195 ≤ p ≤ 245 MeV/c, corresponding to the design momen-

tum of the experiment. The mean emittance in this region is

≈ 3.7 mm. The emittance of the reconstructed Monte Carlo

is consistently lower than that of the data, and therefore gives

only an approximate simulation of the beam.

8 Conclusions

A first particle-by-particle measurement of the emittance

of the MICE Muon Beam was made using the upstream

scintillating-fibre tracking detector in a 4 T solenoidal field.

A total of 24,660 muons survive the selection criteria. The

position and momentum of these muons were measured at the

reference plane of the upstream tracking detector. The muon

sample was divided into 10 MeV/c bins of total momentum,

p, from 185–255 MeV/c to account for dispersion, chro-

maticity, and scraping in apertures upstream of the tracking

detector. The emittance of the measured muon ensembles is

approximately flat from 195 ≤ p ≤ 245 MeV/c with a mean

value of ≈ 3.7 mm across this region.

The total uncertainty on this measurement ranged from
+1.9−1.6% to +3.5−4.3%, increasing with total momentum, p. As

p increases, the number of muons in the reported ensem-

ble decreases, increasing the statistical uncertainty. At the

extremes of the momentum range, a larger proportion of

the input beam distribution is scraped on the aperture of

the diffuser. This contributes to an increase in systematic

uncertainty at the limits of the reported momentum range.

The systematic uncertainty introduced by the diffuser aper-

ture highlights the need to study ensembles where the total

momentum, p, is close to the design momentum of the beam

line. The total systematic uncertainty on the measured emit-

tance is larger than that on a future measurement of the ratio of

emittance before and after an absorber. The measurement is

sufficiently precise to demonstrate muon ionization cooling.

The technique presented here represents the first pre-

cise measurement of normalised transverse emittance on a

particle-by-particle basis. This technique will be applied to

muon ensembles up- and downstream of a low-Z absorber,

such as liquid hydrogen or lithium hydride, to measure emit-

tance change across the absorber and thereby to study ion-

ization cooling.
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Abstract

Applicability of our present setup for solar modulation studies in a shallow underground laboratory is tested on four prominent
examples of Forbush decrease during solar cycle 24. Forbush decreases are of interest in space weather application and study of
energy-dependent solar modulation, and they have been studied extensively. The characteristics of these events, as recorded by various
neutron monitors and our detectors, were compared, and rigidity spectrum was found. Linear regression was performed to find power
indices that correspond to each event. As expected, a steeper spectrum during more intense extreme solar events with strong X-flares
shows a greater modulation of galactic cosmic rays. Presented comparative analysis illustrates the applicability of our setup for studies
of solar modulation in the energy region exceeding the sensitivity of neutron monitors.
� 2018 COSPAR. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Galactic cosmic rays (GCRs) traverse the heliosphere;
this leads to variation in the cosmic ray (CR) flux due to
solar activity. The influence of solar and heliospheric mod-
ulation is pronounced for primary CR particles with low
rigidity or momentum over unit charge. CRs interact, upon
arrival, with Earth’s atmosphere causing electromagnetic
and hadronic showers. A network of ground-based CR
detectors, neutron monitors (NMs), and muon detectors,
located at various locations around the globe, as well as
airborne balloons and satellites, provide valuable data to
study the effect of these modulations on the integrated
CR flux with time. Energies of the primary particles in
NMs are sensitive to the state of solar activity and reach
up to 40 GeV. Muon detectors have a significant response
from 10 GeV up to several hundred GeV for surface, and

one order of magnitude greater for underground detectors,
depending on the depth (Duldig, 2000). This energy inter-
val allows muon detectors to monitor not only modulation
effects on lower-energy CRs but also galactic effects on pri-
mary CRs with high energies where solar modulation is
negligible. Because of the sensitivity to different energies
of the primary particle flux, observations of muon detec-
tors complement those of NMs in studies of long-term
CR variations, CR anisotropy, and gradients or rigidity
spectrum of Forbush decreases (FDs).

FDs (Forbush, 1954) represent decreases of the
observed GCR intensity under the influence of coronal
mass ejections (CMEs) and interplanetary counterparts of
coronal mass ejections (ICMEs) and/or high-speed streams
of solar wind (HSS) from the coronal holes (Belov, 2008).
FDs belong to two types depending on the drivers: non-
recurrent and recurrent decreases. This work addresses sev-
eral non-recurrent FDs.

These sporadic FDs are caused by ICMEs. As the mat-
ter with its magnetic field moves through the solar system,
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it suppresses the CR intensity. FDs of this kind have an
asymmetric profile, and the intensity of GCRs has a sudden
onset and recovers gradually. Sometimes an early phase of
FD prior to the dip (precursor of FD) shows an increase in
CR intensity. These precursors of FDs are caused by GCR
acceleration at the front of the advancing disturbance on
the outer boundary of the ICME, as the primary CR par-
ticles are being reflected from the approaching shock
(Papailiou et al., 2013). The FD profile depends on the
area, velocity, and intensity of CME magnetic field pro-
duced in extreme events that originate at the Sun
(Chauhan et al., 2008).

Data from observed modulation of GCR intensity con-
tain information regarding the transport of GCRs through
the interplanetary environment. GCR transport parame-
ters are connected with the interplanetary magnetic field
(IMF) in the heliosphere. It is empirically established that
the radial diffusion coefficient is proportional to the rigidity
of CR (Ahluwalia, 2005). In this article, we present an
analysis of the amplitude of FD during four events, which
were recorded by plastic scintillator muon detectors,
located at the Belgrade muon station, as well as by a net-
work of NMs.

2. Belgrade CR station

The Low-Background Laboratory for Nuclear Physics
(LBLNP) is a part of the Institute of Physics, University
of Belgrade. It is composed of two separate laboratory
facilities, ground-level laboratory (GLL) and underground
laboratory (UL), dug into a cliff. The overburden of the
UL is approximately 12 m of loess soil, which is equivalent
to 25 m of water (m.w.e). Laboratory is dedicated to mea-
surements of low radiation activities and studies of muon
and electromagnetic components of CRs at ground and
shallow underground levels. The geographic position of
the laboratory is at 75 m a.s.l., at 44�510N latitude and
20�230E longitude; geomagnetic vertical rigidity cutoff is
5.3 GV at the surface. The equipment was upgraded in
2008, and now, it consists of two identical sets of detectors
and accompanying data processing electronics: one is situ-
ated in GLL and the other in UL. Detectors are a pair of
plastic scintillator detectors, with dimensions of
100 cm � 100 cm � 5 cm and four PMTs that are directly
coupled to the corners. Signals from two opposite PMTs
on a single detector are summed, and the coincidence of
the two diagonals is found. Fig. 1 presents the coincident
sum spectra of two diagonals of large scintillator detectors.

Summing over diagonals suppresses the acquisition of
electromagnetic component of the secondary CR shower
and collects mainly the muon component of secondary
CRs. A well-defined peak in the energy spectra corresponds
to a muon energy loss of �11 MeV. The average muon flux
measured in the laboratory is 137(6) muons/m2s for GLL
and 45(2) muons/m2s for UL. For more detailed descrip-
tion, see Dragić et al. (2011). Integral of this distribution,
without low energy part, is used to form time series of this

CR muons spectrum integrated over different time inter-
vals. This time series is then corrected for efficiency, atmo-
spheric pressure, and temperature (Savić et al., 2015).

The CR flux measured at the ground level varies because
of changes in atmospheric conditions. Effects of the atmo-
spheric pressure can be easily accounted for, similar like for
NMs, but the temperature effect is somewhat more difficult
to treat. The difficulties arise from the interplay of positive
and negative temperature effects. With temperature
increase, the atmospheric density decreases; hence, less
pions interact and more muons are created from decay.
The result is a positive effect of more muons at the ground
level. On the other hand, the altitude of muon production
level is high due to the expansion of the atmosphere when
the temperature is high, muon path length is long, and
decay probability of muons is high before they reach the
ground level. Negative effect is dominant for low-energy
muons (mostly detected in GLL) and positive for high-
energy muons. A proper treatment of the temperature
effect requires knowledge of the entire temperature profile
of the atmosphere. This meteorological variation must be
corrected to study CR variations originating outside the
atmosphere.

For ground (and underground)-based CR detectors, the
response function, i.e., the relation between particles of
GCR spectra at the top of the atmosphere and recorded
secondary particles at the surface level, should be accu-
rately known. The total detector count rate can be
expressed as follows (Caballero-Lopez and Moraal, 2012):

N R0; h; tð Þ ¼
X

i

Z 1

R0

Sij R; hð Þji R; tð Þð ÞdR

¼
Z 1

R0

W R; h; tð ÞdR ð1Þ

where N R0; h; tð Þ is the detector counting rate, R0 is the
geomagnetic cutoff rigidity, h is the atmospheric depth,
and t represents time. Si R; hð Þ represents the detector yield

Fig. 1. The coincident spectra of two diagonals of large plastic detectors
in UL and GLL normalized for comparison.
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function for primary particles of type i and ji R; tð Þ repre-
sents the primary particle rigidity spectrum of type i at time
t. The total response function W R; h; tð Þ is the sum of
Si R; hð Þ and ji R; tð Þ. The maximum value of this function
is in the range of 4–7 GV at sea level, depending on the
solar modulation epoch at time t (Clem and Dorman,
2000). One of the methods to find this response function
is to use the numerical simulation of propagation of CRs
through the atmosphere. CORSIKA simulation package
(Heck et al., 1998) was to simulate CR transport through
the atmosphere and GEANT4 (Agostinelli et al., 2003) to
simulate the propagation of secondary CRs through over-
burden and response of the detectors to find the relation-
ship between the count rate at our site and the flux of
primary particles on top of the atmosphere.

The excellent agreement of the simulated and measured
flux (Fig. 2) allows us to establish that the cutoff energy for
primary CR protons for showers detected in GLL is caused
by its geomagnetic rigidity, and the median energy is
�60 GeV. For UL, the cutoff energy due to earth overbur-
den is 12 GeV, and the median energy is �120 GeV. These
values give us opportunity to study solar modulation at
energies exceeding energies detected with a NM. Observa-
tion of the solar activity and related magnetic disturbances
in the heliosphere that create transient CR intensity varia-
tion at several different energies can provide an energy-
dependent description of these phenomena.

3. Data analysis

The new setup in the LBLNP, presented by Dragić et al.
(2011) coincides with the start of the 24th solar cycle, thus
allowing us to observe the increase and decrease in solar
activity and the effect of solar modulation at energies
higher than ones studied using NMs.

Muon time series was searched for days where the aver-
age muon flux was significantly lower than the background
level. The background level is determined from the moving
averages of hourly count rates 10 days before the event.
These decreases in the count rate, in GLL and UL, are then
compared with space weather events of solar cycle 24. Data
collected in UG and GLL are compared with four NM sta-
tions from the neutron monitor database [http://www.
nmdb.eu/]. Three of these NMs (Athens, Rome, and
Jungfraujoch) have cutoff rigidity and geographic proxim-
ity similar to the Belgrade CR station.

A high correlation is found between the count rates
measured by the NMs in the LBLNP in March 2012
(Table 1), but for GLL and UL, as the cutoff energy of
the primary flux increases, the correlation slightly
decreases.

3.1. Selected Forbush decreases

The Belgrade CR station has detected, both in GLL and
UL, several significant structures connected to some
extreme solar effects. Several, more prominent, Forbush
decreases occurred in March 2012, September 2014, June
2015, and most recently in September 2017.

The FD that occurred on March 8, 2012 was recorded at
the Belgrade CR station as well as at other stations (Fig. 3).
This FD was separated into two following two CMEs.
These CMEs produced an intense disturbance in the inter-
planetary space and caused a severe geomagnetic storm
when the shockwave reached Earth on March 8, 2012.
During this event, a very complex combination of modula-
tion occurs (Lingri et al., 2016). Two CMEs from the same
active region as the September 10 (X1.6) flare produced FD
on September 12, 2014. There was a relatively fast partial
halo CME and a larger and rapidly moving halo CME
trailing behind the first one on September 10. These two
gave rise to the FD that was first detected by NMs on
September 12, 2014. This FD was not a classical two-step
FD as expected, probably due to the interaction of slower
and faster CMEs. The FD profile (Fig. 3) showed a small
second step several hours after the first, similar to the FD
that occurred in February 2011 (Papaioannou et al.,
2013). In June 2015, a large activity occurred in the Sun
from powerful AR 2371 that produced several CMEs from
the Sun. These CMEs induced a complex modulation of
GCRs that led to an FD occurrence on June 22, 2015 with
an unusual structure (Samara et al., 2018).

A sudden burst of activity from the Sun early in Septem-
ber 2017, after a prolonged period of low solar activity,
produced several flares, including the largest solar flare
seen from Earth since 2006, an X9.3 flare. This activity pro-
duced several Earth-directed CMEs. Throughout this time,
Earth experienced a series of geomagnetic storms, which
started promptly after the first CME. This unusual activity
produced an FD, which was recorded with detectors in
terms of ground level enhancement (GLE) on Earth and
Mars (Guo et al., 2018).

Fig. 2. Simulated (blue line) and measured spectra (black line) for muon
detectors in UL. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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4. FD and median rigidity

For each event, we study the energy dependence of FD
amplitude. The energy dependence of FD amplitude is

expected to follow the power law: DN/N � R�c (Cane,
2000). To obtain reliable values of amplitudes, we defined
amplitude as a relative decrease in the hourly count rate
of the minimum compared with the average of seven days’

Table 1
Correlation matrix of the linear correlation coefficient (in%) for recorded hourly flux at the Belgrade CR
station with its temperature- and pressure-corrected underground and ground-level detectors (UL_tpc and
GLL_tpc), only pressure-corrected detectors (UL_pc, GLL_pc), and raw data detectors (UL_raw and
GLL_raw) and recordings at Rome, Oulu, Jungfraujoch (Jung.) and Athens NMs for March 2012.

Fig. 3. Comparison of hourly time series over a one month period for pressure- and temperature-corrected count rates of the Belgrade muon monitor
station (GLLptc and ULptc) and NMs at Athens (ATHN), Rome (ROME), Jungfraujoch (JUNG), and Oulu (OULU) for extreme solar events in March
2012, September 2014, and June 2015. Count rates are shifted for comparison. For extreme solar event in September 2017, for GLL and UL, the count rate
is pressure-corrected only.
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count rate before FDs (not including possible precursory
increases). Such a long base period was used because of
the higher activity of the Sun prior to registrated FDs
and sensitivity of the muon detectors.

Amplitudes are determined for two of our detectors and
for 12 NMs. To investigate the rigidity spectrum of

mentioned FDs, the median rigidity Rm is defined. Rm is
the rigidity of the response of the detector to GCR
spectrum where 50% of the detector counting rate lies
below Rm (Ahluwalia and Fikani, 2007). For this study,
we used a list of Rm for 12 NM stations given by
Minamino et al. (2014). For an NM, the median rigidity
can be computed from the detector response function
derived from surveys for particulate station, usually
around the minima of solar activity; this is because the
intensity of lowest rigidity GCRs is maximum at that time.

For the Belgrade muon station, Rm was found using the
response function acquired by the Monte Carlo method of

Table 2
Median and cutoff rigidity for several stations.

Stations Median rigidity Rm (GV) Min. rigidity R0 (GV)

Athens 25.1 8.53
Mexico 25.1 8.28
Almaty 15.8 6.69
Lomnicky stit 12.6 3.84
Moscow 15.8 2.43
Kiel 15.8 2.36
Yakutsk 12.6 1.65
Apatity 12.6 0.65
Inuvik 12.6 0.3
Mc Murdo 12.6 0.3
Thule 12.6 0,3
South Pole 10 0.1
UL 122 12.3
GLL 63 5.3

Fig. 4. Rigidity spectrum of FD from March 8, 2012, September 12, 2014, June 22, 2015, and September 8, 2017. Points represent the amplitude of the
event as seen by NMs and the Belgrade CR station.

Table 3
Power indices of the median rigidity dependence of the dip of the FD.
Power indices are obtained for NMs only, NMs and the Belgrade muon
station, and Belgrade station only.

c NM only NM + Belgrade Belgrade station only

March 2012 0.82 ± 0.08 0.78 ± 0.03 0.715
Sept. 2014 0.79 ± 0.16 0.67 ± 0.06 0.744
June 2015 0.57 ± 0.05 0.58 ± 0.02 0.764
Sept. 2017 1.27 ± 0.16 0.86 ± 0.07 0.739
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CR transport. Approximate values of Rm for the detectors
used in this study are provided in Table 2.

For every selected event, a scatter plot is drawn (Fig. 4).
All plots show, plotted in log-log scale, a clear median
rigidity dependence of the amplitude of FD decrease.

Linear regression was performed to find power indices
corresponding to each event. Power indices are given in
Table 3.

Higher power indices can be due to more complex vari-
ations in GCRs. This more complex variation is a result of
a series of CMEs during this event that leads to large com-
pound ICME structure with multiple shocks and transient
flow (Zhao and Zhang, 2016). Results obtained from the
power law are generally consistent with those obtained in
previous studies (Ahluwalia and Fikani, 2007, Lingri
et al., 2016, Klyueva et al., 2017) conducted for NMs only.

A more significant difference observed for indices during
the 2017 event was because we used only pressure-corrected
data for the muon flux recorded at the Belgrade station.
For all other events and data, we performed both pressure
and temperature correction. Without temperature correc-
tions, variation in the count rate in muon detectors is
higher and it can affect the results.

We expect that when the newly improved, internally
developed technique for temperature correction of the
CR flux is implemented, the amplitude of the FD measured
at the Belgrade muon station will be more consistent with
other events and measurements. More data points on the
graphs are needed to understand indices better, particularly
in an energy region between NM and our laboratory. Sim-
ilar work (Braun et al., 2009) discussed the extension up to
15 and 33 GeV, but there are no data available for FDs
during cycle 24 and cannot be incorporated into this work.
As for other operating muon telescopes, there is an agree-
ment between the data obtained at our stations data and
the URAGAN data for FD in June 2015 (Barbashina
et al., 2016), but we have no data on other FDs and/or
median energies of other stations. Our new experimental
setup described elsewhere (Veselinović et al. 2017) will pro-
vide two additional median energies (121 and 157 GeV) to
monitor variations in the CR flux.

5. Conclusion

The Belgrade CR station, with both ground level and
underground setups, monitors the effect of solar modula-
tion on the CR flux since 2008. Extreme solar events, like
Forbush decreases, were detected during solar cycle 24 at
the site, suggesting that these phenomena can be studied
at energies higher than typical ones detected with NMs.
GLL and UL data, as well as data from several NM sta-
tions, were used to analyze four intense FDs. The magni-
tude of FDs is energy (rigidity) dependent and follows
the power law. Data used to find the rigidity dependence
of these transient solar modulation of GCR were obtained
over much higher range of rigidities than region NMs are

sensitive in, thus allowing more extensive studies of CR
solar modulation processes.
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R., Udovičić, V., 2017. An underground laboratory as a facility for
studies of cosmic-ray solar modulation. Nucl. Instrum. Meth. A875,
10–15. https://doi.org/10.1016/j.nima.2017.09.008.

Zhao, L.-L., Zhang, H., 2016. Transient galactic cosmic-ray modulation
during solar cycle 24: a comparative study of two prominent forbush
decrease events. Astrophys. J. 827 (1). https://doi.org/10.3847/0004-
637X.
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a b s t r a c t
The possibility of utilizing a shallow underground laboratory for the study of energy dependent solar modulation
process is investigated. The laboratory is equipped with muon detectors at ground level and underground
(25mwe), and with an underground asymmetric muon telescope to have a single site detection system sensitive
to different median energies of primary cosmic-ray particles. The detector response functions to galactic cosmic
rays are determined from Monte Carlo simulation of muon generation and propagation through the atmosphere
and soil, based on CORSIKA and GEANT4 simulation packages. The present setup is suitable for studies of energy
dependence of Forbush decreases and other transient or quasi-periodic cosmic-ray variations.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Galactic cosmic rays (GCR) arriving at Earth after propagating
through the heliosphere interact with nuclei in the atmosphere. These
interactions of primary CRs lead to production of a cascade (shower)
of secondary particles: hadrons, electrons, photons, muons, neutrinos.
Ground based CR detectors are designed to detect some species of
secondary cosmic radiation. Widely in use are neutron monitors [1,2],
muon telescopes [3,4], various types of air shower arrays [5], 𝛾-ray air
Cherenkov detectors [6], air fluorescence detectors [7] etc.

The flux and energy spectra of GCR are modulated by the solar
magnetic field, convected by the solar wind. Particularly affected are
GCR at the low energy side of the spectrum (up to ∼100 GeV). Therefore,
secondary CRs generated in the atmosphere can be used for studying
solar and heliospheric processes. Among the best known effects of the
solar modulation are CR flux variations with 11 year period of the solar
cycle, 22 year magnetic cycle, diurnal variation and Forbush decrease.
The so called corotation with the solar magnetic field results in the flux
variation with the 27-day period of solar rotation.

Modulation effects have been studied extensively by neutron mon-
itors (NM) [8,9], sensitive up to several tens of GeV, depending on
their geomagnetic location and atmospheric depth. Muon detectors at
ground level are sensitive to primary particles of higher energies than
NMs. Underground muon detectors correspond to even higher energy
primaries. For this reason muon observations complement NM observa-
tions in studies of long-term CR variations, CR anisotropy and gradients

* Corresponding author.
E-mail address: dragic@ipb.ac.rs (A. Dragić).

or rigidity spectrum of Forbush decreases. However, muon observations
suffer from difficulties to disentangle variations of atmospheric origin.
While the effect of atmospheric pressure is similar to NMs and easy
to account for, the temperature effect is more complicated. The entire
temperature profile of the atmosphere is contributing, with different
net temperature effect on muon flux at different atmospheric layers, as
a result of interplay of positive and negative temperature effects. The
positive temperature effect is a consequence of reduced atmospheric
density with the temperature increase, resulting in less pion interactions
and more decays into muons [10]. The negative temperature effect
comes from the increased altitude of muon production at the periods
of high temperature, with the longer muon path length and the higher
decay probability before reaching the ground level [11]. Both effects
are accounted for by the integral method of Dorman [12]. The negative
temperature effect is dominant for low energy muons (detected at
ground level) and the positive for high energy muons (detected deep
underground). At shallow depth of several tens of meters of water equiv-
alent both temperature effects contribute to the overall temperature
effect. Several detector systems with different sensitivity to primaries at
the same location have the advantage of sharing common atmospheric
and geomagnetic conditions.

Belgrade CR station is equipped with muon detectors at ground
level and at the depth of 25 m.w.e. Underground laboratory is reached
only by muons exceeding energy threshold of 12 GeV. The existing
detectors are recently amended by additional setup in an attempt to fully
exploit laboratory’s possibilities to study solar modulation at different
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median rigidities. In the present paper the detector systems at the
Belgrade CR station are described. Response functions of muon detectors
to galactic cosmic rays are calculated. The detector system represents
useful extension of modulation studies with neutron monitors to higher
energies, as it is demonstrated in the case of a recent Forbush event.

2. Description of Belgrade CR station

The Belgrade cosmic-ray station, situated at the Low Background
Laboratory for Nuclear Physics at Institute of Physics, is located at near-
sea level at the altitude of 78 m a.s.l. Its geographic position is: latitude
44◦51′N and longitude 20◦23′E, with vertical cut-off rigidity 5.3 GV. It
consists of the ground level lab (GLL) and the underground lab (UL)
which has useful area of 45 m2, dug at a depth of 12 m. The soil
overburden consists of loess with an average density 2.0 ± 0.1 g/cm3.
Together with the 30 cm layer of reinforced concrete the laboratory
depth is equivalent to 25 m.w.e. At this depth, practically only the
muonic component of the atmospheric shower is present [13].

2.1. Old setup

The experimental setup [14] consists of two identical sets of detec-
tors and read out electronics, one situated in the GLL and the other in the
UL. Each setup utilizes a plastic scintillation detector with dimensions
100 cm × 100 cm × 5 cm equipped with 4 PMTs optically attached
to beveled corners of a detector. Preamplifier output of two diagonally
opposing PMTs are summed and fed to a digitizer input (CAEN FADC,
type N1728B). FADC operates at 100 MHz frequency with 14 bit
resolution. The events generating enough scintillation light to produce
simultaneous signals in both inputs exceeding the given threshold are
identified as muon events. The simulated total energy deposit spectrum
is presented on the left panel of Fig. 1. After the appropriate threshold
conditions are imposed on the signals from two diagonals, the spectrum
is reduced to the one represented on the right panel of the same figure.
Contribution from different CR components are indicated on both graphs
and experimentally recorded spectrum is plotted as well.

Particle identification is verified by a two-step Monte Carlo simula-
tion. In the first step development of CR showers in the atmosphere
is traced, starting from the primary particles at the top of the at-
mosphere by CORSIKA simulation package. CORSIKA output contains
information on generated particles (muons, electrons, photons, etc.) and
their momenta at given observation level. More details on CORSIKA
simulation will be given in Section 3. This output serves as an input
for the second step in simulation, based on GEANT4. In the later step
energy deposit by CR particles in the plastic scintillator detector are
determined, together with the light collection at PMTs. Contributions
from different CR components to recorded spectrum are also shown in
Fig. 1.

According to the simulation, 87.5% of events in the coincident
spectrum originate from muons. To account for the contribution from
other particles to the experimental spectrum not all the events in the
spectrum are counted when muon time series are constructed. Muon
events are defined by setting the threshold corresponding to muon
fraction of recorded spectrum. Threshold is set in terms of ‘‘constant
fraction’’ of the spectrum maximum, which also reduces count rate
fluctuations due to inevitable shifts of the spectrum during long-term
measurements.

2.2. Upgrade of the detector system

Existing detectors enable monitoring of CR variations at two differ-
ent median energies. An update is contemplated that would provide
more differentiated response. Two ideas are considered. First one was to
extend the sensitivity to higher energies with detection of multi-muon
events underground. An array of horizontally oriented muon detectors
ought to be placed in the UL. Simultaneous triggering of more than

one detector is an indication of a multi-muon event. The idea was
exploited in the EMMA underground array [15], located at the deeper
underground laboratory in Pyhasalmi mine, Finland, with the intention
to reach energies in the so called knee region. For a shallow underground
laboratory, exceeding the energy region of solar modulation would
open the possibility to study CR flux variations originating outside the
heliosphere. Second idea is an asymmetric muon telescope separating
muons with respect to zenith angle. Later idea is much less expensive to
be put into practice.

Both ideas will be explained in detail and response function to GCR
for existing and contemplated detectors calculated in the next section.

3. Calculation of response functions

Nature of variations of primary cosmic radiation can be deduced
from the record of ground based cosmic ray detectors provided relation
between the spectra of primary and secondary particles at surface level
are known with sufficient accuracy. Relation can be expressed in terms
of rigidity or kinetic energy.

Total detector count rate can be expressed as:

𝑁(𝐸𝑡ℎ,ℎ, 𝑡) =
∑
𝑖 ∫

∞

𝐸𝑡ℎ

𝑌𝑖(𝐸,ℎ) ⋅ 𝐽𝑖(𝐸, 𝑡)𝑑𝐸 (1)

where 𝐸 is primary particle energy, 𝑖 is type of primary particle (we
take into account protons and 𝛼 particles), 𝐽𝑖(𝐸, 𝑡) is energy spectrum
of primary particles, ℎ is atmospheric depth and 𝑌𝑖(𝐸,ℎ) is the so
called yield function. 𝐸𝑡ℎ is the threshold energy of primary particles.
It depends on location (geomagnetic latitude and atmospheric altitude)
and detector construction details. At a given location on Earth, only
particles with rigidity above vertical rigidity cut-off contribute to the
count rate. Also, detector construction often prevents detection of low
energy particles. For instance, muon detectors are sometimes covered
with a layer of lead. In present configuration our detectors are lead free.

Historically, yield functions were calculated empirically, often ex-
ploiting the latitude variations of neutron and muonic CR compo-
nent [16–18]. With the advancement of computing power and modern
transport simulation codes it became possible to calculate yield func-
tions from the interaction processes in the atmosphere [19,20]. The yield
function for muons is calculated as:
𝑌𝑖(𝐸,ℎ) = ∫

∞

𝐸𝑡ℎ
∫ 𝑆𝑖(𝜃,𝜙) ⋅𝛷𝑖,𝜇(𝐸𝑖,ℎ,𝐸, 𝜃,𝜙)𝑑𝐸𝑑𝛺 (2)

where 𝑆(𝜃,𝜙) is the effective detector area and integration is performed
over upper hemisphere. 𝛷𝑖,𝜇(𝐸𝑖,ℎ,𝐸, 𝜃,𝜙) is the differential muon flux
per primary particle of the type 𝑖 with the energy 𝐸𝑖.

Total differential response function:

𝑊 (𝐸,ℎ, 𝑡) =
∑
𝑖
𝑌𝑖(𝐸,ℎ) ⋅ 𝐽𝑖(𝐸, 𝑡) (3)

when normalized to the total count rate gives the fraction of count
rate originating from the primary particles with the energy in the
infinitesimal interval around 𝐸. Integration of differential response
function gives the cumulative response function.

The response functions of our CR detectors are calculated using
Monte Carlo simulation of CR transport through the atmosphere with
CORSIKA simulation package. Simulation was performed with protons
and 𝛼-particles as primary particles. They make ∼94% (79% + 14.7%)
of all primaries [21]. Implemented hadron interaction models were
FLUKA for energies below 80 GeV, and QGSJET II-04 for higher
energies. If the old version of QGSJET is used, a small discontinuity
in response function is noticed at the boundary energy between two
models. Geomagnetic field corresponds to the location of Belgrade
𝐵𝑥 = 22.61 μT, 𝐵𝑧 = 42.27 μT. Power law form of differential energy
spectrum of galactic cosmic rays 𝐽𝑝(𝐸) ∼ 𝐸−2.7 is assumed. Energy
range of primary particles is between 1 GeV and 2 ⋅ 107 GeV. Interval
of zenith angles is 0◦ < 𝜃 < 70◦. Low energy thresholds for secondary
particles are: 150 MeV for hadrons and muons and 15 MeV for electrons
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Fig. 1. Left — 𝛥𝐸 spectrum in the plastic scintillator detector, derived from GEANT simulation; right — the same, but for the events exceeding threshold on both diagonals. Contribution
of different CR components to the total energy deposit in the detector: muons-gray line, photons-blue line, electrons-green line and sum of all contributions — red line. The black curve
on the right panel is the experimental spectrum. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. Left: normalized total response function of ground level muon detector to galactic cosmic rays; right: same as left, fitted with Dorman function (red line). (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Response function for multi-muon events in UL to galactic cosmic rays.

and photons. Selected atmospheric model is AT511 (Central European
atmosphere for May 11 1993). Observational level is at 78m a.s.l.

For calculation of response functions for underground detectors, sim-
ulation of particle propagation through the soil overburden is performed
using the code based on GEANT4 package. For precise calculation of
energy loss, chemical composition of the soil needs to be known. The

composition used in our work is taken from a geochemical study of
neighboring loess sections of Batajnica and Stari Slankamen [22]. Most
abundant constituents are quartz (SiO2) 70%, alumina (Al2O3) 15% and
quicklime (CaO) 10%, while others include Fe2O3, MgO, TiO2, K2O,. . . .
Inaccuracy of our knowledge of the soil chemical composition should
not strongly affect our results since, at relevant energies, dominant
energy loss mechanism for muons is ionization which, according to
Bethe–Bloch formula depends mostly on ⟨𝑍⟩∕⟨𝐴⟩. Soil density profile
is probed during laboratory construction. It varies slowly with depth
and average density is found to be (2.0 ± 0.1) g∕cm3.

In the simulation, the effective area and angular acceptance of
different modes of asymmetric muon telescope (single, coincident and
anticoincident) are taken into account.

According to Dorman [12], response function can be parametrized
as:

𝑊 (𝐸) =
⎧⎪⎨⎪⎩

0, if 𝐸 < 𝐸𝑡ℎ;
𝑎 ⋅ 𝑘 ⋅ exp(−𝑎𝐸−𝑘)
𝐸(𝑘+1)(1 − 𝑎𝐸−𝑘

𝑡ℎ )
, otherwise; (4)

with the high energy asymptotics: 𝑊 (𝐸) ≈ 𝑎 ⋅ 𝑘 ⋅ 𝐸−(𝑘+1).

3.1. Ground level

Calculated response function for ground level muon detector is
presented on Fig. 2, together with fitted Dorman function (4).
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Fig. 4. Left: Schematic view of the asymmetric muon telescope; PS1 — plastic scintillator detector 1, PS2 — plastic scintillator detector 2. Right: angular distribution of detected muons
in single mode (red), coincident mode (green) and anticoincident mode (blue), normalized to number of counts in each mode. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Fig. 5. Response function of single mode of ASYMUT in the UL to galactic cosmic rays. On the right panel the energy interval of interest is enlarged and Dorman function fit is plotted
(red line). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Response function of coincident mode of asymmetric muon telescope in the UL to galactic cosmic rays. On the right panel the interesting energy interval is enlarged and Dorman
function fit is plotted (red line). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

3.2. Underground

3.2.1. Multi-muon events
Count rate of multi-muon events underground turned out to be too

low for the above mentioned array detector experiment to be feasible
in our laboratory. To collect enough events for construction of the
response function (Fig. 3), allowed muon separation is 200 m, fairly

exceeding laboratory dimensions. Under these conditions calculated
median energy is 270 GeV.

3.2.2. ASYmmetric MUon Telescope (ASYMUT)
Asymmetric muon telescope is an inexpensive detector, constructed

from components already available in the laboratory. It consists of two
plastic scintillators of unequal dimensions. The lower is identical to the
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Fig. 7. Response function of anticoincident mode of asymmetric muon telescope in the UL to galactic cosmic rays. On the right panel the interesting energy interval is enlarged and
Dorman function fit is plotted (red line). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Cumulative response function to galactic cosmic rays of different muon detectors in the Belgrade CR station: black curve — GLL; red curve — single UL; green curve — CC mode
and blue curve — ANTI CC mode of asymmetric muon telescope. The 0.5 level corresponds to median energy. Cumulative response function with enlarged region around this level is
shown in the right picture. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

one located in the GLL (100 ×100 ×5 cm) and upper one is 50 ×46 ×5 cm.
Detectors are separated vertically by 78 cm, as depicted in Fig. 4, to
have roughly the same count rate in the coincident and anticoincident
mode. Lower detector in single mode operates in the same manner as the
one in the GLL, with wide angular acceptance. The coincident mode is
composed of the events registered in both upper and lower detector. In
the anticoincident mode, muons passing through the upper but not the
lower detector are counted. Therefore, the later mode favors inclined
muon paths. Different angular distribution means different path length
of muons registered in three modes of ASYMUT (right part of Fig. 4) and
also different energy distribution of parental primary particles.

The response functions to GCR of three modes of ASYMUT are shown
on Figs. 5–7 and respective cumulative response functions are shown on
Fig. 8.

Important parameters describing shapes of response functions are
summarized in Table 1. The most often used characteristics of a detector
system is its median energy 𝐸𝑚𝑒𝑑 . Primary particles with the energy be-
low 𝐸𝑚𝑒𝑑 give 50% contribution to detector count rate. The energy inter-
val ((𝐸0.05,𝐸0.95) is responsible for 90% of registered events. Fitted value
of the parameter 𝑘 from Dorman function (Eq. (4)) is also presented. The
parameters 𝐸0.05 and 𝐸𝑚𝑒𝑑 are determined with 1 GeV accuracy, while
the uncertainty of 𝐸0.95 is much higher due to small number of very high
energy events and is conservatively estimated as 10%.

Table 1
Sensitivity of Belgrade CR detectors (GLL — ground level; UL — underground based ASY-
MUT single mode; CC — ASYMUT coincident mode; ANTI — ASYMUT anticoincident
mode) to GCR primary particles. Primaries with the energy below 𝐸0.05 (and above 𝐸0.95)
contribute with 5% to the count rate of a corresponding detector. 𝐸𝑚𝑒𝑑 is median energy,
𝐸𝑡ℎ threshold energy and 𝑘 is Dorman parameter.
det 𝐸𝑡ℎ (GeV) 𝐸0.05 (GeV) 𝐸𝑚𝑒𝑑 (GeV) 𝐸0.95 (GeV) 𝑘

GLL 5 11 59 915 0.894(1)
UL 12 31 137 1811 0.971(4)
CC 12 27 121 1585 1.015(3)
ANTI 14 35 157 2031 0.992(4)

3.3. Conclusions

Usefulness of our setup for solar modulation studies is tested on the
example of investigation of a Forbush decrease of 8 March 2012. In the
first half of March 2012 several M and X class solar flares erupted from
the active region 1429 on the Sun. The strongest were two X class flares
that bursted on March 7. The first one is the X5.4 class flare (peaked
at 00:24 UT) and the second one is the X1.3 class flare (peaked at
01:14 UT). The two flares were accompanied by two fast CMEs, one
of which was Earth-directed [23]. Several magnetic storms were also
registered on Earth, and a series of Forbush decreases is registered. The
most pronounced one was registered on March 8. Characteristics of this
event as recorded by various neutron monitors and our detectors are
compared.
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Fig. 9. Rigidity spectrum of FD from 12 March 2012. Black points represent the amplitude
of the event as seen by twelve NMs: 1 — Athens, 2 — Mexico City; 3 — Almaty, 4 —
Lomnicky stit; 5 — Moscow; 6 — Kiel; 7 — Yakutsk; 8 — Apatity; 9 — Inuvik; 10 —
McMurdo; 11 — Thul; 12 — South Pole. Blue points are from Belgrade CR station: GLL —
ground level and UL — underground. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Amplitude of a Forbush decrease is one of its main characteristics.
Dependence of FD amplitude on median rigidity (or energy) is expected
to follow the power law: 𝛥𝑁∕𝑁 ∼ 𝑅−𝛾 [12].

For investigation of rigidity spectrum of mentioned FD data from
12 NMs are combined with the data from our two detectors (GLL and
UL) that were operational at the time of the event. Neutron monitor
data in the period between 1 March 2012 and 1 April 2012 are taken
from the NMDB database (www.nmdb.eu) [24]. The exponent of the
rigidity spectrum of this FD 𝛾 is obtained by the least-square fitting of
the data with the power function (Fig. 9) and found to be 𝛾 = 0.92±0.18.
Presented analysis illustrates applicability of our setup for studies of
consequences of CR solar modulation process in the energy region
exceeding sensitivity of neutron monitors.
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a b s t r a c t

The most dominant source of indoor radon is the underlying soil, so the enhanced levels of radon are
usually expected in mountain regions and geology units with high radium and uranium content in
surface soils. Laboratory for radioactivity and dose measurement, Faculty of Sciences, University of Novi
Sad has rich databases of natural radionuclides concentrations in Vojvodina soil and also of indoor radon
concentrations for the region of Vojvodina, Northern Province of Serbia. In this paper we present the
results of correlative and multivariate analysis of these results and soil characteristics in order to esti-
mate the geogenic radon potential. The correlative and multivariate analysis were done using Toolkit for
Multivariate Analysis software package TMVA package, within ROOT analysis framework, which uses
several comparable multivariate methods for our analysis. The evaluation ranking results based on the
best signal efficiency and purity, show that the Boosted Decision Trees (BDT) and Multi Layer Preceptor
(MLP), based on Artificial Neural Network (ANN), are multivariate methods which give the best results in
the analysis. The BDTG multivariate method shows that variables with the highest importance are radio-
nuclides activity on 30 cm depth. Moreover, the multivariate regression methods give a good approxi-
mation of indoor radon activity using full set of input variables. On several locations in the city of Novi
Sad the results of indoor radon concentrations, radon emanation from soil, gamma spectrometry mea-
surements of underlying soil and geology characteristics of soil were analyzed in detail in order to verify
previously obtained correlations for Vojvodina soil.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

It is well known that radon and their short lived progenies have
the most impact to the population effective dose from radioactive
sources (UNSCEAR, 2008). Recent epidemiological studies show
that the radiation risk due to radon exists on concentrations that
were considered negligible (WHO, 2009). In most European coun-
tries radon mapping has been carried out and the results are
summing in the publications of Joint Research Centre of European
Commission (JRC EC) which coordinates of the project of European
Natural Radioactivity Atlas (De Cort et al., 2011). Therefore, all
member states (including candidate countries) must propose the

reference level of radon in dwellings and working places and
identify radon priority areas with high radon potential according to
EU directive (EURATOM, 2013). There are two different concepts in
definition of radon potential: the first one relative to number of
houses with indoor radon concentrations above the reference value
(depends of construction types, living habits and meteorology) and
the other one geogenic radon potential relative to local geophysical
parameters (radon concentration in soil and the permeability of
soil) (Gruber et al., 2013). Geogenic radon emanates from radium
and uranium rich minerals into the soil pore space and it migrates
through the soil by diffusion and convection due to the gradient in
concentrations. Geogenic radon potential (GRP) therefore describes
radon in the subsurface soil as the main contributor to radon
buildup in houses and in contrast to indoor radon potential (IRP) it
is independent on human influence and temporally constant over a
geological timescale. In the lack of soil gas radon and soil gas
permeability measurements, our first steps toward the geogenic
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radon map are to find correlations between available radio-
geochemical data and indoor radon concentration measurements
in order to predict radon prone areas and validate geogenic
prognosis.

In Serbian Northern Province Vojvodina several indoor radon
surveys were performed in the period of four years from 2002 to
2005 by Laboratory for radioactivity and dose measurement, Fac-
ulty of Sciences, University of Novi Sad (Forkapi�c et al., 2007). The
same laboratory during this period carried out radioactivity
monitoring of soil on 50 different locations in Vojvodina region
(Bikit et al., 2005) in cooperation with the Institute of Field and
Vegetable Crops who determined the geochemical soil character-
istics, mechanical composition and content of total N, CaCO3 and
available phosphorus P2O5 and potassium K2O. The locations were

selected in a way to proportionally represent all geomorphological
units (Ko�s�cal et al., 2005): twomountains, four loess plateaus, three
loess terraces, four alluvial plains, two sandstone terrains and all
soil types (IUSS, 2014): Chernozem, Vertisol, Fluvisol, Cambisol,
Planosol, Solonchak and Solonetz. The influence of clay and humus
content and humidity of soil on radon adsorption to the soil grains
were discussed and analyzed using correlative and multivariate
analysis with indoor radon concentrations.

The demand for detailed analyses of large amount of data in
high-energy physics resulted inwide and intense development and
usage of multivariate methods. Many of multivariate methods and
algorithms for classification and regression are already integrated
into the analysis framework ROOT (Brun and Rademakers, 1997),
more specifically, into the Toolkit for Multivariate analysis (TMVA)

Fig. 1. Soil map of Vojvodina Province (Nejgebauer et al., 1971): 1 e Regosol on various parent materials; 2 e Antropic (rigoled) sand; 3 e Rendzina, pararendzina and humus-
silicate soils (ranker), 4 e Brown steppe soils on sand of different development; 5 e Chernozem calcareous; 6 e Chernozem eroded; 7 e Chernozem with signs of swamping in
the past; 8 e Chernozem with signs of glay in loess; 9 e Chernozem limeless; 10 e Chernozems with various degree of brownization or with spots of solodi soil; 11 e Chernozem
salinized or alkalized; 12 e Chernozem on sand; 13 e Chernozems on alluvial deposits; 14 e Smonitza soil on Terciary clays, sporadically brownized; 15 e Brown Forest soil,
sporadically eroded; 16 e Gray, brown podzolic soil sporadically skeletonic; 17 e Brown Forest soil solodized or with spots of solodi soil; 18 e Acid Brown Soil on Schits; 19 e

Pseudogley e lessive; 20 e Alluvial gravel e sandy soils; 21 e Alluvial loam e clayish soils; 22 e Alluvial salinized soils, sporadically alkalized or with spots of solodi soils; 23 e

Deluvial calcerous and limeless soils; 24 e Chernozemlike calcerous Meadow Soil; 25 e Chernozemlike limeless Meadow Soil salinized or alkalized; 26 e Chernozemlike Meadow
soil salinized or alkalized; 27 e Hydromorphic Black Soils calcareous; 28 e Hydromorphic Black Soils limeless; 29 e Hydromorphic Black Soils salinized; 30 e Hydromorphic Black
limeless soil with spots of solodi soil; 31 e Hydromorphic Smonitza Soil; 32 e Hydromorphic Smonitza Soil salinized or alkalized; 33 e Hydromorphic mineral gleyed soil,
sporadically salinized; 34 e Peaty Soil; 35 e Solonchak Soil; 36 e Solonetz soil, sporadically solonchakic; 37 e Solodi Soil.
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(Hoecker et al., 2007). Institute of Physics Belgrade used these
multivariate methods to create, test and apply all available classi-
fiers and regression methods implemented in the TMVA in order to
find the method that would be the most appropriate and yield
maximum information on the dependence of radon concentrations
on the multitude of input variables.

The first step is to calculate and rank the correlation coefficients
between all the variables involved, what will help in setting up and
testing the framework for running the various multivariate
methods contained in the TMVA. Although these correlation
rankings will later be superseded by method-specific variable
rankings, they are useful at the beginning of the analysis.

The next step is to use and compare the multivariate methods in
order to find out which one is best suited for classification (division)
of indoor radon concentrations into what would be considered
acceptable and what would be considered increased concentration.

In order to be able to use the multivariate classification, the set
of input events used, have to be split into those the correspond to

the signal (the indoor radon concentrations that are considered
increased) and to the background (consisting of indoor radon
concentrations that are declared acceptable). This splitting of the
set of input events is for the purposes of this preliminary analysis
performed at the limiting value of 120 Bq/m3. This value is used for
classification analyses, and is selected because this splitting ensures
maximum employment of multivariate comparison methods, and
this particular value reflects the fact that in our test case the sta-
tistics on higher radon concentration values are lower. The method
of multivariate regression, however, does not require preliminary
splitting of input events, and is therefore a more general one. Main
aim is to find out which method can, if any, on the basis of input
variables only, give an output that would satisfactorily close match
the observed variations of indoor radon concentrations.

In this paper we proposed and analyzed the application of
multivariate techniques developed at CERN for experiments with
particle physics for correlation analysis of experimental indoor
radon data and soil characteristics. Obtained results were verified

Table 1
Classification of soil types for 50 locations of sampling.

No Locality Soil type (national classification) (�Skori�c et al., 1985) Soil group (FAO-WRB) (IUSS, 2014)

1 Horgo�s Arenosol Protic ARENOSOL (Calcaric, Aridic)
2 Pali�c Solonchak Haplic SOLONCHAK (Siltic)
3 �Zednik Chernozem Calcic CHERNOZEM (Loamic, Pachic)
4 Aleksa �Santi�c Chernozem Haplic CHERNOZEM (Loamic, Pachic)
5 Tornjo�s Chernozem Gleyic CHERNOZEM (Loamic, Pachic)
6 Gakovo Chernozem Haplic CHERNOZEM (Loamic, Pachic)
7 Kula Chernozem Calcic, Gleyic CHERNOZEM (Loamic, Pachic)
8 Be�cej Humoglej Mollic Oxigleyic GLEYSOL (Clayic)
9 Srbobran Chernozem Calcic, Gleyic CHERNOZEM (Loamic, Pachic)
10 Srpski Mileti�c Chernozem Gleyic CHERNOZEM (Loamic, Pachic)
11 Bogojevo Humogley e marsh swamp soil Mollic Oxigleyic GLEYSOL (Loamic)
12 Nadalj Chernozem Gleyic CHERNOZEM (Loamic, Pachic)
13 Ruski Krstur Chernozem Gleyic CHERNOZEM (Loamic, Pachic)
14 Parage Chernozem Gleyic CHERNOZEM (Loamic, Pachic)
15 Rimski �San�cevi Chernozem Haplic CHERNOZEM (Clayic, Pachic)
16 �Zabalj Chernozem Gleyic CHERNOZEM (Loamic, Pachic)
17 Magli�c Chernozem Gleyic CHERNOZEM (Loamic, Pachic)
18 Ka�c Fluvisol Gleyic FLUVISOL (Loamic, Salic)
19 Ba�cko Novo Selo Fluvisol Gleyic FLUVISOL (Loamic)
20 Banatsko AranCelovo Humogley e marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)
21 Sanad Fluvisol Stagnic FLUVISOL (Clayic)
22 Crna Bara e �Coka Chernozem Gleyic CHERNOZEM (Clayic, Pachic)
23 Kikinda Chernozem Haplic CHERNOZEM (Clayic, Pachic)
24 Rusko Selo Humogley e marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)
25 Torda Humogley e marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)
26 Kumane Solonetz Gleiyc, Salic SOLONETZ (Clayic)
27 Begejci Chernozem Gleyic CHERNOZEM (Clayic, Pachic)
28 Zrenjanin Chernozem Calcic CHERNOZEM (Clayic, Pachic)
29 Boka Solonetz Haplic SOLONETZ (Clayic)
30 Orlovat Chernozem Gleyic CHERNOZEM (Loamic, Pachic)
31 Vr�sa�cki Ritovi Humogley e marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)
32 Kozjak Chernozem Gleyic CHERNOZEM (Loamic, Pachic)
33 Iland�za Humogley e marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)
34 Idvor Chernozem Gleyic CHERNOZEM (Clayic, Pachic)
35 Padina Chernozem Haplic CHERNOZEM (Loamic, Pachic)
36 Vr�sac Eutric Cambisol Eutric CAMBISOL (Clayic)
37 Crepaja Chernozem Haplic CHERNOZEM (Loamic, Pachic)
38 Deliblato Chernozem Haplic CHERNOZEM (Arenic, Pachic)
39 Bavani�ste Chernozem Haplic CHERNOZEM (Loamic, Pachic)
40 Petrovaradin Eutric Cambisol Eutric CAMBISOL (Clayic)
41 �Sid Chernozem Haplic CHERNOZEM (Loamic, Pachic, Stagnic)
42 Rivica Chernozem Haplic CHERNOZEM (Clayic, Pachic)
43 Ruma Chernozem Haplic CHERNOZEM (Clayic, Pachic)
44 InCija Chernozem Haplic CHERNOZEM (Loamic, Pachic)
45 Morovi�c Pseudogley Gleyic, Fluvic, Luvic PLANOSOL (Loamic)
46 Vi�snji�cevo Pseudogley Gleyic, Fluvic, Luvic PLANOSOL (Loamic)
47 Sremska Mitrovica Chernozem Haplic CHERNOZEM (Clayic, Pachic)
48 Popinci Chernozem Gleyic CHERNOZEM (Clayic, Pachic)
49 Donji Tovarnik Humogley e marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)
50 Kupinovo Fluvisol Haplic FLUVISOL (Loamic)
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and discussed on measured soil gas data for Novi Sad districts.

2. Study area

Vojvodina region is located in the Pannonian Basin of Central
Europe. The choice of sampling locations was made on the basis of
the presence of certain soil types (�Skori�c et al., 1985) on the
Pedological Map of Vojvodina (Nejgebauer et al., 1971) which is
shown on Fig. 1. The observed soil types were classified in Table 1
according to the FAO-WRB classification (IUSS, 2014). The domi-
nant soil type at the examined area is Chernozem. Parent material
(geological substrate) for this type of soil, and for the largest part of
the surface of Vojvodina, is loess e loose sedimentary rock
deposited by wind-accumulation in the Pleistocene (during inter-
glacial periods).

3. Materials and methods

Indoor radon mapping of Vojvodina Province was performed
using the etched track detectors CR39 on about 3000 locations in
ground floor rooms during three years from 2002 to 2005. The time
of exposurewas 90 days during the winter seasons, from December

to March. The etching and counting of tracks were performed by
Radosys Company. For this study the average indoor radon con-
centrations in the nearest village or city to locations of soil sam-
pling were calculated and used in correlation analysis. The results
of intercomparison of radon CR-39 detector systems conducted in
CLOR's accredited calibration laboratory and quality control data of
commercially available Hungarian RadoSys systems are presented
and discussed in (Mamont-Ciesla et al., 2010).

For radioactivity measurements from each location of an
approximately area 10� 10m,10 subsamples of soil were collected,
mixed and homogenized. The soil was sampled from the surface
layer (0e10 cm). For chemical analysis soil was sampled by agro-
chemical probe to a depth of 30 cm. Soil samples were dried at
105 �C to constant mass. After that all mechanical contaminants,
mainly small stone peaces and plant material were removed. Dried
soil samples were homogenized as fine powder and measured in
cylindrical geometry 62 mm � 67 mm on the cap of HPGe detector.
Typical mass of samples was 200 g-300 g and measurement time
was 80 ks. Activity concentrations of radionuclides gamma emitters
were determined by the method of low-level gamma spectrometry
on actively and passively shielded germanium detectors with
maximal background reduction. Detector calibrations and quality
control measurements were done with certified reference material
in cylindrical geometry type CBSS2 supplied by Czech Metrology
Institute. Every year laboratory participates with accepted results in
world-wide open proficiency tests for gamma spectrometry orga-
nized by IAEA Reference Materials Group, Terrestrial Environment
Laboratory. The gamma spectra were acquired and analyzed using
the Canberra Genie 2000 software. The program calculates the
activity concentration of an isotope from all prominent gamma
lines after peaked background subtraction. All measurement un-
certainties are presented at 95% confidence level. A special proce-
dure developed in the Novi Sad laboratory was used for the
determination of the 238U activity concentration from gamma-lines
of the first progeny of this radionuclide, 234Th (Bikit et al., 2003).

pH-value was measured in the suspension of soil with water
(10 g: 25 cm3) by pH meter PHM62 standard- Radiometar Copen-
hagen. Content of humus was determined according to method of
Tjurin. The total nitrogen content was determined by Kjldahl on the
system for digestion and titration Tacator. The available phosphorus
and potassium were measured using the extraction with ammo-
nium lactate. For soil characterization purposes, removal of organic
matter by H2O2 and of carbonates by HCl was carried out. Then, the
sample is shaken with a dispersing agent and sand is separated
from clay and powder with a 63 mm sieve. The sand is fractionated
by dry sieving, and by the pipette method the clay and powder
fractions are determined (IUSS, 2014). Particle size in the soil

Fig. 2. The RAD7 complete for soil gas measurements (Durridge, 2014).

Table 2
Correlation coefficients between indoor radon concentration and input variables.

Number Parameter Correlation coefficient

1 Elevation þ0.11
2 pH 0
3 CaCO3 �0.03
4 Humus þ0.15
5 Total N þ0.13
6 P2O5 �0.01
7 K2O þ0.01
8 Coarse sand �0.08
9 Fine sand �0.19
10 Powder þ0.16
11 Clay þ0.17
12 Ra-226 30 cm þ0.27
13 U-238 30 cm þ0.17
14 Th-232 30 cm þ0.22
15 K-40 30 cm þ0.10
16 U-238 surface �0.17
17 Ra-226 surface þ0.04
18 Th-232 surface 0
19 K-40 surface þ0.02
20 Cs-137 surface �0.17

Fig. 3. Receiver operating characteristic (ROC) for all Multivariate methods used for
classification of indoor radon concentration using climate variables. It shows that BDT
and MLP methods are the best ones for radon.
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samples was determined by the pipette method with sodium py-
rophosphate as peptizing agent. Based on particle size analysis the
following fractions were determined according to IUSS classifica-
tion: coarse sand (0.2e2 mm), fine sand (0.02e0.2 mm), powder
(0.002e0.02 mm) and clay (<0.002 mm).

Soil gas radon activity concentration was measured in situ by
RAD7 alpha-spectrometer (DURRIDGE Company) with stainless soil
gas probe using grab protocol (Fig. 2). While pumping, the air flow
rate is about 0.7 l/min and therefore 3.5 l of soil gas is extracted
from the soil at the depth of 70 cm. The last calibration of used

device was performed in radon chamber at the accredited trial
metrological Lab. SUJCHBO Kamenna, Czech Republic. Calibration
laboratory is traceable to PTB Braunschweig, Germany. After that
callibration laboratory participated with RAD7 device in the 2015
NRPI Intercomparison of Radon gas Measurement Instruments
with satisfactory results (jzeta scorej< 2e Report number NRPI REG
01-2016, January 2016).

The Toolkit for Multivariate Analysis (TMVA) provides a ROOT-
integrated environment for the processing, parallel evaluation
and application of multivariate classification and multivariate

Table 3
Evaluation results ranked by best signal efficiency and purity (area) It shows that BDT and MLP methods are the best ones for radon. @B is part of Background events classified
as Signal events.

MVA method Signal efficiency at bkg eff.(error): Separation Significance

@B ¼ 0.01 @B ¼ 0.10 @B ¼ 0.30 ROC-integ

BDT 0.212(16) 0.814(16) 0.959(08) 0.932 0.609 1.614
BDTG 0.243(17) 0.767(17) 0.966(07) 0.927 0.611 1.676
MLPBNN 0.224(17 0.754(17) 0.957(08) 0.922 0.600 1.579
MLP 0.228(17) 0.728(18) 0.955(08) 0.919 0.577 1.540
SVM 0.211(16) 0.797(16) 0.938(09) 0.918 0.587 1.611
RuleFit 0.162(15) 0.671(19) 0.906(12) 0.891 0.482 1.263
LikelihoodPCA 0.000(00) 0.491(20) 0.845(14) 0.843 0.404 1.099
LD 0.047(08) 0.348(19) 0.744(18) 0.789 0.271 0.806
Likelihood 0.031(07) 0.328(19) 0.674(19) 0.764 0.208 0.589
FDA_GA 0.031(07) 0.147(14) 0.363(19) 0.611 0.093 0.353

Fig. 4. Cut efficiency and optimal cut value of BDT (left) and MLP (right) classification MVA method for indoor radon concentration.

Fig. 5. Distribution of BDT and ANN MLP classification method outputs for input signal and background events.
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regression methods. All multivariate methods in TMVA belong to
the family of “supervised learning” algorithms. They make use of
training events, for which the desired output is known, to deter-
mine the mapping function that either describes a decision
boundary (classification) or an approximation of the underlying
functional behavior defining the target value (regression). The two
most important Multivariate methods for our purposes are “Boos-
ted Decision Trees” (BDT) and “Artificial Neural Networks” (ANN).

Boosted Decision Trees (BDT) have been successfully used in
High Energy Physics analysis for example by the MiniBooNE
experiment (Hai-Jun et al., 2005). In BDT, the selection is done on a
majority vote on the result of several decision trees. However, the
advantage of the straightforward interpretation of the decision tree
is lost.

An Artificial Neural Network (ANN) (Rojas, 1996) is most
generally speaking any simulated collection of interconnected
neurons, with each neuron producing a certain response at a given
set of input signals. ANNs in TMVA belong to the class of Multilayer
Perceptrons (MLP), which are feed-forward neural networks.

4. Results and discussion

Table 2 shows linear correlation coefficients, which tells us how
big is the correlation of input variable and indoor radon concen-
tration. We can notice that radon is more correlated to radioiso-
topes at depth of 30 cm.

In order to use MVAmethods, the sample has to have significant
statistics. Since set intended to be used in this analysis does not
have enough statistics, we artificially increased the sample by
introducing of copy of same sample events, but with modified
values of input and measured radon concentrations multiplying
initial value with 1 þ random Gaussian values with sigma 1/10. We
are using the input events (set of soil sample properties and ra-
dionuclides activity in 30 cm depth and on surface) to train, test and
evaluate the 12 multivariate methods implemented in TMVA. The
graph presenting the “Receiver operating characteristic” (ROC) for
each multivariate method (Fig. 3) may be considered as the most
indicative in comparing the different methods used for classifica-
tion of radon concentrations using climate variables. On this graph
one can read the dependence of background rejection on signal
efficiency. The best method is the one that holds maximumvalue of
background rejection for highest Signal efficiency (Table 3), i.e. the
best method has ROC curve closest to the upper right corner on the
graph presented in Fig. 3. It turns out that the method best suited
for our purpose is the Boosted Decision Trees (BDT) method. This
means that BDT gives most efficient classification of input events.
This is seen in Fig. 4, which shows the distribution of BDT classifi-
cation method outputs for input signal and background events. The
second best method is the implementation of ANN Multilayer
Perceptrons (MLP).

In Fig. 4, one can see the values of signal and background effi-
ciency and significance. Significance, calculated as N(Signal)/
sqrt(N(Signal)þN(Background)), can be used as the value for
comparison of various multivariative methods, and also for com-
parison of method efficiencies for different sets of input variables.

Fig. 5 shows the distribution of BDT classification method out-
puts for input signal and background events. These figures again
demonstrate that classification methods work well i.e. that the
separation of signal and background works very good. Also, the
significance value for BDT is higher for higher cut values for split-
ting of input events. Interestingly, it appears that other multivariate

Table 4
Variable importance for BDTG MVA method for indoor radon.

BDTG rank Variable Variable importance � 10�2

1 Total N 6.490
2 U-238 30 cm 6.425
3 K-40 30 cm 6.040
4 Th-232 30 cm 5.495
5 Humus 5.490
6 K2O 5.406
7 Clay 5.360
8 U-238 surface 5.218
9 Fine 5.116
10 CaCO3 5.081
11 P2O5 5.003
12 Cs-137 surface 4.715
13 Ra-226 30 cm 4.656
14 Elevation 4.595
15 K-40 surface 4.509
16 pH 4.435
17 Ra-226 surface 4.188
18 Powder 4.082
19 Th-232 surface 4.026
20 Coarse 3.671

Fig. 6. Distribution of indoor radon concentrations and outputs from MLP Multivariate
regression method's evaluation for of indoor radon concentration.

Fig. 7. Distributions of differences of outputs from MLP Multivariate regression
method and measured indoor radon concentrations.
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Fig. 8. Lithological map of Novi Sad city (Obrkne�zev et al., 2009) with maximal soil gas radon activity concentrations measured in six parts of the city.
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methods also give better results under these new conditions.
Ranking of the BDTG input variables (Table 4) is derived by

counting how often the variables are used to split decision tree
nodes, and by weighting each split occurrence by the separation it
has achieved and by the number of events in the node. As seen from
Table 4, besides Total N, radionuclides on 30 cm depth appears to be
the most important variables for indoor radon.

Regression is the approximation of the underlying functional
behavior defining the target value. We tried to find the best
regression method that will give output values (predicted indoor
radon concentration) closest to the actual concentrations that
corresponds to specific input variables. The best multivariate
regression method is found to be BDT, and the second one is MLP,
same as in case of multivariate classifiers. Fig. 6 presents the dis-
tribution of indoor radon concentrations and outputs from the MPL
multivariate regression method evaluation of radon concentration
using all input variables.

To best way to estimate the quality of the method is to look at
the differences between the output values from MLP multivariate
regression method and the values of measured indoor radon con-
centrations (Fig. 7). The figure indicates the good predictive power
of multivariate regression methods as applied for prediction of
variations of indoor radon concentrations based on full set of input
variables.

In the city of Novi Sad Laboratory for dose and radioactivity
measurements performed soil gas measurements by active device
RAD7 coupled with soil gas probe on about 100 locations divided in
6 districts of the city. In order to verify previously obtained corre-
lations we analyzed in detail all available parameters: radionuclide
contents of the soil, average indoor radon concentrations in each
district, maximal and average soil gas concentrations for each dis-
trict and geomorphologic units. Results are shown on Figs. 8e10
and in Table 5. Indoor radon concentrations were measured by
gamma spectrometry method using charcoal canisters for radon
adsorption. The MDA for this technique of indoor radon measure-
ment is about 2 Bq/m3 and the measurement uncertainty depends
on count rates in post radon gamma lines, detector efficiency and
charcoal water gain.

The effects of radium activity concentrations in deep layers of
examined soil to indoor radon concentrations were analyzed
through linear correlations and the results are shown on Figs. 9 and
10. We used Pearson correlation coefficient based on a comparison
of the actual impact of observed variables to one another in relation
to the maximum potential impact of the two variables (1) and
obtained almost high positive correlation between radium activity
concentrations in soil and soil gas concentrations (r¼ 0.67296) and
low positive correlation between arithmetic means of soil gas
concentrations and indoor radon activity concentrations
(r ¼ 0.24301).

r ¼
P

ixiyi � 1
n
P

ixi
P

iyiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�P
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��P
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��P
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2
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��P
ixi

�2
�s (1)

5. Conclusion

In the paper the possibility of multivariate analysis application
for radon potential estimation is described in detailed. The most
appropriate multivariate method of analysis of indoor radon mea-
surements is selected from a wide spectrum of multivariate
methods developed for data analysis in high-energy physics and
implemented in the Toolkit for Multivariate Analysis software
package. The evaluation ranking results based on the best signal
efficiency and purity, show that the Boosted Decision Trees (BDT)
and Multi Layer Perceptron (MLP), based on Artificial Neural
Network (ANN), are multivariate methods which give the best re-
sults in the analysis. Further multivariate analysis results give
insight into the dependence of indoor radon concentrations with
other radionuclides activity both 30 cm underground and on sur-
face during the time of measurements, as well as soil properties
variables. The BDTGmultivariate method shows that variables with
the highest importance are radionuclides activity in deep layers
compared with the activity of surface layer, but also the humus and
clay content (Table 4). Moreover, the multivariate regression
methods give a good approximation of indoor radon activity using
full set of input variables.

This study showed that radiogeochemical data are useful to
generate maps of radon priority areas. We confirmed the assump-
tion that the soil types which contain the highest content of clay

Fig. 9. Correlation between radium activity concentrations in the soil and soil gas
activity concentrations for Telep district.

Fig. 10. Correlations between arithmetic means of soil gas concentrations and indoor
radon activity concentrations with standard deviations (error bars) for six districts of
Novi Sad city.
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and humus best adsorb and retain radon which is reflected in
elevated soil gas radon concentrations and higher geogenic radon
potential. This conclusion could be used for selection of locations
for planning radon permeability measurements. The best correla-
tion of radon concentrations with total nitrogen amount in the soil
is very interested result and it will be studied in next research.

The results of detailed analysis of databases for radon and soil
radioactivity measurements for the city of Novi Sad validated
geogenic prognosis that soil gas radon concentrations mostly
depend on geomorphologic units and litologic distribution in study
area. Good agreement of radium content in soil samples and radon
soil gas activity concentrations obtained.

The multivariate regression methods used gives as a result a
’’mapped’’ functional behavior of indoor radon and input variables.
Using this ’’mapped’’ function, the search for radon priority areas is
straightforward. The best performing multivariate methods iden-
tified most important variables, and help with simplification of
’’mapped’’ function which then requires smaller number of input
variables. Further analysis of ’’mapped’’ function can point to which
are the most important mechanisms for increase of indoor radon
concentrations.

So the multivariate methods can be used in identifying the most
significant variables, help identify radon priority areas, and help
with physics analysis of processes of radon emanation.
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Table 5
Comparison of available data for each analyzed district of Novi Sad city with the description of geomorphologic unit and the number of samples that were considered. Numbers
in brackets are the standard deviations for the average values and the measurement uncertainties for measured values in the range column.

City district
(Geomorphologic unit)

Average of soil gas
concentrations
[Bq/m3]

Range of soil gas
concentrations
[Bq/m3]

Average of indoor radon
concentrations
[Bq/m3]

Range of indoor radon
concentrations
[Bq/m3]

Average of Ra-226
concentrations in soil
[Bq/kg]

Range of Ra-226
concentrations in soil
[Bq/kg]

Telep (Contemporary
riverbanks, fine sandy)

13 samples

1020(596) 315(16)
e2056(105)

77(80) 4(2)e313(8) 33(7) 23,6(13)e46,0(22)

Detelinara (Loess clay)
29 samples

1138(976) 312(17)
e4500(220)

46(65) 4(2)e345(14) 30(7) 14,1(14)e45(2)

Liman
(Older riverbanks, sandy

clay)
17 samples

1334(715) 230(12)
e2535(130)

25(18) 6(2)e74(5) 27(7) 14,9(14)e40,5(21)

Veternik (Older riverbanks,
sandy clay)

16 samples

1512(616) 104(7)e2559(132) 107(93) 34(4)e276(8) 32(5) 22,3(14)e41(2)

Novo Naselje (Older
riverbanks, sandy clay)

19 samples

840(1033) 122(8)e3959(198) 31(33) 4(2)e92(6) 31(6) 19(2)e44(2)

Sremska Kamenica
(Unchanged loess)

14 samples

2787(1306) 1582(80)
e6022(302)

69(27) 38(4)e110(6) 36(7) 19,9(16)e43,5(17)
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Abstract

Natural antimony targets were irradiated in a 60 MeV bremsstrahlung beam and gamma 
spectrometric measurements were performed. The goal was to establish the yield of 117mSn, a 
radionuclide with great potential for application in medicine. Considering that 117mSn is 
predominantly produced through a photonuclear reaction in which an charged particle is emitted 
(121Sb(γ,p3n)), the yield of this tin isotope is much lower than the yields of several antimony 
isotopes produced in (γ,xn) reactions. It has been estimated that photonuclear reactions on 
natural antimony could produce 117mSn activities needed for therapeutic applications, with 
accelerators having electron currents of the order of mA. For the used bremsstrahlung energy of 
60 MeV, it was estimated how much 119mSn activity can be expected when exposing the 
antimony target.

Key words: photonuclear reactions, 117mSn production, 60 MeV bremsstrahlung 
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1. INTRODUCTION

Photonuclear reactions represent a very interesting field in which the nucleus, as a system 
determined by a strong interaction, is subjected to electromagnetic forces. This reactions are 
conducted by the interaction of high-energy electromagnetic radiation (10 MeV and more) with 
nuclei of the selected target. The process of the highest probability is emission of one neutron. If 
the energy of the electromagnetic radiation is high enough, the excited nucleus can emit two of 
more neutrons, with lower probability. Protons and other charged particles can leave the nucleus, 
but with a much lower probability due to the effect of the Coulomb barrier. 

Electromagnetic nature of interaction makes photonuclear reactions a suitable method for studies 
of the nucleus and some of its properties. Photonuclear reactions have become a convenient 
method in number of basic research (Zilges et al., 2022; Pietralla et al., 2019). Besides that, they 
could be quite acceptable way for production of radionuclides. The need for the production of 
radionuclides used in medicine is particularly important (Qaim, 2017). In currently established 
practice, certain number of neutron-deficient radionuclides and positron sources, usually are 
produced by proton cyclotrons (IAEA, 2021). However, some of them can be obtained through 
photonuclear reactions.

The main objective of this work is to check feasibility of 117mSn producing in photon beams of 
high energies, up to several tens of MeV. Tin isotope 117mSn has shown extremely promising 
properties in the process of theranostics (Lewington, 2005). The 158.562 keV gamma radiation 
(Blachot, 2002), emitted after de-excitation of the isomeric state is almost ideal for SPECT 
diagnostic purposes, while the large number of conversion electrons (113% emission probability) 
can provide a high local dose at some specific location where the radiopharmaceutical labeled 
with this isotope would be accumulated.

In order to obtain high specific activities of 117mSn, several different nuclear reactions using 
charged particles were taken in consideration (Stevenson et al., 2015). Two most important 
directions were using proton beams (Ermolaev et al.,2009) and alpha particles (Aslam et al., 
2018; Aikava et al., 2018; Ditrói et al., 2016; Duchemin et al., 2016; Maslov et al., 2011). 
Photonuclear reactions for production of 117mSn were not frequently studied. Couple attempts 
was made to get 117mSn by (γ,γ`) reaction on enriched 117Sn target (Aksenov et al., 1992; Gerbish 
et al., 2006). In present paper, the possibility of producing 117mSn by photonuclear reactions on a 
target made of natural antimony in 60 MeV bremsstrahlung beam was analyzed. Natural 
antimony contains two isotopes, 121Sb and 123Sb. For the purposes of this study, the reactions 
121Sb(γ,p3n) and 123Sb(γ,p5n) are considered. Photonuclear reactions in which no charged 
particles are emitted, 121Sb(γ,4n) and 123Sb(γ,6n), have significantly higher cross sections, but 
unfortunately they do not lead to the creation of 117mSn after beta decay (EC) of produced 117Sb. 

Several isotopes of the target element are usually obtained through (γ,xn) nuclear reactions. In 
this case, several neutron deficient active isotopes of Sb can be obtained, depending on endpoint 
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energy of used bremsstrahlung beam. All of them, after EC create Sn daughter nuclei. It is 
particularly interesting to see to what extent the produced 117mSn would be contaminated by the 
activity of other products of possible photonuclear reactions. In this work, special attention is 
paid to 119mSn, which would be created through two photonuclear reactions.

1. MATERIALS AND METHODS

1.1 Expected nuclear reactions

Natural antimony consists of two isotopes: 121Sb (57.36%) and 123Sb (42.64%). Relevant part of 
the isotope chart is presented in Figure 1. During exposure of a natural antimony target to a flux 
of high-energy photons, several types of nuclear reactions occur.

a) (γ,n)  and (γ,xn) reactions 

Several antimony isotopes, (depending on the endpoint energy of the bremsstrahlung beam used 
in experiment) could be produced in reactions with emission of one or more neutrons. Both 
ground state and Sb isomers are created. Besides 122Sb, which decays  mostly (97.6%) to 122Te 
through the emission of a beta particle, all other Sb isotopes decay through electron capture. It 
can be seen (Figure 1) that in this way stable tin nuclei will be formed. Two of the stable tin 
isotopes have isomers 117mSn and 119mSb, however decays of 117Sb and 119Sb do not populate their 
metastable states. This means that no Sn activity should be expected after decay of antimony 
isotopes created in (γ,n)  and  (γ,xn) reactions.  If Sn fraction is chemically extracted from the 
irradiated antimony target, the output of (γ,n)  and  (γ,xn) reactions can estimate how much non-
active Sn would be obtained together with 117mSn, produced in some other reactions.

Sb116
15.8 m

3+

EC

Sb117
2.80 h
5/2+

EC

Sb118
3.6 m

1+

EC

Sb119
38.19 h

5/2+

EC

Sb120
15.89 m

1+

EC

Sb121
Stable
5/2+

57.36 %

Sb122
2.7238 d

2-

EC, β-

Sb123
Stable
7/2+

42.64 %
Sn115
Stable
1/2+

0.34 %

Sn116
Stable

0+

14.53 %

Sn117
Stable
1/2+

7.68 %

Sn118
Stable

0+

24.23 %

Sn119
Stable
1/2+

8.59 %

Sn120
Stable

0+

32.59 %

Sn121
27.06 h

3/2+

β-

Sn115
Stable
1/2+

0.34 %
In114
71.9 s

1+

EC, β-

In115
4.41E+14y

9/2+

β-, 95.7 %

In116
14.10 s

1+

EC, β-

In117
43.2 m

9/2+

β-

In118
5.0 s

1+

β-

In119
2.4 m
9/2+

β-

In120
3.08 s

1+

β-

In121
23.1 s
9/2+

β-

Figure 1. Part of the isotope chart presenting Sb, Sn and In isotopes of interest
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b) (γ,p) and (γ,pxn) reactions

If one proton (with or without neutrons) is emitted during the irradiation of the Sb target, tin 
isotopes will be formed. All of Sn isotopes created in this way are stable, with exception of 121Sn. 
This isotope is formed in 123Sb(γ,pn)  reaction in the ground state, but also as an isomer. After 
decay of the ground state of 121Sn, beta radiation of relatively low energy (Q value: 390.1 keV) is 
emitted without the emission of gamma radiation. The 121mSn has a half-life of 55 years and low 
activity would be created in photon beam. Additionally, it could be expected that 119mSn and 
117mSn isomers will be created (half lifes 293.1 days and 13.6 days, respectively). Sn-119m can 
be formed in 121Sb(γ,pn) and 123Sb(γ,p3n) reactions. Another isomer, 117mSn can be produced in 
121Sb(γ,p3n) and 123Sb(γ,p5n) reactions, if the endpoint energy of bremsstrahlung is high enough. 

Sn-117m has very suitable characteristics for use in medicine. The scheme of de-excitation of the 
metastable state is shown in Figure 2. The gamma radiation energy emitted is almost ideal for 
diagnostic procedures. The transitions of 314.3 keV and 156.2 keV are almost entirely realized 
by the emission of conversion electrons. It was estimated that 1.13 conversion electrons are 
emitted per one decay of 117mSn. Due to the low penetrating power, these electrons in the tissues 
deposit their energy in a small space around the location where the radiopharmaceutical labeled 
with 117mSn accumulates. In this way, a therapeutic dose can be deposited in a controlled area.
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Figure 2. Decay scheme of 117mSn. For absolute intensities of transitions, multiply by 0.864

The decay scheme of 119mSn is shown in Figure 3. During the de-excitation of the metastable 
state of 89.53 keV, gamma radiation of energy 23.87 keV is emitted. It is determined that 0.161 
photons are emitted per decay. Such low energy photon radiation has very little chance of 
leaving the patient's body, so it cannot be used for diagnostic purposes in nuclear medicine. It 
was measured that the transitions shown in Figure 3 are realized to the greatest extent by the 
emission of conversion electrons. It is estimated that 1.83 conversion electrons are emitted per 
119mSn decay. These electrons could also play a significant role in radionuclide therapy.

Figure 3. Decay scheme of 119mSn.

c) (γ,α), (γ,αn) and (γ,αxn) reactions

Additional interesting possibility, which could be expected during exposition of antimony target 
in high energy photon beams, is emission of alpha particle, with or without neutrons. Reactions 
(γ,α), (γ,αn), (γ,α2n), etc. will produce indium isotopes. In the simplest case, when just an alpha 
particle is emitted after interaction of high energy photons with 123Sb, isotope of indium 119In 
would be created. It is the heaviest isotope of indium that can be formed in this way. Considering 
that the half-life of 119In is 2.4 min, it is unlikely that it will be identified in an off-line gamma 
radiation measurement. The same is with 118In, which has a half-life of 5 sec. Just 117In and 
lighter isotopes could be detected in some standard off-line gamma spectroscopy measurements. 
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The decay of the ground state of 117In populates the isomeric state 117mSn to a very small extent 
(0.344%), while the decay of the isomer 117mIn completely bypasses it. 

It should be emphasized that after the decay of 117Sb, as well as the decay of both the ground and 
isomer states of 117In, the emission of photon radiation of 158.56 keV occurs. This is also the 
only gamma radiation emitted after de-excitation of the 314.58 keV isomeric state of 117mSb, 
which complicates the interpretation of gamma spectra recorded immediately after the irradiation 
of the antimony target. The half-life of 117Sn is 2.8 days, while 117In and 117mIn have half-life of 
43.2 min and 116.2 min, respectively, which is significantly shorter than the half-life of 117mSn. 
In repeated measurements after a sufficiently long time interval, the presence of 117mSn in the 
irradiated sample can be determined. 

d) (n,γ) reactions

The production of bremsstrahlung radiation with endpoint energies higher than the binding 
energy of neutrons in the nuclei of irradiated materials leads to the emission of neutrons. The 
sources of neutrons are usually a bremsstrahlung converter, collimators, filters and all other 
materials affected by the photon beam. These neutrons can be captured by the nuclei of the target 
material. It is most likely that 122Sb and 124Sb are formed in the interactions of neutrons and Sb 
target nuclei. The easiest way to assess the presence of neutrons at the location of the irradiated 
target is to identify the gamma lines of 124Sb. The half-life of this radionuclide is 60.20 days, so 
for its identification purposes, the spectrum recorded three days after irradiation was used. Only 
two gamma lines of 602.73 keV (97.8%) and 1690.98 keV (47.3%) were observed in the 
spectrum. The intensity of these gamma lines in the measured spectrum is four orders of 
magnitude lower than the 120mSb gamma lines, which have a similar quantum yield. In addition, 
in the spectrum of the gold foil exposed together with the Sb target, a gamma line of 411.8 keV 
can be observed. This gamma transition originates from 198Au produced by the capture of 
neutrons on 197Au. Based on these three very weak lines, it was estimated that the neutron 
capture does not give activities that can be compared with the activities obtained through 
photonuclear reactions and that the contribution of (n,γ) reactions can be neglected.

1.2 Reaction yields

Considering that antimony consist of two isotopes, 121Sb (57.36%) and 123Sb (42.64%), in some 
cases, one product of photonuclear reaction can be formed in two different ways. Total activity 
of observed product can be result of two reactions, whose probabilities are defined by the cross 
sections 𝜎121

𝑖 (𝐸) and 𝜎123
𝑖 (𝐸) for observed i-th reaction. Atomic number of parent nuclei is 

denoted in superscript. The yield of some isotope, identified in gamma spectrum of antimony 
target, in some general case can be expressed as:

This preprint research paper has not been peer reviewed. Electronic copy available at: https://ssrn.com/abstract=4642511

Pr
ep

rin
t n

ot
 p

ee
r r

ev
ie

wed



7

𝑚𝑡

𝑀 𝑁𝑎𝑣(0.5726 
𝐸𝑚𝑎𝑥

𝐸𝑖
𝑡

𝜎121
𝑖 (𝐸) ⋅ 𝛷(𝐸) ⋅ 𝑑𝐸 + 0.4264 

𝐸𝑚𝑎𝑥

𝐸𝑖
𝑡

𝜎123
𝑖 (𝐸) ⋅ 𝛷(𝐸) ⋅ 𝑑𝐸)

=
𝑁𝛾 𝜆 

 𝜀 𝑝𝛾𝑒―𝜆𝛥𝑡 (1 ― 𝑒―𝜆𝑡𝑖𝑟𝑟)(1 ― 𝑒―𝜆𝑡𝑚)
                            (1)

where 𝑚𝑡 and M are the mass of the exposed target used in experiment and the atomic mass 
number, 𝑁𝐴𝑣 is Avogadro number, 𝐸𝑖

𝑡 is the energy threshold for observed nuclear reaction and 
Emax  is the maximal energy of photons, 𝛷(𝐸) is flux of photons, 𝑁𝛾 is the number of detected 
gamma photons of chosen energy, 𝜆 is the decay constant, 𝜀 is absolute peak efficiency of the 
detector at the chosen energy, 𝑝𝛾 is the quantum yield of detected photons, 𝛥𝑡, 𝑡𝑖𝑟𝑟 and 𝑡𝑚 are 
cooling, irradiation and measurement time respectively. 

For brevity, the above equation can be represented as:

𝑚𝑡

𝑀 𝑁𝑎𝑣(0.5726 𝑅121
𝑖 + 0.4264 𝑅123

𝑖   ) =
𝑁𝛾 𝜆 

 𝜀 𝑝𝛾𝑒―𝜆𝛥𝑡 (1 ― 𝑒―𝜆𝑡𝑖𝑟𝑟)(1 ― 𝑒―𝜆𝑡𝑚)
         (2)

Integrals denoted by symbol 𝑅 are called saturation activities. A common way is to divide 

Equation (1) or Equation (2) by the term 𝑚𝑡

𝑀 𝑁𝑎𝑣. In this way, the right-hand side of the equation 
yields the total saturation activity that can be determined from gamma spectroscopic 
measurements. In our case, it would be the sum of two saturation activities weighted by the 
abundances of isotopes 121Sb and 123Sb in the natural element.

Immediately after irradiation of the antimony target, several gamma spectra should be recorded, 
to identify short-living products of photonuclear reactions. It is very important to record gamma 
spectra of antimony target several days after irradiation, to get evidence about long-living 
radionuclides. The next step would be to determine the intensities of the characteristic gamma 
lines in the spectrum, in order to determine the experimental values of the yields (or saturation 
activity) of the identified products based on the right side of the Equation (1). 

In this way, the output of all those photonuclear reactions that produce an unstable nucleus that 
emits gamma radiation of sufficiently high energy and intensity can be determined. There are 
several photonuclear reaction products whose yields cannot be determined from measured 
gamma spectra. Such is, for example, the isomer 119mSn reaching the ground state by the 
emission of low-energy gamma radiation of 23.87 keV, which could not be measured with the 
available detector.

In similar cases, the yield of the nuclear reaction was estimated computationally, as shown in the 
left side of Equation (1). For the purposes of this evaluation, it is necessary to have the 
differential   cross sections 𝜎121

𝑖 (𝐸) and 𝜎123
𝑖 (𝐸) of the reaction that produces the observed 

nucleus as a product, as well as the value of the photon flux 𝛷(𝐸). Differential cross sections for 
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photonuclear reactions in which multiple particles are emitted can be rarely found in the 
literature, so theoretical estimates obtained with TALYS or a similar code should be used. The 
function describing the photon flux can be obtained by simulation, if the geometry of the 
bremsstrahlung production is well known. The normalization of the obtained photon flux 
function can be performed by activating some material having the differential cross section for 
some photonuclear reaction well known. In this experiment, a gold foil and a well-known cross 
section for a 197Au(γ,n)196Au nuclear reaction was used to calibrate the photon beam.

1.3 Ratio of 117mSb and 119mSb activities

The aim of this work is to check the possibility of producing 117mSb through photonuclear 
reactions. Based on Section 1.1, it can be expected that in the case of complete chemical 
separation of the tin fraction from the irradiated Sb target, the activity of 117mSn and the gamma 
line at 158.56 keV would remain. This certainly does not mean that 117mSn is the only active 
isotope of tin that can be expected in this experiment. During the exposure of the antimony 
target, 119Sb is formed as a product of 121Sb(γ,2n) and 123Sb(γ,4n) reactions. The half-life of this 
antimony isotope is 38.19 h. It decays through an electron capture and populates 119Sn excited 
state of 23.87 keV. The gamma radiation emitted by the de-excitation of this state is not 
noticeable in the measured spectra due to the low efficiency of the available detector in the low-
energy region. The 119Sn nucleus has a metastable state of 89.53 keV, but it is not populated by 
the decay of 119Sb.

There is a possibility that the creation of 119mSn also occurs through 121Sb(γ,pn) and 123Sb(γ,p3n) 
reactions. Considering that the cross section for photonuclear reactions decreases very sharp with 
the number of emitted particles, it can be considered that the probability of creation of 119mSn is 
higher than the probability of creation of 117mSn. 

The low energy of photon radiation 119mSn did not provide the possibility to determine the yield 
of this isomer in this current experiment. The only possibility is to determine the activity ratio of 
the isotopes 117mSn and 119mSn with the help of theoretical estimates of the cross sections for the 
relevant nuclear reactions.

Equation (2) for the example of production 117mSn can be written in a slightly different form:

𝑚𝑡

𝑀 𝑁𝑎𝑣(1 ― 𝑒―𝜆117𝑡𝑖𝑟𝑟)(0.5726 𝑅121
γ,p3n + 0.4264 𝑅123

γ,p5n  ) =
𝑁𝛾 𝜆117 

 𝜀𝑝𝛾𝑒―𝜆117𝛥𝑡(1 ― 𝑒―𝜆117𝑡𝑚)
      (3)

where subscript of saturation activity 𝑅 denotes nuclear reaction producing observed 
radionuclide. Both the left and right sides of the Equation (3) give the activity of 117mSn at the 
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9

end of the irradiation. The left-hand side of Equation (3) provides a way to estimate the activity 
from known cross-section and photon flux values, while the right-hand side of Equation (3) 
allows the activity to be calculated using data obtained from the gamma spectrum.

An analogous equation can be written for the production of 119mSn. The activity ratio of 117mSn 
and 119mSn can be represented as:

𝐴119

𝐴117
=  

𝜆119

𝜆117
 

0.5726 𝑅121
γ,pn + 0.4264 𝑅123

γ,p3n

0.5726 𝑅121
γ,p3n + 0.4264 𝑅123

γ,p5n
                                             (4)

The above Equation (4) was written assuming that the sample irradiation time 𝑡𝑖𝑟𝑟 is significantly 
shorter than the half-life of the observed photonuclear reaction products. Regarding that we are 
talking about long-lived radionuclides, this assumption is quite realistic. 

In order to obtain an estimate of the activity ratio, it is necessary to calculate the saturation 
integrals of the relevant nuclear reactions. For the bremsstrahlung production geometry used in 
this experiment, the photon flux is obtained by GEANT4 simulation. Considering that it is 
necessary to determine the ratio of 119mSb and 117mSn activities, it is quite sufficient to know only 
the shape of the photon spectrum. The shape of the photon spectrum 𝛷(𝐸) is obtained by using 
GEANT4 software package [13], version v11.1.0, with standard G4 electromagnetic physics 
option selected. The simulation starts with creating 30M of 60 MeV electrons in the beam, with a 
Gaussian spread in energy of 0.01 MeV. The photon spectrum is obtained at the place of 
irradiated sample based on the geometry used in this experiment. 

There are no experimental values of the differential cross section for the observed nuclear 
reactions, so the only possibility is to use theoretical estimates, which can be obtained with the 
TALYS code.

2. MEASUREMENTS AND RESULTS

A pure antimony target was exposed to a beam of bremsstrahlung radiation with a maximum 
energy of 60 MeV. The experiment was carried out using the linear electron accelerator LUE-75 
located at A. Alikhanyn National Science Laboratory in Yerevan, Armenia. Accelerated 
electrons, after passing through a cylindrical collimator (length of 20 mm, diameter of 15 mm) 
strike a pure tungsten convertor. The thickness of the convertor was 2 mm. A 30 mm long 
aluminum cylinder was placed directly behind it. The function of the aluminum was to stop the 
electrons that penetrated the tungsten. At a distance of 60 mm from the tungsten plate, a coin-
shaped antimony target (diameter of 1 cm and a mass of 0.5772 g) was placed. Duration of 
exposition was 30 min. The current of accelerated electrons was 1.2 μA.
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Exposed Sb coin was placed 8.6 cm from the end cap of HPGe detector. The spectrum used in 
this work was recorded for 53599 s, and 12000 s passed between the end of the irradiation and 
the beginning of the measurement. In the measured spectra, gamma lines from several Sb 
isotopes were identified, as well as several gamma lines of indium isotopes. 

The relative efficiency of the detector was determined using the 206Bi gamma lines. For the 
purposes of the experiment, simultaneously with the antimony target, a cylindrical bismuth 
sample of the same dimensions, weighing 1.1 g, was exposed in the photon beam. The 
photonuclear reaction 209Bi(γ,3n)206Bi gave sufficient activity to obtain a satisfactory number of 
very intense gamma lines in the spectrum recorded the next day for 24526 s. The absolute photo-
peak efficiency curve was obtained by normalizing the relative efficiency with the help of the 
measurement of the 137Cs calibration source.

Three days (264960 s) after the first measurement, the second one was performed for a 65125 s. 
The time between the first and second measurements was long enough for 117Sb, 117In and 117mIn 
to completely decay. In that case, all photons of energy 158.56 keV originate from the decay of 
117mSn only. Part of the spectra containing this line is depicted in Figure 4. 
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Figure 4. Part of the gamma spectra recorded three days after irradiation of Sb target

The intensities of selected gamma lines were determined using the GENIE 2000 software 
package. The yields of identified radionuclides were calculated as shown on the right side of 
Equation (1). Obtained results are depicted in Table 1.

Table 1. Yields and sum of saturation activities of identified products of photonuclear reactions

radionuclide Half-life Possible ways of production Yield ·106 [s-1] Sat. Act. ·10-15 [s-1]
122Sb 2.70 d 123Sb(γ,n)        (+121Sb(n, γ)) 75.9 26.6
120mSb 5.76 d 121Sb(γ,n) + 123Sb(γ,3n) 6.05 2.12
118mSb 5.00 h 121Sb(γ,3n) + 123Sb(γ,5n) 0.456 0.160
117Sb 2.80 h 121Sb(γ,4n) + 123Sb(γ,6n) 1.26 0.441
116mSb 60.3 min 121Sb(γ,5n) + 123Sb(γ,7n) 0.026 0.0091
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116mIn 54.41 min 121Sb(γ,αn) 0.0027 0.00095
117mSn 13.60 d 121Sb(γ,p3n) + 123Sb(γ,p5n) 0.092 0.0322

As could be expected, the highest yield among Sb isotopes has reaction products formed after the 
emission of the smallest number of neutrons. Table 1 shows that 122Sb and 120mSb have the 
highest yield. With the increasing number of emitted particles, the probability of a photonuclear 
reaction drops sharply, so the yield of lighter antimony isotopes is also lower.

The 116mIn yield was determined based on the obtained gamma line intensity of 1097.33 keV. 
Considering that both 116mIn and 116mSb populate the same excited states of 116Sn, 1293.56 keV 
gamma photons are emitted after the decay of both of these radionuclides. The yield of 116mSb 
was determined based on the intensity of the gamma line of 1293.56 keV, but the contribution of 
116mIn was subtracted.

The yields of 117Sb and 117mSn were determined based on the intensity of the gamma line of 
158.56 keV. In the first measurement, started 3 hours and 20 min after the end of the irradiation, 
the largest contribution to this gamma line is from 117Sb. After three days, this radionuclide 
completely disappeared and all detected photons of this energy can be attributed to 117mSn. Based 
on the intensity of the gamma line of 158.56 keV from the second spectrum, a yield of 117mSn 
was determined. This intensity was used to estimate the contribution of 117mSn to the observed 
gamma line in the first spectrum. Based on the intensity of the corrected 158.56 keV gamma line, 
the yield of 117Sb shown in Table 2 was determined.

Тhe ratio of 119mSn and 117mSn activities was determined as shown in Equation (4). It is not 
necessary to know the absolute value of the photon flux. Only the shape of the photon spectrum 
obtained by GEANT4 simulation for a given geometry of bremsstrahlung production is necesary.

Cross sections for observed reactions were estimated using the TALYS code. It was decided to 
use SMLO model for a strength function. It could be expected that the choice of the strength 
function model has an impact on the estimation of the cross section, but this analysis is beyond 
the scope of this paper. Six different models of level density were employed in calculations. 
Cross sections were calculated using phenomenological ( (1) The Fermi Gas Model + Constant 
Temperature Model, (2) The Back-shifted Fermi gas Model, (3) The Generalized Superfluid 
Model) and microscopic ((4) Skyrme-Hartree-Fock-Bogoluybov, (5) Gogny-Hartree-Fock-
Bogoluybov and (6) Temperature-dependent Gogny-Hartree-Fock-Bogoluybov models) of level 
density. Different models for the densities of states give estimates of cross sections that can 
differ significantly from each other. In Figure 5 and Figure 6 are depicted the energy differential 
cross sections for the two reactions at 121Sb which give 119mSn and 117mSn as a result. 

The estimation of the activity ratio of 119mSn and 117mSn at the end of the irradiation was made 
using all six cross sections obtained by the TALYS code. The smallest value of 0.124 is obtained 

This preprint research paper has not been peer reviewed. Electronic copy available at: https://ssrn.com/abstract=4642511

Pr
ep

rin
t n

ot
 p

ee
r r

ev
ie

wed



13

when the model of Fermi Gas + Constant Temperature Model is chosen for the density of states, 
while The Generalized Superfluid Model gives the highest ratio estimate of 0.268. 

Figure 5. Cross sections for 121Sb(γ,pn)119mSn reaction estimated using TALYS code. The order 
of the models that gave the shown sections, according to increasing amplitudes, is 1, 2, 4, 5, 3 

and 6
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Figure 6. Cross sections for 121Sb(γ,p3n)117mSn reactions estimated using TALYS code. The 
order of the models that gave the shown sections, according to increasing amplitudes, is 1, 2, 4, 

5, 3 and 6

3. DISCUSSIONS

Based on the results shown in Table 1, it can be seen that 121Sb(γ,p3n) and 123Sb(γ,p5n) nuclear 
reactions, give a low yield of 117mSn comparing to the activities of the produced antimony 
isotopes. If the right side of Equation (4) is used to calculate the activities of radionuclides 
identified in the measured spectra, it is obtained that, at the moment when the irradiation was 
finished, the activity of 122Sb was 3.85·105 Bq, the activity of 120mSn was 1.53·104 Bq, while the 
activity of 117Sb was 1.47·105 Bq. During the irradiation of the antimony target, an activity of 
117mSn of about 100 Bq was obtained. This is three orders of magnitude less than the activity of 
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Sb isotopes that have been identified. Considering that the formation of 117mSn occurs with the 
emission of charged particles, so low level of activity could be expected. 

The method currently considered the most promising is the production of 117mSn by interactions 
of accelerated alpha particles with cadmium or indium targets (Aslam et al., 2018; Aikava et al., 
2018; Ditrói et al., 2016; Duchemin et al., 2016; Maslov et al., 2011). Since the range of alpha 
particles in these materials is very small, order of microns, the most common way to show the 
output of reaction is through the integral yield or Thick Target production Yield (TTY), as it is 
called by some authors. This quantity is expressed in units of kBq/μAh. For example, on 
enriched targets of 116Cd, an integral yield of 410 kBq/μAh was recorded in a (α,3n) nuclear 
reaction (Maslov et al., 2011; Ditrói et al., 2016) . The mechanism of photon interaction with 
metal targets is significantly different and they take place throughout the entire depth of the 
target and reaction yield depends on the target mass and thickness. However, from the estimated 
activity of 117mSn, a numerical value can be obtained that could somehow be equivalent to TTY, 
at least for the geometry used in experiment. With the experimental parameters listed in Section 
2, it can be estimated that the production of 117mSn in photonuclear reaction is 0.17 kBq/(μA h). 

Such an assessment could be expected taking into consideration the large difference in the values 
of the cross section for 116Cd(α,3n)117mSn and 121Sb(γ,p3n)117mSn reactions. The maximum cross-
section for the 116Cd(α,3n)117mSn  reaction is about 1 barn in the region of 35 MeV (Montgomery 
and Porile, 1969; Rebeles et al., 2008; Ditrói et al., 2016; Duchemin et al., 2016 ]. From Figure 6 
it can be seen that the theory for the 121Sb(γ,p3n)117mSn  reaction  predicts a cross section of less 
than 1 mbarn. 

The experiment showed that with an antimony target weighing slightly more than half a gram, in 
a photon beam produced with an electron current of 1.2 μA during 30 minutes of exposure, a 
very low activity of 117mSn is obtained, order of magnitude 0.1 kBq. For the purposes of medical 
application of this radionuclide, significantly greater activities are required. Standard therapy 
dose of 117mSn is usually 1 GBq for 70 kg patient (Srivastava et al., 1998). More 117mSn activity 
can be obtained by increasing: target mass, irradiation time and electron current. The obtained 
activity depends linearly on the mass and electron current and in this case also on the irradiation 
time, since the half-life of 117mSn is 13.6 days. It can be expected that an increase in the 
maximum bremsstrahlung energy can give a growth of the obtained activity of the product of the 
photonuclear reaction as well. In any case, there is room for increasing the yield of 117mSn, which 
still needs to be investigated.

According to the estimates based on Equation (4), it can be expected that the activity of the long-
lived 119mSn will be even lower and that in the bremsstrahlung beam of maximum energy of 60 
MeV it will be up to 26% of the activity of 117mSb. This ratio can be expected to be smaller at 
higher bremsstrahlung energies. It can be seen in Figure 6, that some significant cross section 
component at energies higher than 60 MeV for the reaction (γ,p3n ) exist. Considering that the 
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dominant way of production of 117mSn is through this reaction, a higher yield of this radionuclide 
can be expected at higher energies. 

If there is an effective method to chemically separate the tin fraction from the antimony target, 
the activity of the 117mSn and 119mSn isotopes would be present in the obtained material only. 
This can be a very convenient way to produce two radionuclides of high specific activity 
(activity per unit mass), since a source of radiation without a carrier would be obtained. In 
photonuclear reactions on natural antimony, several isotopes of Sb are created. All of them, after 
decay give Sn nuclei as product. In this way, stable isotopes of tin with two active isomers 119mSn 
and 117mSn are created. 

Based on the measured activity of antimony isotopes, it is possible to estimate the number of tin 
nuclei that would form in a characteristic interval of time. The measured activities of 122Sb, 
120mSb, 118mSb, 117Sb and 116mSb were used for the approximate estimation of the amount of tin 
that is created from the decay of Sb isotopes. This estimation do not include all the ways of 
creating tin from the decay of antimony isotopes, but only those whose activity could be 
determined based on the measured gamma spectra. However, it can be enough to estimate the 
order of magnitude of the number of Sn nuclei created and the mass of tin. 

In a completely arbitrarily chosen case where the decay of the created antimony isotopes lasted 
24 hours after irradiation, it was found that the total mass of tin that was created was of the order 
of 10-13 grams. This means that by photonuclear reactions on natural antimony, very high 
specific activities of 117mSn can be obtained, order of magnitude up to 109 MBq/g. 

4. CONCLUSIONS

In the experiment described in this paper, photoactivation of a target made of natural antimony 
was performed in a bremsstralung beam with a maximum energy of 60 MeV, followed by 
gamma spectrometric measurements. As could be expected, the highest activity in the activated 
target was registered by neutron-deficient isotopes of antimony, obtained in (γ,xn) reactions. 

These isotopes of antimony decay mainly through electron capture and give stable isotopes of tin 
as a product. The only tin activity detected in the experiment came from 117mSn. In the 
experiment 119mSn was produced also, but the available detector could not detect it due to low-
energy of emitted gamma radiation.

In the gamma spectroscopic measurement, which was performed after a few days, when all 
sources of interference disappeared, the activity of 117mSn, which was created in the irradiation of 
the target, was determined. In the described experiment, the yield of 117mSn that was obtained is 
about 2500 times lower than the yield of the same isotope obtained by (α,3n) reaction on 
enriched 116Cd.
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Such a large difference in yield can be explained by the fact that the cross section for the 
116Cd(α,3n)117mSn reaction is significantly higher than the cross sections of 123Sb(γ,p5n)117mSn 
and 121Sb(γ,p3n)117mSn of photonuclear reactions. However, this still does not mean that 
photonuclear reactions on antimony should be left out of consideration as a possible commercial 
source of 117mSn. There is still significant room to increase the yield of these photonuclear 
reactions. The yield can be significantly increased in photon accelerator beams that have higher 
electron currents. 

In addition to 117mSn, some amount of 119mSn is also obtained in photonuclear reactions. Some of 
its characteristics, such as a large number of conversion electrons can contribute to the 
therapeutic effect. It was estimated that in the bremsstrahlung photon beam with a maximum 
energy of 60 MeV, the activity of 119mSn is obtained, which would less than 27% of the activity 
of 117mSn.
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Abstract Samples made from natural bismuth were exposed

in 60 MeV end-point bremsstrahlung beam. In this paper,

a simple model for determination the share of two ways

of 203Pb formation: by the decay of 203Bi, produced in
209Bi(γ,6n)203Bi reaction and by 209Bi(γ,p 5n)203Pb reac-

tion is described. The method employs the ratio of 203Pb and
203Bi nuclei numbers and activities at the end of the expo-

sure as the input value. This ratio was estimated from gamma

spectra measured after irradiation of natural Bi sample. It

was found that the rate of production of 203Pb by 209Bi(γ,p

5n)203Pb reaction is about 6% of the 203Bi production rate in

the 209Bi(γ,6n)203Bi reaction. Obtained result is compared

with TALYS based estimation.

1 Introduction

The simplest photonuclear reaction (γ,n) usually takes place

through the well-known mechanism of giant dipole reso-

nance. For a large number of stable nuclei, the energy dif-

ferential cross section of this reaction has been successfully

measured [1, 2]. Data on photonuclear reactions can be found

in available databases [3] also. The experimental evidence

for the (γ,2n) reaction is much poorer, while for reactions

when three or more neutrons are emitted (usually denoted

by (γ,xn)), the reaction cross sections can be obtained by

mainly by theoretical calculations [4]. For reactions in which

a charged particle, such as proton in the simplest case, is emit-

ted (single or in addition to one or more neutrons) there is

a much poorer experimental evidence. In the interactions of

a e-mail: krmar@df.uns.ac.rs(corresponding author)

high energy photons with nuclei, the probability of emission

of a charged particle is significantly lower than the emission

of neutrons due to the existence of the Coulomb barrier. It

is a reason why experimental data concerning (γ,p xn) are

insufficient in literature.

Cross sections for photonuclear reactions on natural bis-

muth (monoisotope 209Bi) with emission of one and two neu-

trons can be found in the reference [5]. In several recently

published papers [6–11], photonuclear reactions with Bi tar-

get exposed in bremsstrahlung photon beams having end-

point energies up to 70 MeV were studied. Irradiation of

such a heavy element by the high energy photons can give

several products of (γ,xn) reactions. In these publications,

the relative yield of photonucleated reactions on 209Bi was

analyzed, while in reference [12] the cross section results

for reactions (γ,n), (γ,2n), (γ,3n) and (γ,4n) were presented.

The authors of reference [12] used natural bismuth target and

quasimonochromatic laser Compton-scattering γ-ray beams

with energies up to 40 MeV. In reference [11], reaction chan-

nel (γ,pxn) with emission of one proton along with several

neutrons is accounted for.

In this paper, an attempt was made to establish experimen-

tal evidence for 209Bi(γ,p 5n)203Pb nuclear reaction by com-

parison of intensities of gamma lines following EC decay

of 203Bi and 203Pb. Lead-203 can be formed by (γ,p 5n)

nuclear reaction, but it is certainly created after decay of
203Bi, obtained in 209Bi(γ,6n)203Bi reaction. After activation

of the target made from natural bismuth by 60 MeV end-

point energy bremsstrahlung beam, several gamma spectra

were successively measured. Gamma lines from the mea-

sured spectra were selected in order to estimate the ratio of

created nuclei numbers of 203Bi and 203Pb in the moment
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Fig. 1 Part of the chart

containing relevant nuclides
Bi202
1.72 h

5+
EC,α

Bi203
11.76 h

9/2-
EC,α

Bi204
11.22 h

6+
EC

Bi205
15.31 d

9/2-
EC

Bi206
6.243 d

6(+)
EC

Bi207
31.55 y

9/2+
EC

Bi208
3.68E5 y

(5)+
EC

Bi209
Stable

9/2-
100%

Pb201
9.33 h
5/2-

EC

Pb202
5.24E4 y

0+
EC

Pb203
51.873 h

5/2-
EC

Pb204
1.4E17 y

0+
1.4%

Pb205
1.53E7 y

5/2-
EC

Pb206
Stable

0+
24.1%

Pb207
Stable

1/2-
24.1%

Pb208
Stable

0+
52.4%

when irradiation was stopped. Probability ratio for the occur-

rence of (γ,6n) and (γ,p 5n) nuclear reactions can be obtained

from these data.

For the purposes of this paper, the cross sections for the

observed nuclear reactions were extracted using the TALYS

code. These cross-sections were used to estimate the ratio

of probabilities of nuclear reactions of interest in order to

compare them with the values obtained by measurements.

2 Materials and methods

Considering that lead isotopes 206Pb, 207Pb and 208Pb are sta-

ble (Fig. 1), 209Bi(γ,p3n)205Pb is the very first photonuclear

reaction on 209Bi which can give active lead as a product.

However, half life of 205Pb is 1.57·107 y and small amount

of produced 205Pb, would be very difficult to detect. More-

over, this isotope does not emit gamma radiation.

The next candidate which can be used to verify if (γ,pxn)

on natural bismuth can yield measurable amounts of reaction

products is 204mPb. Half life of 204mPb is 67.2 min and de-

excitation of isomer state takes place through several gamma

transitions having high quantum yield. However, 204mPb can

be created by decay of 204Bi, produced in (γ,5n) photonuclear

reaction. This means that de-excitation of the isomeric state

of 204mPb created in (γ,p 4n) results in gamma transitions

that are almost the same as those occurred after the 204Bi

decay. It is very difficult to estimate how 204Bi decay and
204mPb de-excitation contribute to the total intensity of some

of measured gamma lines.

Another possibility to check if irradiation of 209Bi by

high-energy photons results in proton emission together with

several neutrons is lead isotope 203Pb. This isotope can be

created by (γ,p 5n) reaction. Half-life of 203Pb is 51.873 h

and after decay two intensive lines in gamma spectra can be

observed. A study of gamma photons originating from the

decay of 203Pb could be a good way to determine if (γ,p 5n)

reaction can give measurable amount of 203Pb during irradi-

ation of the natural bismuth target by high energy photons.

But in order to do that, it is necessary to estimate, in some

way, how much of the 203Pb activity comes from decay of
203Bi.

2.1 Irradiation

In interactions of 209Bi nuclei with high energy photons, sev-

eral bismuth isotopes can be created through (γ,xn) reactions.

Suppose that a bismuth isotope 203Bi, we have chosen to ana-

lyze, is formed at a constant rate q in a photon beam. The

change of the number of nuclei of observed bismuth isotope

can then be described by the following differential equation:

d N Bi

dt
� q − λBi NBi (1)

λBi is decay constant of 203Bi, created in (γ,6n) photonu-

clear reaction. The number of created 203Bi nuclides after

irradiation time tirr is:

NBi � q

λBi
(1 − exp(−λBi tirr )) (2)

The dynamics of the number of 203Pb nuclei created exclu-

sively by the decay of 203Bi can be expressed as:

d N Pb

dt
� λBi NBi − λPb NPb (3)

The very same 203Pb isotope can additionally be produced

through the (γ,p 5n) nuclear reaction. In the case when the

production of 203Pb occurs, process can be described by the

following equation:

d N Pb

dt
� λBi NBi + p − λPb NPb (4)

where p denotes a constant rate of 203Pb production through

the (γ,p 5n) nuclear reaction. It can be considered that at the

very beginning (t � 0), there were no 203Pb nuclei. The solu-

tions of differential Eqs. 3 and 4 describing time evolution

of the number of 203Pb isotopes are:

NPb � q

�
1

λPb
(1 − exp(−λPbtirr ))

+
1

λPb − λBi
(exp(−λPbtirr ) − exp(−λBi tirr ))

�
(5)
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in the case when 203Pb originates from the decay of 203Bi,

and

NPb � q

�
1 +

p
q

λPb
(1 − exp(−λPbtirr ))

+
1

λPb − λBi
(exp(−λPbtirr ) − exp(−λBi tirr ))

�
(6)

when production of 203Pb through (γ,p 5n) can not be

neglected.

Using Eqs. 2 and 5 ratio NPb(tirr )/NBi (tirr ) of produced

numbers of 203Pb and 203Bi nuclei, in the case when 203Pb

is produced only by the 203Bi decay, can be determined as:

NPb(tirr )

NBi (tirr )
�

λBi
λPb

(1 − exp(−λPbtirr )) + λBi
λPb−λBi

(exp(−λPbtirr ) − exp(−λBi tirr ))

1 − exp(−λBi tirr )
(7)

It can be seen from Eq. 7 that the ratio of 203Pb and 203Bi

nuclei numbers does not depend on the rate q at which Bi is

generated in photonuclear reaction.

In a similar way, using Eqs. 2 and 6, it can be determined

the 203Pb/203Bi nuclei number ratio for the case when the
203Pb isotope is formed by decay of 203Bi and the direct
209Bi(γ,p 5n) reaction as well.

NPb(tirr )

NBi (tirr )
�

(1 +
p
q ) λBi

λPb
(1 − exp(−λPbtirr )) + λBi

λPb−λBi
(exp(−λPbtirr ) − exp(−λBi tirr ))

1 − exp(−λBi tirr )
(8)

From the above Eq. 8, we can see that the ratio p/q, ie. the

production rate of 203Bi by the emission of six neutrons and

the rate of production of 203Pb by (γ,p 5n) nuclear reaction

affects ratio of these two isobars. It can be seen that, if there

is no proton emission, ie. if p � 0, Eq. 8 turns into Eq. 7.

All the above equations, as well as those that will follow

in which the ratios of the nuclei of the observed two isotopes

NPb/NBi can be written in the form where the ratios of their

activities APb/ABi appear.

2.2 Decay measurement

At the moment when the irradiation is completed, there will

be some number of both radionuclides in the bismuth sample:

NPb(tirr ) and NBi (tirr ). After the end of the irradiation, it

is possible to register gamma spectra of irradiated sample

and NPb(tirr ) and NBi (tirr ) can be considered as the initial

numbers of 203Bi and 203Pb. Let’s denote them as N 0
Bi and

N 0
Pb. Starting from the end of irradiation, activity of 203Bi

will decrease according to a well-known exponential law

NBi (t) � N 0
Bi exp(−λBi t) (9)

while the dynamics of the time change of 203Pb activity will

be determined by the rate of its simultaneous decay and cre-

ation from 203Bi. It is well known that a number of daughter

nuclei in the case of simultaneous decay can be described as:

(10)

NPb(t) � λBi

λPb − λBi
N 0

Bi (exp (−λBi t)

− exp (−λPbt)) + N 0
Pbexp (−λPbt)

Let’s assume that the recording of the gamma spectrum

started at the moment t1 after the end of the irradiation, and

that the measurement was stopped at the moment t2. In that

time interval, the number of decayed 203Bi nuclei is:

N D
Bi � N 0

Bi (exp(−λBi t1) − exp(−λBi t2)) (11)

By integrating the function that describes the temporal

change of 203Pb activity within the same time limits, it is

obtained that the total number of 203Pb nuclei that decayed

is:

N D
Pb � λBi

λBi − λPb
N 0

Bi (exp(−λPbt1) − exp(−λPbt2))

− λPb

λBi − λPb
N 0

Bi (exp(−λBi t1) − exp(−λBi t2))

+ N 0
Pb(exp(−λPbt1) − exp(−λPbt2)) (12)

From Eqs. 11 and 12 the values of N 0
Bi and N 0

Pb can be

estimated, but in some cases it is more convenient to ana-

lyze the ratio of the number of decays of the observed two

nuclides:
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N D
Pb

N D
Bi

� λBi

λBi − λPb

exp(−λPbt1) − exp(−λPbt2)

exp(−λBi t1) − exp(−λBi t2)

− λPb

λBi − λPb
+

N 0
Pb

N 0
Bi

exp(−λPbt1) − exp(−λPbt2)

exp(−λBi t1) − exp(−λBi t2)

(13)

As can be seen from Eq. 13, if the ratio of the decay num-

bers of 203Pb and 203Bi is known, it is possible to estimate the

ratio of the initial numbers of these two nuclides N 0
Pb/N 0

Bi .

In order to determine the ratio of the number of decays

N D
Pb/N D

Bi in a selected time interval, two gamma lines, one

from 203Pb and another from 203Bi should be selected their

intensities should be determined. Let’s denote registered

intensities with N R
Bi and N R

Pb. Ratio N D
Pb/N D

Bi can be deter-

mined as:

N D
Pb

N D
Bi

� N R
Pb

N R
Bi

εBi pBi
γ

εPb pPb
γ

(14)

The quantum yields of the observed gamma transitions

of 203Bi and 203Pb are denoted by pBi
γ and pPb

γ while εBi

and εPb are the absolute detection efficiency at the selected

energies. From Eq. 14 it can be seen that it is sufficient to

know the relative efficiency of the detector system for the

used geometry.

2.3 Procedure of the results extraction

And finally, let’s summarize the procedure that can be used to

prove whether a measurable contribution of (γ,p 5n) reaction

could be expected:

(a) the ratio of 203Pb and 203Bi nuclei numbers, expected at

the end of irradiation, without contribution of (γ,p 5n)

reaction, could be calculated using Eq. 7;

(b) intensities of selected gamma lines should be obtained.

The N D
Pb/N D

Bi ratio can be calculated using Eq. 14;

(c) Equation 13 should be used to obtain the ratio of initial

nuclei numbers N 0
Pb/N 0

Bi , created during exposition in

the photon beam;

(d) obtained N 0
Pb/N 0

Bi ratio can be compared with the result

derived from Eq. 7. If the obtained values coincide

within the interval of experimental error, it can be con-

cluded that the reaction (γ,p 5n) does not give a mea-

surable contribution to the activity of 203Pb. However,

if the contribution of the reaction (γ,p 5n) to the total

number of 203Pb cannot be neglected, the N 0
Pb/N 0

Bi
ratio obtained by Eq. 13 should be greater than the ratio

acquired from Eq. 7

e) and finally, if the ratios N 0
Pb/N 0

Bi differ, it is possible

to find the value of the parameter p/q in Eq. 8 which

gives the N 0
Pb/N 0

Bi ratio experimentally established.
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Fig. 2 The shape of the photon spectrum �(E) obtained for 30 M inci-

dent electrons

The described procedure can give confirmation about con-

tribution of the (γ,p 5n) reaction to the total activity of 203Pb

and to estimate the value p/q.

2.4 Theoretical calculations

The rate of some nuclear reaction at the selected target is

directly proportional to the product of the cross section and

the number of incident particles. This means that the quanti-

ties p and q would be proportional to the saturation activities

of observed reactions:

q ∼
� Emax

Et

σ6n(E)�(E)d E (15)

p ∼
� Emax

Et

σp, 5n(E)�(E)d E (16)

where �(E) is photon fluency, Et is energy threshold for

observed nuclear reaction and Emax is end-point energy of

the photon spectra (in our case 60 MeV). By σ6n(E) and

σp, 5n(E) cross-sections for (γ,6n) and (γ,p 5n) nuclear reac-

tions are denoted respectively.

The simplest way to check the obtained result for the p/q
ratio would be to calculate the saturation activities for these

two reactions using Eqs. 15 and 16 and compare them with

the experimental result.

The shape of the photon spectrum �(E) is obtained by

using Geant4 software package [13], version v11.1.0, with

standard G4 electromagnetic physics option selected. The

simulation starts with creating 30 M of 60 MeV electrons

in the beam, with very small Gaussian spread in energy of

0.01 MeV. The photon spectrum, obtained at the place of

irradiated sample based on the geometry described in the

next section is presented in Fig. 2.
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There is no experimental evidence of the cross sections

of 209Bi (γ,6n) and 209Bi (γ,p 5n) nuclear reactions in lit-

erature. Related information can be obtained using some

numerical code for evaluation of the cross sections for

nuclear reactions. In this experiment, TALYS 1.9 code was

used to estimate cross sections for 209Bi(γ,p 5n)203Pb and
209Bi(γ,6n)203Bi reactions. It was decided to use SMLO

model for a strength function. It can be expected that the

choice of the strength function model has an impact on the

estimation of the cross section, but that analysis is beyond

the scope of this paper. Six different models of level density

were employed in calculations. Cross sections were calcu-

lated using phenomenological (1. The Fermi Gas Model +

Constant Temperature Model, 2. The Back-shifted Fermi gas

Model, 3. The Generalized Superfluid Model) and micro-

scopic (4. Skyrme-Hartree–Fock-Bogoluybov, 5. Gogny-

Hartree–Fock-Bogoluybov and temperature-dependent 6.

Gogny-Hartree–Fock-Bogoluybov models) of level density

[14].

3 Measurements

One coin-shaped sample of natural bismuth (high purity

99.999%), 1 cm diameter and mass of 1.1 g, was exposed

in bremsstrahlung photon beam having maximal energy of

60 MeV. The source of the photon beams was the linear elec-

tron accelerator LUE-75 located at A. Alikhanyan National

Science Laboratory in Yerevan, Armenia. Accelerated elec-

trons, after passing through a cylindrical collimator (length

of 20 mm and a diameter of 15 mm) strike a pure tungsten

converter. The thickness of the converter was 2 mm, and a

30 mm long aluminum cylinder was placed directly behind

it. The function of the aluminum was to stop the electrons

that passed through the tungsten. At a distance of 60 mm

from the tungsten plate, a Bi coin was placed. Duration of

exposition was 30 min.

After 22 min., exposed Bi coin was placed 86 mm from the

end cap of HPGe detector. Measurement setup is presented

in Fig. 3. Activity of measured samples was high enough

and no detector shielding was used. Sample was fixed by

tape to the holder ring above detector. First 5400 s spectrum

was measured and second one was collected during 79,463 s.

In the measured spectra, gamma lines from several Bi iso-

topes were identified. The lightest one was 202Bi. Gamma

line intensities were determined using the GENIE software

package.

The most intense 203Pb gamma transition of 279.2 keV

(quantum yield 81%) was selected for calculation proce-

dure. In both collected spectra, a prominent single 279.2 keV

gamma line appeared. For example, in the first spectrum,

intensity of this line was 5.87(28)·103 counts. In the sec-

ond spectrum, intensity of this line was 3.71(2)·105 detected

Fig. 3 Measurement setup

counts. Several strong gamma lines of 203Bi were identi-

fied in spectra, however almost all of them are parts of dou-

blets or even multiplets. In order to avoid errors caused

during the numerical procedure in separation of the inten-

sity of individual lines in doublets, several gamma transi-

tions of 203Bi were chosen for calculation. Ratio of decayed

nuclei N D
Pb/N D

Bi was calculated using Eq. 14 and intensi-

ties of 264.2 keV, 816.2 keV and 1033.8 keV gamma lines

of 203Bi and mean average was calculated. For example,

in the first spectrum intensity of 264.2 keV gamma line

was 3.63(7)·104 detected counts. Considering that activity

of 203Bi decreased all the time, while the activity of 203Pb

increased, intensity 264.2 keV gamma line was smaller than

279.2 keV gamma line of 203Pb in second spectra. Inten-

sity of 264.2 keV gamma line was 1.015(15)·104 counts.

Two segments of measured gamma spectra are depicted in

Fig. 4.

It can be seen from the Eq. 14 that the N D
Pb/N D

Bi ratio

can be obtained using the relative efficiency of the detec-

tion system. The best way to get relative efficiency is to use

gamma lines of 206Bi. Half-life of this isotope is 6.243 days

and there are many intensive gamma transitions from 183.98

to 2 MeV. The longer spectrum was used and 16 gamma

lines of 206Bi, starting from 183.98 keV to 1878.65 keV were

selected to get relative efficiency. Combination of an expo-

nential function and a second order polynomial was used in fit

procedure.
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Fig. 4 Two parts of gamma

spectra: a) low energy part

containing 203Pb gamma line

(279.2 keV) and 203Bi/206Bi

doublet; b) multiplet containing

three 203Bi lines
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4 Results and discussion

4.1 Experiment

The estimation of the NPb(tirr )/NBi (tirr ) ratio at the moment

when irradiation was stopped can be obtained from the Eq. 7.

This equation describes output of the (γ,6n) reaction, with-

out proton emission. It was obtained that the ratio of created
203Pb and 203Bi nuclei is NPb(tirr )/NBi (tirr ) � 0.0148. If

no (γ,p 5n) reaction occurs, it could be expected that num-

ber of 203Pb created nuclei is 1.48% of the number of 203Bi

nuclei, after 30 min of irradiation. Ratio of activities of two
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Table 1 203Pb/203Bi activity ratio at the end of irradiation

NPb(tirr )/NBi(tirr ) APb(tirr )/ABi(tirr )

Without proton

emission ((γ,6n)

only), Eq. 7

0.0148 0.00335

Experimental based

values, Eq. 13

0.0758(8) 0.0172(2)

mentioned nuclei after irradiation is APb(tirr )/ABi (tirr ) �
0.00335.

The intensities of the selected gamma lines were deter-

mined in both measured spectra. Relative efficiency of detec-

tion was calculated using gamma lines of 206Bi. Ratio

of 203Pb and 203Bi nuclei that decayed in the observed

time interval was evaluated as shown in Eq. 14. Obtained

N D
Pb/N D

Bi ratio was used to calculate value of N 0
Pb/N 0

Bi ratios

by Eq. 13. The ratio of activities at the moment when irra-

diation was stopped was calculated as well. Both registered

spectra gave ratio results that agreed within experimental

error. In the continuation of the paper, the results obtained

from gamma lines measured in a longer spectrum will be pre-

sented, due to better counting statistics. The calculated and

experimental values are presented in Table 1.

It can be seen from the data presented in Table 1 that the

ratio of the numbers of created 203Pb and 203Bi nuclei, as

well as their activity ratio, at the end of irradiation, extracted

from the measured spectra, differs significantly from the esti-

mation based on the assumption that no proton is emitted in

photonuclear reaction. This leads us to the conclusion that

the production of 203Pb by some other process, probably (γ,p

5n), in addition to the decay of 203Bi can have a significant

contribution.

After the experimental confirmation of the possibility that

(γ,p 5n) nuclear reaction can make a measurable contribution

to total 203Pb activity, the very next step is to estimate p/q
ratio. Equation 8 gives such a possibility. If the irradiation

time was 30 min and experimentally obtained ratio of 203Pb

and 203Bi nuclei is 0.0758(8), it was estimated using Eq. 8,

that p/q factor is 0.060(1). This means that the rate of pro-

duction of 203Pb by 209Bi(γ,p 5n) reaction is 6% of the rate

of 209Bi(γ,6n) 203Bi (Fig. 5).

Fig. 5 TALYS estimations for cross section of 209Bi(γ,6n)203Bi reac-

tion. The numbers indicate the level density model as numbered in

Sect. 2.4

Fig. 6 TALYS estimations for cross section of 209Bi(γ,p 5n)203Pb reac-

tion. The numbers indicate the level density model as numbered in

Sect. 2.4

4.2 Calculated ratio of 209Bi(γ,p 5n) and 209Bi(γ,6n)

reaction probabilities

And finally, in order to estimate ratio of probabilities of
209Bi(γ,p 5n) and 209Bi(γ,6n) reactions, denoted as p and q, it

is necessary to calculate the energy differential cross section

for both reactions using the TALYS code. The obtained

results, for all six models of level densities are shown in

Figs. 5 and 6. As might be expected, the cross section for a

reaction without emission of positive charged particle is sig-

nificantly larger than cross section for emission of one proton

in addition to five neutrons. It should also be noted that the
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Table 2 Ratio p/q obtained using measured activities and simulation

performed with six different models of level densities (in the same order

as stated in Sect. 2.4)

p/q ratio

Estimated using TALYS cross sections 0.00278

0.0472

0.000698

0.0329

0.5077

0.0295

Estimated from Eq. 8 0.060(1)

estimated cross sections for both observed reactions can be

very different from each other, depending on which density

of states model is chosen.

With the obtained values of cross section and chosen

bremsstrahlung function it is possible to calculate p/q ratio

using both Eqs. 15 and 16. The result of TALYS estimations

are depicted in Table 2, together with results of calculations

based on measured data.

It is referred that the results obtained in the photo-

activation experiments on 208Pb and 209Bi [7, 8] are in good

agreement with the calculations performed using the TALYS

code. Some examples can be found in the literature [15, 16]

that the results of TALYS calculations do not completely

match the results of measurements. For the purpose of ana-

lyzing the obtained results, it is particularly important to

emphasize that one of the conclusions presented in refer-

ence [11] is that the shares of 209Bi(γ,p 4n) and 209Bi(γ,p

5n) reaction are not negligible. The authors estimated that

the yield of the 209Bi(γ,p 4n) reaction obtained experimen-

tally at 55.6 MeV bremsstrahlung beam was almost 15 times

higher than the yield estimated using the TALYS code. In the

case of 209Bi(γ,p 5n) reaction, this difference is even greater.

Here, it is particularly important to point out that, based

on the results presented in reference [11], it can be concluded

that the yield of 209Bi(γ,p 5n)203Pb reaction is about 9.4 times

higher than the yield of reaction 209Bi(γ,6n)203Bi. As can be

seen from Table 2, in this paper it is estimated that the yield

of 209Bi(γ,6n)203Bi reaction is over 16 times higher than the

yield of 209Bi(γ,p 5n)203Pb reaction. It is most likely that

the Coulomb barrier significantly reduces the probability of

reactions in which a charged particle is emitted.

According to the data presented in Table 2, it is diffi-

cult to get general conclusion concerning agreement between

TALYS estimation and experimental results. As can be seen,

TALYS estimations can be almost two orders of magnitude

smaller than the experimentally obtained p/q value, as well

as one order of magnitude higher.

5 Conclusions

In this study, an attempt was made to check if 203Pb is formed

in photonuclear reactions on 209Bi exclusively from the decay

of 203Bi formed in (γ,6n) reaction or (γ,p 5n) reaction also

plays a part in it, as indicated in reference [11]. It has been

shown that this estimation can be made if the ratio of 203Pb

and 203Bi nuclei numbers, at the moment when the exposure

of the Bi target in the photon beam is completed, is known.

Irradiation of the target from natural bismuth was per-

formed at 60 MeV bremsstrahlung beam. Induced activity

was measured in standard off-beam experiment. Registered

spectra were used to extract numbers of created 203Bi and
203Pb nuclei. The obtained ratio of nuclei numbers indicates

that 203Pb is formed in some other way, other than from the

decay of 203Bi. The most likely mechanism is the (γ,p 5n)

reaction. Based on the experimentally estimated 203Pb/203Bi

nuclei number (or activity) ratio at the moment when the irra-

diation was stopped, it is possible to estimate how much of

the 203Pb activity originates from (γ,p 5n) reaction. It was

obtained that the number of produced 203Pb nuclei is about

7.6% of the number of 203Bi nuclei. Based on this value, it

was established that the rate of production of 203Pb through

(γ,p 5n) reactions is about 6% of the rate of production of
203Bi by (γ,6n) reaction. This is significantly less than pre-

sented in reference [11].

In order to verify the obtained results, a TALYS simula-

tion of cross-sections for (γ,p 5n) and (γ,6n) reaction was

performed. According to the obtained cross-sections, ratio

of reaction rates of both reactions was calculated using one

model of strength function and six models of level density

function. Due to large scatter of TALYS cross sections for

both reactions obtained results of ratios of reaction rates dif-

fer significantly.

This approach neither verified nor contradicted certain

indications [11] that TALYS code underestimates the proba-

bility of photonuclear events in which a proton is realized in

addition to neutrons. A new experiment that primarily makes

advantage of wider range of energies, preferably higher than

60 MeV and a more detailed analysis of theoretical results and

TALYS simulations may eliminate this doubt. The new mea-

surements will also help to resolve the dilemma of whether

the yield of 209Bi(γ,p 5n)203Pb reaction is significantly higher

than the yield of the 209Bi(γ,6n)203Bi reaction, as stated in

reference [11], or whether this ratio is significantly lower, as

obtained in the measurements described in this paper. The

method described in this study is not limited to the case of
209Bi, and can be applied to other targets and products of

photonuclear reactions.

Data Availability Statement This manuscript has no associated data

or the data will not be deposited. [Authors’ comment: This manuscript

has no associated data.]
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Abstract The low-level underground laboratory at the Institute of Physics Belgrade is a facility for gamma-ray spectroscopy
measurements and for measurements of cosmic-ray muon intensity. Related to the two research subjects, studies of cosmic-ray
muon-induced background in gamma spectroscopy are of particular interest. Continuous measurements of cosmic muon intensity
at the ground level and underground sites have been carried out by means of plastic scintillation detectors. The detector response,
interpretation of the experimental spectra and their calibration were obtained and verified using a Geant4-based simulation. The
results of the simulation were used in measurement of muon flux at the surface and shallow underground (25 m w e)—the measured
fluxes are (170±6) m−2 s−1 and (44±1) m−2 s−1, respectively. An underground muon detector can operate in coincidence with a
high-purity germanium gamma-ray detector, which allows investigations of muon-induced processes in germanium spectrometers.
In low-level gamma spectroscopy, neutrons produced by muons in the lead shielding of a germanium detector contribute to the
detector background. Simulation of prompt muon-induced background as well as simulation of neutron production by cosmic
muons in lead were carried out. Estimated neutron yield in lead is (3.1±0.4)×10–5 neutrons per g/cm2, per tagged muon. Also the
average neutron multiplicity is calculated.

1 Introduction

The low-background underground laboratory at the Institute of Physics Belgrade has been designed as a multi-purpose facility for
gamma-ray spectroscopy measurements of low activities, as well as for measurements of cosmic-ray intensity. The two main research
objectives intersect in studies of cosmic-ray muon-induced background in gamma spectroscopy measurements. The laboratory is
located at near-sea level, at the altitude of 78 m. It consists of two separate parts—the ground level and the underground; the shallow
underground part is dug at the depth of about 12 m beneath the surface. The earth above the underground site consists of four layers
of loess with average density of (2.0±0.1) g/cm3. With the 30 cm thick concrete ceiling, the overburden is approximately equal
to 25 m of water equivalent (m w e; 1 m w e gives an interaction depth of 1 hg/cm2). It provides a good environment for gamma
spectroscopy—the overburden soil layer absorbs almost all nucleonic component of cosmic rays and reduces muon flux by about four
times. Radon concentration is kept low by preventing diffusion from the soil and by maintaining constant overpressure in the room.
One shielded high-purity germanium (HPGe) spectrometer is dedicated for low-level gamma measurements in the underground
laboratory. It can operate in coincidence with a muon scintillation detector, which enables investigations of muon-induced events in
the germanium detector. More details on the laboratory can be found in [1].

Cosmic-ray muon intensity has been continuously measured at both the ground level and underground sites since 2002. The current
experimental set-up, described in the next section, was upgraded and commissioned in 2008. Measurements of muon intensity and
its temporal variations can give some information on primary cosmic radiation, interaction processes in the atmosphere and solar
modulation. Low-energy primary cosmic rays are under large influence of interplanetary magnetic field, whose structure varies
because of solar activity, which has various periodic and aperiodic features. Therefore, temporal variations of cosmic muon flux are
expected to be a good indicator of solar activity. These measurements yielded some results on muon flux and its variations [2–5].
In shallow and deep underground laboratories cosmic muons represent an important source of background, either directly or by
generating high-energy neutrons in interactions in rock or detector and its surroundings [6–8]. Results of a preliminary study on
muon-induced neutron production rate were published in [9].

Today applications of various Monte Carlo simulation methods make an essential part of experimental research. These simulation
methods are found to be very useful for modeling detector response, accurate interpretation of experimental data, particularly
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experimental spectra and their features, as well as for detector calibration. There is a handful of Monte Carlo toolkits used in nuclear
and particle physics studies, one of the most commonly used is Geant4 (Geometry aNd Tracking), which has been developed and
maintained at CERN [10–12]. Geant4 is a framework for accurate Monte Carlo simulations of particle transport through matter.
It contains a complete set of routines for modeling particle trajectories and interactions: detector geometry and materials, physics
processes, event generation, detector response and analysis and visualization. Versatility and flexibility of Geant4 allow users to
build customized simulation programmes that fit their specific needs. Another advantage of the toolkit is that a built simulation
can be easily modified, so as to be suitable for different detector configurations. Increase in computational power enabled Geant4
simulations to be no longer time demanding in order to achieve good statistical uncertainties, due to use of parallel computing,
multithreading, etc. Uses of Geant4 span from high energy, nuclear and accelerator physics to medical and space science.

In experiments carried out in the Belgrade underground laboratory, Geant4-based simulations have been developed in order
to obtain detector response for various detector configurations, as well as for interpretation of the experimental spectra and their
calibration. They include simulations of response of the plastic scintillation detectors for cosmic-ray muon studies and simulations of
the germanium detector for gamma spectroscopy. Here we present an overview of applications of Geant4 simulations in measurement
of cosmic-ray muon fluxes at the ground level and underground sites and for estimation of muon-induced background in the lead
shield of the HPGe detector.

2 Experimental set-up

Measurements of cosmic-ray muon intensity have been performed by means of plastic scintillation detectors, situated in both
the ground level and underground parts of the laboratory. Each detector configuration consists of one large scintillator with an
accompanying data acquisition system. The two experimental set-ups are identical but they operate independently, each detector
has its dedicated data acquisition module. A sketch of the detector set-up is displayed in Fig. 1.

The polystyrene-based scintillator (similar to NE102) has a rectangular shape with base area 100 cm×100 cm and thickness 5 cm,
housed in 1 mm thick aluminum. It lies horizontally on its largest side. At each corner of the scintillator a 2-inch photomultiplier
tube (PMT) is attached, pointing at the detector’s diagonal. Individual signals from the photomultiplier tubes looking at the same
diagonal, i.e., two opposite photomultipliers, are summed in one output signal. Hence two output signals from the two detector’s
diagonals are recorded and stored on tape. The data acquisition system is based on a fast 4-channel analog-to-digital converter
(ADC), model CAEN N1728B, which has 100 MHz sampling frequency (time resolution 10 ns). Two input ADC channels are used
for the summed signals from the two diagonals of the scintillator, respectively, there are two signals per scintillator, each feeding
one ADC channel. The third and/or fourth ADC channels are reserved for other detectors, such as germanium detector. Information
about each event (input channel, time tag, amplitude) whose amplitude is above threshold is stored in an event list, which allows
offline analyses of single and coincidence events between different channels within a chosen time window. Time and amplitude
spectra are formed by histogramming data from the event list, for single ADC channels or for two or more coinciding channels.

Single spectra of the plastic scintillators result from the summed signals from the PMTs on the same diagonal, which are fed to
two ADC channels separately; hence two single spectra are produced for each detector. The typical experimental spectra, for both
the surface and underground detectors, are presented in Fig. 2. They are mainly composed of energy deposit spectra of cosmic rays
that pass through the scintillator and of Compton scattered environmental gamma radiation, as a dominant source of background.
The main feature in the spectra is a peak that should correspond to muon and electron energy loss in the 5 cm thick scintillator.
However, this energy loss peak, and subsequently cosmic events, cannot be separated from the background, which is quite significant
because of the detector’s large size and its four PMTs (Fig. 2).

Fig. 1 Experimental set-up for
cosmic-ray intensity
measurements: plastic scintillation
detector (1), photomultiplier tubes
(2), analog-to-digital converter (3)
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Fig. 2 Typical single spectra of the surface (left) and underground (right) scintillation detectors, produced by the summed signals from the PMTs looking
at the same detector’s diagonal. They are composed of energy deposit spectra of cosmic rays and of environmental gamma radiation

Fig. 3 Normalized coincidence
spectra of the surface and
underground detectors. The
spectra are considered as solely
energy deposit spectra of
cosmic-ray charged particles. Both
spectra exhibit a peak that
corresponds to charged particle
energy loss in the 5 cm thick
plastic scintillator

Investigation of responses of the single PMTs have shown that cosmic events can be selected by coinciding events that promptly
trigger all four PMTs, i.e., both detector’s diagonals. Time interval spectra of coincidences between the ADC channels that are fed
by the two diagonals, have a sharp peaked distribution that is 40 ns wide and stretches up to±50 ns upon the peak (given the 10 ns
time resolution of the ADCs). Prompt coincidences selected within a time window of 100 ns are associated to cosmic rays. This
procedure virtually removes background, as environmental gamma rays cannot trigger both diagonals. The coincidence spectra are
considered as solely due to energy losses by charged particles in the scintillator. These interpretations of the experimental spectra
have been supported by Geant4 simulations. The individual coincidence spectra per the diagonal are then summed into one energy
deposit spectrum, per the detector; the coincidence spectra for both the surface and underground detectors are presented in Fig. 3.

The coincidence spectra of the scintillators show a well-defined peak of the charged particle energy losses, while the low-energy
background present in the single spectra vanishes (Figs. 2, 3). Since the specific energy loss for muons is ~ 2 MeV per g/cm2, the
spectral peak should be at the energy ~ 11 MeV, for the 5 cm thick plastic scintillator. Comparing the spectra of the detectors at the
surface and in the underground laboratory one can notice the difference in their shape at lower energies. This difference points to
the contribution of electromagnetic component of cosmic rays (electrons, positrons and photons), whose flux is significant at the
surface. It is absent underground, where practically only muon component is present. Hence, it is plausible to assume that events
recorded by the underground detector are only muon events, while for the surface detector they include electromagnetic component.
Moreover, due to edge effects there are some cosmic events that fall below the instrumental cuts. The amount of these lost events
can be found by comparing experimental results with simulations (Sect. 3).
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3 Measurement of cosmic-ray muon flux

3.1 Simulation

With the aim of corroborating the aforementioned statements and interpretations, a Geant4-based application for modeling detector
response of the scintillation detectors has been developed. It can be also used for calibration of spectra. The simulation has been
done along the same lines as in the previous works [2, 13]. Latest Geant4 version used for this work is 11.0. In Geant4, an event is
generated by defining primary particle, its initial position, momentum direction and energy. In the simulation of the underground
detector, primary particles were muons, since it can be assumed that only muons are present at the depth of 25 m w e. Muons
were gunned from the horizontal and vertical sides of the detector. Particle positions and momentum directions were generated in
accordance with the muon directional intensity, which depends on zenith angle: I(θ ) � I(0) cosnθ , where n has a value 1.85 at sea
level and 1.55 at the 25 m w e depth [14, 15]. Integrated intensity of muons that pass through the horizontal surface is

Jh �
�

�

I (θ) cos θ sin θdθdφ � 2π I (0)

� π/2

0
cos(n+1) θ sin θdθ � 2π I (0)

1

n + 2
, (1)

while integrated intensity of muons that pass through the vertical surface is

Jv �
�

�

I (θ) sin2 θ cos φdθdφ � I (0)

�

�

cosn θ sin2 cos φdθdφ, (2)

latter integrated over a quarter of the sphere. From the ratio Jh/Jv it follows that muons have higher probability to hit the horizontal
than the vertical surface—forn � 1.55, Jh/Jv � 3.64 per unit area, and for n � 1.85, Jh/Jv � 3.88. These probabilities were taken
into account when primary positions on the horizontal and vertical detector’s sides were generated.

The particle energy was calculated in two steps. First, energy at the surface was sampled from the Gaisser’s formula for muon
energy spectrum at sea level [16]:

d jμ(E)

dE
� 0.14E−2.7

�
1

1 + 1.1 E cos θ
115 GeV

+
0.054

1 + 1.1 E cos θ
850 GeV

�
, (3)

whereE is the muon energy in GeV, and cosθ is sampled from the cos1.85θ distribution. The formula does not describe well
experimental data at lower energies and larger zenith angles, so it was modified according to [17]. Muon energy loss in the earth
layer was calculated from the practical equation for total energy loss of muons in standard rock, in units of MeV [18]:

−
�

dE

dx

�
� 1.84 + 4.65 · 10−6 E + 0.076 ln

�
E �

mμc2

� �
MeV/

�
g/cm2��, (4)

where E� is the maximum transferable energy E � � E2/
�
E + m2

μc2/2me
�
, mμ is the mass of the muon, and me is the mass of the

electron. The muon path length, i.e., layer thickness, dx was calculated as 25/cosθ hg/cm2. The energy loss was then subtracted from
the value sampled from Eq. 3, and the deducted value was taken for the initial muon energy in the simulation. The muon energy
spectrum underground is thus hardened because low-energy muons are removed.

Muons were tracked through the scintillator as a sensitive detector. When a muon passes through a material, it interacts with
matter—in these interactions it deposits a portion of its energy, which adds to the overall energy deposit spectrum. Physics processes
were applied through the Geant4 physics list QGSP_BERT_HP, which include all interactions leading to production of secondaries,
as well as for calculation of energy losses in the detector. For the purpose of simulation of the plastic scintillators electromagnetic
interactions of muons, electrons and gammas are relevant (constructor G4EmStandardPhysics_option4 was activated).

The normalized simulated and experimental spectra agree very well, thus verifying interpretation of the detector response and
the experimental results (Fig. 4). Furthermore, by comparing the two spectra one can find the percentage of muon events that are
not recorded due to instrumental cuts. It is equal to the ratio of counts in the two spectra, here it is approx. 6%. This correction was
applied in calculation of the muon flux underground. Relative arbitrariness in estimation of the fraction of lost events contributes to
the uncertainty of the measured muon flux to a large degree.

When the same simulation was applied for the surface detector, there was a large discrepancy between the simulation and
experimental results. This led to a conclusion that besides muonic, electromagnetic component of cosmic rays also had to be taken
into account. Therefore, the model was further extended, so as to include all secondary cosmic-ray particles at the surface. Particle
fluxes at the surface were obtained using CORSIKA (COsmic Ray SImulations for KAscade) programme [19, 20]. It is a Monte
Carlo code for simulation of extensive air showers generated by primary cosmic rays in their interactions with air nuclei at the top
of the atmosphere. It produces spectra of secondary cosmic rays at a chosen observation level (altitude) above the surface. The
output is in a form of a list that keeps information about each particle—its type, momentum, energy and time of arrival. Geant4
provides an interface that can read output files from external event generators and use information to generate primary particles (type,
momentum and energy). Hence, CORSIKA served as a primary event generator, while the detector response was modeled by the
Geant4 simulation. Details on the CORSIKA simulation—primary cosmic-ray spectrum, hadron interaction models, geomagnetic
field, atmospheric model, observation level—can be found in [3].
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Fig. 4 Normalized experimental (black line) and simulated (blue line) energy deposit spectra of the scintillation detectors in the underground laboratory
(left) and at the surface (right). Peak of charged particle energy losses in the spectra is at energy about 11 MeV, approx. equal to muon energy loss in the
5 cm thick plastic scintillator

Primary particles for the simulation of the surface detector, muons, electrons and gammas were, respectively, selected from the
CORSIKA output. The energy deposit spectra were then obtained separately for the three types of particles. These individual spectra
exhibit some different features, the main difference is that the muon spectrum is virtually the same as for the underground detector,
while the gamma ray spectrum is mostly at lower energies [3]. The sum of the individual energy deposit spectra gives the resultant
simulated spectrum, which is in good agreement with the experimental one (Fig. 4). It is clearly separated into two parts at ~ 6 MeV,
which nearly corresponds to the threshold set by instrumental cuts. At energies exceeding the threshold muon events are dominant,
however there is a small but non-negligible contribution of electrons and gammas. The fraction of muons in the simulated spectrum
above the instrumental cut is equal to the ratio of muon counts to the total counts—muons make about 87% of the total number of
events above the 6 MeV threshold.

3.2 Results

The cosmic muon flux is calculated from the equation Φ � Nμ/(S t), where Nμ is number of muons, S surface area and t measurement
time. The average muon flux underground was calculated from data recorded during 289 days of measurement (t � 2.497×107 s).
The detection efficiency to muons for this type of detector is close to 100% [21]; the simulation confirms this assumption, but it
contributes to uncertainty of the measured flux to a smaller extent. The number of muon events was corrected for events below the
instrumental cuts, which was equal to the ratio of normalized counts in the simulated and experimental spectra. About 6% of muon
events falls below the cuts. After correction for lost events, the total number of muons is 1.149×109. The horizontal area of the
detector is 1 m2, however muons also hit vertical sides. On the other hand, muons have higher probability to hit the horizontal than the
vertical surface, due to cosnθ directional distribution – 3.64 times higher for the underground detector. The effective detector area is
thus 1.055 m2. Finally, the muon flux underground, at the 25 m w e depth, is Φ � (44±1) m−2 s−1. Statistical uncertainties are much
smaller than systematic ones, which are partially associated to experimental data treatment, such as the selection of time window
for coinciding the single detector spectra and estimation of the fraction of lost muon events below instrumental cuts. Uncertainty of
the simulation is roughly estimated by varying parameters of simulation, particularly angular distribution of muons (exponentn in
cosnθ ), thickness of the overburden and calculation of muon energy loss (Eq. 4).

At the surface, the total cosmic-ray flux is the sum of muon and electromagnetic fluxes. First the total flux above the instrumental cut
was calculated from the experimental data. Then the percentage of muons above the cut was found from the simulated data—approx.
87% of the total number of events. The flux was also corrected for muon events below the cuts (+ 6%). The effects of seasonal
variations are mostly removed due to long measurement time. The total number of cosmic events is 4.079×109. After all corrections
applied (Nμ � N tot ×0.87×1.06), the number of muon events is 3.762×109. The time of measurement is 244 days (2.108×107

s), and the effective detector area is 1.0515 m2. Finally, muon flux at the surface is Φ � (170±6) m−2 s−1. The uncertainty was
evaluated in a similar way as for the calculation of the muon flux underground. There is also a contribution to the uncertainty that
comes from the correction for the fraction of muons in the total flux, which was calculated from the simulation data.

The measured fluxes underground and at the surface are consistent with the previous work, though the muon flux at the surface
gives 24% higher value [2]. Integrated muon intensity at sea level is often referred as about 1 cm−2 min−1 [22], the calculated flux
at the surface is in accord with this value. The underground flux adds to the list of muon data in underground laboratories [23]. The
integral flux of electromagnetic component at the surface is very approximately estimated to 30% of the total flux.

123



 1006 Page 6 of 9 Eur. Phys. J. Plus        (2023) 138:1006 

4 Simulation of muon-induced background

4.1 Muon-induced background in the germanium detector

The muon detector in the underground laboratory can operate in coincidence with a coaxial high-purity germanium detector (ORTEC
GEM30). The detector is based on a cylindrical p-type crystal, with the diameter 58.5 mm and the length 56.4 mm, and the active
volume 149 cm3. The relative efficiency is 35%, with respect to the efficiency of a 3×3 inch NaI detector. The detector is placed
inside a 12 cm thick lead castle made of lead with low content of 210Pb (specific activity 25 Bq/kg). Due to the 12 m overburden
and thick lead shielding, it is suitable for gamma spectroscopy of low-activities. The muon detector is placed directly above the lead
castle at the distance 44 cm, and can serve as a veto for additional background suppression. Signals from the HPGe detector are fed
into an input channel of the same ADC that is used by the muon detector. The acquisition system allows up to four different inputs;
here two inputs are used for signals from the muon detector and one for the HPGe detector. Events recorded by both detectors are
stored in one list with information about each event (input channel, trigger time and amplitude). This allows analyses of coincidence
or anticoincidence between different channels, by selecting proper time window. In the coincidence mode muon-induced events in
the germanium detector can be studied. In the anticoincidence mode the scintillator can serve as an anti-cosmic veto detector.

Geant4 simulations have found wide-ranging applications in gamma spectroscopy with germanium detectors. One of the main
subjects that have been studied is evaluation of muon-induced background in germanium detectors, operating at the surface and
underground [24–28]. The simulation that combines the underground scintillator and the HPGe detector was performed with a
goal to obtain coincidence response of the two-detector system to cosmic muons. It was used to estimate prompt muon-induced
background, which originates from direct muon interaction with the germanium crystal or from electrons ionized by muons in the
detector and surroundings. It can also give a prediction of background reduction by the anti-cosmic veto [13].

Configuration of an HPGe detector is more complex than a simple scintillator box, which is why the detailed knowledge of the
detector geometry is an essential precondition for an accurate modeling. In this simulation the detector was constructed utilizing
the detector parameters provided by the manufacturer. The geometry was tested by varying these parameters and looking at how
the changes affect the detector response. This method can be also used for uncertainty estimation. Small changes of the parameters
may give rise to large deviations between simulated and experimental results. In order to overcome these difficulties an optimization
procedure is often performed, by tuning the detector parameters so as to achieve the best possible agreement with experimental
values [29]. For use in gamma spectroscopy Geant4 provides low-energy electromagnetic packages that best model interactions of
low-energy gamma rays. Here the G4EmStandardPhysics_option4 constructor class, which combines electromagnetic models for
simulations with high accuracy, was activated.

First, the simulation of the germanium background generated by prompt muon interactions in the lead shield was performed.
Primary muons were generated on the surface of the lead castle, the top and side surfaces. Energy and angular distributions of muons
are the same as used in the simulation of muons underground, described in Sect. 3.1. Per event, initial position and momentum
direction were sampled from cosnθ distribution (n � 1.55), while energy was sampled from the modified Gaisser’s formula and
subtracted for the muon energy loss (Eq. 3, 4). Here the germanium crystal is a sensitive detector for calculation of energy deposit.
The energy deposit spectrum is in high-energy part due to muons that traverse through the germanium crystal, which has a broad
peak at about 43 MeV [13]. For gamma spectroscopy measurements the range up to 3 MeV is mostly of interest. This part of the
spectrum is due to secondary particles produced by muons in the detector’s surroundings, mainly in the lead castle. The prominent
annihilation peak builds upon the continuous spectrum.

Then the simulation of the scintillator and the HPGe detector working in coincidence was carried out, with primary muons now
generated on the scintillator’s surface, in the same way as described in Sect. 3.1. A sketch of the visualized Geant4 geometry and a
muon event is displayed in Fig. 5. The coincidences were selected with a simple condition that a muon has to deposit energy in both
detectors. The simulated coincidence spectrum of the germanium detector up to 3 MeV, together with the background spectrum, is
shown in Fig. 6. The prominent annihilation peak builds upon the continuous spectrum. Integral of this spectrum gives the number
of vetoed background events in the range of 0–3 MeV.

Relative background reduction by the anti-cosmic veto was found as a ratio of counts in the two spectra. For the given configuration
the veto halves the prompt muon background in the lead shield. However, the total background of the HPGe detector would be
diminished by only 15%. The new set-up has the muon detector half the distance closer to the lead castle, which should to some
extent improve background reduction. A common anti-cosmic veto system consists of detectors that are placed above and to the
sides of a lead castle, so that the veto is triggered by any arriving muon. This type of set-up would provide background reduction as
good as possible for the HPGe detector. However, at the moment it is not planned to add more veto detectors.

4.2 Neutron production by muons in lead

Neutrons produced in interactions of cosmic-ray muons with the detector and its surroundings contribute to background, especially in
sensitive experiments in deep underground laboratories searching for rare events. In interactions with the detector neutrons produce
signals that may mimic signals from the events searched for. Therefore investigation of neutron-induced background is of great
importance for low-background measurements. For lead-shielded germanium detectors neutrons produced by cosmic muons in lead
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Fig. 5 Visualization of the Geant4
geometry of the scintillator and
HPGe detector, and a coincidence
muon event. Particle tracks are:
blue—muon, green—photon,
red—electron

Fig. 6 Normalized background
spectrum (blue line) and
coincidence spectrum of the HPGe
detector (black line) induced by
prompt muon interactions in lead,
and estimated anti-cosmic veto
suppression [13]

are an unavoidable source of background. As it was already pointed out, the experimental set-up in the underground laboratory
enables studies of muon-induced events in the HPGe detector, when it works in coincidence with the muon detector. Preliminary
results on flux of fast neutrons produced by muons in the lead shielding of the HPGe detector were reported in [9]. Data were
collected during over 400 days of measurement. Neutrons were identified from the 692 keV line in the coincidence spectrum, which
arises from neutron inelastic scattering on Ge-72 isotope. Neutron production rate can be determined from count rate in the 692 keV
line in the spectrum [30]. The muon-induced neutron flux, within the volume of the lead shielding, is (3.1±0.5)×10−4 cm−2 s−1.

A variety of Geant4 simulation methods have been utilized in studies of production of neutrons by cosmic muons in lead at the
surface and underground [31–33]. Here we present the first results of the simulation of muon-induced neutron production in the
lead shielding of the HPGe detector. It was done in the same manner as the previous simulations. Primary muons were generated
on the top and side surfaces of the lead castle. Muon energy and directional distributions followed the same procedure described in
Sect. 3. Hadronic interactions were included through the Geant4 QGSP_BERT_HP physics list. It uses high precision neutron models
and cross sections for low-energy neutron interactions. For electromagnetic part the G4EmStandardPhysics_option4 constructor
was activated. The simulation was then repeated with the physics lists FTFP_BERT_HP and Shielding, latter is recommended for
neutron transport. All three physics models invoke the same classes for neutron interactions. There was no significant difference in
the results. Because energy thresholds for production of secondary particles were set at low values, large number of particles was
produced. Hence all secondaries but muons and neutrons were killed, and only muons and neutrons were tracked through the lead
volume.
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Fig. 7 Multiplicity distribution of
neutrons produced by muons in
lead at the 25 m w e depth

Neutron yield in lead can be determined from the equation Yn � Nn/(Nμlμρ), where Nn is number of neutrons produced, Nμ is
number of muons, lμ is the mean path length of muons and ρ is density. In total 108 muon histories were generated, and 9.34×105

neutrons were produced. The mean path length that muons travel through the lead castle, obtained from the simulation, is 26.6 cm.
Finally, the neutron yield in the lead volume is (3.1±0.4)×10–5 neutrons per gcm−2 per muon. It was also looked at how many
of these neutrons reach the HPGe detector inside the lead castle—it was approx. 2.4% of all neutrons, though statistics was rather
poor for precise studies of neutron-induced processes in the germanium detector. Additionally, neutron multiplicity for each event
was found, as number of neutrons per tagged muon. Its distribution is shown in Fig. 7, while the average multiplicity is 11.5.

5 Conclusion

The Geant4-based simulations have been extensively used in experiments carried out in the low-background underground laboratory
at the Institute of Physics Belgrade. Here presented overview describes applications of Geant4 simulations in measurements of
cosmic-ray muon intensity and in gamma spectroscopy studies of events which have origin in cosmic muons. Detector responses of
the plastic scintillation detectors and the germanium detector were obtained in order to evaluate experimental results. In simulations
of the surface scintillator primary particles were generated by CORSIKA programme, so as to include electromagnetic component,
which is absent underground. Simulated energy deposit spectra showed good agreement with experimental ones. Comparing these
spectra precise calculations of muon integral intensity could be calculated. The measured muon fluxes at the surface and underground
are (170±6) m−2 s−1 and (44±1) m−2 s−1, respectively. The results are consistent with our previous work and available muon
data.

Simulation studies of cosmic muon interactions with lead were performed with a goal to estimate muon-induced background
in the germanium detector. Muons can cause two types of background: the first one is due to prompt interactions of muons and
secondary particles produced by muons and the second one is due to delayed decays of Ge nuclei produced in neutron inelastic
collisions. The prompt muon-induced background was estimated with a simulation of the scintillator and the HPGe detector in
coincidence, for the given detector configuration. The two detectors can operate in coincidence or anticoincidence provided the
correct selection criteria between recorded events. When they work in anticoincidence the scintillator serves as an anti-cosmic veto.
Simulated prompt muon background is also an estimation of the reduction of cosmic background by the veto, which in this case
is by one half. The new experimental set-up has the muon detector close to the lead castle, which should improve the background
reduction. Another task that was carried out was the simulation of neutron production by cosmic muons in lead. The estimated yield
in the lead volume is (3.1±0.4)×10–5 neutrons per gcm−2 per muon. Also neutron multiplicity per tagged muon is obtained. The
results make a good basis for further studies of cosmic muon-induced processes in the vicinity of germanium detectors, including
production of neutrons and other particles in the overburden rocks.
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The cross-section function for the 115In(γ,γ’)115mIn reaction was determined in the energy range
up to Eγ = 9.6 MeV using the bremsstrahlung facility at the MT25 Microtron, JINR, Dubna. Natural
indium disks were irradiated with bremsstrahlung, each disk with a beam of different endpoint
energy. To the measured saturation activity built up in the wide-energy photon beam we applied
the unfolding technique, developed recently at the JRC-Geel with the primary purpose of being
used in neutron activation. The results were compared with TALYS 1.9 calculations and existing
experimental data. Our results suggest that the application of existing unfolding technique allow
determining unknown excitation functions of photon-induced reactions.

PACS numbers: 25.20.x, 24.10.i,07.85.Nc, 27.60.+j

I. INTRODUCTION

Experimental data obtained in nuclear reactions in-
duced by photons on various materials are important for
a number of different applications. High-energy photons
are used to produce radionuclides for medicine and other
applications. They are used in radiotherapy, industry, ac-
tivation analysis and play significant roles in astrophysi-
cal processes and in the dynamics of nuclear reactors [1].
Therefore, cross-sections of photo-nuclear reactions are
often studied in a wide energy region. The rich amount
of experimental results obtained, can be found in several
databases such as Refs. [2–8].

The aim of this paper is to apply the NAXSUN tech-
nique (Neutron Activation X-Section determined using
UNfolding) to determine the differential cross section
for the excitation of the 336.2 keV isomer in 115In as
a function of the photon energy, using photons from
bremsstrahlung beams of several different endpoint en-
ergies. The NAXSUN technique was developed at the
JRC-GEEL and utilized to obtain neutron-induced re-
action cross sections as a function of incident neutron
energy [9–13]. For the photo-activation measurements
we adapted the NAXSUN technique and examined its
applicability in photon-induced reactions.

There are several reasons why the excitation of 115In
isomer state was chosen to test the possibility of extend-
ing the NAXSUN technique to the field of photo-nuclear
reactions. Natural indium is a mixture of two isotopes
113In (4.3%) and 115In (95.7 %) [14]. It is a soft metal
that is easy to shape in the desired irradiation and de-
tection geometry. It can be used in several different ways

as an activation detector for neutrons or photons. The
high thermal neutron cross section of 160 b [15] has made
115In a frequently used nuclide for neutron monitoring.
The excitation of the 336.2 keV [14] isomeric state by
non-elastic neutron scattering, 115In(n,n’)115mIn, is rec-
ognized as one of the most common reactions for de-
tection and monitoring of fast neutrons. Moreover, de-
tection of photons having energies higher than 9 MeV
(produced by LINAC-s used in radiotherapy, for exam-
ple), which is the threshold energy for the photo-nuclear
reaction 115In(γ,n)114In, is possible by using activation
foils made of natural indium. And finally, high-energy
photons may excite the isomeric state via the reaction
115In(γ,γ’)115mIn.

All these reactions make indium the material of choice
in experimental circumstances, when it is necessary to
register the presence of neutrons and photons at the
same location. For neutron reactions on 115In cross sec-
tions are well known, and reliable data on the differential
cross section for the 115In(γ,n)114In reaction are avail-
able, too. There are several experimental data sets [16–
20], included in database [8], for photo-excitation of the
115mIn isomeric state. The cross-section values of the
115In(γ,γ’)115mIn reaction and the shape of the cross-
section function in those several sources differ somewhat
(datasets are shown in Fig. 12). Furthermore, data avail-
able in literature [8], show discrepancy with TALYS 1.9
[21, 22] calculations, as can be seen in Figure 11 and
Figure 12, below in this text. Additional objective of
this paper is to report on a new measurement of the
115In(γ,γ’)115mIn cross section.

Possible applicability of NAXSUN techniques in phot-
nuclear reactions can open a broad research field. Dif-
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ferential cross sections for (γ,n) reactions are well doc-
umented with reliable experimental material. However,
at higher photon energies, when two or more neutrons
are emitted, the results of measuring the flux-weighted
averaged cross section and measurements with quasi-
monoenergetic photon beam can be found in the litera-
ture [2, 3, 8]. For a specific channel of (γ,xn) nuclear re-
actions, energy differential cross-sections can be obtained
using theoretical calculations only. The introduction of
the NAXSUN techniques could make it possible to mea-
sure energy differential cross-sections for these nuclear
reactions as well.

II. THE METHOD

The NAXSUN technique is based on irradiation of sev-
eral identical metal disks in different, but overlapping,
neutron fields. It is followed by gamma-spectrometric
measurements and unfolding procedures. This method
has solely been used for measuring cross section curves
for neutron-induced reactions [11–13].

The yield of activation products from some nuclear re-
actions, here the photo-excitation of the first excited and
meta-stable state in 115In in a bremsstrahlung beam, can
be quantified by its saturation activity (maximum equi-
librium activity when the rate of production of reaction
product equals the rate of decay) A:

A =

� Emax

Eth

σ (E) · Φ (E) · dE (1)

where σ (E) is the cross section for the studied nuclear
reaction, Φ(E) is the flux spectrum of incident photons
and E is the photon energy. Eth is the energy threshold
for the nuclear reaction and, Emax is the endpoint en-
ergy of the bremsstrahlung beam. After exposure to the
photon beam, the induced activity of 115mIn is measured
by a high energy resolving γ-spectrometer.

One indium disk at the time was exposed in a
bremsstrahlung beam of particular endpoint energy. The
endpoint energies ranged from 5 MeV to 10 MeV. In this
way disks were exposed to different but overlapping pho-
ton fields, similar to the measurements performed in our
previous work, where broad-energy neutrons fields were
applied [11–13]. After irradiation the saturation activity
of each of the six disks is determined by γ-spectromety.

If the photon flux-spectrum, Φ(E) can be estimated,
as shown in Section III D. in this paper, the general task
comes down to the solution of six integral equations (Eq.
1) for each irradiated sample, and the determination of
the unknown function σ(E), which describes the cross
section of the photo-nuclear reaction. Having six known
values of saturation activity, A, the problem can be trans-
formed into a system of discretized equations:

Ak =
c�

i

Φik · σi ·ΔEi; k = 1, 2, ...m (2)

where Ak is the measured saturation activity of each ir-
radiated disk, k, with m activated disks, k running from
1 to 6 . The photon flux for a certain energy bin, Ei and
disk k is described by Φik. ΔEi is the width of energy
bin i, and c is the number of energy bins. σi represents
the sought cross section function. Since c is larger than
m the system of equations is under-determined and an
unfolding procedure needs to be applied. In this work,
we used three unfolding algorithms, SANDII, GRAVEL
and MAXED [23–27], to take into account corresponding
systematic uncertainties.

III. MEASUREMENTS

A. Material

Six identical metal disks of indium with natural iso-
topic abundances were used. The material has a high
level of purity with 99.9% of natural indium. Disks had
an identical shape with a diameter of 20.0(1) mm and
and an average thickness of 0.210(1) g cm−1. Two more
indium discs were used to check influence of neutrons on
excitation of 115In isomer state. Sources of neutrons are
described in next section.

B. Irradiation

All experimental activities were performed at the
Flerov Laboratory of Nuclear Reactions of the JINR,
Dubna. The MT25 Microtron [28] was used to produce
the bremsstrahlung beams for irradiation of the indium
disks. A more detailed description of the Microtron and
the experimental setup can be found in ref. [29]. Indium
disks were exposed to bremsstrahlung with endpoint en-
ergies from 5 MeV to 10 MeV in steps of 1 MeV (Table I).
For the photon production we used a 1mm thick tungsten
radiator. The distance between the the radiator and an
indium disk was 60 cm.

An 8 mm thick beryllium plate was placed in front of
the In sample, 52.5 cm far from the tungsten radiator, to
serve in another study [29]. The influence of the beryl-
lium plate on the photon flux was corrected by Monte
Carlo simulation as described below. The scheme of the
experimental set up is presented in the Figure 2.

Energy thresholds for photo-disintegration of 9Be (fol-
lowed by emission of neutron) and 183W(γ,n)182W are
1.7 MeV and 6.2 MeV respectively [30]. In order to
minimize the influence of inelastic neutron scattering,
115In(n,n’)115mIn reaction, the indium disks were placed
in the center of a water container with a diameter of 15
cm. In this way, fast neutrons created in photo-nuclear
reactions in beryllium and tungsten are thermalized. The
need for such an action was confirmed by a noticeable dif-
ference in 115mIn activity, after exposure with and with-
out water around the indium disk. At a maximum photon
energy of 23 MeV the saturation activity of 115mIn in the
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TABLE I: Irradiation characteristics for each indium
disk: Emax- bremsstrahlung endpoint energy, Q -

integral number of electrons striking tungsten target,
tirr - time of irradiation

Disk No. Emax [MeV] Q [mAs] tirr [s]
1 5.00(5) 12 5880.0(5)
2 6.00(5) 10 1320.0(5)
3 7.00(5) 12 1740.0(5)
4 8.20(5) 3.5 1680.0(5)
5 9.00(5) 7 1020.0(5)
6 10.00(5) 6 840.0(5)

disk exposed outside the water container was 15% higher
than the saturation activity of 115mIn, when the disk was
located inside the water container. Furthermore, we may
expect significantly lower parasitic neutron production
at lower energies. We observed too that the saturation
activity of 116In produced by neutron capture is about
130 times lower at a photon-energy of 10 MeV than at
endpoint energy of 23 MeV. This means that there is an
insignificant influence of non-elastic scattering of high-
energy neutrons on the excitation of the isomeric state
in 115In with samples placed in the water container.

The irradiation time was longer for lower photon-
energies and ranged from 14 minutes at 10 MeV to 98
minutes at 5 MeV. The Microtron electron current var-
ied from 2 µA to 7 µA. The integral number of electrons
striking the tungsten radiator (Q) is summarized in the
Table I.

C. Gamma spectroscopy measurements
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FIG. 1: Part of the γ-ray spectrum collected after
irradiation of indium disk No. 6. The γ lines of

interested are labelled. Energy width of one channel is
0.2 keV

After exposure, the decay spectra of the indium disks
were measured using an HPGe detector. The relative ef-
ficiency of the detector was 25% and, it was passively
shielded by 5 cm of lead. The irradiated indium disks

were located directly on the vertical end-cap of the de-
tector. The elapsed time between the end of the irradi-
ation and the start of each measurement was between 6
min and 2 h depending on detector availability. Consid-
ering that the half life of 115mIn is T1/2 = 4.468 h [14],
in the worst case, more than 73% of initial activity re-
mained. The measurement time for each activated disk
was 30 min that was sufficient to obtain good counting
statistics. For example, in the spectrum of that indium
disk exposed to the 7 MeV bremsstrahlung beam the sta-
tistical uncertainty of the 115mIn gamma line was about
3% at 1 σ.

The recorded spectra have very simple structure (part
of the γ-ray spectrum collected after irradiation of indium
disk No. 6. is presented in figure 1). In all of them the
prominent 336.2 keV gamma line from the de-excitation
of the isomeric level in 115mIn is observed. The gamma
line of the isomeric state of 113mIn, Eγ = 391.7 keV [14], is
noticeable in some of measured spectra, especially in the
spectrum from the indium disk exposed at 10 MeV end-
point energy as depicted in Fig. 1. In the γ-ray spectrum
of the disk exposed to the 5 MeV bremsstrahlung, the
391.7 keV gamma line is not observed at all. The reason
is the low abundance of 113In in natural indium, i.e. 4.3
% in combination with the small flux at 5 MeV. Several
other gamma lines (416.9 keV, 1097.3 keV and 1293.5 keV
[14]) emitted after the decay of 116mIn, produced by neu-
tron capture of 115In, appeared only in spectra of those
indium disks exposed at higher endpoint energies.

The saturation activity of 115mIn can be determined
from the peak area of the 336.2 keV gamma line according
to:

Ak =
Nγ ·Mλ

m ·NA · � · η · pγ · e−λΔt · (1− e−λtirr ) · (1− e−λtm)
(3)

where Nγ is the number of detected γ rays with Eγ =
336.2 keV, λ is the decay constant, M and m are the mass
number and the mass of the In disk used, NA is Avogadro
constant , � is the total efficiency of the detector at 336.2
keV, η is the natural abundance of 115In, pγ is a gamma
emission probability, Δt, tirr and tm are cooling, irradia-
tion and measurement time, respectively. Total efficiency
was determined using calibration sources and LabSOCS
software. Since indium is a soft metal, our samples were
designed to match existing detector calibrations.

We notice that the saturation activity for Emax = 5
MeV is almost 150 times lower than the one at Emax =
10 MeV. All saturation activities, Ak, are summarized
in table III. The statistical uncertainty at 5 MeV and at
6 MeV is about 10 % and, above 7 MeV the statistical
uncertainty is up to 4 %.
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D. Determination of photon flux

1. Monte Carlo simulation

The application of unfolding procedures to our prob-
lem requires information about the Φik from eqn. 1, i.e.
shape and intensity of the bremsstrahlung photon spec-
tra. This was obtained using Monte Carlo (MC) simula-
tions and the measured values of the integral number of
electrons striking the tungsten radiator.

To estimate the flux of incident photons Φ(E) for
the six used energies we employed Geant4 (G4) ver-
sion 10.05.p01 [31] with the experimental Physics list
QBBC. QBBC uses the standard G4 electromagnetic
physics option without optical photon simulations and,
the hadronic part of this physics list consists of elastic,
inelastic, and capture processes. Each hadronic process is
built from a set of cross sections and interaction models,
which provide the detailed physics implementation.

Figure 2 depicts the setup geometry as entered to the
Geant4 simulations. Elements of simulations are starting
from the electron beam, shown to the left of the figure,
going to the indium disk placed in the water container on
the right. In the G4 simulations electron beam starting
position is 10 cm before Cu foil.

The geometry of the Geant4 simulations consists of
an electron beam of six energies, assuming a ± 1% un-
certainty (k=1) for all energies. Then, on the beam path
comes first a 70 µm thick copper foil followed by a copper
cylindrical collimator with a 12 mm-wide circular hole.
Next comes a 1 mm thick tungsten radiator followed by
a 2 cm thick aluminium block. The distance between
the tungsten radiator and the indium disk is 60 cm. In
front of the indium disk we placed an 8 mm thick beryl-
lium sheet and the water shielding. We simulated about
2× 108 electrons for six different electron beam energies.
From the simulation we obtained the integral number of
photons, spectrum shape and the distribution of photons
on the surface of an indium disk for each energy. To get
approximation of integral number of gammas, which hit
the indium sample, the number of photons from the sim-
ulation were scaled, having in mind that the number of
electrons per mAs is 6.242 × 1015 and that each beam
energy had a different number of electrons per second.
The estimated integral number of photons hitting an in-
dium disk at the particular endpoint energy is shown in
the last column of table II. The simulated photon spectra
are depicted in Fig. 3.

In Figure 4 the simulated areal distribution of the pho-
ton flux on the indium disks is shown for the 10 MeV
endpoint energy. The distribution is flat across the en-
tire disk. Corresponding results were obtained for the
other endpoint energies.

FIG. 2: Geometry of experimental setup (not in scale).
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FIG. 3: Spectra of photon flux on the indium disks for
all electrons energies incident on the tungsten radiator.

The electron energy corresponds to the end-point
energy of the respective photon-flux spectrum (Emax in

the table I.)

2. Normalization of photon flux

To obtain absolute cross section values, it is necessary
to have accurate values of the photon flux at the place
of the exposed indium disks. In our experimental setup,
the total number of electrons striking the tungsten ra-
diator, expressed in mAs in Table I, could only serve as
a relative measure. For the absolute calibration of the
Monte-Carlo simulated photon spectra, it was necessary
to use another nuclide with well-known photo-activation
cross section. In the absence of some well-accepted stan-
dard, it was decided to use the photo-activation of 113In
for spectrum normalisation. As can be seen in Figure
1, the characteristic gamma line of 113mIn is present in
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FIG. 4: The photon distribution on the surface of an indium disk, simulated for the endpoint energy 10 MeV.

TABLE II: Irradiation characteristics of the indium
disks: Emax- endpoint energy; Ne,S - simulated number
of electrons; Nγ,S - simulated number of photons; S -
scaling factor; NγScaled - scaled number of photons.

E [MeV] Ne,S [106] Nγ,S S [107] NγScaled [1012]
5.00(5) 200 25312 3.12 9.48
6.00(5) 199 43163 3.14 13.54
7.00(5) 194 65120 3.22 25.14
8.20(5) 192 99595 3.25 11.33
9.00(5) 192 129258 3.25 29.42
10.00(5) 187 165313 3.34 33.11
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FIG. 5: Cross section for 113In(γ, γ�)113mIn reaction
(points - measured data [32], line - spline interpolation).

the spectrum after irradiation of the indium samples at
higher energies. The cross section function for the re-
action 113In(γ, γ’)113mIn was taken from Ref.[32] as de-

TABLE III: Saturation activity, Ak, for a given
endpoint energy, Emax calculated according to eqn. 3

Disk No. Energy [MeV] Ak[10−18 Bq/atom]
1 5.00(5) 0.0090(9)
2 6.00(5) 0.044(5)
3 7.00(5) 0.161(7)
4 8.20(5) 0.191(5)
5 9.00(5) 0.87(3)
6 10.00(5) 1.33(3)

picted in Fig. 5. In this study, samples of natural indium
were irradiated in the range of 4 MeV to 12 MeV with 0.5
MeV increments. The cross section was calculated using
Penfold-Leis method [33]. Photon flux was determined
using an absolutely calibrated ionization chamber with a
build-up cap of appropriate thickness.

Saturation activity for 113In(γ,γ’)113mIn reaction at
some chosen energy, Ac, can be calculated based on the
equation 2. Photon flux spectra were calculated using
Monte-Carlo simulation with a number of incident elec-
trons specified in Tab. II. Simulated spectra were cor-
rected by Microtron electron current Q, as a relative mea-
sure, taken from Tab. I. Interpolated values of the cross-
section from Fig. 5 were taken to calculate the saturation
activity Ac for the 10 MeV photon beam. The measured
values of the saturation activities for the Am obtained
using the intensity of the 391.7 keV gamma line detected
for 10 MeV was 1.10(18) × 10−18 Bq/atom. Based on
that, a normalization factor of r = Am/Ac = 6.2(11) was
obtained and used to normalise photon spectra, which
were used in unfolding procedures.
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IV. EXPERIMENTAL RESULTS

A. Default functions for unfolding procedures

Cross-section unfolding procedures require an initial
guess of the sought function, the so-called default func-
tion, to proceed further with the unfolding calculation.
This function should be a reasonably good guess of the
real cross-section function. In this work we used the
TALYS 1.9 code [22] for determining this default func-
tions.

TALYS 1.9 is a computer code for the simulation of
nuclear reactions. A detailed description of TALYS 1.9
can be found in Ref. [22]. By this code it is possible to
calculate various physical quantities for all possible out-
going reaction channels using different physical models
in the calculations. In this work we calculated the cross
section for the 115In(γ, γ’)115mIn reaction, for incident
photon energies ranging from 0 to 10 MeV. All parame-
ters of calculations were code-default values except level
density parameters. Available level density models in the
TALYS 1.9 are [34–42]:

• LD model 1. - the constant temperature Fermi-Gas
model;

• LD model 2. - the back-shifted Fermi gas model;

• LD model 3. - the generalised super-fluid model;

• LD model 4. - the microscopic level densities based
on the Goriely‘s tables;

• LD model 5. - Hilaire‘s combinatorial tables;

• LD model 6. - the temperature dependent Hartree-
Fock-Bogoliubov model, Gogny force.

Six different excitation functions for the
115In(γ, γ’)115mIn reaction were obtained (see Fig.
6) and used as default functions for the unfolding
procedures.

Other parameters such as photon strength functions
(PSF) can also have a significant impact on cross-section
values. However, detailed theoretical analysis was not
part of this study and those parameters are not change
from the default values given by the TALYS 1.9., which
are for example the standard Lorentzian (Brink-Axel
model) for PSF.

B. Unfolding results

Three unfolding algorithms were used in this work
and their results were compared. The first one was
the SANDII iterative algorithm [27], the second was the
GRAVEL algorithm, which is an improved version of
SANDII [26] and, the third one was the MAXED algo-
rithm that uses the maximum entropy principle to calcu-
late the unfolded function [23].
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FIG. 6: Default functions for the 115In(γ, γ’)115mIn
cross-section obtained by TALYS 1.9 for six different

level density models (for details see text).
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FIG. 7: Unfolded 115In(γ, γ’)115mIn cross-section for
each default function, produced using the SANDII

unfolding algorithm.

The SANDII and GRAVEL algorithm give the solu-
tion:

σJ+1
i = σJ

i f(Ak�kΦkiσ
J
i )

f = exp



�m

k=1 W
J
ik ln

�
Ak�n

i=1 WJ
ikσ

J
i

�

�m
k=1 W

J
ik


 , i = 1, 2...n

(4)

where in the case of the SANDII W J
ik is:

W J
ik =

Φkiσ
J
i�n

i=1 Φ
J
ki

. (5)

and in the case of the GRAVEL W J
ik is:

W J
ik =

Φkiσ
J
i�n

i=1 Φ
J
ki

A2
k

�2k
. (6)
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FIG. 8: Unfolded 115In(γ, γ’)115mIn cross-section for
each default function, produced using the GRAVEL

unfolding algorithm.
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FIG. 9: Unfolded 115In(γ, γ’)115mIn cross-section for
each default function, produced using the MAXED

unfolding algorithm.

Ak is measured saturated activity, �k is measured uncer-
tainty, cross-section for energy bin Ei is σi and photon
flux is Φki when irradiating k disk at energy bin Ei, J is
number of the iteration step, m is number of activated
discs and n is number of energy bins.

The MAXED algorithm provides by the fitting input
data (measured induced specific saturated activity Ak),
a function σ(E) that maximizes the relative entropy:

S = −
� �

σ(E) ln

�
σ(E)

σdef (E)

�
+ σdef (E)− σ(E)

�
dE

(7)
where σdef (E) is the default cross section function.

Unfolding procedures were performed in the energy
range between 0 MeV and 9.6 MeV grouped into 48
bins. The results obtained by the SANDII, GRAVEL
and MAXED algorithms for all used default functions
are presented in Figures 7, 8 and 9.

C. Analysis of uncertainties

We will analyse here following sources of uncertainties
that could have affect the final results: the measurement
of saturated gamma activity, determination of normali-
sation factor, Monte Carlo calculation of photon spectra
and unfolding procedures.

1. Gamma activation measurement

The uncertainty values of saturated gamma activity
were determinated by taking into account contribution of
uncertainties of all parameters from equation 3, and ob-
tained values are presented in table III. Those uncertain-
ties are dominated by statistical error of measurement
of gamma peak intensity. Uncertainties of gamma acti-
vation measurement are affected the final results. How-
ever, only the MAXED algorithm gives the possibility
to estimate the error of the cross section values depend-
ing on the error of the measured activity, while for the
other two algorithms such an error analysis is not possible
[43]. Cross section uncertainty of the MAXED code due
to saturated gamma activity measurement uncertainty is
presented in the first column of Table V in the case of
the LD model 6 used as default function. Similar results
were obtained for other 5 default functions. The influ-
ence of the measured gamma activity uncertainty on the
error of the final results using other algorithms requires
additional analyses that are not part of this study.

2. Normalisation factor

The cross section values for the 113In(γ, γ�)113mIn re-
action taken from Ref. [32] were determined with un-
certainty that varied form 50 % at low energy to 10%
at higher energy. That lead to uncertainty of 17% for
normalisation factor which introduced additional uncer-
tainty of the final results obtained in this study. This
problem can be solved by introducing precise measure-
ment of photon flux as a part of this technique or by se-
lecting another reaction (with well-known efficient cross-
sections) as the standard for normalization.

3. Monte Carlo calculation of photon spectra

In this study, the QBBC model which is recommended
for medical and space physics simulations was used
[44, 45]. Analysis of possible systematic uncertainty in-
troduced by the choice of the model in the Geant4 simu-
lation was done by comparing results from other available
models.

EM standard option model used in the QBBC physics
list, as well as previously studied models [46], EM
standard option3, Livermore and Penelope, predict the
correct absolute scale and are able to reproduce the
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FIG. 10: Spectra of photon flux on the indium disks for 10 MeV endpoint energy obtained by different models:
EMstandard, EM standard_opt3, EMLivermore and EMPenelope.
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FIG. 11: Unfolded results for the 115In(γ, γ’)115mIn cross-section (line with a corridor of uncertainty) in comparison
with default TALYS 1.9 functions (Fig. 6).

shape of the energy spectra at forward emission an-
gles, which make the leading contribution to the total
radiated energy. Nevertheless, all models over-estimate

the bremsstrahlung emission in the backward hemisphere
and predict a harder energy distribution than measured
[46], which is not the case here, where all bremsstrahlung
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FIG. 12: Comparison of the 115In(γ, γ’)115mIn cross-section obtained in this work (line with uncertainty bars) with
existing experimental data ( ◦ -[16], � - [17], , • - [18], �-[19], � - [20]).

emission are in the narrow forward region. Obtained re-
sults by comparing different models are presented in the
Fig 10. Based on those results we consider that the un-
certainty introduced by the choice of the model in the
Geant4 simulation is negligible.

4. Unfolding procedures

The validation of the unfolding results was done by
calculating an induced activity (Ac =

�
σ(Ei) · Φ(Ei) ·

ΔE) and subsequent comparison with the measured data
(Ak, table III). This was done for all default cross-section
functions and for all three algorithms, SANDII, GRAVEL
and MAXED. In table IV, the χ2 values are presented:

χ2 =
(Ac −Ak)

2

σ2
Ak

(8)

These results suggested that unfolding results can re-
produce the measured values of Ak much more accurately
than the default functions.

For all three unfolding algorithms averaged cross sec-
tions for all variants of default function were calculated.
The standard deviations from average values for algo-
rithms are presented in table V. The objective of this

study was not to judge which of the three unfolding al-
gorithms would give most realistic results. Therefore, we
treated all obtained cross sections with equal weights in
the following. The final result, depicted in Fig. 11, rep-
resents the cross section averaged over all 18 variants, i.e.
three unfolding codes and six default functions.

The solid line represents the averaged cross section.
Dashed lines depict the maximum and minimum values
of the cross sections representing uncertainty corridor ob-
tained directly from the spectrum unfolding which is also
presented in table V (σU and σD).

It turns out that the LD model 2 of the MAXED code
gives the lowest estimation of the cross section. The max-
imum amplitude of the unfolded cross section is obtained
with SANDII code using the LD model 4. In this way
the region of the most probable values for the 115In(γ,
γ’)115mIn reaction cross section, i.e. the uncertainty, was
estimated.

In this way, the direct contributions to the uncertainty
of the final result from the the measured gamma activity
and the normalization factor were not taken into account
and that will be part of a future study during the devel-
opment of this technique.
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TABLE IV: The χ2 values 8 for: 1. Default functions before unfolding procedures, 2. SANDII results, 3. GRAVEL
results and 4. MAXED results.

1. Default functions
χ2

Energy [MeV] Ld model 1 Ld model 2 Ld model 3 Ld model 4 Ld model 5 Ld model 6
5.00(5) 253.03 280.01 252.84 272.95 282.51 297.59
6.00(5) 33.40 39.41 32.73 34.67 34.81 30.09
7.00(5) 107.44 116.33 105.32 107.33 106.26 87.90
8.20(5) 0.03 0.31 0.02 0.14 0.21 0.38
9.00(5) 112.89 132.55 110.05 120.70 123.58 112.17
10.00(5) 120.07 144.36 119.75 130.04 133.45 117.23

2. SANDII results
χ2

Energy [MeV] Ld model 1 Ld model 2 Ld model 3 Ld model 4 Ld model 5 Ld model 6
5.00(5) 0.16 0.14 0.28 0.30 0.32 0.54
6.00(5) 0.58 0.51 0.62 0.64 0.66 0.90
7.00(5) 2.56 2.53 2.69 2.75 2.72 1.90
8.20(5) 0.08 0.04 0.06 0.06 0.07 0.11
9.00(5) 6.55 6.72 7.27 7.77 7.62 5.62
10.00(5) 0.76 0.79 0.34 0.39 0.38 0.50

3. GRAVEL results
χ2

Energy [MeV] Ld model 1 Ld model 2 Ld model 3 Ld model 4 Ld model 5 Ld model 6
5.00(5) 0.77 0.52 0.80 0.93 1.00 2.57
6.00(5) 0.24 0.21 0.27 0.25 0.26 0.32
7.00(5) 4.80 4.46 4.45 4.70 4.61 3.59
8.20(5) 0.31 0.21 0.30 0.31 0.31 0.26
9.00(5) 4.47 4.25 4.14 4.44 4.40 3.95
10.00(5) 1.01 1.15 0.91 0.97 0.96 0.79

4. MAXED results
χ2

Energy [MeV] Ld model 1 Ld model 2 Ld model 3 Ld model 4 Ld model 5 Ld model 6
5.00(5) 0.06 0.05 0.06 0.07 0.07 0.10
6.00(5) 0.35 0.28 0.35 0.34 0.35 0.41
7.00(5) 2.73 2.62 2.72 2.64 2.60 2.76
8.20(5) 3.64 3.72 3.64 3.76 3.76 3.56
9.00(5) 3.06 2.85 2.88 2.87 2.84 2.85
10.00(5) 2.16 2.50 2.33 2.32 2.40 2.33

V. DISCUSSION

According to the TALYS 1.9 calculations, the cross sec-
tion for a selected nuclear reaction channel can be calcu-
lated using different nuclear level density models. In Fig-
ure 6 all TALYS 1.9 calculations of the 115In(γ, γ’)115mIn
differential cross-section have a very similar shape. The
only difference may be observed in the amplitude of
the functions. It is evident, all TALYS 1.9 calcu-
lated cross sections show an exponential growth with
increasing energy. When the process of neutron emis-
sion starts to compete with the process of de-excitation
through electromagnetic transition, the cross section for
the 115In(γ, γ’)115mIn reaction drops sharply. According
to TALYS 1.9, this happens at around 9 MeV.

Results obtained with three different unfolding algo-
rithms are depicted individually in figures 7, 8 and 9.
One can see a very interesting trend on them. Differ-

ences in the calculated cross sections, presented in Fig-
ure 6, which are not large but still visible, do not pro-
duce a significant scatter in the values of the cross section
obtained by one single code. For example, different de-
fault functions, when used as an input for the SANDII
unfolding procedure, give very similar functions describ-
ing the cross section (Fig. 7). The same can be seen
with the other two codes (Fig. 8 and Fig. 9). Com-
parison of the results of three different algorithms, shows
that SANDII and GRAVEL give functions of a very sim-
ilar shape, with a small difference just at maximum en-
ergy. Results obtained by the MAXED code predicts
slightly different form of the energy differential cross sec-
tion for the 115In(γ, γ’)115mIn reaction. The maximum
of the MAXED function is shifted towards 8 MeV, while
SANDII predicts that the maximum cross-section value
could be at 9 MeV, very similar to the TALYS 1.9 calcu-
lations.

Sharp peaks and small discontinuities can be noticed
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TABLE V: Analysis of uncertainties. σMAXEDAc - Cross section uncertainty of MAXED code due to measurement
uncertainty; σSANDII - Standard deviation of average SANDII results; σGRAV EL - Standard deviation of average

GRAVEL results; σMAXED - Standard deviation of average MAXED results; σU - Upper limit of final results; σD -
Down limit of final results.

Energy [MeV] σMAXEDAc [%] σSANDII [%] σGRAV EL [%] σMAXED [%] σU [%] σD [%]
0.2 8568.00 10.94 14.21 25.59 100.49 99.99
0.4 3561.00 10.79 14.45 45.28 105.83 100.00
0.6 341.20 10.98 14.17 35.66 105.17 100.00
0.8 227.50 11.11 14.32 25.27 101.48 99.99
1 171.70 11.03 14.04 19.87 98.56 99.78

1.2 149.10 10.96 14.32 16.56 96.92 99.56
1.4 123.20 11.13 14.16 13.57 95.09 98.14
1.6 85.50 11.12 14.00 12.44 86.72 94.71
1.8 81.27 10.98 14.15 10.82 85.21 90.20
2 52.99 11.10 13.98 12.17 74.33 83.02

2.2 55.47 10.89 13.68 8.35 56.57 58.67
2.4 47.59 10.92 13.71 10.13 61.19 66.70
2.6 44.83 10.51 12.97 10.26 56.38 63.56
2.8 31.66 9.47 12.17 10.88 48.19 57.08
3 36.10 7.68 10.34 8.25 40.95 49.71

3.2 20.04 5.59 7.92 4.86 14.57 11.22
3.4 17.51 3.23 5.60 3.03 11.16 6.88
3.6 13.32 1.44 3.54 1.58 8.85 5.50
3.8 10.30 1.42 1.72 1.07 20.42 13.81
4 7.42 2.59 1.54 1.30 12.16 12.01

4.2 7.73 3.68 2.26 1.60 10.48 13.41
4.4 8.01 4.36 2.67 2.28 8.58 13.76
4.6 15.53 4.03 3.26 2.58 29.84 24.26
4.8 13.53 3.86 3.20 2.08 21.77 20.88
5 16.38 2.84 2.88 0.85 6.23 8.65

5.2 12.87 2.17 2.73 0.89 4.87 8.13
5.4 9.82 1.57 2.03 0.47 4.20 4.11
5.6 7.14 0.89 1.47 0.38 1.26 4.09
5.8 9.05 0.75 0.94 0.64 1.74 2.63
6 11.47 1.07 0.61 1.26 7.86 12.82

6.2 11.67 1.72 1.09 1.32 4.67 8.03
6.4 8.48 1.61 1.03 1.38 2.64 4.03
6.6 6.55 1.53 0.86 0.14 11.59 9.67
6.8 4.47 1.35 1.03 0.33 12.83 8.67
7 7.04 0.21 0.21 0.81 14.30 8.32

7.2 6.02 0.46 0.53 0.63 13.90 8.67
7.4 4.55 0.64 0.62 0.34 11.14 6.61
7.6 3.69 0.78 0.74 0.19 8.43 5.87
7.8 5.62 0.81 0.62 0.23 5.81 4.21
8 3.46 0.77 0.66 0.34 1.45 0.81

8.2 7.03 0.67 0.53 0.61 3.01 2.64
8.4 5.60 0.67 0.43 0.58 9.07 12.84
8.6 5.19 0.70 0.60 1.06 9.94 16.22
8.8 5.06 0.62 0.59 1.48 11.44 20.89
9 6.35 1.05 1.51 2.39 16.41 25.35

9.2 5.12 1.18 1.65 2.65 18.73 28.26
9.4 3.83 14.44 13.97 13.30 31.07 46.82
9.6 3.79 17.09 16.59 16.29 36.01 50.74

in the results obtained by applying the GRAVEL and
the MAXED codes in high energy region above 6 MeV.
With a reasonable assumption that the cross section of
the 115In(γ, γ’)115mIn reaction should be smooth in the
region where a giant dipole resonance is dominant mech-
anism of excitation of nuclei, it may be concluded that

these peaks originate from some numerical phenomena
related to the algorithm itself. The number and ampli-
tude of these peaks increase in cases, where the recon-
struction of the cross section is performed with a larger
number of bins.

It can be seen in Figure 11 that in the energy inter-
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val up to 8 MeV there is a very nice agreement between
average, smallest and largest estimation of the cross sec-
tion, leaving us with a very small systematic uncertainty
introduced by the different unfolding algorithms. The
differences appear in the region between 8 and 10 MeV.
The same figure shows all six results from TALYS 1.9
calculations used as default functions. It can be seen
that, without special adjustments, TALYS 1.9 gives sig-
nificantly higher predictions for the cross-section than
that obtained from the unfolding of our data. For this
reason, there is a large difference between the saturation
activities measured and calculated using the cross section
estimated on the basis of the TALYS 1.9 calculations, as
shown by χ2 in Table IV.

The obtained average function was compared with ex-
isting experimental data from literature, which are un-
fortunately not very abundant. Figure 12 depicts the
comparison of our results (full line) with data from dif-
ferent authors [16–20], presented by symbols. Most of
the data generally shows the same trend, i.e. a growth
up to 9 MeV, after which the cross section sharply de-
crease. In the low-energy region, up to about 4 MeV, our
results show the same trend as the data from Ref. [20].
This data is scattered around the line representing our
data, obtained by the unfolding technique. The biggest
difference between our data and the one from Ref. [20] is
around 3 MeV, where our estimation is five times smaller.
There is still some room for improvements by using for
irradiation photon spectra with endpoint energy less then
5 MeV. It should be noted here that in low-energy region,
up to 3 MeV where the excitation of individual levels is
possible, some structural effects in the cross section curve
should be expected. It is probably a reason of the scatter
of the measurements published in reference [20]. Initial
TALYS 1.9 function did not take into account the struc-
tural effects at low energies.

In the energy region between 5 MeV and 10 MeV the
agreement between unfolding results and previous mea-
surements is much better. For example, cross-sections
obtained in this project and values published in Ref.
[18], presented by closed circles on Figure 12, are con-
sistent within experimental uncertainties declared by the
authors in Ref. [18] and our corridor defined by high-
est and lowest estimation as presented in Figure 11. A
distinct difference appears at 9 MeV only, where our es-
timation of the cross-section is 30 % lower. The point at
5 MeV in reference [18] was determined with very large
uncertainty. Cross-section values published in reference
[17], presented by black squares at Figure 12 differ from
our results up to 35 %. In energy region above 6.5 MeV
our values are systematically lower, however, it is inter-
esting to note that in measurements referred in this ref-
erence, there is no sharp drop of the cross-section after
neutron emission threshold energy at all.The maximum
of cross section function presented in this publication is
at 10 MeV and minimum of the cross section peak is
in energy region between 15 MeV and 18 MeV. Authors
used 63Cu(γ,n)62Cu and absolute ionisation chamber gor

calibration and control of bremsstrahlung beam. Au-
thors used [33] algorithm for calculation. The results
published in the reference [16] show maximum of cross
section peak at 9 MeV, with the drop at energies higher
than the binding energy of neutrons, although not so
sharp as presented in reference [18]. Values presented in
this reference (◦ - in Figure 12) are scattered around our
results with a maximum deviation of 50 %. Authors of
publication [16] used NaI detectors for gamma spectra
measurements and ionisation chamber with 7.5 cm thick
aluminium walls for reconstruction of photon flux spec-
tra. No information related to calculation cross section
function were not presented.

To reveal possible factors, which could affect the cross-
section values obtained in this study, we can start from
the function describing the flux of the bremsstrahlung
photons in eqns. 1 and 2. This function was obtained
by simulation with a reasonable number of incident elec-
trons, from the point of view of the duration of a typi-
cal GEANT4 simulation. The amplitude of this function
was calculated by normalization based on the measured
intensity of 113mIn gamma line of Eγ = 391.7 keV in ob-
tained spectra. This was the only way to determine the
flux of photons striking the target and, probably, some
new method should be developed in a subsequent mea-
surement campaign. Best candidates for new normalisa-
tion procedure could be the (γ, γ’) reaction on 11B or the
115In(γ, n)114mIn reaction.

VI. CONCLUSIONS

The results presented in this work demonstrates the
successful application of the NAXSUN technique also in
the field of photonuclear reactions. We suggest that this
method has potential in reconstructing energy differen-
tial cross sections using activation data from photonu-
clear reactions. The method was tested in the low-energy
region, up to an endpoint energy of 10 MeV, on the
example of photoactivation of the 115In isomeric state,
where it was sufficient to monitor the intensity of only
one nicely isolated gamma line in the spectrum. If addi-
tional checks confirm the potential of this method, one
of the possible applications could be in determining the
cross section functions of (γ,xn) photonuclear reactions
with the emission of more than one neutron, for a num-
ber of irradiated nuclei and reaction products (having
sufficiently long half-life). For now, only average cross-
sections can be found in literature for these nuclear reac-
tions [2, 3, 47, 48], and there are no experimentally estab-
lished energy differential cross-sections for photonuclear
reactions with multiple neutron emission at all.

In this paper, TALYS 1.9 calculations are used to con-
struct the default functions, and the question remains for
future work, whether it is possible to expand the method
of determining the default function using mean values
of efficient cross section as in the case of neutron in-
duced nuclear reactions presented in our previous work
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[11]. This might be an interesting attempt, although the
results of this work shows that the impact of a different
choice of a default function obtained by only one selected
code on the final result is not crucial.

In our analysis, different results were observed by three
different algorithms. Differences are the most significant
between the MAXED and the other two of the algorithms
(Figs. 7,8, 9). The obtained results are encouraging
enough, but they also open the necessity of subsequent
experimental activities in which it will be possible to
check, which of the used unfolding codes gives the most

reliable approximation to the real cross-section value.

Although the differential cross-section of
115In(γ,γ’)115mIn was not of primary interest in
this project, it is worth to notice that good agreement
with previously published results was obtained. Some
of the existing measurement results are quite different,
especially at energies higher than 10 MeV [16–18], but it
has been observed that they show quite good agreement
in the energy range from 5 MeV to 10 MeV. In the same
area, our results are fully consistent with literature data.
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Abstract

This work provides new data about the level scheme of 56
25Mn studied by the 55

25Mn(nth,2γ ) reaction. The 
spectroscopic information were collected using the gamma-gamma coincidence spectrometer at the Tech-
nische Universität München, Heinz Maier-Leibnitz Zentrum (MLZ), Garching, Germany. The intensities, 
energies of primary and secondary transitions of 71 energy-resolved cascades, as well as intermediate cas-
cade levels were determined. The updated level scheme of 56

25Mn was obtained from analyzing the intensity 
spectra of the strongest cascades. The comparison with the existing data in the ENSDF database shows that 
23 primary transitions, 24 intermediate cascades levels as well as 32 secondary transitions determinated in 
this work can be recommended as new nuclear data.
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1. Introduction

Accurate data about the nuclear level scheme play an important role in the understanding of 
the nuclear properties. They are necessary for studying nuclear reactions as well as for determin-
ing nuclear structure parameters. In this work we chose to study the level scheme of the 56

25Mn. For 
that purpose, we used the two-step gamma-cascade method based on measurements of coincident 
prompt gamma rays following thermal neutron capture [1–4]. An advantage of this technique is 
a low Compton background in collected spectra owing to the use of the background-subtraction 
algorithm [1].

The properties of 56
25Mn nucleus have been studied by means of thermal and resonance neu-

tron capture [5–24] but also by other methods, such as the 56Cr β− decay [25], 48Ca(11B,3nγ ) 
[26], 54Cr(3He,p) [27], 54Cr(α,d) [28], 55Mn(d,p) [29–32], 56Fe(μ−, νγ ) [33], 56Fe(t,3He) [34], 
56Fe(12C,12N) [35,36], 58Fe(d,α) [37]. The overview of excitation data shows the need for col-
lecting new accurate spectroscopic data on 56

25Mn.
In this work, we present new information on the 56

25Mn nucleus (levels, gamma ray transition 
energies and their intensities per capture). The obtained results were compared with the existing 
ENSDF data [38]. As it is an odd-odd nucleus, the 56

25Mn can also be interesting from a theoretical 
point of view, such as studying the level density and the radiative strength function. Since the 
two-step gamma ray-cascades method provides the possibility to estimate simultaneously the 
level density and radiative strength functions, in a future work, these nuclear parameters may be 
obtained for this nuclei as well, as it was done in [39–44] for other investigated nuclei.

2. Experimental setup and measurement

The objective of this experiment was the detection of two-step gamma ray cascades in 56
25Mn

following thermal neutron capture on 55
25Mn, 55

25Mn(nth,2γ )56
25Mn. The measurement was carried 

out at the PGAA station of Technische Universität München, Heinz Maier-Leibnitz Zentrum 
(MLZ), Garching, Germany [45,46].

The experimental setup consisted of two HPGe detectors with relative efficiencies of 60% 
and 30%. The distance between detectors was 22.5 cm (this distance is the distance between the 
detector cap of the 60% detector and the point on the axis of the 30% detector that lies on the line 
determined by the detector cap of the 60% detector and the position of the sample). Target was 
placed at 9 cm from the detector with a 30% efficiency (distance measured on the above men-
tioned line) as shown in Fig. 1. The other detector was surrounded by an active anti-Compton sup-
pression made of bismuth germanate (BGO). The shielding against scattered neutrons consisted 
of a 1 mm thick boron-containing plastic tube that was built around the detectors. The detector 
was also surrounded by 10 cm of lead shielding to reduce background gamma ray radiation. The 
necessary experimental data for the analysis (energy of both detected coincident photons and 
time difference between their detection) were collected by a N1728B CAEN ADC digitizer. For 
the mono-isotopic manganese (55

25Mn) the preparation of a high-purity target for the experiment 
is considerably easier compared to nuclei of more complex isotopic composition. The target was 
high-purity (99.9%) natural manganese powder with the mass of 50 mg. The relative efficiency 
of the detectors was determined from single gamma ray spectra accumulated using a PVC tar-



D. Knezevic et al. / Nuclear Physics A 992 (2019) 121628 3

Fig. 1. Sketch of the experimental setup.

get (the 35Cl(n,γ )36Cl reaction) [47]. For the 30% detector the efficiency curve was ln(�) =
−1.124210 · ln(Eγ ) − 2.01161 · ln(Eγ /1022) + 0.453523 · ln2(Eγ /1022), and for the 60% de-
tector it was ln(�) = −0.751695 · ln(Eγ ) + 0.150324 · ln(Eγ /1022) − 0.177287 · ln2(Eγ /1022)

Manganese two gamma ray events were recorded for 105.6 h.

3. Result and discussion

Only a short description of the applied procedure to extract the cascade events and intensities 
is presented here. The detailed description can be found in Ref. [1].

The most important part of the collected spectrum of sums of amplitudes for coincident pulses 
(SACP) is shown in Fig. 2. The five marked peaks in Fig. 2 present the two-step cascade peaks of 
56
25Mn for transitions from the neutron binding energy (7270.0(5) keV) to the ground state and to 
the first four excited states with the energies of 26.5, 110.4, 212.0 and 341.0 keV. In Table 1, the 
core information about these five cascade peaks is presented. The remaining unmarked peaks in 
the SACP spectrum correspond to background events (Fig. 2). They may come from recording of 
coincidences of the first with the third or fourth quantum of the multiple-step gamma ray cascades 
or from neutron interaction with surrounding materials. In Table 1, there is also information about 
part of the resolved intensity, that represents the fraction of the total intensity (% per decay) 
observed in the spectra Eγ ,1 +Eγ ,2 = const in the form of pairs of intense energy-resolved peaks 
in Fig. 3 and Fig. 4. These cascades are observed in the form of pairs of standard peaks. Their 
intensity is given in column 4 of Table 2 in the form of Iγ γ . The concept of “part of resolved 
cascade intensity” is used in further analysis to determine the ratio of the sum of the intensity of 
only resolved peaks to the total sum of the intensities of all resolved and unresolved cascades. 
The total sum includes all cascades without exception, primary and secondary transitions that 
satisfy the rules of selection by multiplicity. The cascades to other spins and multipolarities are 
impossible to determine in this type of experiment.
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Fig. 2. Spectrum of sums of amplitudes for coincident pulses (SACP) at the radiative capture of thermal neutrons in 55Mn
nucleus. Peaks of the full capture of two quanta are labeled by energy of the final level of the resolved cascades.

Table 1
Information about the two-step cascades to the ground state and the first four excited states collected in 
the experiment. The spin values of the final levels were taken from [38].

Gamma ray cascade 
total energy (keV)

Final level (Ef ) 
of the cascade (keV)

Spin of level 
Ef

Part of resolved
cascade intensity

Full intensities 
% per decay

7270 0 3+ 70(5) 17(3)
7243 26.5 2+ 70(7) 13(3)
7160 110.4 1+ 51(9) 5.0(10)
7058 212.0 4+ 49(5) 16.0(20)
6929 341.0 3+ 40(6) 6.0(10)

Sum of total 56(3) 57(5)

From collected SACP spectra the two-step-cascade (TSC) spectra were obtained. This was 
done for five energy-resolved amplitude peaks. The obtained TSC spectra represent the cascades 
from the initial state to the defined low-lying final levels of the 56

25Mn nucleus. The elimination 
of Compton background and random coincidences was done by gating on the region nearby the 
peaks of interest in Fig. 2. Figs. 3 and 4 show examples of the obtained TSC spectra for cascade 
total energies of 6929 and 7058 keV. The background in the two-step-cascade (TSC) spectra of 
mono-isotopic manganese is practically absent.

The mirror-symmetrical peaks [2] in the TSC spectra represent primary and secondary tran-
sitions of the investigated two-step gamma ray cascade. The peaks’ positions correspond to the 
energies, Eγ ,1 and Eγ ,2, of primary and secondary quanta of the cascades. The relative intensity 
of each peak is proportional to its area. The criteria for selecting if the structure in the TSC spec-
trum is a peak is based on searching for the peak structures with non zero count across multiple 
channels, and then verifying the existence of the peak using the fitting procedure. All energy-
resolved peaks are approximated by the Gauss function, and the background is approximated by 
a constant or a weakly varying linear function. The ratio of the area of all peaks to the sum of 
the spectrum gives the value of the proportion of resolved peaks detected in the experiment. The 
remainder is a continuum of the unresolved cascades.
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Fig. 3. Two step cascade (TSC) spectrum with the total energy of 6930 keV. The final level of the cascade is 340.957(6) 
keV (value taken from [38]). This spectrum represents the TSC spectrum with low number of cascades (8 pairs of gamma 
rays). The energies of the most intense pair of gamma rays are labeled.

Fig. 4. Two step cascade (TSC) spectrum with the total energy of 7058 keV. The final level of the cascade is 212.004(5) 
keV (value taken from [38]). This spectrum represents the TSC spectrum with high number of cascades (22 pairs of 
gamma rays). The energies of the most intense pair of gamma rays are labeled.

Details of the method and the maximum likelihood function used to determine the energies of 
primary and secondary cascade transitions were presented in [1,4]. The intensities of 71 resolved 
cascades are determined from five TSC distributions. In all investigated cascades, primary tran-
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sitions (except for 7 of them) have the higher energy in comparison with the energy of secondary 
quanta. All detected primary and secondary gamma ray transitions and their intensities as well
as the energies of intermediate levels are presented in Table 2.

In order to compare the data of the cascade spectra (Figs. 3 and 4) with the experimental data 
for strongest primary transitions with Eγ ,1=7058, 7160, 6929, 6784, 5527 and 5181 keV, the 
branching coefficients (Br) of their secondary transitions were obtained independently (using 
existing ENSDF data), which gave data of absolute intensity of the cascades for normalization 
of the data from Table 2.

The intensities of primary gamma transitions to individual low-lying levels i1 are generally 
known. The product i1 · Br is the absolute intensity of one of these cascades to the intermediate 
level. Then, from the proportion with three known values i1 i2, i1 · Br and the total sum of the 
intensity of all transitions of the given stages iγ γ = 100%, we obtain the ratio Iγ γ = i1 · Br ·
i1i2/100. It is equal to the sum of Iγ γ of all two-quantum cascades (resolved and unresolved 
energetically for the cascade with the corresponding finite level). The values of the total intensity 
Iγ γ obtained in such a way (Table 1), which include both the resolved cascades and unresolved 
cascade continuum with sub-threshold intensity, show that, for the investigated nucleus, we have 
obtained in this experiment 57% of total intensity of all two-step cascades. At that, 56% of this 
intensity Iγ γ falls to the share of the energy-resolved cascades (Table 2).

The data were compared with the existing ones in the ENSDF database [38]. From this com-
parison, 22 primary transitions that existed in the ENSDF data set were determined. 23 primary 
transitions, which are not included in the ENSDF library, can be therefore recommended as new 
data. 21 intermediate levels are identified in our experiment and already listed in the ENSDF 
database. However, for 24 levels observed in this study, there are no data in the ENSDF library 
yet. The difference between number of primary gamma rays and levels comes from the fact that 
in some cases, as is the case of gamma ray with energy (database value [38]) 5432.9 keV, that 
is identified as primary gamma-ray corresponding to experimental value of 5431.5 keV, gamma-
rays exist in the database, but do not have a scheme position assigned to them, so the authors 
tentatively assigned the scheme position for a number of gamma rays as the primary gamma rays 
of the cascades. Same is the case for gamma ray with energies (database values [38]) 6019.2, 
4324.1 and 3034.1 keV. In this work, we observed 32 secondary gamma ray transitions for which 
there is no information in the ENSDF database. 14 of these new observed secondary transitions 
come from the levels already in the ENSDF library, and 18 from levels determined for the first 
time in this work. Also, 11 secondary gamma rays observed in this study are listed in the ENSDF 
database, but do not have an assigned position in the decay scheme. In this paper we assigned the 
decay scheme positions for gamma rays with energies (database values [38]) of 1140.4, 2147.3, 
2437.8, 2582.0, 2864.4, 2832.9, 2740.3, 2937.6, 3135.6, 4127.7 and 4024.5 keV.

The comparison of determined energies of levels and gamma rays with the ones from the 
ENSDF database shows an average deviation of about 1.5 keV. For levels and gamma rays where 
the deviation was larger than 2 keV, ENSDF values were in some cases assigned tentatively by the 
authors. This relatively large discrepancy can be explained by insufficient statistics in the present 
TSC spectra, as well as by the keV/Ch difference between the two detectors during measurement, 
which can cause uncertainty in the determination of the energy.

The level scheme of 56
25Mn obtained in this work is presented in Figs. 5 and 6.

Spin of the neutron capture level is determined by the ground state spin of the capturing nuclei 
± the 1/2 spin of the neutron. This state decays primarily via dipole transition, predominantly 
of electric multipolarity. As the compound-state of 55

25Mn is 5/2−, after a capture of a thermal 
neutron primary gamma ray transitions can be emitted from the decay of levels with spins 2− or 
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Table 2
Comparison of the experimental data with the ENSDF database. Eγ ,1 and Eγ ,2 are the energies of the first and second 
quanta of the cascade, respectively, Ei is the energy of the intermediate level and Ef are the final levels of the two step 
gamma ray cascade. Iγ γ is the intensity of the cascade (per 100 decays) observed in the experiment. The experimental 
uncertainty of Eγ ,2 has the same absolute values as for Eγ ,1 (listed in the table). Values in bold are values for which 
there is no data in the ENSDF library.

Present work ENSDF

Eγ ,1 (keV) Eγ ,2 (keV) Ei (keV) Iγ γ Ef (keV) Eγ ,1 (keV) Eγ ,2 (keV) Ei (keV)

7160.6(3) 82.9 109.0(6) 4.8(6) 26.516(3) 7159.7(2) 83.8990(15) 110.428(3)
7058.80(21) 211.20 211.2(5) 9.2(8) g.s. 7057.8(2) 212.017(6) 212.004(5)
7053.1(13) 106.5 216.9(14) 0.9(4) 110.428(3) – 104.6234(20) 215.057(3)
6925.1(12) 344.9 344.9(13) 0.10(5) g.s. 6928.7(2) 340.990(25) 340.957(6)
6929.9(6) 313.6 340.1(8) 1.3(4) 26.516(3) 6928.7(2) 314.395(10) 340.957(6)
6786.6(7) 271.4 483.4(9) 1.3(4) 212.004(5) 6783.3(2) 271.175(9) 486.251(8)
6786.6(17) 142.4 483.4(18) 0.22(15) 340.957(6) 6783.3(2) 145.320(20) 486.251(8)
6733.0(8) 510.5 537.0(9) 0.55(17) 26.516(3) – – –
6699.7(27) 229.3 570.3(27) 0.15(17) 340.957(6) – 229.867(7) –
6101.8(12) 1141.7 1168.2(13) 0.25(16) 26.516(3) 6103.9(2) 1140.4(10) 1166.54(21)
6101.8(9) 1057.8 1168.2(10) 0.16(5) 110.428(3) 6103.9(2) – 1166.54(21)
6101.8(14) 956.2 1168.2(15) 0.09(4) 212.004(5) 6103.9(2) – 1166.54(21)
6021.8(20) 1221.7 1248.2(21) 0.08(6) 26.516(3) 6019.2(8) – –
5919.4(15) 1324.1 1350.6(16) 0.18(11) 26.516(3) 5920.5(2) – 1349.95(21)
5916.7(13) 1141.3 1353.3(14) 0.08(4) 212.004(5) – – –
5789.8(27) 1453.7 1480.2(27)) 0.09(8) 26.516(3) – – –
5759.7(4) 1510.3 1510.3(6) 0.79(14) g.s. 5760.9(2) – 1509.55(21)
5759.7(13) 1298.3 1510.3(14) 0.07(3) 212.004(5) 5760.9(2) – 1509.55(21)
5759.7(17) 1169.3 1510.3(18) 0.034(24) 340.957(6) 5760.9(2) 1169.71(13) 1509.55(21)
5547.5(10) 1510.5 1722.5(11) 0.10(4) 212.004(5) – – –
5526.4(13) 1717.1 1743.6(14) 0.12(8) 26.516(3) 5527.4(2) 1716.63(14) 1744.3(10)
5526.4(5) 1531.6 1743.6(7) 0.46(8) 212.004(5) 5527.4(2) – 1744.3(10)
5526.4(6) 1402.6 1743.6(8) 0.82(24) 340.957(6) 5527.4(2) 1401.7(10) 1744.3(10)
5438.7(12) 1720.9 1831.3(13) 0.07(3) 110.428(3) 5437.0(2) – 1833.67(21)
5438.7(16) 1619.3 1831.3(17) 0.08(5) 212.004(5) 5437.0(2) – 1833.67(21)
5431.5(24) 1626.5 1838.5(25) 0.10(7) 212.004(5) 5432.9(2) – –
5313.6(16) 1956.4 1956.4(17) 0.07(5) g.s. – – –
5270.3(11) 1889.3 1999.7(12) 0.17(7) 110.428(3) – – –
5250.8(16) 2019.2 2019.2(17) 0.13(8) g.s. – 2016.5(2) 2016.39(15)
5201(3) 2042.5 2069(3) 0.12(11) 26.516(3) – 2044.7(2) –
5197.8(14) 1961.8 2072.2(15) 0.08(4) 110.428(3) 5199.1(2) – 2071.39(15)
5197.8(11) 1860.2 2072.2(12) 0.17(9) 212.004(5) 5199.1(2) – 2071.39(15)
5182.7(11) 2060.8 2087.3(12) 0.46(23) 26.516(3) – 2063.2(2) –
5180.6(7) 2089.7 2089.7(9) 0.54(10) g.s. 5181.6(2) 2090.4(2) 2089.38(15)
5180.6(17) 1877.7 2089.7(18) 0.18(9) 212.004(5) 5181.6(2) 1876.2(10) 2089.38(15)
5180.6(7) 1748.7 2089.7(9) 0.49(14) 340.957(6) 5181.6(2) 1747.0(10) 2089.38(15)
5064.4(13) 2179.1 2205.6(14) 0.40(20) 26.516(3) – 2176.6(2) 2202.73(15)
5064.4(16) 1993.6 2205.6(17) 0.22(12) 212.004(5) – – 2202.73(15)
5030.8(23) 2128.8 2239.2(24) 0.07(5) 110.428(3) – – 2235.14(21)
5013.5(9) 2044.5 2256.5(10) 0.26(13) 212.004(5) 5015.0(2) 2044.7(2) 2255.24(15)
5013.5(5) 1915.5 2256.5(7) 0.5(11) 340.957(6) 5015.0(2) 1915.2(10) 2255.24(15)
4950.9(12) 2292.6 2319.1(13) 0.31(14) 26.516(3) 4949.4(2) 2294.8(2) 2321.15(10)
4950.9(14) 2208.7 2319.1(15) 0.12(7) 110.428(3) 4949.4(2) 2211.3(2) 2321.15(10)
4907.4(11) 2252.2 2362.6(12) 0.12(7) 110.428(3) 4907.9(2) 2254.8(2) 2362.62(21)
4907.4(11) 2150.6 2362.6(12) 0.054(22) 212.004(5) 4907.9(2) 2147.3(2) 2362.62(21)

(continued on next page)
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Table 2 (continued)

Present work ENSDF

Eγ ,1 (keV) Eγ ,2 (keV) Ei (keV) Iγ γ Ef (keV) Eγ ,1 (keV) Eγ ,2 (keV) Ei (keV)

4831.9(13) 2438.1 2438.1(14) 0.23(11) g.s. 4829.7(2) 2437.8(2) 2441.27(15)
4831.9(25) 2327.7 2438.1(25) 0.10(7) 110.428(3) 4829.7(2) 2331.2(2) 2441.27(15)
4730.2(14) 2539.8 2539.0(15) 0.14(10) g.s. – – –
4726.3(5) 2331.7 2543.7(7) 0.64(12) 212.004(5) 4725.0(2) 2331.2(2) 2545.65(20)
4659(3) 2584 2611(3) 0.17(26) 26.516(3) – 2582.0(2) –
4551.1(19) 2506.9 2718.9(20) 0.07(5) 212.004(5) 4550.6(2) – 2719.96(21)
4379.0(14) 2864.5 2891.0(15) 0.15(11) 26.516(3) 4381.0(2) 2864.4(2) 2889.57(21)
4341.3(16) 2716.7 2928.7(17) 0.09(5) 212.004(5) – – –
4325.1(22) 2834.5 2944.9(23) 0.05(4) 110.428(3) 4324.1(2) 2832.9(2) –
4317.7(20) 2740.3 2952.3(21) 0.06(5) 212.004(5) 4319.5(2) 2740.3(8) 2951.07(21)
4263.3(16) 3006.9 3006.9(17) 0.17(10) g.s. – 3003.4(2) –
4263.3(23) 2794.9 3006.9(24) 0.06(4) 212.004(5) – – –
4224.5(16) 3045.5 3045.5(17) 0.19(10) g.s. 4223.5(2) 3047.5(2) 3047.34(15)
4224.5(14) 2935.1 3045.5(15) 0.09(5) 110.428(3) 4223.5(2) 2937.6(8) 3047.34(15)
4134.8(22) 3135.2 3135.2(23) 0.16(10) g.s. – 3135.6(2) –
3879(4) 3391 3391(4) 0.07(9) g.s. – – –
3871.6(14) 3057.4 3398.4(15) 0.09(5) 340.957(6) 3873.0(2) 3058.2(2) 3397.61
3751.1(13) 3408.5 3518.9(14) 0.22(10) 110.428(3) 3752.3(2) – 3518.32(21)
3592.8(14) 3465.2 3677.2(15) 0.12(6) 212.004(5) – – –
3035.0(11) 4124.6 4235.0(12) 0.20(7) 110.428(3) 3034.1(2) 4127.7(8) –
3035.0(20) 4023.0 4235.0(21) 0.13(9) 212.004(5) 3034.1(2) 4024.5(10) –
3035.0(17) 3894.0 4235.0(18) 0.13(7) 340.957(6) 3034.1(2) – –
2959.5(14) 4200.1 4310.5(15) 0.06(3) 110.428(3) – – –
2959(5) 4098 4311(5) 0.05(6) 212.004(5) – – –
2588(3) 4571 4682(3) 0.08(10) 110.428(3) – – –
2179.7(9) 4878.3 5090.3(10) 0.12(4) 212.004(5) – – –

3−, exciting the levels with spins from J=1 to J=4. Cross section for the neutron resonance with a 
spin of 2− is 8.36 b, for spin 3− this cross section is 3.57 b, and for boundary resonance with cross 
section of 1.39 b, the spin is unknown [22]. Spin interval for the nuclear levels that are excited 
by secondary transitions of the cascade is from J=0 to J=5. Such limitation on the possible 
values of spins is due to decay of excited nucleus by mainly dipole E1- and M1-transitions, at 
least, if cascade energy is larger than 6930 MeV. Cascades of less total energy with �J=3 were 
not observed in our experiment. A contribution of quadrupole gamma ray transitions to the total 
gamma ray spectrum is negligible.

Insufficient resolution of HPGe-detectors did not allow to uncouple the two-step cascades 
to doublets of final levels 212.026/215.128 keV and 335.529/340.989 keV. But small shift of 
average of total-energy sum of these doublets (7058 and 6934 keV) give us the reason to think 
that cascades to the final levels with the energies of 212 and 340 keV and corresponded to them 
spins 4+ and 3+ are dominated in the decay scheme.

4. Conclusion

In this paper, new spectroscopic information was obtained for 56
25Mn by investigating two-step 

gamma ray cascades following thermal-neutron capture on 55
25Mn. The level scheme and gamma 

ray transitions for the 56
25Mn nucleus were obtained. The data show good agreement with the ones 

from the ENDSF library. 24 new levels were observed with 23 new primary and 32 secondary 
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Fig. 5. Experimental level scheme of 56
25Mn with intermediate level energies up to 2100 keV. Dashed lines – levels and 

gamma rays not found in the ENSDF library; bold spin values – values suggested by the authors for the levels without 
spin information in the ENSDF library. All energy values, except the energy values for the first 4 low-lying levels are 
given in the form: Experimental value(ENSDF value).



10 D. Knezevic et al. / Nuclear Physics A 992 (2019) 121628

Fig. 6. Experimental level scheme of 56
25Mn with intermediate level energies from 2200 to 5100 keV. Dashed lines – 

levels and gamma rays not found in the ENSDF library; bold spin values – values suggested by the authors for the levels 
without spin information in the ENSDF library. All energy values, except the energy values for the first 4 low-lying levels 
are given in the form: Experimental value(ENSDF value).
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gamma ray transitions in the energy range between 0.3 MeV and 7.1 MeV. These new results 
can be useful for future investigations of nuclear structure parameters such as the nuclear level 
density and radiative strength function.
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A new method for atmospheric correction of cosmic ray data is designed. It’s fully empirical, based on 

the principal component analysis. The method requires knowledge of the pressure and the temperature 

profile of the atmosphere. It’s applicable to all muon detectors. The method is tested on muon data from 

two detectors in Belgrade cosmic ray station, one located on the ground level and the other at the depth 

of 25 mwe. Correction reduces variance by 64.5% in ground level detector data and 38.1% in underground 

data. At the same time, the amplitude of the annual variation is reduced by 86.0% at ground level and 

54.9% underground. With the same data sets the presented method performs better than the integral 

correction method. 

© 2019 Elsevier B.V. All rights reserved. 

1. Introduction 

Count rates of ground based or underground cosmic-ray (CR) 

muon detectors are affected by atmospheric parameters (air pres- 

sure and temperature at different heights). The proper description 

of atmospheric effects is necessary for understanding primary CR 

variations, originating outside of the atmosphere. 

Early studies in CR temporal variations [1,2] revealed the exis-

tence of a variation caused by the change of air pressure, the so 

called ”barometric effect”. With the increase in pressure the atmo- 

sphere represents thicker absorber, resulting in reduced number of 

muons reaching the ground level. Therefore, muon flux is expected 

to be anti-correlated with atmospheric pressure. 

Observed negative correlation between muon flux and atmo- 

spheric temperature, the so called “negative temperature effect”, 

has been explained by Blackett [3] to be a consequence of muon 

decay. During warm periods the atmosphere is expanded and the 

main layer of muon production ( ∼100 mb) is higher, resulting in 

longer muon path and lower surviving probability to the ground 

level. Low energy muons are more affected, while the flux of high 

energy muons, capable of penetrating great depth, does not suffer. 

At deep underground experiments another type of temperature ef- 

fect, “positive temperature effect” is pronounced [4] . Development 

of nuclear emulsions capable of detecting energetic charged par- 

ticles lead to discovery of charged pions in CRs and π − μ decay 

[5–7] . The positive temperature effect is interpreted as a conse- 

∗ Corresponding author. 

E-mail address: dragic@ipb.ac.rs (A. Dragi ́c). 

quence of latter process [8,9] . Pions created in the interactions of 

primary CR particles with the atmospheric nuclei can decay into 

muons or interact with air nuclei. Higher temperature in the pro- 

duction layer means lower air density and consequently, lower in- 

teraction probability and higher muon production. 

In most cases linear regression is sufficient to account for the 

barometric effect. The tem perature effects are treated by empirical 

and theoretical methods. In addition to the barometric coefficient

β , the method of effective level of generation [8] introduces two 

empirical parameters: αH to encounter for muon intensity varia- 

tions δI μ correlated with the change of the height of generation 

level δH (negative effect) and αT for the changes of the tempera- 

ture of this level (positive temperature effect). 

δI μ = βδp + αH δH + αT δT (1) 

Duperier method has been successfully used in many studies for 

the atmospheric corrections of muon data ( [10–15] etc.). 

It’s been argued [16,17] that for correct temperature correction 

of muon detectors count rate the vertical temperature profile of 

the entire atmosphere needs to be known. In the so called integral 

method the muon intensity variations caused by the temperature 

are described by the equation: 

δI μ
I μ

= 

� h 0 
0 

W T (h ) δT (h ) dh (2) 

where δT ( h ) is the variation of temperature at isobaric level h with 

respect to the referent value and W T ( h ) is the temperature coeffi- 

cient density. The coefficients are calculated theoretically and the 

best known calculations are given in references [18,19] . 

https://doi.org/10.1016/j.astropartphys.2019.01.006 

0927-6505/© 2019 Elsevier B.V. All rights reserved. 



2 M. Savi ́c, A. Dragi ́c and D. Maleti ́c et al. / Astroparticle Physics 109 (2019) 1–11 

The mass-average temperature method [20] is a variant of the 

integral method, based on the assumption of small changes of the 

temperature coefficient density W T ( h ) with the atmospheric depth 

h allowing its average value W T to be put in front of the integral 

in the Eq. (2) and on determination of the mass-averaged temper- 

ature T m 

: 

δI μ
I μ

= W T (h ) 

� h 0 
0 

δT (h ) dh = W T (h ) · δT m 

(3) 

The method was used in numerous studies ( [21–23] to name a 

few). 

Another form of the integral method is the effective tempera- 

ture method [24] . By introducing the temperature coefficient αT : 

αT = 

� h 0 
0 

W T (h ) dh 

the Eq. (2) can be normalized as: 

δI μ
I μ

= 

� h 0 
0 

W T (h ) dh ·
� h 0 
0 W T (h ) δT (h ) dh 

� h 0 
0 W T (h ) dh 

= αT · δT e f f (4) 

where the effective temperature T eff is defined as: 

T e f f = 

� h 0 
0 W T (h ) T (h ) dh 
� h 0 
0 W T (h ) dh 

The latter method is popular with the underground muon tele- 

scopes [25,26] . 

Different methods of atmospheric correction might be com- 

pared on the basis of several criteria. One is requirement of the 

lowest variance of corrected data. Since the most prominent tem- 

perature effect on CR time series is seasonal variation, another cri- 

terion is the smallest residual amplitude of seasonal variation after 

correction is applied. The latter does not take into account possible 

genuine seasonal variation of non-atmospheric origin. 

Early studies comparing Dupierier’s empirical and Dorman’s 

theoretical methods ( [27] and references therein) found similar ac- 

curacy of two methods, with essentially the same corrections at 

sea level, but with the integral method overestimating the temper- 

ature effect. 

A more recent study [28] compared different methods of at- 

mospheric correction for data from Nagoya and Tibet supertele- 

scopes, as well as Yakutsk, Moscow and Novosibirsk telescopes. 

They found the mass-averaged temperature method to practically 

coincide with the integral method. On the other hand, the effective 

level of generation method for Nagoya shows discrepancy from the 

integral method in winter time, being able to eliminate only 50% 

of the temperature effect. Even with the integral method in the 

case of Tibet muon telescope the removal of temperature effect 

is achieved with the density of temperature coefficients 3 times 

higher than calculated ones. The precise origin of disagreement is 

unknown. 

The method of the effective level of generation takes care of 

key physical causes of the temperature effect. However, it does not 

make optimal use of the temperature data. Also, the assumption of 

a single level of main muon production is a simplification. Detailed 

CORSIKA simulation of the shower development in the atmosphere 

reveals the actual distribution of the muon generation heights (see 

Fig. 1 ). 

Different im plementations of the integral method exist, em ploy- 

ing different approximations, choice of parameters, models of the 

atmosphere, whether kaon contribution is taken into account, lead- 

ing to differences in calculated density temperature coefficients 

(see for instance discussion in [29] ). As already mentioned, on the 

case of Tibet telescope [28] theoretical calculations do not fully 

correspond to the local experimental conditions and the origin of 

disagreement is difficult to trace. 

The effective temperature method lacks universality, since it 

works best with the data from deep underground detectors. 

Here we propose a new method for atmospheric corrections. 

It’s fully empirical, makes use of the available temperature data 

through entire atmosphere and it’s applicable to arbitrary detector 

irrespective to energy sensitivity and is simple to implement. The 

method is based on the principal component analysis, thus reduc- 

ing dimensionality of the problem, exploiting correlations between 

atmospheric variables and ensuring mutual independence of cor- 

rection parameters. The price is loss of clear physical interpreta- 

tion of these parameters, since the pressure and the temperature 

at different levels are treated on equal footing. 

2. Method description 

2.1. Meteorological data 

Set of variables that enter principal component decomposition 

consists of atmospheric temperature profile for the given location 

as well as locally measured atmospheric pressure. Meteorological 

balloon soundings for Belgrade are not done frequently enough to 

be used for suggested analysis. As a consequence, modeled tem- 

peratures were used instead. However, there were enough balloon 

sounding data for testing consistency of the modeled temperatures. 

There are several weather and global climate numerical models 

available today. Here, Global Forecast System [30] data was used. 

GFS is a weather forecast model, developed by National Centers 

for Environmental Prediction [31] , which is able to predict large 

number of atmospheric and land-soil parameters. Apart from fore- 

cast data, GFS also provides retrospective data produced taking into 

account most recent measurements by a world wide array of me- 

teorological stations. Retrospective data are produced four times a 

day at 0 0:0 0, 06:0 0, 12:0 0 and 18:00 UTC. Data with finer tempo- 

ral resolution are obtained by cubic spline interpolation. Temper- 

atures for the following 25 isobaric levels (in mb) were used for 

initial analysis: 10, 20, 30, 50, 70, 100, 150, 200, 250, 300, 350, 

400, 450, 500, 550, 600, 650, 700, 750, 800, 850, 900, 925, 975, 

10 0 0. Horizontal spatial resolution for modeled data is 0.5 degrees, 

so coordinates closest to the experiment location (latitude 44.86, 

longitude 20.39), were selected with this precision. Before any fur- 

ther analysis was done, GFS modeled temperature profiles were 

compared to local meteorological balloon soundings for Belgrade, 

where balloon data was available. Fig. 2 shows profile of differ- 

ences between modeled and measured values for different isobaric 

levels. Disagreement was found between measured and modeled 

temperature at the lowest level. As a result, it was decided not to 

use temperature data for isobaric level of 10 0 0 mb in further anal- 

ysis. Ground temperature data measured by local meteorological 

stations was used for lowest layer instead. Similar problem with 

the GFS data was reported before by [28] who found 5 o C devia- 

tion in the summer time near ground level at Yakutsk location. 

Atmospheric pressure and ground level temperature from the 

Republic Hydro-meteorological Service of Serbia was used to com- 

pose unique local pressure and temperature time series. 

2.2. Cosmic-ray data 

The analysis is performed on data from Belgrade muon detec- 

tors. The Belgrade cosmic-ray station, together with the present 

detector arrangement is described in details elsewhere [32] . Two 

muon detectors are located in the laboratory, one at the ground 

level and the other at the depth of 25 mwe. Data are recorded on 

the event-by event basis and can be integrated into the time se- 

ries with the arbitrary time resolution. For most purposes hourly 

data are used. Muon detectors are sensitive to primary cosmic rays 
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Fig. 1. Distribution of muon generation at different heights in the atmosphere, according to CORSIKA simulation. 
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Fig. 2. Distribution of differences between measured temperatures and modeled by GFS.

of 59 GeV median energy in the case of ground level detector and 

137 GeV for underground detector. 

2.3. Principal component decomposition 

Principal component analysis is a convenient and widely used 

data reduction method when dealing with strongly correlated 

data. It transforms the original set of variables into a set of 

uncorrelated variables (called principal components (PC)). The 

principal components are ordered according to decreasing vari- 

ance. In our case, there are 26 input variables: 24 modeled 

temperatures (isobaric level 10 0 0 mb temperature excluded), lo- 

cally measured ground level temperature and local atmospheric 

pressure. Initial variables were centered and normalized before 
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Fig. 3. Composition of nine principal components with largest variance (in decreasing order). Input variables are displayed on X -axis: 1 being pressure, 2 temperature of 

10 mb isobaric level, 26 being local ground level temperature. Y -axis represents rotations. 

decomposition. After decomposition, a new set of 26 principal 

components was obtained. Decomposition should not be regarded 

as universal, but it should be redone for every location and period 

under study. 

One year was selected as a suitable time period for the 

analysis, in order to reduce possible seasonal bias, due to at- 

mospheric temperature annual variation. Additional criteria were 

quality and consistency of muon data. Taking this into account, fi- 

nal time interval selected for analysis was from 01.06.2010 to 31.05. 

2011. 

Fig. 3 shows composition plots for the first nine principal com- 

ponents, that account for 98% of total variance. X -axis represents 

input atmospheric variables, first being atmospheric pressure, fol- 

lowed by 10 mb layer temperature, last being ground level lo- 

cal temperature. Y -axis represents decomposition rotations for a 

given principal component. Interesting features observed on these 

plots are that first two principal components depend almost ex- 

clusively on temperature. The first one is mostly combination of 

temperatures in the troposphere (isobaric levels 250–1000 mb)

with almost equal weights. The second eigenvector accounts for 

significant variance of temperatures in higher atmospheric lev- 

els (10–250 mb), with the strongest contribution centered in the 

tropopause. Components 3 to 6 have mixed p-T composition. The 

correlation of atmospheric pressure and temperature at different 

heights is not surprising. The diurnal and semi-diurnal oscillations 

of pressure are attributed to the warming of the upper atmosphere 

by the Sun [33] . This correlation makes it impossible to define a 

single barometric parameter in PCA based method of atmospheric 

corrections. It’s worth mentioning that Dorman [34] recognizes 

three different barometric effects: absorption, decay and genera- 

tion effect. It also indicates that empirical methods with separated 

pressure and temperature corrections might lead to overcorrection. 

The values of the eigenvectors for these first nine components 

are also given in Table 1 . 

Fig. 4 shows plot of proportion of variance as well as plot of cu- 

mulative variance for obtained principal components. Correspond- 

ing numerical values are given in Table 2 . 

Usually, only a first few principal components (containing high 

fraction of total variance) are of practical interest. There are vari- 

ous different methods and rules for choosing how many PCs to re- 

tain in the analysis, none completely free of subjectivity (see for 

example a thorough discussion in [35] ). A rule based on cumu- 

lative percentage of total variation usually recommends to retain 

PCs responsible for 70–90% of total variation. When one or two 

components are dominant, higher value (95%) is appropriate. In 

our case it would mean keeping first 6 PCs. According to Kaisser’s 

rule only PCs with the eigenvalue λ> 1 should be retained. Jol- 

liffe [35] suggested 0.7 as correct level, exceeded by six of our PCs. 

Another rule proposes to retain components with the eigenvalue

above mean, a condition satisfied by first seven of our PCs. Another 

popular model is broken stick, but in application to our problem is 

too restrictive, leading to only two relevant PCs. The scree graph 

or log-eigenvalue diagram don’t provide clean cut with our set of 

PCs. 

To test the meaningfulness of potentially relevant PCs, the 

time series from PC data are constructed and tested whether 

they are distinguishable from white noise. The procedure is often 

done when principal component analysis is applied to atmospheric 

physics problems [36] . The time series with hourly resolution for 

the first three PCs are plotted on Fig. 5 . 
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Table 1 

Definition of first nine principal components. 

Variables Principal components 

PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 

p 0.07699 0.04117 0.44694 −0.61285 0.16301 −0.57121 0.14028 −0.08106 0.03443 

T (10) −0.0947 −0.11603 0.43488 0.5344 0.43741 −0.11036 −0.04499 −0.15825 0.46469 

T (20) −0.16947 −0.21766 0.35754 0.18029 0.20527 0.08546 −0.07719 0.20635 −0.40309 

T (30) −0.16476 −0.27825 0.29593 −0.02505 −0.02204 0.14134 0.00634 0.28574 −0.47812 

T (50) −0.09124 −0.37682 0.20969 −0.17322 −0.25798 0.12084 0.19349 0.14645 0.18493 

T (70) −0.01483 −0.42304 0.04507 −0.08651 −0.3472 0.09965 0.18155 0.01024 0.31886 

T (100) 0.02192 −0.43132 −0.02451 0.08228 −0.25692 −0.04937 −0.06464 −0.3103 0.1183 

T (150) 0.01487 −0.40127 −0.24673 0.03037 0.012 −0.32566 −0.43658 −0.28393 −0.23316 

T (200) −0.04737 −0.33404 −0.38636 −0.13563 0.40141 −0.2069 −0.16852 0.31181 0.07995 

T (250) −0.16218 −0.17984 −0.29739 −0.18123 0.43708 0.18013 0.32866 0.13662 0.17389 

T (300) −0.22473 −0.03266 −0.07561 −0.14073 0.21179 0.26504 0.23807 −0.27931 −0.06785 

T (350) −0.2369 0.01439 0.00488 −0.12991 0.0998 0.1988 0.05306 −0.31612 −0.0771 

T (400) −0.23956 0.03362 0.02958 −0.12159 0.04075 0.14932 −0.06959 −0.27189 −0.04852 

T (450) −0.24028 0.04271 0.0402 −0.11503 0.00384 0.10744 −0.14772 −0.21165 −0.01823 

T (500) −0.24005 0.04935 0.0428 −0.11304 −0.02187 0.07218 −0.19893 −0.14512 0.03068 

T (550) −0.23958 0.05695 0.03965 −0.11295 −0.03254 0.0388 −0.23263 −0.06843 0.08056 

T (600) −0.23881 0.06549 0.03681 −0.10649 −0.04369 0.01102 −0.24562 0.02401 0.12499 

T (650) −0.23854 0.07279 0.0236 −0.09184 −0.06132 −0.01542 −0.21788 0.12597 0.15977 

T (700) −0.23835 0.0801 0.00429 −0.06052 −0.07601 −0.04668 −0.16785 0.19559 0.14932 

T (750) −0.23842 0.08071 −0.01837 −0.01332 −0.09245 −0.07308 −0.11295 0.22563 0.12401 

T (800) −0.23814 0.07557 −0.03907 0.05036 −0.10989 −0.09943 −0.04696 0.19596 0.07735 

T (850) −0.23701 0.0675 −0.06202 0.1081 −0.11988 −0.12745 0.04989 0.13672 0.0304 

T (900) −0.23535 0.05462 −0.07977 0.14776 −0.11454 −0.16955 0.16551 0.06204 −0.02952 

T (925) −0.23414 0.04606 −0.08313 0.15641 −0.10257 −0.19925 0.21877 0.01715 −0.05804 

T (975) −0.23108 0.00789 −0.08827 0.13022 −0.05888 −0.28046 0.284 −0.11523 −0.12249 

T (10 0 0) −0.22494 −0.01582 −0.10092 0.13401 −0.04977 −0.30749 0.28553 −0.16516 −0.15908 

Fig. 4. Proportion of variance (left) and cumulative proportion of variance (right) for all 26 principal components. 

Fig. 5. Time series of the first 3 PCs. 
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Table 2 

Variance (individual and cumulative) for all 26 PCs. 

Principal component Eigenvalue Percentage of variance Cumulative variance (%) 

1 4.0091 0.618186 0.618186 

2 2.08613 0.167383 0.785569 

3 1.23367 0.0585361 0.844105 

4 1.05205 0.0425699 0.886675

5 0.951245 0.0348026 0.921478 

6 0.766726 0.0226103 0.944088 

7 0.615122 0.0145529 0.958641 

8 0.519837 0.0103935 0.969034 

9 0.460327 0.0 08150 04 0.977184 

10 0.382006 0.00561263 0.982797 

11 0.32832 0.00414592 0.986943 

12 0.294489 0.00333553 0.990278 

13 0.247876 0.00236317 0.992642 

14 0.239462 0.00220546 0.994847 

15 0.206157 0.00163465 0.996482 

16 0.184453 0.00130857 0.99779 

17 0.144657 8.04834E −4 0.998595 

18 0.119676 5.5086E −4 0.999146 

19 0.0938189 3.38538E −4 0.999485 

20 0.0739496 2.10328E −4 0.999695 

21 0.0586253 1.32189E −4 0.999827 

22 0.0414996 6.62391E −5 0.999893 

23 0.0338811 4.41511E −5 0.999937 

24 0.0281359 3.04472E −5 0.999968 

25 0.0219102 1.84637E −5 0.999986 

26 0.0188263 1.36319E −5 1 

Fig. 6. Autocorrelation function of the first 3 PCs. Time lag is given in hours. In the case of PC2, 95% significance level is indicated by dashed red line. (For interpretation of 

the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 7. Spectral analysis of time series of the first 3 PCs. 
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Fig. 8. Muon count dependence on principal components for the first nine principal components (GLL). 
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Fig. 9. Muon count dependence on principal components for the first nine principal components (UL). 
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The subsequent temperature and pressure measurements are 

highly correlated, as evident from autocorrelation function plot for 

selected PCs ( Fig. 6 ). 

The spectral analysis of the PC time series reveals, for PCs with 

the strong pressure component, semi-diurnal periodicity in addi- 

tion to diurnal ( Fig. 7 ). 

Since our purpose is the regression of muon data with princi- 

pal components, selecting the components with significantly high 

variance is not the main issue. It is more important to identify PCs 

with high correlation with CR data. Components with relatively 

low variance, can have high predictive power. 

2.4. Correlation of principal components with CR muon count rate 

and correction of muon data 

Scatter plot of muon count rate vs. PCs, together with the 

linear fit for the first nine principal components are shown on 

Fig. 8 (GLL) and Fig. 9 (UL). In the analysis hourly summed muon 

counts and principal component values for the respective hour 

were used. To minimize the effect of geomagnetic disturbances, 

only data for International Quiet Days were taken into account. The

International Quiet Days are the days with minimum geomagnetic 

activity for each month. The selection of quiet days is deduced 

from K p index. In our analysis 5 quietest days for each month 

are considered. The values of correlation coefficients are listed in 

Table 3 . 

Principal components PC1, PC3, PC4, PC5 and PC6 have been 

identified as ones with significant contribution to the muon flux 

variation. Interestingly enough, the PC2, responsible for 16.7% vari- 

ance of the meteorological data has very little effect on muon flux, 

at neither ground nor underground level. Ground level muon flux 

variation is more affected by the first principal component, de- 

pending chiefly on the temperature in the troposphere. The find- 

ing agrees with usual negative temperature effect. The other PCs 

are difficult to compare with traditional correction parameters. 

Yet, the effect of PC3, that is composed more from upper atmo- 

sphere temperatures and hence could be loosely associated with 

positive temperature effect, is more pronounced for the under- 

ground muon flux. Fourth and fifth principal components with 

strong pressure contribution affect more ground level muon flux. 

On the other hand, PC6, also the one with high pressure com- 

ponent, has more pronounced influence on underground muon 

flux. 

Gradients obtained from the fits for the significant principal 

components 1, 3, 4, 5 and 6 were then used to calculate the PCA 

corrected muon count according to the formula: 

N 

(cor r ) 
μ = N μ− < N μ > 

� 

i 

k i P C i , i = 1 , 3 , 4 , 5 , 6 (5) 

where N 

(cor r ) 
μ corr is the corrected muon count, N μ is the raw 

muon count, < N μ > is the mean count for the whole pe- 

riod, k i are the gradients and PC i are the corresponding prin- 

cipal components. Resulting corrected muon count time se- 

ries are plotted on Figs. 10 (GLL) and 11 (UL) along with 

raw and pressure only corrected time series. Pressure cor- 

rected time series are produced for reference. Barometric co- 

efficient was determined by applying linear regression to the 

same data set used for PCA. Data was previously corrected for 

temperature effect using integral method, as in Ref. [37] . Pres- 

sure corrected and PCA corrected time series are fitted with 

sine function with annual period in order to illustrate how 

PCA correction affects yearly variation induced by temperature 

effect. 

PCA based atmospheric corrections remove 64.5% of total vari- 

ance in GLL time series and 38.1% in UL time series. Pressure cor- 

rected CR time series exhibit annual variation, a consequence of T
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Fig. 10. Raw (upper panel), pressure corrected (middle panel), pressure + temperature corrected with PCA method (3rd panel from the top) and pressure + temperature 

corrected with integral method (lower panel) normalized muon count rate for GLL. The sine function with one year period is fitted to the data. 

the temperature effect. The performance of the temperature cor- 

rection may be tested by comparing the amplitude of the annual 

variation before and after correction. With presented method the 

amplitude of the annual variation is reduced by 86% (54.9%) in the 

case of GLL (UL) with respect to the pressure only corrected time 

series. 

To further test the new method, the atmospheric correction of 

GLL data are performed by the integral method. The correction re- 

sulted in 56.25% of variance reduction and 68.1% of reduction of 

the amplitude of the annual wave. At least in the case of our CR 

data set the new method performs somewhat better than the in- 

tegral method. 

3. Conclusion 

The principal component analysis is successfully used to con- 

struct a new empirical method for the atmospheric corrections 

of CR muon data. The method is equally applicable to all muon 

detectors, irrespective to location: ground level, shallow or deep 

underground. It requires knowledge of the atmospheric pressure 

and temperatures along the entire atmosphere, which is nowadays 

available in databases such as GFS. The method is suitable for the 

near real-time correction, with the delay defined by the availabil- 

ity of the atmospheric data (one day in the case of present GFS 

data). When applied to Belgrade muon data from two detectors 
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Fig. 11. Raw (upper panel), pressure corrected (middle panel), pressure + temperature corrected with PCA method (3rd panel from the top) and pressure + temperature cor- 

rected with integral method (lower panel) normalized muon count rate for UL. The sine function with one year period is fitted to the data. 

(ground level and at 25 mwe), the method requires correction to 

five parameters, determined from linear regression. With the same 

CR dataset, the present method yields results superior to the in- 

tegral method in terms of variance reduction and reduction of the 

annual variation. The new method is also suitable for temperature 

corrections of the neutron monitor data, which is seldom done in 

practice. 
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Muon beams of low emittance provide the basis for the intense, well-characterized neutrino beams
necessary to elucidate the physics of flavor at a neutrino factory and to provide lepton-antilepton collisions
at energies of up to several TeVat a muon collider. The international Muon Ionization Cooling Experiment
(MICE) aims to demonstrate ionization cooling, the technique by which it is proposed to reduce the phase-
space volume occupied by the muon beam at such facilities. In an ionization-cooling channel, the muon
beam passes through a material in which it loses energy. The energy lost is then replaced using rf cavities.
The combined effect of energy loss and reacceleration is to reduce the transverse emittance of the beam
(transverse cooling). A major revision of the scope of the project was carried out over the summer of 2014.
The revised experiment can deliver a demonstration of ionization cooling. The design of the cooling
demonstration experiment will be described together with its predicted cooling performance.

DOI: 10.1103/PhysRevAccelBeams.20.063501

I. INTRODUCTION

Stored muon beams have been proposed as the source of
neutrinos at a neutrino factory [1,2] and as the means to
deliver multi-TeV lepton-antilepton collisions at a muon
collider [3,4]. In such facilities the muon beam is produced
from the decay of pions generated by a high-power proton
beam striking a target. The tertiary muon beam occupies a
large volume in phase space. To optimize the muon yield
while maintaining a suitably small aperture in the muon-
acceleration system requires that the muon beam be
“cooled” (i.e., its phase-space volume reduced) prior to
acceleration. Amuon is short-lived, decayingwith a lifetime
of 2.2 μs in its rest frame. Therefore, beam manipulation at
low energy (≤1 GeV) must be carried out rapidly. Four
cooling techniques are in use at particle accelerators:
synchrotron-radiation cooling [5]; laser cooling [6–8];
stochastic cooling [9]; and electron cooling [10].
Synchrotron-radiation cooling is observed only in electron
or positron beams, owing to the relatively low mass of
the electron. Laser cooling is limited to certain ions and
atomic beams. Stochastic cooling times are dependent on the
bandwidth of the stochastic-cooling system relative to the
frequency spread of the particle beam. The electron-cooling
time is limited by the available electron density and the
electron-beam energy and emittance. Typical cooling times
are between seconds and hours, long compared with the
muon lifetime. Ionization cooling proceeds by passing a
muon beam through a material, the absorber, in which it

loses energy through ionization, and subsequently restoring
the lost energy in accelerating cavities. Transverse and
longitudinal momentum are lost in equal proportions in
the absorber, while the cavities restore only themomentum
component parallel to the beam axis. The net effect of the
energy-loss/reacceleration process is to decrease the ratio
of transverse to longitudinal momentum, thereby decreas-
ing the transverse emittance of the beam. In an ionization-
cooling channel the cooling time is short enough to allow
the muon beam to be cooled efficiently with modest decay
losses. Ionization cooling is therefore the technique by
which it is proposed to cool muon beams [11–13]. This
technique has never been demonstrated experimentally
and such a demonstration is essential for the development
of future high-brightness muon accelerators.
The international Muon Ionization Cooling Experiment

(MICE) collaboration proposes a two-part process to per-
form a full demonstration of transverse ionization cooling.
First, the “Step IV” configuration [14] will be used to study
the material and beam properties that determine the perfor-
mance of an ionization-cooling lattice. Second, a study of
transverse-emittance reduction in a cooling cell that includes
accelerating cavities will be performed.
The cooling performance of an ionization-cooling cell

depends on the emittance and momentum of the initial
beam, on the properties of the absorber material and on the
transverse betatron function (β⊥) at the absorber. These
factors will be studied using the Step IV configuration.
Once this has been done, “sustainable” ionization cooling
must be demonstrated. This requires restoring energy lost
by the muons as they pass through the absorber using rf
cavities. The experimental configuration with which the
MICE collaboration originally proposed to study ionization
cooling was presented in [15]. This configuration was
revised to accelerate the timetable on which a demonstra-
tion of ionization cooling could be delivered and to reduce
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cost. This paper describes the revised lattice proposed by
the MICE collaboration for the demonstration of ionization
cooling and presents its performance.

II. COOLING IN NEUTRINO FACTORIES
AND MUON COLLIDERS

At production, muons occupy a large volume of phase
space. The emittance of the initial muon beam must be
reduced before the beam is accelerated. A neutrino factory
[16] requires the transverse emittance to be reduced from
15–20 mm to 2–5 mm. A muon collider [17] requires the
muon beam to be cooled in all six phase-space dimensions;
to achieve the desired luminosity requires an emittance of
∼0.025 mm in the transverse plane and ∼70 mm in the
longitudinal direction [18,19].
Ionization cooling is achieved by passing a muon beam

through a material with low atomic number (Z), in which it
loses energy by ionization, and subsequently accelerating
the beam. The rate of change of the normalized transverse
emittance, ε⊥, is given approximately by [12,20,21]:

dε⊥
dz

⋍ −
ε⊥
β2Eμ

�
dE
dz

�
þ β⊥ð13.6 MeV=cÞ2

2β3EμmμX0

; ð1Þ

where z is the longitudinal coordinate, βc is the muon
velocity, Eμ the energy, hdEdzi the mean rate of energy loss
per unit path-length, mμ the mass of the muon, X0 the
radiation length of the absorber and β⊥ the transverse
betatron function at the absorber. The first term of this
equation describes “cooling” by ionization energy loss and
the second describes “heating” by multiple Coulomb
scattering. Equation (1) implies that the equilibrium emit-
tance, for which dε⊥

dz ¼ 0, and the asymptotic value of dε⊥dz for
large emittance are functions of muon-beam energy.
In order to have good performance in an ionization-

cooling channel, β⊥ needs to be minimized and X0hdEdzi

maximised. The betatron function at the absorber is
minimized using a suitable magnetic focusing channel
(typically solenoidal) [22,23] and X0hdEdzi is maximized
using a low-Z absorber such as liquid hydrogen (LH2) or
lithium hydride (LiH) [24].

III. THE MUON IONIZATION
COOLING EXPERIMENT

The muons for MICE come from the decay of pions
produced at an internal target dipping directly into the
circulating proton beam in the ISIS synchrotron at the
Rutherford Appleton Laboratory (RAL) [25,26]. A beam
line of 9 quadrupoles, 2 dipoles and a superconducting
“decay solenoid” collects and transports the momentum-
selected beam into the experiment [27]. The small fraction of
pions that remain in the beam may be rejected during
analysis using the time-of-flight hodoscopes and Cherenkov
counters that are installed in the beam line upstream of the
experiment [28]. A diffuser is installed at the upstream end of
the experiment to vary the initial emittance of the beam.
Ionization cooling depends onmomentum through β, Eμ and
hdEdzi as shown in Eq. (1). It is therefore proposed that the
performance of the cell be measured for momenta in the
range 140 MeV=c to 240 MeV=c [15].

A. The configuration of the
ionization-cooling experiment

The configuration proposed for the demonstration of
ionization cooling is shown in Fig. 1. It contains a cooling
cell sandwiched between two spectrometer-solenoid mod-
ules. The cooling cell is composed of two 201 MHz
cavities, one primary (65 mm) and two secondary
(32.5 mm) LiH absorbers placed between two supercon-
ducting “focus-coil” (FC) modules. Each FC has two
separate windings that can be operated either with the
same or in opposed polarity.

FIG. 1. Layout of the lattice configuration for the cooling demonstration. The red rectangles represent the solenoids. The individual
coils in the spectrometer solenoids are labeled E1, C, E2, M1 and M2. The ovals represent the rf cavities and the blue rectangles the
absorbers. The various detectors (time-of-flight hodoscopes [29,30], Cerenkov counters [31], scintillating-fibre trackers [32], KLOE
Light (KL) calorimeter [27,33], electron muon ranger [34]) used to characterize the beam are also represented. The green-shaded box
indicates the cooling cell.
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The emittance is measured upstream and downstream of
the cooling cell using scintillating-fiber tracking detectors
[32] immersed in the uniform 4 T magnetic field provided
by three superconducting coils (E1, C, E2). The trackers are
used to reconstruct the trajectories of individual muons at
the entrance and exit of the cooling cell. The reconstructed
tracks are combined with information from instrumentation
upstream and downstream of the spectrometer modules to
measure the muon-beam emittance at the upstream and
downstream tracker reference planes. The instrumentation
upstream and downstream of the spectrometer modules
serves to select a pure sample of muons. Time-of-flight
hodoscopes are used to determine the time at which the
muon crosses the rf cavities. The spectrometer-solenoid
magnets also contain two superconducting “matching”
coils (M1, M2) that are used to match the optics between
the uniform field region and the neighboring FC.
The secondary LiH absorbers (SAs) are introduced

between the cavities and the trackers to minimize the
exposure of the trackers to “dark-current” electrons origi-
nating from the rf cavities. Experiments at the MuCool Test
Area (MTA) at Fermilab [35] have observed that the rate of
direct x-ray production from the rf cavities can bemanaged to
ensure it does not damage the trackers [36]. The SAs are
introduced to minimize the exposure of the trackers to
energetic dark-current electrons that could produce back-
ground hits. The SAs are positioned between the trackers and
the cavities such that they can be removed to study the empty
channel. The SAs increase the net transverse-cooling effect
since the betatron functions at these locations are small.
Retractable lead radiation shutters will be installed on rails

between the spectrometer solenoids and the rf modules to
protect the trackers against dark-current induced radiation
during cavity conditioning. The SAs will be mounted on a
rail system similar to that which will be used for the lead
shutters and will be located between the cavities and the lead
shutters. Both mechanisms will be moved using linear piezo-
electric motors that operate in vacuum and magnetic field.
The design of both the radiation shutter and the movable SA
inside the vacuum chamber is shown in Fig. 2.
The rf cavities are 201 MHz “pillbox” resonators,

430 mm in length, operating in the TM010 mode with
large diameter apertures to accommodate the high emit-
tance beam. The apertures are covered by thin (0.38 mm)
beryllium windows to define the limits for the accelerating
rf fields whilst minimizing the scattering of muons. The
cavity is excited by two magnetic-loop couplers on oppo-
site sides of the cavity. At the particle rate expected in
MICE there is no beam-loading of the rf fields. An effective
peak field of 10.3 MV=m is expected for a drive power of
1.6 MW to each cavity. This estimate was used to define the
gradient in the simulations described below.
The original configuration of the MICE cooling cell

described in [15]was composed of three focus-coilmodules,
each of which housed a liquid-hydrogen absorber, and two,

four-cavity, linac modules. Each linac module incorporated
a large, superconducting “coupling coil” to transport the
beam. The configuration described in this paper was
developed to simplify the lattice described in [15] such that
the coupling coils are not required and acceleration is
provided by two single-cavity modules. The revision of
the magnetic lattice substantially reduces the technical risks
associated with the implementation of the experiment since
all of the superconducting solenoids required to transport
and focus the beam have been commissioned on the beam
line. Further, by reducing the number of cavities from eight
to two and reconfiguring the rf-power-distribution system
the cost of implementing the experiment has been reduced
and the timetable on which the experiment can be mounted
has been advanced. The present configuration was opti-
mized to maximize its cooling performance as described in
Sec. IV. The performance of the optimized lattice, though
reduced compared to that described in [15], is sufficient
for the principle of ionization-cooling to be demonstrated
(see Sec. VI).

IV. LATTICE DESIGN

A. Design parameters

The lattice has been optimized to maximize the reduction
in transverse emittance. The optimum is obtained by
matching the betatron function to a small value in the
central absorber while minimizing its maximum values in
the FC modules; limiting the size of the betatron function in
the FCs helps to reduce the influence of nonlinear terms
in the magnetic-field expansion. The matching accounts for
the change in energy of the muons as they pass through the
cooling cell by adjusting currents in the upstream and

FIG. 2. Design of the movable frame for the secondary absorber
(front) and the lead radiation shutter (back). The half discs of the
lead shutter (grey) can be seen together with the rails (white)
inside the vacuum chamber (yellow).
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downstream FCs and in the matching coils in the spectrom-
eter solenoids independently while maintaining the field in
the tracking volumes at 4 T. In this configuration, it is also
possible to keep the betatron function relatively small at the
position of the secondary absorbers whilst maintaining an
acceptable beam size at the position of the cavities.
Chromatic aberrations caused by the large momentum

spread of the beam (∼5% rms) lead to a chromatic
mismatch of the beam in the downstream solenoid unless
the phase advance across the cooling cell (i.e., the rate of
rotation of the phase-space ellipse) is chosen appropriately.
The phase advance of the cell is obtained by integrating
the inverse of the beta-function along the beam axis
from the reference plane in the upstream spectrometer-
solenoid to the reference plane in the downstream
spectrometer-solenoid. Such a mismatch reduces the effec-
tive transverse-emittance reduction through the chromatic
decoherence that results from the superposition of beam
evolutions for the different betatron frequencies that result
from the range of momenta in the beam. For beams with a
large input emittance, spherical aberrations may lead to
phase-space filamentation. The chromatic and spherical
aberrations were studied by tracking samples of muons
through the lattice using the “MICE Analysis User
Software” (MAUS, see Sec. V). The betatron-function
and emittance evolution of a 200 MeV=c beam with the

initial parameters given in Table I are shown, for different
phase advances, in Figs. 3 and 4, respectively. The phase
advance of 2π × 1.81 showed the largest transverse-
emittance reduction and was therefore chosen. The lattice
parameters for this phase advance are presented in Table II.
The currents that produce the optimum magnetic lattice

were obtained using the procedure described above for
three momentum settings: 140 MeV=c, 200 MeV=c, and
240 MeV=c. The magnetic field on axis for each of these
settings is shown in Fig. 5. The fields in the downstream FC
and spectrometer are opposite to those in the upstream FC
and spectrometer, the field changing sign at the primary
absorber. Such a field flip is required in an ionization
cooling channel to reduce the build-up of canonical angular
momentum [37]. The currents required to produce the
magnetic fields shown in Fig. 5 are listed in Table III. All
currents are within the proven limits of operation for the

FIG. 3. Transverse 4D beta-function versus longitudinal coor-
dinate z in the cooling-demonstration lattice for 200 MeV=c
settings with a phase advance of 2π × 1.75 (dashed blue line),
2π × 1.81 (solid red line) and 2π × 1.86 (dot-dashed green line).
The vertical dashed lines with labels show the positions of the
tracker reference planes and the centers of the absorbers, rf
cavities, and focus coil modules.

FIG. 4. 4D emittance evolution in the cooling-demonstration
lattice for 200 MeV=c settings with a phase advance of 2π × 1.75
(dashed blue line), 2π × 1.81 (solid red line) and 2π × 1.86 (dot-
dashed green line). The vertical dashed lines with labels show the
positions of the tracker reference planes and the centers of the
absorbers, rf cavities, and focus coil modules.

TABLE I. General parameters of the initial beam conditions
used in the simulations.

Parameter Value

Particle muon μþ

Number of particles 10000
Longitudinal position [mm] −4612.1
Central energy (140 MeV=c settings) [MeV] 175.4
Central energy (200 MeV=c settings) [MeV] 228.0
Central energy (240 MeV=c settings) [MeV] 262.2

Transverse Gaussian distribution:
α⊥ 0
β⊥ (140 MeV=c settings) [mm] 233.5
ε⊥ (140 MeV=c settings) [mm] 4.2
β⊥ (200 MeV=c settings) [mm] 339.0
ε⊥ (200 MeV=c settings) [mm] 6.0
β⊥ (240 MeV=c settings) [mm] 400.3
ε⊥ (240 MeV=c settings) [mm] 7.2

Longitudinal Gaussian distribution:
Longitudinal emittance [mm] 20
Longitudinal β [ns] 11
Longitudinal α −0.7
rms momentum spread (140 MeV=c settings) 4.8%
rms time spread (140 MeV=c settings) [ns] 0.40
rms momentum spread (200 MeV=c settings) 4.0%
rms time spread (200 MeV=c settings) [ns] 0.34
rms momentum spread (240 MeV=c settings) 3.6%
rms time spread (240 MeV=c settings) [ns] 0.31
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individual coil windings. The magnetic forces acting on the
coils have been analyzed and were found to be acceptable.
Configurations in which there is no field flip can also be
considered.
Figure 6 shows matched betatron functions versus

longitudinal position for beams of different initial momen-
tum. These betatron functions are constrained, within the
fiducial-volume of the trackers, by the requirements on the
Courant-Snyder parameters α⊥ ¼ 0 and β⊥ ¼ 2pz

eBz
(where

pz is the mean longitudinal momentum of the beam, e the
elementary charge and Bz the longitudinal component of
the magnetic field). A small betatron-function “waist” in
the central absorber is achieved. Betatron-function values
at relevant positions in the different configurations are
summarized in Table IV.

V. SIMULATION

Simulations to evaluate the performance of the lattice
have been performed using the official MICE simulation

and reconstruction software MAUS (MICE Analysis
User Software) [38]. In addition to simulation, MAUS
also provides a framework for data analysis. MAUS is used
for offline analysis and to provide fast real-time detector
reconstruction and data visualisation duringMICE running.
MAUS uses GEANT4 [39,40] for beam propagation and the
simulation of detector response. ROOT [41] is used for data
visualisation and for data storage.
Particle tracking has been performed for several con-

figurations. The parameters of the initial beam configura-
tions used for the simulations are summarized in Table I.

TABLE II. Parameters of the cooling-demonstration lattice.
LSS→FC is the distance between the center of the spectrometer
solenoid and the center of the neighboring FC, LFC→FC the
distance between the centers of the FCs, and LRF module→FC the
distance between the rf module and the neighboring FC.

Parameter Value

Length LSS→FC [mm] 2607.5
Length LFC→FC [mm] 1678.8
Length Lrf module→FC [mm] 784.0
rf Gradient [MV=m] 10.3
Number of rf cavities 2
Number of primary absorbers 1
Number of secondary absorbers 2

FIG. 5. Magnetic field Bz on-axis versus the longitudinal
coordinate z for the cooling-demonstration lattice design for
200 MeV=c (solid black line), 140 MeV=c (dashed purple line),
and 240 MeV=c (dot-dashed blue line) settings. The vertical
dashed lines with labels show the positions of the tracker
reference planes and the centres of the absorbers, rf cavities,
and focus coil modules.

TABLE III. Coil currents used for 140 MeV=c, 200 MeV=c,
and 240 MeV=c lattice settings.

Coil
140 MeV=c
Lattice [A]

200 MeV=c
Lattice [A]

240 MeV=c
Lattice [A]

Upstream E2 þ253.00 þ253.00 þ253.00
Upstream C þ274.00 þ274.00 þ274.00
Upstream E1 þ234.00 þ234.00 þ234.00
Upstream M2 þ126.48 þ155.37 þ163.50
Upstream M1 þ175.89 þ258.42 þ280.72

Upstream
FC-coil 1

þ54.14 þ79.35 þ89.77

Upstream
FC-coil 2

þ54.14 þ79.35 þ89.77

Downstream
FC-coil 1

−47.32 −74.10 −85.35

Downstream
FC-coil 2

−47.32 −74.10 −85.35

Downstream M1 −140.43 −231.60 −261.71
Downstream M2 −100.12 −149.15 −159.21
Downstream E1 −234.00 −234.00 −234.00
Downstream C −274.00 −274.00 −274.00
Downstream E2 −253.00 −253.00 −253.00

FIG. 6. β⊥ versus the longitudinal coordinate z for 200 MeV=c
(solid black line), 140 MeV=c (dashed purple line) and
240 MeV=c (dot-dashed blue line) in the cooling-demonstration
lattice. The vertical dashed lines with labels show the positions of
the tracker reference planes and the centers of the absorbers, rf
cavities, and focus coil modules.
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The simulation of the beam starts at a point between the
diffuser and the first plane of the tracker. The beam is
generated by a randomizing algorithm with a fixed seed.
The number of particles launched for each simulation is a
compromise between the statistical uncertainty required
(≈1%) and computing time. Each cavity is simulated by a
TM010 ideal cylindrical pillbox with a peak effective
gradient matched to that expected for the real cavities.
The reference particle is used to set the phase of the cavities
so that it is accelerated “on crest.” The initial distributions
defined in Table I are centred on the reference particle in
both time and momentum. Table V lists the acceptance
criteria applied to all analyses presented here. Trajectories
that fail to meet the acceptance criteria are removed from
the analysis.
The normalized transverse emittance is calculated by

taking the fourth root of the determinant of the four-
dimensional phase-space covariance matrix [20,21]. The
MICE collaboration plans to take data such that the
statistical uncertainty on the relative change in emittance
for a particular setting is 1%. The MICE instrumentation
was designed such that the systematic uncertainty related to
the reconstruction of particle trajectories would contribute
at the ∼0.3% level to the overall systematic uncertainty
[15]; such uncertainties would thus be negligible.

VI. PERFORMANCE

Figure 7 shows the evolution of the mean energy
of a muon beam as it traverses the lattice. Beams with
initial normalised transverse emittance ε⊥ ¼ 4.2 mm,

ε⊥ ¼ 6 mm, and ε⊥ ¼ 7.2 mm for initial muon beam
momenta of 140 MeV=c, 200 MeV=c, and 240 MeV=c
respectively are shown. The initial normalized transverse
emittance is chosen such that the geometrical emittance of
the three beams is the same. A 200 MeV=c muon passing
through two 32.5 mm thick secondary LiH absorbers and
one 65 mm thick primary LiH absorber loses an energy
of 18.9 MeV. Including losses in the scintillating-fiber

TABLE IV. Beta-function values at relevant positions for an
initial beam at 140 MeV=c, 200 MeV=c, and 240 MeV=c in the
cooling-demonstration lattice design.

Value for Value for Value for
Parameter 140 MeV=c 200 MeV=c 240 MeV=c

β⊥ at primary
absorber [mm]

480 512 545

β⊥ at upstream
secondary
absorber [mm]

660 710 840

β⊥ at downstream
secondary
absorber [mm]

680 740 850

β⊥max at FC [mm] 1480 1450 1430

TABLE V. Acceptance criteria for analysis.

Parameter Acceptance condition

Particle muon μþ

Transmission: pass through two planes z ¼ −4600 mm
and z ¼ 5000 mm

Radius at z ¼ −4600 mm ≤150.0 mm
Radius at z ¼ 5000 mm ≤150.0 mm

FIG. 7. Mean energy of the beam versus longitudinal coor-
dinate (z) in the cooling-demonstration lattice. Top: the
140 MeV=c configuration for initial emittance ε⊥ ¼ 4.2 mm.
Middle: the 200 MeV=c configuration for initial emittance
ε⊥ ¼ 6 mm. Bottom: the 240 MeV=c configuration for initial
emittance ε⊥ ¼ 7.2 mm. The vertical dashed lines with labels
show the positions of the tracker reference planes, and the centers
of the absorbers, rf cavities, and focus coil modules.
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trackers and windows, this increases to 24.3 MeV.
The accelerating gradient that can be achieved in each
of the two cavities is constrained by the available rf
power and is insufficient to replace all the lost energy.
Therefore, a comparison of beam energy with and without
acceleration is required. With acceleration an energy

deficit of hΔEi ¼ 19 MeV will be observed. This meas-
urable difference will be used to extrapolate the measured
cooling effect to that which would pertain if all the lost
energy were restored.
The evolution of normalized transverse emittance across

the lattice is shown in Fig. 8. The beam is subject to
nonlinear effects in regions of high β⊥, which cause the
normalized transverse emittance to grow, especially in the
140 MeV=c configuration. This phenomenon can be
seen in three different regions of the lattice: a moderate
increase in emittance is observed at z ≈ −2500 mm and
z ≈ 1000 mm while a larger increase is observed at
z ≈ 3000 mm. The nonlinear effects are mainly chromatic
in origin, since they are greatly lessened when the initial
momentum spread is reduced. This is illustrated for the
140 MeV=c case for which the evolution of normalized
emittance for beams with an rms momentum spread of
6.7 MeV=c and 2.5 MeV=c are shown. Nonetheless, in
all cases a reduction in emittance is observed between
the upstream and downstream trackers (z ¼ �3473 mm).
The lattice is predicted to achieve an emittance reduction
between the tracker reference planes of ≈8.1%, ≈5.8% and
≈4.0% in the 140 MeV=c, 200 MeV=c, and 240 MeV=c
cases, respectively. A reduction as large as ≈10% can be
reached in the 140 MeV=c configuration with an rms
momentum spread of 1.4%.
The transmission of the cooling-demonstration lattice for

beams of mean momentum 140 MeV=c, 200 MeV=c, and
240 MeV=c is shown in Fig. 9. Transmission is computed
as the ratio of the number of particles that satisfy the
acceptance criteria observed downstream of the cooling
cell divided by the number that enter the cell. This accounts

FIG. 8. Emittance variation versus the longitudinal coordinate
(z) for the cooling-demonstration lattice design. Top: 140 MeV=c
beam with initial ε⊥ ¼ 4.2 mmwith an rms momentum spread of
6.7 MeV=c (rms spread 4.8%, solid line) and 2.5 MeV=c (rms
spread 1.8%, dashed line). Middle: 200 MeV=c beam with initial
ε⊥ ¼ 6 mm (rms spread 4.0%). Bottom: 240 MeV=c beam with
initial ε⊥ ¼ 7.2 mm (rms spread 3.6%). The vertical dashed lines
with labels show the positions of the tracker reference planes, and
the centers of the absorbers, rf cavities, and focus coil modules.

FIG. 9. Transmission (defined as the ratio of good muons
observed downstream of the cooling cell, Ndown, to those
observed upstream, Nup) in percent versus initial emittance
(ε⊥in) for the cooling-demonstration lattice. The transmission
of the 140 MeV=c, 200 MeV=c, and 240 MeV=c lattices are
shown as the purple-dashed, solid black, and dot-dashed blue
lines respectively. The error bars indicate the statistical precision
that would be achieved using a sample of 100,000 muons.
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for decay losses and implies that, in the absence of scraping
or acceptance losses, the maximum transmission for
beams of mean momentum 140 MeV=c, 200 MeV=c,
and 240 MeV=c is 98.9%, 99.2%, and 99.5%, respectively.
The lattice delivers transmission close to the maximum for
200 MeV=c and 240 MeV=c beams with input emittance
below ≈5 mm and ≈7 mm, respectively. For beams of
larger input emittance, the transmission gradually decreases
with increasing initial emittance due to the scraping of high
amplitude muons. The beam is subject to chromatic effects
in regions of high β⊥, which causes nonlinear emittance
growth and limits the transmission. The behavior of the
transmission for the various beam energies results from
the different geometrical emittance values of the beam for
the same initial normalised emittance and the energy
dependence of the energy loss and scattering in the material
through which the beam passes.
The fractional change in normalized transverse emittance

with respect to the input emittance for beams of mean
momentum 140 MeV=c, 200 MeV=c, and 240 MeV=c is
shown in Fig. 10. The different values of the equilibrium
emittance and the asymptote at large emittance for each
momentum are clearly visible in Fig. 10. A maximum
cooling effect of 15%, 8%, and 6% can be observed for
beams with 140 MeV=c, 200 MeV=c, and 240 MeV=c,
respectively.
The performance of the configuration proposed here

is comparable to that described in [15]. In the “Step V”
configuration, that incorporated two liquid-hydrogen
absorbers each placed within a focus-coil module capable
of providing a value β⊥ smaller than that which can be
achieved with the present lattice, the maximum cooling
effect with an input momentum and emittance of

200 MeV=c and 10 mm respectively, was ∼10%.
Figures 9 and 10 show the statistical uncertainties that
will result from the reconstruction of a sample of 100,000
muons [42] with the configuration proposed in this paper.
The instrumentation was specified to ensure that no single
source of systematic uncertainty would contribute more
than one third of the statistical uncertainty on the fractional
change in emittance [15]. All of the instrumentation has
been commissioned on the beam-line and performs to
specification. The emittance-change evolution presented in
Fig. 10 can therefore be measured with high significance.

VII. CONCLUSION

An experiment by which to demonstrate ionization
cooling has been described that is predicted by simulations
to exhibit cooling over a range of momentum. The
demonstration is performed using lithium-hydride absorb-
ers and with acceleration provided by two 201 MHz
cavities. The equipment necessary to mount the experiment
is either in hand (the superconducting magnets and instru-
mentation), or at an advanced stage of preparation. The
configuration of the demonstration of ionization cooling
has been shown to deliver the performance required for the
detailed study of the ionization-cooling technique.
The demonstration of ionization cooling is essential to

the future development of muon-based facilities that would
provide the intense, well characterized low-emittance muon
beams required to elucidate the physics of flavor at a
neutrino factory or to deliver multi-TeV lepton-antilepton
collisions at a muon collider. The successful completion of
the MICE programme would therefore herald the establish-
ment of a new technique for particle physics.
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FIG. 10. Fractional change in emittance versus initial emittance
(ε⊥in) for the cooling-demonstration lattice design measured at
the tracker reference planes. The fractional change in emittance of
the 140 MeV=c, 200 MeV=c, and 240 MeV=c lattices are shown
as the purple-dashed, solid black, and dot-dashed blue lines,
respectively. The error bars indicate the statistical precision that
would be achieved using a sample of 100,000 muons.
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Abstract In this study, several multivariate methods were

used for forecasting hourly PM10 concentrations at four

locations based on SO2 and meteorological data from the

previous period. According to the results, boosted decision

trees and multi-layer perceptrons yielded the best predic-

tions. The forecasting performances were similar for all

examined locations, despite the additional PM10 spatio-

temporal analysis showed that the sites were affected by

different emission sources, topographic and microclimatic

conditions. The best prediction of PM10 concentrations was

obtained for industrial sites, probably due to the simplicity

and regularity of dominant pollutant emissions on a daily

basis. Conversely, somewhat weaker forecast accuracy was

achieved at urban canyon avenue, which can be attributed

to the specific urban morphology and most diverse emis-

sion sources. In conclusion to this, the integration of

advanced multivariate methods in air quality forecasting

systems could enhance accuracy and provide the basis for

efficient decision-making in environmental regulatory

management.

Keywords Air quality � Environmental pollution �
Regulatory management � Supervised learning algorithms

Introduction

Over the last century, changes in emission sources,

methane concentrations and climate have affected atmo-

spheric composition and led to the significant increase in

the levels of particulate matter (PM) and gaseous pollu-

tants, particularly in developing countries (Fang et al.

2013). According to recent estimates, about 3.5 million

cardiopulmonary deaths annually and globally can be

attributed to exposure to anthropogenic PM2.5, and the

projections are that this number could double by 2050

(Lelieveld et al. 2015). In addition to stringent abatement

measures, the accurate and reliable prediction of air pol-

lutant episodes and establishment of an early public

warning system is of vital importance for the increase in

life expectancy and reduction of health care expenditures.

Despite the fact that significant progress has been made

through integration of different scientific approaches,

modeling of air pollution data remains a challenge, due to

complexity and non-linear nature of atmospheric phe-

nomena and processes (Pai et al. 2013). The variety of

techniques and tools described in the literature for air

quality forecasting covers simple empirical approaches,

statistical approaches including artificial neural networks

and fuzzy logic methods, and physically-based approaches

including deterministic methods and ensemble and proba-

bilistic methods (Zhang et al. 2012). The deterministic

approach mostly refers to meteorological and chemical

transport models, such as sophisticated Community Air

Quality Modelling System (CMAQ) for prediction of air

quality index at locations with no real-time measurements.
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The chemical transport models were first used in Germany

for air quality forecasting purposes, and soon many other

developed countries became aware of the benefits of such

implementation and launched the centralized air quality

forecasting systems based on different tools, from simple

empirical to online-coupled meteorology and chemistry

models. While deterministic models don’t require a large

quantity of observational data, they do demand sufficient

knowledge and understanding of pollutant emission sour-

ces, transport and atmospheric reactions and transforma-

tions under the planetary boundary layer (Feng et al. 2015).

Since crucial knowledge in this area is often limited and

some processes are too complex to be presented within a

model, deterministic models are computationally expensive

and time-consuming for routine predictions and often

employ approximations and simplifications that lead to

strong biases and inaccuracy, thus making the forecasts

useless for timely management of critical situations

(Cobourn 2010; Russo and Soares 2014).

Over the last decade, the parametric or non-parametric

statistical approaches have been proposed as a more eco-

nomical alternative for discovering the underlying site-

specific dependencies between pollutant concentrations and

potential predictors (Feng et al. 2015). The most commonly

examined were artificial neural networks, based on artifi-

cial neurons or nodes capable of learning relationships

between the routinely-measured pollutant data and selected

predictors through embedded functions and data from the

previous period (Fernando et al. 2012). Unlike determin-

istic models, artificial neural networks provide more

accurate air quality forecasts, whereas their major disad-

vantages are associated with ‘‘black box’’ nature and poor

generalization performance (Moustris et al. 2013). Fur-

thermore, both statistical and deterministic approaches

show satisfactory or good performance in forecasting

concentrations closer to average values, whereas the pre-

diction of extreme pollution events is more challenging.

As summarized by Zhang et al. (2012), the integration of

advanced statistical methods in future air quality fore-

casting systems could considerably reduce forecasting

biases and further enhance accuracy. In our previous study,

MVA methods were successfully applied for forecasting

the contributions of industry and vehicle exhaust to volatile

organic compound (VOC) levels in the urban area, with

smallest relative forecast error of only 6% (Stojić et al.

2015a). In this study, we compared the performance of

twelve advanced multivariate (MVA) methods for PM10

forecasting relying on meteorological data and SO2 con-

centrations. The analysis was based on a multi-year dataset

collected at four different locations, affected by traffic or

industry emissions. The herein employed MVA classifica-

tion and regression methods belong to the supervised

learning algorithms designed within Toolkit for Multi-

variate Analysis (TMVA; Hoecker et al. 2007) within the

ROOT framework (Brun and Rademakers 1997), for

extracting the maximum available information from the

extensive data in high-energy physics.

Materials and methods

The analyzed dataset comprising 5-year (2011–2015)

hourly concentrations of PM10, SO2 and meteorological

data (atmospheric pressure, temperature, humidity, wind

speed and direction), was obtained from the automatic

monitoring stations within the Institute of Public Health

network, at four different sites (Fig. 1, Supplementary

Material). In the urban area, mostly affected by vehicle-

exhaust emissions, measurements were conducted at the

Institute of Public Health and New Belgrade, the sites

characterized as being urban canyon avenue (UCA) and

urban boulevard (UB), respectively, due to their topo-

graphic configuration. In the area influenced by emissions

from fossil fuel burning for industry and heating opera-

tions, the data were collected in Obrenovac and Grabovac,

the sites corresponding to urban industry (UI) and rural

industry (RI), respectively. The measurements at industrial

sites were incomplete due to severe floods that affected the

area in 2014. The concentrations of PM10 and SO2 were

measured by means of referent beta-ray attenuation

(Thermo FH 62-IR) sampler and referent sampling device

Horiba APSA 360, respectively. The meteorological data

were obtained by using Lufft WS500-UMB Smart Weather

Sensor. The accuracy and precision of detection methods

are provided in Stojic et al. (2016).

The analyses of daily, weekly, seasonal and annual

dynamics, trend (Pretty 2015) and periodicity were per-

formed by means of Openair (Carslaw and Ropkins 2012)

and Lomb (Ruf 1999) packages within the Statistical

Software Environment R (Team 2012). The relationships

between pollutant concentrations and wind characteristics

were investigated by the use of bivariate polar plot and

bivariate cluster analyses within the Openair package. The

contribution of local emission sources, background and

transport to the observed PM10 pollution was analyzed

using the 72-h air mass back trajectories and trajectory

sector analysis (TSA) as described in Stojić et al. (2016).

The following MVA methods were used for PM10

forecasting: Boosted decision trees (BDT, BDTG,

BDTMitFisher), Artificial Neural Network Multilayer
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Perceptron (MLP), MLP with Bayesian Extension

(MLPBNN), Support Vector Machine (SVM), k-nearest

neighbor (KNN), Linear Discriminant (LD), Boosted

Fisher Discriminant (BoostedFisher), Multidimensional

Probability Density Estimator Range Search Method

(PDERS), Predictive Learning via Rule Ensembles (Rule-

Fit) and Function Discriminant Analysis (FDA). All

methods were used for both classification and regression.

The five-year dataset was divided into two equal subsets,

each consisting of PM10 concentrations and input data

(meteorological and SO2). One subset was used for method

trainings, either to differentiate between high and low

importance indicators for PM10 concentrations (classifica-

tion), or to determine an approximation of the underlying

functional behavior defining PM10 concentrations (regres-

sion). The other subset was utilized for method perfor-

mance testing.

Results and discussion

Previous studies aimed at investigating the origin and

spatio-temporal distribution of different pollutant species

converge on the conclusion that poor air quality presents an

important health risk factor in Belgrade area (Perišic et al.

2015; Stojić et al. 2015b). In the previous years, the mean

annual PM10 concentrations in Belgrade area were in the

range from 39.74 to 62.32 lg m3, whereas the exceedances

of the proposed air quality guideline value of 50 lg m3

were registered during 20.5–42.2% of total number of days

(Stanišić Stojić et al. 2016).

Specifics of measurement sites

In order to examine the MVA forecasting performances,

PM10 observational data from four measurement sites

affected by different emission sources were collected and

analyzed (Fig. 1, Supplementary Material). The two loca-

tions defined as urban were affected by traffic emissions

throughout the year. However, specific microclimatic

conditions associated with contrasting urban morphology

between UCA and UB plays an important role in spatial

distribution of particles. The presence of tall buildings

along both sides of the canyon avenue induces a complex

wind flow that does not enhance the pollutant dispersion

due to terrain configuration, but it facilitates suspension,

particularly fine PM fraction (Vardoulakis et al. 2003).

Furthermore, frequent congestions in the canyon avenue

compared to free flowing traffic in the wide boulevard

contributed to higher PM10 concentrations at UCA

throughout the year, with the exception of winter season,

when the air quality at UB was additionally affected by fuel

burning from the neighboring heating plant.

The herein presented industrial locations were affected

either by fuel burning emissions only (RI), or by emissions

from both industrial activities and vehicle exhaust (UI).

Within the range of 15–20 km in NW/N and SE/S direction

around the two industrial sites, the strong emission sources

including three thermal power plants, four open-pit mines

of high-sulfur lignite and several coal ash disposal sites are

located.

As can be seen, the highest mean PM10 concentration for

the entire period was registered at UI (Table 1, Supple-

mentary Material), which was partly driven by extreme

pollutant loadings in 2012 (Fig. 2, Supplementary Mate-

rial). It should be noted that the PM10 variations at two

industrial locations exhibited similar pattern, only with less

significant deviations at rural site, which points to the

prevalence of the same emission sources.

Daily mean PM10 exceedances ([50 lg m-3) were

commonly observed, whereas the episodes of extreme pol-

lutant levels were registered only at UI (Fig. 3, Supple-

mentary Material). The winter PM10 concentrations were

considerably higher at all examined locations, which can be

partly attributed to heating operations, but also to lower

planetary boundary layer (PBL) height in winter season.

Unsurprisingly, the lowest PM10 levels for the entire period

were observed at rural site, particularly during spring and

summer season, with the values of 29.15 and 32.09 lg m-3

being registered, respectively. Conversely, the highest con-

centrations in warm season were measured at UCA, the only

site predominately affected by traffic. The differences

between the summer and winter concentrations were rela-

tively small at UCA and RI, whereas the inter-seasonal

variations at two other sites exposed to the emissions from

two strong sources were almost two times higher.

In Fig. 4, Supplementary Material, daily, weekly and

seasonal PM10 variations are displayed. Accordingly, the

lowest concentrations were registered in May and June,

probably due to intense precipitations. The particle resus-

pension processes and atmospheric photochemical reactions

in dry summer months starting from July, led to the rising

pollutant levels, particularly at industrial sites in the vicinity

of ash disposals. The accumulation of particles during

working days was followed by a significant decrease at the

weekend at two locations dominated by vehicle exhaust

emissions, whereas the weekday/weekend difference was

not observed at UI and RI sites. As regards diurnal PM10

variations, the same pattern was detected at all locations:

daytime levels tended to be low with the exception of
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morning and afternoon rush hours, whereas the pronounced

increase in nighttime concentrations could be attributed to

stable atmospheric conditions and shallow PBL.

According to bivariate and cluster analysis, the average

contributions of the surrounding emission sources were

dominant at all locations (Fig. 1), particularly at UCA

(59.5 lg m-3), due to limited pollutant dispersion, and UI

(73.1 lg m-3), which has been directly exposed to emis-

sions from the thermal plant which produces more than

50% of electricity for the Serbian market. The UCA is

located in the central city area and thus, the polluted air

masses were observed to come from all directions, whereas

at UB, the impact of heating plant emissions from S and

intersections with intensive traffic coming from E can be

noted. In the case of industrial locations, local sources

appeared to be particularly significant during the heating

season, whereas in spring and summer, both UI and RI

were affected by emissions from ash disposals and lignite

mining sites in NW/N and SE/S. The dynamics of cluster

contributions on a daily, weekly and seasonal basis are

shown in Fig. 5, Supplementary Material. As can be seen,

local emissions, corresponding to cluster 4 at industrial

sites, exhibited extremely regular daily variations, which

suggests the prominent role of anthropogenic sources. The

rush hour peaks were noticeable only in the variations of

locally-emitted PM10 concentrations at UCA (cluster 4),

since the site has been dominated by traffic emissions.

The analysis was also performed to determine the

impact of local emissions, transported pollution and

background on the air quality at examined locations.

According to TSA results, the estimated share of back-

ground was highest at rural site (48%), whereas the con-

tribution of local production was the most significant factor

(43%) for PM10 concentrations at UI, as previously shown

by bivariate and cluster analysis.

Upon the presented analysis, we have reached the con-

clusion that the selected locations are substantially differ-

ent in terms of air quality and factors closely associated

with it, including micro-climatic conditions, topographic

features and proximity of strong sources. This was con-

sidered a prerequisite for examining the dependency

between the efficiency of MVA methods for air quality

forecasting and site characteristics.

Classification MVA methods

As previously mentioned, the 5-year dataset, including

PM10 and SO2 concentrations, and meteorological data,

was divided into two subsets equal in size, used for training

and testing of MVA methods, respectively. In order to

account for seasonal, i.e. weekday/weekend variations, two

new variables were introduced for classification purposes:

Yearreal is a quotient of the ordinal number of a day and

total number of days per year, while Weekreal represents

Fig. 1 The relationship between PM10 concentrations and wind characteristics: bivariate cluster plot [frequency (%) and average contributions

(lg m-3)] for the entire period (left) and seasonal variations (lg m-3) (right)
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the quotient of the ordinal number of a day and number 7.

Correlation and mutual information of input variables and

the observed PM10 mass concentrations for all sampling

sites are presented in Table 1.

For the purposes of classification, the PM10 levels above

50 lg m-3 are considered to require the increased level of

caution, whereas those exceeding 100 lg m-3 are consid-

ered extremely high—alarm triggering values, both of

which are chosen as arbitrary limits. The estimation of

classification method performances by using the Receiver

Operating Characteristic (ROC) curve is presented in

Fig. 2. The highest separation between background and

predicted PM10 concentrations was observed when PM10

classifier value of 100 lg m-3 was taken into account

(Fig. 3), whereas somewhat poorer results were obtained

for 50 lg m-3, which suggests that including additional

meteorological or pollutant variables as input data might

further enhance classification performance.

The comparison of the results by evaluating signal and

background efficiencies revealed that certain MVA meth-

ods are capable of classifying the PM10 levels which are

considered to require a high degree of caution (Table 2,

left). The results showed that BDTG and MLP exhibit the

best results for all examined locations. Signal and back-

ground separation was most efficiently performed for RI

and UB, and to a somewhat lower extent for UCA.

Regression MVA methods

Regression MVA methods were applied to interpret the

relationships between pollutant concentrations and the

examined input data. Similar to classification methods,

BDTG and MLP exhibited the most satisfying performances

with absolute and relative errors presented in Table 2, right.

The MVA method performance was best for PM10 loadings

at industrial sites, around 25%, while the forecast quality

could be clearly seen at RI location, Fig. 4. It can be

assumed that more accurate air quality forecasts can be

Table 1 Correlation (C) and mutual information (MI) of input vari-

ables (P, pressure; T, temperature; Rh, relative humidity; ws, wind

speed; Yearreal, day of year; Weekreal, day of week) and measured

PM10 concentrations at all sampling sites

Variable UCA UB UI RI

C MI C MI C MI C MI

P 0.18 1.31 0.26 0.97 0.20 1.49 0.29 1.26

T 0.21 1.40 0.30 1.21 0.28 1.69 0.22 1.39

Rh 0.24 1.47 0.24 1.29 0.22 1.86 0.19 1.60

ws 0.29 1.39 0.25 0.82 0.26 1.57 0.32 1.18

SO2 0.25 1.63 0.09 1.39 0.20 1.87 0.32 1.59

Yearreal 0.04 1.49 0.05 1.31 0.09 1.86 0.12 1.53

Weekreal 0.02 0.12 0.03 0.11 0.02 0.18 0.02 0.14

Fig. 2 ROC curves for MVA classification methods with PM10 classifier value of 100 lg m-3 (left) and 50 lg m-3 (right) for all sampling sites

Fig. 3 MVA classification method response for PM10 classifier value of 100 lg m-3 (left) and 50 lg m-3 (right) for UCA site
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achieved at the locations such as RI, which are affected by

less significant number of emission sources. Furthermore,

the simplicity and regularity of dominant pollutant emissions

on a daily, weekly and seasonal basis, as registered at UI

location, as well as minor deviations from the commonly

observed pollutant loadings, which is particularly evident for

air quality forecasting at rural site, are probably the addi-

tional factors associated with forecast accuracy.

Conversely, the weakest MVA method performance

was derived for PM10 concentrations at UCA, probably

because the urban morphology of the canyon avenue

represents the additional factor modifying the pollutant

levels in a less predictable manner. Furthermore, the

emission sources in the central city zone are diverse and

primarily refer to traffic congestions and intense atmo-

spheric reactions that take place in stagnant conditions

of the canyon street. Moreover, they also relate to local

fireboxes in residential area where lignite is burned

Table 2 The comparison of

best performing methods for

ROC, separation and

significance values for all

measurement sites (left) and

absolute (lg m-3) and relative

(%) errors of the best

performing regression methods

(right)

Sampling site Method Classification Regression

ROC Separation Significance Absolute error Relative error

UCA BDTG 0.806 0.282 0.883 17.2 29.6

MLP 0.772 0.226 0.755 21.8 37.5

UB BDTG 0.868 0.408 1.12 13.9 26.8

MLP 0.841 0.352 1.015 17.4 33.5

UI BDTG 0.855 0.379 1.059 15.6 24.6

MLP 0.826 0.323 0.956 24.0 37.9

RI BDTG 0.867 0.412 1.172 10.6 25.2

MLP 0.837 0.345 0.962 15.1 36.0

Fig. 4 The comparison of time series of the observed and best

performing MVA-predicted PM10 concentrations (lg m-3) at RI site

Fig. 5 The comparison of the observed and best performing MVA-predicted PM10 mass concentrations (lg m-3)
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during autumn and winter season and local manufactures

that are associated with pollutant emissions highly

variable in time and intensity.

As can be seen in Fig. 5, the PM10 time series evaluated

by means of MVA regression methods correlated very well

with the observed concentrations at all sampling sites.

Mutual information obtained for BDTG-predicted and the

observed PM10 mass concentrations were 0.71, 0.7. 0.65

and 0.64 for RI, UB, UCA and UI, respectively. This

suggests that significant input variables were used for the

forecasting process. In addition, it could be noted that their

distributions are relatively well.

Although the other MVA methods employed in the

present study generated similar results when being used for

classification, they generated the significant PM10 forecast

errors when being used for regression, at least based on the

observed input variables. The herein presented errors are

mostly in compliance with the findings of our previous

study, aimed at forecasting the contributions from traffic

and industry to the observed VOC concentrations in the

urban area, which suggests that both PM and VOC, as

important air quality indicators, can be predicted using the

MVA methods.

Conclusion

In this study, the performances of MVA methods for

forecasting PM10 concentrations and prediction of related

health-damaging events were evaluated on the basis of

datasets from traffic- and industry-affected locations with

substantial differences in air quality, which has also been

verified through additional analyses. The results of both

classification and regression methods were rather promis-

ing, particularly considering the fact that the presented

forecast accuracy referred to hourly concentrations. The

quality of the prediction might be partly dependent on

microclimatic conditions, topographic characteristics,

presence of strong emission sources and other site char-

acteristics, as well as on the input data. All that implies that

the selection of additional or different variables could

enhance the method forecasting performances. The

importance of accurate air quality forecasts as part of the

management system is reflected in the potential applica-

tions, including health alerts for susceptible categories,

operational planning, as well as amendment of pollutant

time-series and reduction of regular monitoring

expenditures.
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ra don ac tive de vice, nearby me te o ro log i cal sta tion and fi nally from Global Data As sim i la tion
Sys tem. Sin gle variate anal y sis has iden ti fied vari ables with great est value of Pearson's cor re -
la tion co ef fi cient with ra don ac tiv ity con cen tra tion and also, vari ables with great est sep a ra -
tion of events with in creased ra don ac tiv ity con cen tra tion (200 Bqm–3) and of events with ra -
don level be low this value. This ini tial anal y sis is show ing the ex pected be hav ior of ra don
con cen tra tion with me te o ro log i cal vari ables, with em pha sis on data pe ri ods with or with out
air con di tion ing and with em pha sis on in door wa ter va por pres sure, which was, in our pre vi -
ous re search, iden ti fied as im por tant vari able in anal y sis of ra don vari abil ity. This sin gle
variate anal y sis, in clud ing all data, proved that Global Data As sim i la tion Sys tem data could
be used as a good enough ap prox i mate re place ment for me te o ro log i cal data from nearby me -
te o ro log i cal sta tion for multivariate anal y sis. Vari able im por tance of Boosted De ci sion Trees
with Gra di ent boost ing multivariate anal y sis method are shown for all three pe ri ods and most 
im por tant vari ables were dis cussed. Multivariate anal y sis re gres sion anal y sis gave good re -
sults, and can be use ful to better tune the multivariate anal y sis meth ods.

Key words: con tin u ous ra don mon i tor ing, multivariate anal y sis, Global Data As sim i la tion Sys tem,
me te o ro log i cal sta tion

IN TRO DUC TION

Pri mar ily, ra don prob lem pres ents a health haz -
ard [1]. The re search of the dy nam ics of ra don in var i -
ous en vi ron ments, liv ing or work ing places, is of great
im por tance in terms of pro tec tion against ion iz ing ra -
di a tion and in de sign ing of mea sures for its re duc tion.
In the low-back ground lab o ra tory for Nu clear Phys ics
ex ten sive re search on var i ous ra don fields has been
done in the past, es pe cially ra don mon i tor ing in the
spe cial de signed low-back ground un der ground and
ground level lab o ra tory, with the aim of in ves ti gat ing
the rare nu clear pro cesses [2]. Be sides ra don mon i tor -
ing in the lab o ra tory, we work on sev eral re search top -
ics re gard ing ra don: us ing multivariate clas si fi ca tion
and re gres sion meth ods, as de vel oped for data anal y sis 

in high-en ergy phys ics [3], to study con nec tion of cli -
mate vari ables and vari a tions of ra don con cen tra tions,
mod el ling of the in door ra don be hav iour and na tional
in door ra don map ping [4], tak ing in ter est in sim i lar in -
door ra don map ping anal y sis in Montenegro [5], or by
re search of ra don vari abil ity in a sin gle dwell ing [6],
us ing ad vanced anal y sis tools, or per form ing con tin u -
ous mea sure ments in multi-store build ing [7] or lab o -
ra tory space [8]. In door ra don vari abil ity de pends on
many vari ables. Soil con tent, and build ing char ac ter is -
tics are very im por tant. In case of re search ing of in -
door ra don vari abil ity, me te o ro log i cal ef fects be come
the most im por tant ones. With re cent ex pe ri ences with
low er ing the lim its of in door ra don level, both in
dwell ings and work ing places, and the de mand for de -
crease of pub lic ra don ex po sure, the need for more de -
tailed knowl edge on ra don vari abil ity is in creas ing.
Be sides a pos si bil ity for im prove ment of mit i ga tion
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tech niques, we could look into cre at ing on line warn -
ing pages, like we al ready have, for ex am ple, for UV
ra di a tion. These on line warn ing pages, with in for ma -
tion on ra don con cen tra tion vari a tions, could be in ter -
est ing to peo ple liv ing in dwell ings or work ing spaces
with pre vi ously known ra don prob lem, or dwell ings
with ra don ac tiv ity con cen tra tion close to 200 Bqm–3

limit. These on line warn ings, could in di cate a call for
some tem po rary mea sures like start ing of in creased
ven ti la tion or re duc ing ex po sure. Lo cal ra don warn ing 
pages could be based on lo cal me te o ro log i cal sta tion,
but for larger re gions, me te o ro log i cal mod eled data
like Global Data As sim i la tion Sys tem (GDAS) could
be used. In this pa per we were look ing into the pos si -
bil ity of us ing GDAS data in pre dic tion of in door ra -
don vari abil ity, by jointly look ing into GDAS and
nearby me te o ro log i cal sta tion, and com pare the re -
sults.

DATA PREP A RA TION AND SE LEC TION

The ra don con tin u ous mon i tor ing in ground
level lab o ra tory was per formed with ac tive de vice
RadonEye Plus2 with time sam pling of one hour. The
de vice re corded vari ables: Rn-ac tiv ity, in door tem per -
a ture and in door hu mid ity. The ra don the mea sure -
ment was done from No vem ber 2020 to No vem ber
2022. Af ter look ing into in door tem per a ture data, we
de cided to do three anal y sis, one with us ing all the data 
sam ples (whole pe riod of mea sure ment's), sec ond us -
ing only data when air con di tion ing (AC) was op er at -
ing, and third sam ple used for anal y sis was for pe ri ods
when air con di tion ing was OFF (noAC).

Me te o ro log i cal sta tion lo cated in In sti tute of
Phys ics Bel grade yard, and main tained by En vi ron -
men tal Phys ics Lab o ra tory [8], has be ing re cord ing
vari ables at 5 min ute in ter val, and hourly val ues are
used for this anal y sis. Vari ables are named by add ing
pre fix out side; out side-cloudbase, out side-dew point,
out side-hu mid ity, out side-temp, out side-pres sure and
out side-rain.

The US Na tional Cen ters for En vi ron men tal Pre -
dic tion (NCEP) runs a se ries of com puter anal y ses and
fore casts op er a tion ally. One of the op er a tional sys tems is
the GDAS. At Na tional Oce anic and At mo spheric Ad -
min is tra tion's (NOAA) Air Re sources Lab o ra tory
(ARL), NCEP model out put is used for air qual ity trans -
port and dis per sion mod el ing. The ARL ar chives GDAS
out put which con tains ba sic fields, such as the tem per a -
ture, pres sure and hu mid ity. Those GDAS data are very
in ter est ing since they are widely used by weather fore -
cast groups world wide, and our idea is that if we could
use this freely ac cessed and fre quently up dated da ta base,
we could im prove fore cast ing of some kind of rel a tive
in door ra don con cen tra tions, and in di cate by re sult of au -
to matic on line MVA re gres sion anal y sis when to ex pect
in creased in door ra don con cen tra tions based on me te o -

ro log i cal vari ables. Be cause MVA meth ods are rather
ro bust, and we wanted to see which, if any of GDAS
vari ables are suited for our pur pose, we in cluded most of
vari ables in our anal y sis. The GDAS1 data is avail able
for in te ger val ues of lat i tude and lon gi tude, so, for all
vari ables', each data point was firstly 2-D lin early in ter -
po lated us ing vari ables' val ues on four in te ger lat i tudes
and lon gi tudes, sur round ing lat i tude and lon gi tude of our 
lab o ra tory. The GDAS1 data is avail able for ev ery three
hours, so lin ear in ter po la tion of each vari able's data point
was made in or der that we can use hourly data. The
GDAS1 vari ables used in our anal y sis can be iden ti fied
as ones with pre fix GDAS1; GDAS1-CAPE (con vec tive 
avail able po ten tial en ergy), GDAS1-CINH (con vec tive
in hi bi tion), GDAS1-CPP6 (ac cu mu lated con vec tive
pre cip i ta tion), GDAS1-CRAI (cat e gor i cal rain),
GDAS1-DSWF (down ward short wave ra di a tion flux),
GDAS1-HCLD (high cloud cover), GDAS1-LCLD
(low cloud cover), GDAS1-LHTF (la tent heat net flux at
sur face), GDAS1-LIB4 (best 4-layer lifted in dex),
GDAS1-LISD (stan dard lifted in dex), GDAS1-MCLD
(mid dle cloud cover), GDAS1-PBLH (plan e tary bound -
ary layer height), GDAS1-PRSS (pres sure at sur face),
GDAS1-RH2M (rel a tive hu mid ity at 2m AGL),
GDAS1-SHGT (geopotential height), GDAS1-SHTF
(sen si ble heat net flux at sur face), GDAS1-SOLM (vol u -
met ric soil mois ture con tent), GDAS1-T02M (tem per a -
ture at 2m AGL), GDAS1-TCLD (to tal cloud cover),
GDAS1-TMPS (tem per a ture at sur face), GDAS1-TPP6
(ac cu mu lated pre cip i ta tion), GDAS1-mofi-e (mo men -
tum flux in ten sity), GDAS1-mofd-e (mo men tum flux di -
rec tion). In this anal y sis us ing GDAS data, we also could
in di cate if vari ables mea sured by lo cal me te o ro log i cal
sta tion do not dif fer too much from GDAS mod eled and
in ter po lated ones, that GDAS vari ables could be used in
this kind of MVA anal y sis.

We in cluded pre vi ously found in ter est ing vari -
able in ra don re search [5] and that is wa ter va por pres -
sure in out door and in door air, as well as the dif fer ence
of the two. In or der to cal cu late the wa ter va por pres -
sure in air, we need to cal cu late the value of the sat u ra -
tion wa ter va por pres sure
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and since the for mula used to cal cu late the rel a tive hu -
mid ity is
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we get the for mula to cal cu late the va por pres sure in air
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Us ing this for mula, we cal cu late four vari ables: in -
door-va por-press (va por pres sure from in door-tem per a -
ture and in door-hu mid ity data), out side-va por-press (va -
por pres sure from out door out side-hu mid ity, out side-
temp data), diff-va por-press (va por pres sure dif fer ence
of out door and in door) and gdas1-va por-press (va por
pres sure from GDAS1-T02M, GDAS1-RH2M data).
On the bot tom of fig. 1 the va por pres sure dif fer ence is
shown, and it can be clearly seen that if the outer va por
pres sure is much higher than the in door va por pres sure,
the in door ra don ac tiv ity is lower fig. 1(a).

Out of two years of data tak ing, af ter merg ing all
the data to gether to form a sin gle hourly event with all
the vari ables mea sured at that time, the num ber of use -
ful hourly events was 12654. Ta ble 1 shows the num -
ber of hourly events used for each of the three pe ri ods

of anal y sis, which were split, firstly into sig nal and
back ground events, where sig nal events are those for
which Rn ac tiv ity is more than 200 Bqm–3, and back -
ground is less than that value, and then each set was
split once more, into train ing and test ing sam ple to be
used in MVA anal y sis. Ta ble 1 also shows the num ber
of events used, and split, in pe ri ods with air con di tion
op er a tion on (AC), line pat tern area on fig. 2(a), and
air con di tion ing off (noAC) gray on fig. 2(a).

Be fore per form ing the multivariate (MVA) anal y sis,
we have looked into sin gle vari able anal y sis, and the best
way to see if vari ables could be use ful for anal y sis is if they
have, firstly, the great est cor re la tion with ra don ac tiv ity
(con cen tra tion), and, sec ondly, which vari able pro files for
high Rn ac tiv ity (sig nal) and low (back ground) data sam -
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Fig ure 1. The Rn ac tiv ity in door (a)
and va por pres sure dif fer ence of out -
door and in door (b). Note that with
much greater out door wa ter va por
pres sure than in door, co mes in flux of
ra don-free wa ter va por, and that re -
sults in sig nif i cant de crease of in door
Rn ac tiv ity

Fig ure 2. In door tem per a ture (a) and
out door tem per a ture (b)
is shown. In door tem per a ture which
was used for anal y sis when air con di -
tion ing (AC) was on, is in di cated in
two line pat tern ar eas, while gray
shaded in ter val in di cates pe riod
when air con di tion ing was off (noAC)

Ta ble 1. Sum mary ta ble of num ber of hourly events used
for spe cific part of anal y sis

noAC AC All pe riod

Sig nal train ing 1343 912 3428

Sig nal test ing 1343 912 3428

Sig nal train ing and test ing 2686 1824 6856

Back ground train ing 942 1531 2899

Back ground test ing 942 1531 2899

Back ground train ing and
test ing 1884 3062 5798



ples, have small est over lap, mean ing that they have great est
sep a ra tion of high and low Rn ac tiv ity sam ples. So, firstly,
we are look ing into modulus of Pearson's cor re la tion co ef fi -
cients for each of the vari ables used in this anal y sis with ra -
don ac tiv ity, fig. 3. Since the great est vari a tion of ra don ac -
tiv ity should give the best in sight into cor re la tion with
vari ables, we are firstly look ing into data with air con di tion
off (noAC). To the vari ables with great est modulus of
Pearson's cor re la tion co ef fi cients with Rn ac tiv ity (noAC)
are tem per a ture vari ables from all three sources of data
GDAS, radonometar and me te o ro log i cal sta tion
(GDAS1-T02M, in door-tem per a ture, out side-tem per a ture, 
GDAS1-TMPS), than hu mid ity (in door-hu mid ity, out -
side-hu mid ity), out side-cloudbase, fol lowed with GDAS
vari ables: GDAS1-LHTF (la tent heat net flux on sur face)
and GDAS1-DSWF (down ward short wave ra di a tion flux) 
and  GDAS1-RH2M (rel a tive hu mid ity at height of 2 m),
fol lowed by in door-va por-pres sure.  When air con di tion ing
is turned on, there is a change in cor re la tion, where tem per a -

ture vari ables cor re la tions are de creas ing, and there is an
in crease in cor re la tion of hu mid ity vari ables like in door-hu -
mid ity and in door-va por-pres sure. We ob serve this change
since tem per a ture is now hold ing at ap prox i mately the same 
level by air con di tion ing, and any vari a tion of ra don ac tiv ity
we see does not come from ap prox i mately con stant tem per -
a ture. We no ticed the sim i lar ity in modulus of Pearson's
cor re la tion co ef fi cients of out side-T02M and out side-tem -
per a ture with Rn ac tiv ity of 55.4 %  and  51.2  %,  re spec -
tively, for noAC data, and 15.3 % and 14.6 %, re spec tively,
for AC data. Also, out side-hu mid ity and gdas1-RH2M
with 44.4 % and 41.9 %, re spec tively, for noAC and 22.7 %
and 19.6 % for AC data. When look ing into pres sure data,
out side-pres sure and GDAS1-PRSS have modulus of
Pearson's cor re la tion co ef fi cients of 22.4 % and 20.8 %, re -
spec tively, for noAC data and 9.6 % and 9.0 % for AC data.

When look ing into sep a ra tion of vari ables for
sig nal and back ground sam ples, fig. 4 shows se lected
vari ables, where sep a ra tion can be seen with na ked
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Fig ure 3. The modulus of
Pearson's cor re la tion co ef fi cients of 
ra don ac tiv ity with each of
vari ables used in the anal y sis
is shown. Note the de creas ing
of cor re la tion with tem per a ture
vari ables, and in creas ing with
hu mid ity vari ables, when air
con di tion ing (AC) was turned on

Fig ure 4. For some vari ables there is a sig nif i cant sep a ra tion of dis tri bu tions of vari ables' val ues for events with low
and events with high ra don ac tiv ity. Vari ables shown are: tem per a ture at height of 2 m above the ground
(GDAS1-TO2M), out side rel a tive air hu mid ity, mea sure of low est vis i ble part of the cloud (cloudbase), la tent heat net flux
at the sur face (LHTF), stan dard lifted in dex (LISD) and the dif fer ence of wa ter va por pres sure from in door and out door



eye, and also, sep a ra tions of high and low Rn ac tiv ity
for dif fer ent vari ables can be roughly com pared. But,
we want to have more pre cise in sight into sep a ra tion,
and for all three sam ples AC, noAC and sam ples of
whole mea sure ment pe riod. This is shown in fig. 5
where we can see that for noAC, tem per a ture vari ables 
have most sig nif i cant sep a ra tion val ues, as was the
case with modulus of Pearson's cor re la tion co ef fi -
cients with Rn ac tiv ity on fig. 3. With air con di tion ing
turned on, the vari ables of hu mid ity and va por pres -
sure gain in sep a ra tion value, while in door tem per a -
ture is de creas ing its sep a ra tion value. No tice that the
change is not so pro nounced as was the case with cor -
re la tion vari ables. Again, we no ticed the sim i lar ity
sep a ra tion val ues of out side-T02M and out side-tem -
per a ture 29.1 % and 24.1 %, re spec tively, for noAC
data, and 26.0 % and 20.8 %, re spec tively, for AC data. 
Also,  out side-hu mid ity  and GDAS1-RH2M with
19.8 % and 19.5 %, re spec tively, for noAC and 8.8 %
and 9.6 % for AC data.  When look ing into pres sure
data, out side-pres sure and GDAS1-PRSS have sep a -
ra tion val ues of 12.7 % and 9.7 %, re spec tively, for
noAC data and 5.5 % and 4.6 % for AC data.

MULTIVARIATE
CLAS SI FI CA TION ANAL Y SIS

Toolkit for multivariate anal y sis (TMVA) [11]
im ple mented in ROOT [12] frame work for data anal y -
sis, has many of multivariate meth ods and tools im ple -
mented, which are fre quently used for data anal y sis, as 
in High en ergy phys ics, also by data sci en tists in gen -
eral. We will not get into de tails of wide spread of
multivariate meth ods avail able, which can be found in
TMVA man ual [11]. The us age of those multivariate
meth ods in TMVA is rather stan dard ized. What is ad -
van ta geous in us ing TMVA is that we could com pare
many of multivariate meth ods us ing the same train ing
and test ing sam ple. Also, the TMVA was used in many
anal y ses, and is con stantly un der de vel op ment, with
many new meth ods im ple mented. The TMVA of fers
com par i son of meth ods de vel oped for other frame -
works, like meth ods de vel oped in py, or R, or mod ern

meth ods like Deep and Convolutional Neu ral Net -
works, which is best to be run in multi-thread mode or
on CPU or on GPU (graph i cal cards).

In MVA anal y sis, the data sam ple con sists of
events. Event is com posed of data mea sured/re corded
at the same time for each in put vari able. We can run
MVA as Clas si fi ca tion, Clas si fi ca tion with cat e gory,
and Re gres sion. The MVA Clas si fi ca tion is done when 
sam ple is di vided into two sam ples (classes); sig nal
and back ground. The MVA meth ods are trained to
make the same clas si fi ca tion us ing events they have
not seen be fore, and their per for mance in clas si fi ca -
tion is mea sured. Sec ond MVA anal y sis is done as re -
gres sion anal y sis. It is sim i lar to clas si fi ca tion, in the
sense that the num ber of classes into which ini tial sam -
ple is di vided is much big ger, and the value of clas si -
fier is not only 1 (sig nal) and 0 (back ground) but has
much more val ues in be tween. Clas si fi ca tion with cat -
e gory was not used, as the max i mum per for mance of
Clas si fi ca tion is ob tained when no other cat e gor i cal
val ues be sides 1 (sig nal) and 0 (back ground) are used.
Fu ture per for mance tests could in clude cat e go ries
like; very high, high, me dium, low and very low ra don
con cen tra tions.

When a sam ple is pre pared, MVA clas si fi ca tion
needs some time to com plete the train ing pro cess for
each of MVA meth ods se lected for com par i son. Be -
sides train ing, the sam ple of same num ber of events is
used for eval u a tion, or test ing, where MVA method is
tested on sam ples not seen be fore (not used for train -
ing). The per for mance of some MVA method is ex -
pressed only us ing test ing/eval u a tion sam ple.

The fig. 6 shows the re sponse of best per form ing
MVA meth ods, in anal y sis of noAC data, to events
with low and high Rn ac tiv ity, or sig nal and back -
ground. We can see, in fig. 7, that by look ing into Re -
ceiver Op er at ing Char ac ter is tic (ROC) curve com par -
i son of all se lected multivariate meth ods, that sev eral
meth ods have very good per for mances and also, very
close per for mances. It is very good to have sev eral
meth od olog i cally very dif fer ent multivariate meth ods
per form ing in sim i lar way, since this gives us con fi -
dence that clas si fi ca tion is ap pli ca ble. To il lus trate this 
point, we can say that, very gen er ally speak ing, ANN
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Fig ure 5. Sep a ra tion of events with
low and high Rn ac tiv ity by each
vari able



are based on con vo lu tion of se lected func tion to the re -
sult ing multivariate func tional de pend ence, while
Boosted De ci sion Trees are based on mul ti di men -
sional space (cube) cuts, for ap prox i ma tion of
multivariate func tional de pend ence, and it is very
good that both have very good per for mances in MVA
clas si fi ca tion.

The com par i son of ROC curve integrals for best
per form ing meth ods, for MVA clas si fi ca tion anal y sis
for all three in ter vals; noAC, AC and all-pe riod anal y sis 

is shown at fig. 8. For five best per form ing meth ods,
DNN-CPU (Deep Neu ral Net work), MLPBNN
(Multi-Layer Perceptron Bayesian reg u la tor Neu ral
Net work), BDTG (Boosted De ci sion Trees with Gra di -
ent boost ing), BDT (Boosted De ci sion Trees), and
MLP (Multi-Layer Perceptron – an ANN), re sults are
very sim i lar, and also for all the three in ter vals, which is
very im por tant in sense that while vari ables' cor re la tion
with Rn ac tiv ity vary greatly, this is eas ily over come in
MVA meth ods, add ing very im por tant prop erty of ro -
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Fig ure 6. Re sponse of MVA meth ods to events with low and high Rn ac tiv ity

Fig ure 7. The ROC curve for
MVA meth ods for the time in ter -
val where air con di tion ing was
off (noAC)



bust ness in vari able se lec tion. We should note that all
the men tioned meth ods are ANN or DBT based
multivariate meth ods.

The re sult ing trained multivariate meth ods are
now ready to be in cluded into some web ap pli ca tions, or
used in vari ables' anal y sis. In web ap pli ca tions, Ra don
alarm could be con structed, when based on in put vari -
ables, there is a great prob a bil ity of in creased in door ra -
don ac tiv ity. For ex am ple, some places where it is known
from pre vi ous mea sure ments, like from par tic i pa tion in
large in door ra don sur vey, that dwell ing or work ing
space has a prob lem with in creased in door ra don con cen -
tra tion, some mea sures like in creased ven ti la tion or lon -
ger brakes from work, could be made. In vari ables' anal y -
sis, the sim pli fi ca tion of MVA ap prox i ma tion of
un der ly ing multivariable func tion de pend ence could be
made, not only with clas si fi ca tion, but more ef fec tively
with re gres sion meth ods.

 The MVA meth ods which are trained and tested
us ing full set of vari ables and all avail able data are
ready to be used in some ap pli ca tion. But, we can con -
tinue our work and try to mod ify some thing in our anal -
y sis chain to see if we can get better per for mance or
method which uses lower num ber of in put vari ables,
with out big loss in per for mance. We can make dif fer ent
se lec tion of train ing data sets, like trun ca tion of out lier

data, we can change the num ber of in put vari ables, or
change pa ram e ters spe cific for each MVA method. For
this pur pose, it could be very use ful to look into vari able 
im por tance for spe cific MVA method, in or der to look
into the in flu ence of vari ables on MVA de ci sion. To
show why this is use ful we pay at ten tion on Pearson's
cor re la tion co ef fi cients of in put vari ables and ra don
con cen tra tions and no tice that there could be sev eral
vari ables with high cor re la tion co ef fi cient with ra don
con cen tra tion, but highly inter-cor re lated with each
other, which re sults in no gain in MVA method per for -
mance if we add sev eral vari ables which are inter-cor re -
lated. So, we can ex clude vari ables if their ex clu sion
does not lower the MVA method per for mance. We
choose to look into im por tance of vari ables on BDTG
clas si fi ca tion, for all time in ter vals. Again, we start with 
noAC in ter vals, where in door ra don ac tiv ity was high -
est, and in door tem per a ture was not reg u lated. We start
with two GDAS vari ables, GDAS1-SHTF (sen si ble
heat net flux at sur face) and GDAS1-SOLM (vol u met -
ric soil mois ture con tent), fol lowed by in door-hu mid ity
and diff-va por-pres sure, and GDAS1-T02M at po si tion 
6, with some other vari ables sim i larly im por tant as gdas
mo men tum flux di rec tion and gdas cloud cover  vari -
ables.
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Fig ure 8. Value of the ROC in te gral
for MVA meth ods for the se lected
time in ter vals, AC and noAC, and for 
whole time in ter val

Fig ure 9. Vari able im por tance
for MVA method BDTG for time
in ter vals, AC and noAC, and for
the whole time in ter val



When com par ing data from me te o ro log i cal sta -
tion and gdas data, we can not com pare them in, for ex -
am ple, multivariate im por tance, since if one vari able
is cho sen to be used in MVA train ing, sim i lar vari able
in, for ex am ple Pearson's cor re la tion co ef fi cients or
sep a ra tion of vari able for in creased and for low Rn ac -
tiv ity value, do not have power to make dis crim i na -
tion. Com par i son can only be used when each vari able
is ob served sep a rately in a sin gle vari able anal y sis.
Also, sim i lar sit u a tion can hap pen with prep a ra tion of
vari ables, where re sult ing vari ables are, de-cor re lated, 
and first vari able is sig nif i cant for fur ther anal y sis but
other, very sim i lar vari able be fore de-cor re la tion, re -
mains with neg li gi ble sig nif i cance for fur ther
analysis.

THE MVA RE GRES SION

Re gres sion anal y sis of ten fails if there is not a
strong de pend ence of tar get vari able, in our case Rn ac -
tiv ity, on in put vari ables. Rea son ing is the fol low ing:
Clas si fi ca tion anal y sis has only two out puts, ei ther it is
sig nal (1) or back ground (0), but in case of re gres sion,
there are many more val ues be tween 0 and 1, and much

more de pend ence, or events is needed to get pos i tive
re sults here. We ran MVA re gres sion for three time in -
ter vals, noAC, AC and all-pe riod. The BDTG and
DNN-CPU show good pre dic tion re sults af ter MVA re -
gres sion train ing pro ce dure, as a re sult of RMS of de vi -
a tions of true and eval u ated value of Rn ac tiv ity are sat -
is fy ingly small, as is shown in fig. 10. The fig. 11 shows
this in more de tail for BDTG in noAC re gres sion anal y -
sis, where the dis tri bu tion of de vi a tions is shown for
each event in the test ing sam ple.

CON CLU SIONS

Sin gle variate anal y sis of cor re la tions of each of
me te o ro log i cal vari able with in door ra don ac tiv ity and 
Multivariate clas si fi ca tion and re gres sion anal y sis of
all me te o ro log i cal vari ables and ra don ac tiv ity was
per formed and dis cussed. Me te o ro log i cal vari ables
used in this anal y sis were from radonometar de vice,
then from a nearby me te o ro log i cal sta tion and fi nally
from GDAS data. Sin gle variate anal y sis has iden ti -
fied vari ables with great est value of modulus of
Pearson's cor re la tion co ef fi cient with Rn ac tiv ity, and
also vari ables with great est sep a ra tion of events with
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Fig ure 10.  The RMS of de vi a tions of re gres -
sions from true value for se lected time in ter -
vals, AC and noAC, and for the whole time
in ter val, for sev eral MVA re gres sion meth -
ods

Fig ure 11. De vi a tion of re gres sion from true
value for noAC pe riod and BDTG MVA
method



in creased Rn ac tiv ity (200 Bqm–3) and of events with
Rn ac tiv ity be low this value. This ini tial anal y sis and
look ing into vari ables were show ing the ex pected be -
hav ior of Rn con cen tra tion with me te o ro log i cal vari -
ables, with em pha sis on data pe ri ods with or with out
air con di tion ing, and also with em pha sis on pre vi ously 
found vari able of in door wa ter va por pres sure. This
sin gle variate anal y sis and ob serv ing all the data
proved also use ful for con clu sion that GDAS data
could be used as a good enough ap prox i mate re place -
ment for me te o ro log i cal data from the nearby me te o -
ro log i cal sta tion for MVA anal y sis.  The MVA clas si fi -
ca tion anal y sis found sev eral very well per form ing
MVA meth ods which can be used in web ap pli ca tion or 
for fur ther de tailed anal y sis of spe cific in put vari ables. 
Vari able im por tance of BDTG MVA method was
shown for all three pe ri ods, and most im por tant vari -
ables were dis cussed. Fi nally, MVA re gres sion anal y -
sis gave also good re sults, and more qual ity mea sure -
ments in this rarely ac cessed ground level lab o ra tory
would be use ful to better tune the MVA meth ods, and
do more de tailed anal y sis.
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MULTIVARIJANTNA  ANALIZA  DVOGODI[WEG  KONTINUALNOG
MONITORINGA  RADONA  U  NADZEMNOJ  LABORATORIJI  U

INSTITUTU  ZA FIZIKU  U  BEOGRADU

Prikazana je multivarijantna klasifikaciona i regresiona analiza odnosa
meteorolo{kih varijabli i koncentracije radona u zatvorenoj i retko pristupa~noj prizemnoj
laboratoriji Instituta za fiziku Beograd. Podatke o meteorolo{kim varijablama i kon-
centraciji radona, kori{}ene u ovoj analizi, dobijamo iz aktivnog ure|aja za kratkoro~na mereWa 
koncentracije radona u zatvorenom prostoru, obli`we meteorolo{ke stanice i iz podataka
Globalnog sistema asimilacije podataka. Jedno-varijantnom analizom identifikovane su
varijable sa najve}om vredno{}u mod ula Pirsonovog koeficijenta korelacije sa koncentracijom
radona, kao i varijable sa najve}om mo}i razdvajawa doga|aja sa pove}anom koncentracijom radona
vi{e od (200 Bqm–3) i doga|aja sa ni`om koncentracijom od ove vrednosti. Ova po~etna analiza i
sagledavawe varijabli pokazuju o~ekivanu vezu koncentracije radona i meteorolo{kih varijabli,
sa naglaskom na analizu podataka iz razli~itih vremenskih intervala, kada je u laboratoriji
radila i kada nije radila klimatizacija, kao i sa naglaskom na varijablu razlika unutra{weg i
spoqweg pritiska vodene pare. Ova jedno-variantna analiza dovodi do zakqu~ka da se podaci 
Globalnog sistema asimilacije podataka mogu koristiti kao dovoqno dobra pribli`na zamena za
meteorolo{ke podatke iz obli`we meteorolo{ke stanice za multivarijantnu analizu.
Multivarijantnom klasifikacionom analizom prona|eno je nekoliko veoma dobrih multi-
varijantnih metoda koje se mogu koristiti u nekoj veb aplikaciji ili za daqu detaqnu analizu
specifi~nih ulaznih varijabli. Prikazana je va`nost varijabli za multivarijantni metod stabla
odlu~ivawa za sva tri perioda merewa, a razmatrane su i najva`nije varijable. Kona~no,
multivarijantna regresiona analiza je tako|e dala dobre rezultate, {to mo`e da bude korisno pri
optimizaciji  klasifikacionih multivarijantnih metoda.

Kqu~ne re~i: kontinuirani ra don mon i tor ing, multivarijantna analiza, Globalni sistem
......................... asimilacije podataka, meteorolo{ka stanica
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Introduction 

The research of the dynamics of radon in various 
environments, especially indoors, is of great impor-
tance in terms of protection against ionizing radia-
tion and in designing of measures for its reduction. 
Research of radioactive emanations (of radon (222Rn) 
and thoron (220Rn)) are in the domain of radiation 
physics, but since a few decades ago, subject of ra-
dioactive emanation involves many other scienti� c 
disciplines, thus giving a multidisciplinary character 
to this research. Published results and development 
of many models to describe the behaviour of indoor 
radon indicate the complexity of this research, espe-
cially with models for the prediction of the variability 
of radon, simply because the variability depends on 
large number of variables. Large number of factors 
(such as local geology, permeability of soil, build-
ing materials used to build the buildings as well as 
the habits of people) impact the variation of radon, 
and therefore, it is important to study their correla-
tion. In this paper, the results of correlative analysis 
of indoor radon and meteorological variables are 
presented. Furthermore, the results of multivariate 
classi� cation and regression analysis is presented. 
More details of this study can be found in [1]. 

Indoor radon variation depends signi� cantly on 
large number of factors, which include the local ge-
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ology, soil permeability, building materials, lifestyle 
characteristics and meteorological variables. In 
order to analyse the dependence of radon variation 
on multiple variables, multivariate analysis needs 
to be used. 

The demand for detailed analyses of large amount 
of data in high-energy physics resulted in wide and 
intense development and usage of multivariate 
methods. Many of multivariate methods and algo-
rithms for classi� cation and regression are already 
integrated into the analysis framework ROOT [2], 
more speci� cally, into the toolkit for multivariate 
analysis (TMVA [3]). Multivariate analysis toolkit is 
used to create, test and apply all available classi� ers 
and regression multivariate methods implemented 
in the TMVA in order to � nd methods that are the 
most appropriate and yield maximum information 
on the dependence of indoor radon concentrations 
on the multitude of meteorological variables. Clas-
si� cation methods are used to � nd out if it is possible 
to classify radon concentrations into low and high 
concentrations, using arbitrary cut value for radon 
concentrations. Regression methods are used as a 
next step with a goal to � nd out which regression 
method can, if any, on the basis of input meteoro-
logical variables only, give an output that would 
satisfactorily close match the observed variations 
of radon concentrations. The output of usage of 
multivariate regression analysis methods is mapped 
functional behaviour, which can be used to evaluate 
the measurements of radon concentrations using 
input meteorological variables only. The prediction 
of radon concentrations can be an output of mapped 
function when the prediction of input meteorological 
variables exists. 

Short-term radon measurements in laboratory and 
real environment 

Depending on the integrated measurement time, 
methods of measurement of radon concentrations 
in air may be divided into long-term and short-term 
ones. For the measurements of radon concentration 
presented in this paper, the SN1029 radon monitor 
(manufactured by the Sun Nuclear Corporation, 
NRSB approval-code 31822) has been used as ac-
tive, short-term measurement device. The device 
consists of two diffused junction photodiodes as 
a radon detector and is furnished with sensors for 
temperature, barometric pressure and relative hu-
midity. The user can set the measurement intervals 
from 30 min to 24 h. It was set to record simultane-
ously the radon concentration, temperature, atmo-
spheric pressure and relative humidity. 

For the purposes of determining the best multi-
variate methods to use in the analysis, the results 
are obtained using radon monitor are from mea-
surements in two locations, the Low-Background 
Laboratory for Nuclear Physics in the Institute of 
Physics in Belgrade and in a family house. 

The underground Low-Background Laboratory 
for Nuclear Physics is selected for measurement and 
analysis because routine measurements in this labo-

ratory require low levels of radon concentration with 
minimum temporal variations. Low-background 
laboratory is located on the right bank of the river 
Danube in the Belgrade borough of Zemun, on the 
grounds of the Institute of Physics. The ground level 
portion of the laboratory, at 75 m above sea level, 
is situated at the foot of a vertical loess cliff, about 
10 m high. The underground part of the laboratory, 
useful area of 45 m2, is dug into the foot of the cliff. 
Underground laboratory is surrounded with 30-cm 
thick concrete wall. The overburden of the under-
ground laboratory is thus about 12 m of loess soil. 
Signi� cant efforts are being made to contain the 
low radon concentration within the laboratory. The 
underground laboratory is completely lined with a 
hermetically sealed, 1-mm thick aluminium foil. The 
ventilation system maintains the overpressure of 
2 mbar, so as to prevent radon diffusion from the soil. 
Fresh air entering the laboratory is passed through 
a two-stage � ltering system. The � rst stage is a me-
chanical � lter for dust removal. The second one is a 
battery of coarse and � ne charcoal active � lters. The 
concentration of radon is kept at an average value 
of about 10 Bq/m3. 

In the Low-Background Laboratory for Nuclear 
Physics, radon concentrations were measured in 
period from 2008 to 2011 and continued later on 
periodically about a couple of months each year. 
Measurements of meteorological variables used in 
the analysis were recorded since 2008 and are taken 
from the meteorological station located 4 km from 
the laboratory. Measurements of radon concentra-
tions, room temperature, atmospheric pressure 
and relative humidity inside the laboratory were 
obtained using radon monitor. The results obtained 
from the measurements of radon concentrations and 
their in� uence on gamma and cosmic ray measure-
ments in the laboratory were published in several 
articles in international scienti� c journals [4�6]. 

The family house selected for the measurements 
and analysis of variations of radon concentrations 
is a typical house in Belgrade residential areas, with 
requirement of existence of cellar. House is built on 
limestone soil. Radon measurements were carried 
out in the living room of the family house, which is 
built of standard materials (brick, concrete, mortar) 
and isolated with styrofoam. During the period of 
measurements (spring�summer), the house was 
naturally ventilated and air conditioning was used in 
heating mode at the beginning of the measurement 
period. During the winter period measurements, 
the electrical heating was used in addition to air 
conditioning. Measured radon concentrations, room 
temperature, atmospheric pressure and relative hu-
midity inside the house were obtained using radon 
monitor. Values of meteorological variables in mea-
surement period were obtained from an automatic 
meteorological station located 400 m from the house 
in which the measurement was performed. We used 
the following meteorological variables: external air 
temperature, pressure and humidity, solar radiation, 
wind speed at a height of 10 m above ground, precipi-
tation, evaporation and temperature and humidity 
of the soil at a depth of 10, 20, 30 and 50 cm. 
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Correlation and regression analysis of the results 

All multivariate methods implemented in the TMVA 
are used in our search. All multivariate methods in 
TMVA belong to the family of �supervised learning� 
algorithms [1]. All methods make use of training 
events, for which the desired output is known, to 
determine the mapping function that either de-
scribes a decision boundary (classi� cation) or an 
approximation of the underlying functional behav-
iour de� ning the target value (regression). Every 
MVA methods see the same training and test data. 
The two best performing multivariate methods for 
our purposes are boosted decision trees (BDT) and 
arti� cial neural networks (ANN). 

The determination of correlation coef� cients be-
tween measured radon concentration and meteoro-
logical variables serves as a good tool for identifying 
the variables with strongest correlation, which are 
not excluded from the analysis later on. Also, cor-
relation coef� cient tables gives a good overview of 
input data and their intercorrelations. In Fig. 1, the 
correlation matrix of linear correlation coef� cients 
as an overview of intercorrelations of measured 
radon concentration and all input meteorological 
variables are shown for underground laboratory. The 
input variables in case of analysis of underground 
laboratory are atmospheric pressure, temperature 
and humidity in laboratory (Prm, Trm, Hrm) and out-
door (P, T, H) and differences in measured values 
of pressure (P � Prm), temperature (T � Trm) and 
humidity (H � Hrm) in laboratory and outdoor. Input 
meteorological variables in case of family house 
are the same as the list of measured meteorological 
variables from nearby meteorological station, with 
the addition of differences in temperature (T � Trm) 
and humidity (H � Hrm) from indoor and outdoor 
values, where indoor measurements results were 
obtained using radon monitor. 

Multivariate methods within the package TMVA 
in ROOT can search for best multivariate approxi-
mation of functional behaviour for the classi� cation 
function of radon concentration depending on me-
teorological variables. In the analysis, several mul-

tivariate methods were tested, and best performed 
method was BDT. This can be seen by presenting 
the receiver operating characteristics (ROC) curve 
for all tested multivariate methods in case of house 
measurements (Fig. 2). The BDT method has 
the highest value of integrated ROC function. 

BDT has proven to be the most effective method 
for the classi� cation of radon concentrations in case 
of data obtained from the house as well as those ob-
tained from measurements in the Low-Background 
Laboratory for Nuclear Physics. 

The next step in the analysis is the regression 
analysis, which is the way of � nding a mapped func-
tion behaviour of dependence of radon concentra-
tions and meteorological input variables. The regres-
sion analysis was done using the TMVA packages, 
already used in classi� cation analysis, and for the 
same set of measured radon concentration and me-
teorological variables in underground laboratory and 
a family house in Serbia. Multivariate method BDT 
was found to be the best suited for regression analysis 
also, as was the case in classi� cation analysis. 

The data of measured radon concentration in 
house and BDT evaluated values, using only the 
values of meteorological variables, without the 
knowledge of measured values (i.e. in the testing 
set of multivariate analysis), is presented for com-
parison in Fig. 3. 

One of the possible application of having re-
sulting mapped function, given by multivariate 
regression analysis, is to have prediction of radon 
concentration values (evaluated) based on meteo-
rological variables alone. The online application of 
the regression multivariate analysis can be imple-

Fig. 1. Correlation matrix with linear correlation coef-
ficients as an overview of radon and meteorological 
variables intercorrelations in case of the Low-Background 
Laboratory for Nuclear Physics.

Fig. 2. ROC curve for all multivariate methods in case of 
house measurements. 

Fig. 3. BDT evaluated (predicted) values of  radon concen-
trations based on meteorological variables using regres-
sion analysis within TMVA packages in house (left) and 
measured values (right).
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mented, as the one posted online for evaluation 
(and prediction) based on meteorological variables 
alone (Fig. 4). 

Limitation of multivariate methods 

As the multivariate methods used in the analysis 
are �supervised learning� algorithms, the perfor-
mance of the main result of multivariate analysis, 
the resulting mapped functional behaviour, depends 
on learning process. Limitation of multivariate 
analysis in the analysis of radon dependence on 
meteorological variables are coming from small 
number of measurements used in learning process, 
unlike the great number of measurements in high-
-energy physics experiments. As the next logical 
step in multivariate analysis presented in this paper 
should be inclusion of variables such as local geol-
ogy, permeability of soil, building materials used to 
build the buildings as well as the habits of people, 
the requirement for ef� cient multivariate analysis 
is to have many measurements in many different 
houses. Many measurements would help to get 
good mapped functional behaviour, as opposed to 
possible existence of theoretical modelling that is 
independent on number of measurements. In this 
sense, if the number of measurements is not great, 
multivariate analysis can be used only as hell to in-
dicate which variables are more important to be used 
in theoretical modelling, for comparison of mapped 
and modelled functions, and modelled function 
test. Another important limitation of multivariate 
analysis is that no �straightforward� interpretation of 
mapped functional behaviour is possible, or simply, 
the mapped function is a �black box�. This comes 
from the fact that the error minimization in learning 
algorithms, while mapping the functional behaviour, 
is an important part in learning process. 

Conclusions 

The paper presents the results of multivariate 
analysis of variations of radon concentrations in the 
shallow underground laboratory and a family house, 
depending on meteorological variables only. This 
test of multivariate methods, implemented in the 

TMVA software package, applied to the analysis of 
the radon concentration variations connection with 
meteorological variables in underground laboratory 
(with ventilation system turned on and off) and 
typical house in Serbia, demonstrated the potential 
usefulness of these methods. It appears that the 
method can be used for the prediction of the radon 
concentrations, on the basis of predicted meteo-
rological variables. The next step in multivariate 
analysis presented in this paper should be inclusion 
of variables such as local geology, permeability of 
soil, building materials used to build the buildings 
as well as the habits of people. The requirement for 
ef� cient multivariate analysis is to have many mea-
surements in many different houses, which makes 
multivariate method very useful only when having 
many measurement, for instance, during radon map-
ping campaigns. Many measurements would help to 
get good mapped functional behaviour, as opposed to 
possible existence of theoretical modelling that is in-
dependent on number of measurements. Generally, 
multivariate analysis can be used to help indicate 
which variables are more important to be used in 
theoretical modelling, furthermore, for comparison 
of mapped and modelled functions, and modelled 
function test. 

Another usage of the results of classi� cation 
multivariate analysis presented in this paper is the 
implementation of online warning system for pos-
sible increased radon concentration in family houses 
based on meteorological variables only. 
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Contrib. Astron. Obs. Skalnaté Pleso 53/3, 156 – 162, (2023)
https://doi.org/10.31577/caosp.2023.53.3.156

Forbush decrease events associated with coronal
mass ejections: Classification using machine

learning
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Abstract. In presented work we further explore previously indicated possibil-
ity of the existence of two classes of Forbush decrease events, established by the
prior analysis of the correlation between the shape of energetic proton fluence
spectra and Forbush decrease properties. In an attempt to increase statistical
robustness of the analysis and potentially reduce the uncertainties, we have de-
veloped an alternative classification procedure that employs machine learning
and utilizes space weather parameters as input variables. Based on the overall
performance, efficiency and flexibility of different machine learning methods we
selected the best performing algorithm and established the optimal boundary
value of Forbush decrease intensity to be used for class separation. A subset of
good input variables was selected based on their predictive power.

Key words: cosmic rays – Forbush decrease – coronal mass ejection – solar
energetic particles

1. Introduction

The dynamic activity of the Sun’s coronal magnetic field can give rise to com-
plex space weather events. These events may include solar flares (SFs), coronal
mass ejections (CMEs), their interplanetary counterparts known as interplan-
etary coronal mass ejections (ICMEs), the emission of solar energetic particles
(SEPs), and similar phenomena (Kahler, 1992; Yashiro & Gopalswamy, 2008;
Gopalswamy, 2022).

One such complex event can produce a number of effects in the heliosphere,
one of which is the acceleration of solar wind particles. There is a distinction
between particles accelerated by a SF in the lower Sun’s atmosphere and those
accelerated locally by the CME shock. The later are often referred to as energetic
storm particles (ESPs) (Desai & Giacalone, 2016).

Additionally, the passage of a CME can affect the primary cosmic rays (CRs)
potentially resulting in a sudden drop in the observed CR flux, followed by a
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recovery phase that takes place over the several following days. This effect is
known as a Forbush decrease (FD) and can be observed by Earth-based CR
detectors.

A previous study of the relationship between transient modulations in the
fluxes of energetic protons and cosmic rays (measured near and at Earth respec-
tively) indicated an existence of two classes of FD events (Savić et al., 2023). The
main objective of this work is to expand this analysis and investigate whether a
specific set of space weather (SW) parameters can be successfully used as input
parameters for classification. The proposed procedure would aim to separate FD
events into classes as indicated by the aforementioned analysis, while increasing
the statistical significance and potentially the reliability of the analysis. Addi-
tional positive outcome of a successful classification would be the selection of a
subset of SW parameters that prove to be good input variables. These variables
could then be further used for the prediction of FD magnitudes utilizing some
regression algorithm.

2. Motivation

As simultaneous ESP and FD events are very likely a consequence of the passage
of an ICME, a relationship between them was assumed. To establish this possi-
ble connection, correlation of characteristics of proton fluence spectra and FD
parameters was investigated (as described in more detail in Savić et al. (2023)).

The proton fluence spectra were calculated from in situ measurements at L1
by SOHO/ERNE instrument (Torsti et al., 1995), and fitted by a double-power
law, as shown for one selected event on Figure 1.

Exponents obtained from these fits were used to parameterize the spectra
shape, and some degree of correlation between these exponents and FD magni-
tudes was established. However, this analysis also indicated a possible existence
of two classes of FD events, as illustrated in Figure 2. The plot shows the depen-
dence of the FD magnitude corrected for the magnetospheric effect on one of the
proton fluence spectra exponents. The green oval indicates a supposed class of
events that exhibit a stronger correlation between these two variables, while the
red oval indicates a class of events where this correlation is apparently weaker.
One possible way to define the boundary between these two classes could be by
introducing a cut on the intensity of the event.

Due to relatively low statistics of events where proton fluence can be reliably
determined, one idea for extending this analysis is to try and utilize other space
weather parameters in order to increase statistics and more strongly establish
the assumed existence of two classes of FD events.
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Figure 1. Proton fluence spectra at L1 for one event during October 2001, in linear

(left) and logarithmic scale (right).

Figure 2. The dependence of the FD magnitude corrected for the magnetospheric

effect (MM ) on one of the exponents used to parameterize the proton fluence spectra

(α). Two assumed classes of FD events are indicated by the green and red ovals.
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3. Methods and Results

IZMIRAN catalogue of Forbush effects (IZMIRAN, 2016) was used as the source
of SW related data, as it contains an extensive list of FD events and associated
SW parameters. The parameters selected from the IZMIRAN catalogue to be
used in the analysis presented here fall into several cathegories: parameters de-
scribing the source (Otype, Stype) or the characteristics of the CME (Vmean,
CMEwidth); solar wind parameters (Vmax, KTmax, KTmin); parameters de-
scribing interplanetary or geomagnetic field (Bzmin, Kpmax, Apmax, Dstmin);
and parameters related to the associated solar flare (Xmagn, Sdur, SSN).

Several machine-learning-based classification methods implemented in the
TMVA analysis network (Hoecker et al., 2007) were employed in order to es-
tablish the optimal FD magnitude for the separation of two classes (boundary
criteria mentioned in Section 2), as well as to determine the optimal classifi-
cation algorithm. Comparing the efficiency of various methods available in the
TMVA (shown of Figure 3), it was found that the optimal separation between
two classes is achieved with FD magnitude cut set to 6%, as separation efficiency
seems to drop-off beyond that for most methods. Support vector machine (SVM)
(Cortes & Vapnik, 1995) was identified as the overall best-performing algorithm.

Figure 3. Comparison of the classification efficiency of various TMVA methods de-

pendence on the FD magnitude cut used for class separation.

SVM implementation in the scikit-learn package (Pedregosa et al., 2011) was
utilized to identify which of the SW parameters could reliably classify FD events.
Third-degree polynomial kernel was found to have the most flexible and efficient
performance.
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Figure 4. Example of SVM classification using some of SW parameters (mean CME

velocity, maximum Kp index and minimal Dst index over the event’s duration) that

proved to be good input variables for FD classification.

Obtained results appear to confirm the assumption regarding the existence of
two classes of FD events. Furthermore, a subset of SW parameters that provide
a more reliable classification of FD events was determined. These include mean
CME velocity (Vmean) and geomagnetic indices (Kpmax, Apmax, Dstmin),
with a possible inclusion of the solar wind speed (Vmax) and minimal hourly
component of the interplanetary magnetic field (Bzmin). Decision boundaries
between some pairs of mentioned good input variables are showed on Figure 4.
Other SW variables proved to be less well suited for classification (as illustrated
in Figure 5, for KTmin and KTmax).
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Figure 5. Example of SVM classification using some of SW parameters (KTmax,

KTmin) that proved to be less well suited input variables for FD classification.

The identified good variables could prove useful in a potential future exten-
sion of the analysis. More specifically, they could serve as an input for a regres-
sion procedure that would potentially allow the prediction of FD magnitudes.
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This prediction would provide either estimates of FD magnitude as measured
by Earth-based detectors or, more importantly, estimates of FD magnitudes
corrected for the magnetospheric effect.

4. Conclusions

The potential existence of two classes of FD events was investigated. To increase
statistical robustness and reduce uncertainties, the analysis was expanded to
include a wider set of various space weather parameters. Machine learning tech-
niques were employed in an attempt to separate FD events into two assumed
classes, using a number of selected SW parameters as input variables. We com-
pared the efficiency of different machine learning algorithms, and established
the optimal boundary value of FD intensity to be used for class separation. The
SVM algorithm was selected for the analysis based on its overall performance,
efficiency and flexibility, and used to select a subset of space weather variables
to be used for reliable classification of FD events. This subset of good variables
variables could prove useful for a future extension of the analysis, where they
would provide an input for a regression procedure used to predict FD magni-
tudes.
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neutrino beams of a neutrino factory and for multi-TeV lepton-antilepton collisions at a muon

collider. The international Muon Ionization Cooling Experiment (MICE) has demonstrated the

principle of ionization cooling, the technique by which it is proposed to reduce the phase-space

volume occupied by the muon beam at such facilities. This paper documents the performance of

the detectors used in MICE to measure the muon-beam parameters, and the physical properties of

the liquid hydrogen energy absorber during running.
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1 Introduction

Stored muon beams have been proposed as the basis of a facility capable of delivering lepton-

antilepton collisions at very high energy [1, 2] and as the source of uniquely well-characterised neu-

trino beams [3–5]. In the majority of designs for such facilities the muons are produced from the de-

cay of pions created when an intense proton beam strikes a target. The phase-space volume occupied

by the tertiary muon beam must be reduced (cooled) before the beam is accelerated and subsequently

injected into a storage ring. The times taken to cool the beam using techniques that are presently in

use at particle accelerators (synchrotron-radiation cooling [6], laser cooling [7–9], stochastic cool-

ing [10], electron cooling [11] and frictional cooling [12]) are long when compared with the lifetime

of the muon. Ionization cooling [13, 14], in which a muon beam is passed through a material (the

absorber) where it loses energy, and is then re-accelerated, occurs on a timescale short compared

with the muon lifetime. Ionization cooling is therefore the only technique available to cool the muon

beam at a neutrino factory or muon collider. The international Muon Ionization Cooling Experiment

(MICE) provided the proof-of-principle demonstration of the ionization-cooling technique [15].

MICE operated at the ISIS Neutron and Muon Source at the STFC Rutherford Appleton

Laboratory. The ISIS synchrotron accelerates pulses of protons to a kinetic energy of 800 MeV

at 50 Hz. For MICE operation, a titanium target was dipped into the halo of the proton beam at

0.78 Hz. Pions created in the interaction of the beam and target were captured in a quadrupole triplet

(see figure 1). A beam line composed of dipole, solenoid, and quadrupole magnets captured muons

produced through pion decay and transported the resulting muon beam to the MICE apparatus. The
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momentum of the muon beam was determined by the settings of the two dipole magnets D1 and D2.

Beams having muon central momenta between 140 MeV/𝑐 and 240 MeV/𝑐 were used for ionisation

cooling studies. The emittance of the beam injected into the experiment was tuned using a set of

adjustable diffusers, some made of tungsten and some of brass. The cooling cell was composed of

a liquid hydrogen or lithium hydride absorber placed inside a focus coil (FC) module, sandwiched

between two scintillating-fibre trackers (TKU, TKD) placed in superconducting solenoids (SSU,

SSD). Together, SSU, FC, and SSD formed the magnetic channel. The MICE coordinate system is

such that the 𝑧-axis is coincident with the beam direction, the 𝑦-axis points vertically upwards, and

the 𝑥-axis completes a right-handed coordinate system.

Figure 1. MICE, top (a) and side (b) views, showing the full beam line starting from the target position

on the proton synchrotron with the quadrupoles and dipoles (Q1 to Q9, D1, D2), the Decay Solenoid, and

instrumented magnetic channel elements (including the trackers upstream, TKU, and downstream, TKD, of

the cooling channel, placed inside superconducting solenoids, respectively SSU and SSD) with all the other

PID detectors (three TOF stations, two Ckov detectors, KL and the EMR). The cooling cell, defined to be

the liquid hydrogen absorber vessel inside the focus coil (FC), is shown in figure 17.

MICE measured the passage of single particles through the apparatus which were aggregated

into a beam offline. This paper documents the performance, during 2015-2017, of the instrumenta-

tion which was used to fully characterise the beam and its evolution along the magnetic channel, and

quantifies the physical properties of the liquid hydrogen absorber. The beam instrumentation con-

sisted of three time-of-flight detectors (TOF0, TOF1, TOF2) discussed in section 2, two threshold

Cherenkov counters (CkovA, CkovB) discussed in section 3, a sampling calorimeter (KL) discussed

in section 4, a tracking calorimeter (EMR) discussed in section 5, and the scintillating-fibre trackers

discussed in section 6. The properties of the liquid hydrogen absorber are described in section 7.
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2 Time-of-flight detectors

Three scintillator hodoscopes were used: to measure the time of flight (TOF) of the particles that

made up the beam; to measure the transverse position at which the particle crossed each of the detec-

tors; and to provide the trigger for the experiment. TOF0 and TOF1 [16–18] were placed upstream of

the magnetic channel, while TOF2 [19] was located downstream of the channel, mounted in front of

the KL pre-shower detector (see figure 1). At 240 MeV/𝑐, the difference in the TOF for a muon and

a pion between TOF0 and TOF1 was about 1.3 ns. The system was therefore designed to measure

the TOF with a precision of 100 ps. This allowed the TOF between the first pair of TOF stations to

be used to discriminate between pions, muons, and electrons, contained within the beam, with near

100% efficiency [20]. In addition, by assuming a mass hypothesis for each particle, the TOF mea-

surement was used to infer the particle momentum. The TOF detectors, which operated smoothly

during the running periods, were essential for all the measurements that were performed [15, 20–24].

Each TOF station was made of two planes of 1 inch thick scintillator bars oriented along the 𝑥

and 𝑦 directions. The bars of TOF0 (TOF1, TOF2) were made of Bricon BC-404 (BC-420) plastic

scintillators. A simple fishtail light-guide was used to attach each end of each bar to Hamamatsu

R4998 fast photomultiplier tubes (PMTs). Each PMT was enclosed in an assembly that included

the voltage divider chain and a 1 mm thick 𝜇-metal shield. For TOF1 and TOF2 an additional soft

iron (ARMCO) local shield was also used [25, 26]. The shield was required to reduce the stray

magnetic field within the PMT to a negligible level [18]. To increase the count-rate stability, active

dividers were used. One TOF detector is illustrated in figure 2.

Figure 2. The structure of the time-of-flight detectors [16, 18] showing the horizontal and vertical layers of

slabs (left) and an exploded view of each slab (right). The components of each slab are the central scintillator

bar, two fishtail, clear plastic light-guides coupled to clear plastic matching pieces, and two PMTs. The beam

direction is represented by the blue arrow perpendicular to the slabs.

The active areas of the three hodoscopes were 40×40 cm2 (TOF0), 42×42 cm2 (TOF1), and

60×60 cm2 (TOF2). Each of the planes in TOF0 and TOF2 had 10 slabs while those in TOF1

had 7. A passive splitter was used to take the signal from each of the PMTs to a LeCroy 4115

leading-edge discriminator followed by a CAEN V1290 TDC for time measurement and to a CAEN

V1724 FADC for pulse-height measurement. A local readout trigger was issued if the signals from

each of the two PMTs on a single slab crossed a specific threshold and overlapped. TOF1 was used

to trigger the readout of the experiment for most of the data taking.
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Calibration. The intensity of the scintillation light produced when a particle crossed the plastic

scintillator rose rapidly before decaying with a characteristic time of 1.8 ns. The scintillation light

travelled from the particle-crossing point to each end of the scintillator slab. The light’s travel time

depended on the distance of the particle crossing from the PMT. The propagation speed of the light

pulse along the slabs was determined to be 13.5 cm/ns.

The local readout-trigger signal was distributed to all TDC boards and was used as the reference

time. The time between a particle hit in a TOF slab and the time when the trigger was generated

varied with the position of the hit along the slab. As a consequence, the reference time had an

offset dependent on the crossing position, an effect referred to as the readout-trigger signal delay.

To compensate for this, the final time measurement in each station was an average of the times

recorded for each channel above threshold.

Further delay was introduced by the signal-transit time of each PMT and of the cable that led

the signal to the readout electronics. These signal-transit times were unique for each individual

readout channel and were determined by dedicated measurements. The use of a linear, leading-edge

discriminator led to a correlation between the total charge in the pulse and the time at which the

discriminator fired. This correlation, referred to as the time-walk, introduced a systematic offset in

the time recorded by the TDC that was dependent on the pulse height.

Precise determination of the TOF required a calibration procedure that allowed channel-by-

channel variations in the response of the system to be accounted for. The calibration procedure

described in [27] accounted for each of the effects identified above.

Reconstruction. A particle crossing a TOF station passed through two orthogonal slabs. Signals

from each PMT were corrected for time-walk, readout-trigger signal delay, and the channel-specific

delays. The slab-crossing time was taken to be the average of the corrected PMT times. Two slab

signals were taken to have been produced by the passage of a particle if their slab-crossing times

were within a 4 ns window. These two matched slabs were used to define a pixel of area given

by the width of the slabs. The particle-crossing time was then determined as the average of the

slab-crossing times and the approximate position of the particle crossing was refined using the PMT

signals in the two orthogonal slabs.

Performance. The difference, Δ𝑡, between the slab-crossing times for matched slabs was used to

determine the intrinsic time resolution, 𝜎𝑡 of the TOF system. The Δ𝑡 resolution, 𝜎Δ𝑡 , is given by

𝜎Δ𝑡 = 2𝜎𝑡 , assuming that the intrinsic resolution is the same in each of the planes that make up a

particular TOF station. Figure 3 shows the distributions of Δ𝑡 for TOF0, TOF1, and TOF2 for a

representative set of data taken in 2017. The RMS width of the distributions are 114 ps, 126 ps,

and 108 ps for TOF0, TOF1, and TOF2 respectively. The distributions are similar, and the RMS of

each distribution is consistent with the measured intrinsic resolution of approximately 60 ps [18].

Figure 4 shows an example distribution of the measured TOF between TOF0 and TOF1. The

TOF peaks characteristic of electrons, muons, and pions are clearly separated. The width of the

electron peak is approximately 0.10 ns, consistent with the spread calculated from a naive quadrature

addition of the timing resolution of the individual TOF stations.
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Figure 3. Slab Δ𝑡 distributions. Total width of the distribution is due to the resolution of the individual

channels and due to the offsets in their Δ𝑡 distributions.
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Figure 4. Time of flight between TOF0 and TOF1 after all corrections have been applied. The electron

(left-most peak, shown in red), the muon (central peak, shown in green), and the pion (right-most peak,

shown in blue) peaks are clearly separated.

3 Cherenkov detectors

The threshold Cherenkov counters were designed to distinguish muons from pions at particle

momenta � 200 MeV/𝑐, where the precision of the time-of-flight measurement was not sufficient

for conclusive identification. Two high-density silica aerogel Cherenkov detectors with refractive

indices 𝑛=1.07 (CkovA) and 𝑛=1.12 (CkovB) were used [28]. The structure of the detectors is

shown in figure 5. Light was collected in each counter by four eight-inch, UV-enhanced PMTs and

recorded using CAEN V1731 FADCs [29]. The two detectors were placed directly one after the

other in the beamline and located just after TOF0.

The refractive indices of CkovA and CkovB result in detection thresholds for muons of ap-

proximately 280 MeV/𝑐 and 210 MeV/𝑐 respectively. For pions, the thresholds are approximately

367 MeV/𝑐 (CkovA) and 276 MeV/𝑐 (CkovB). MICE was designed to operate using beams with a

central momentum between 140 MeV/𝑐 and 240 MeV/𝑐. The Cherenkov counters’ thresholds were

chosen to provide muon identification for beams of 210 MeV/𝑐 and above, while the TOFs provide

muon identification for beam below 210 MeV/𝑐. Unambiguous identification of particle species

using the Cherenkovs exploited the momentum measurement provided by the trackers.
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Figure 5. MICE aerogel Cherenkov counter: a) entrance window, b) mirror, c) aerogel mosaic, d) acetate

window, e) GORE DRP reflector panel, f) exit window and g) eight-inch PMT in iron shield. The beam

direction is represented by the blue arrow traversing the detector.

Performance. The performance of the detectors was determined using beams for which the

momentum range was broad enough to observe the turn-on points and to allow the asymptotic light

yields (as the particle velocity divided by the speed of light, 𝛽, approaches 1) to be obtained from

fits to the data. The normalised photo-electron yields observed in CkovA and CkovB are plotted

as a function of 𝛽𝛾 (where 𝛾 = (1 − 𝛽2)− 1
2 ) in figure 6. The pedestal in the photo-tube response

arising from background photons has been subtracted. The approximate turn-on points for CkovA

and CkovB were found at 𝛽𝛾 ≈ 2.6 and ≈ 2.1 respectively, corresponding to refractive indices of

𝑛 ≈ 1.07 and ≈ 1.11 which are in broad agreement with the properties of the aerogel radiators.

Figure 6. Photoelectron yields versus 𝛽𝛾 in CkovA and CkovB, where 𝛽𝑐 is the particle velocity and

𝛾 = (1 − 𝛽2)− 1
2 .
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Figure 7. Single slab design of MICE KLOE-Light Calorimeter [31]; only one of the six PMT assemblies

is shown. The beam direction is represented by the blue arrow traversing the slab.

4 KLOE-light calorimeter

The KLOE-Light (KL) pre-shower sampling calorimeter was composed of extruded lead foils in

which scintillating fibres were placed. At normal incidence the thickness of the detector was 2.5

radiation lengths. The detector provided energy deposition and timing information and was used to

distinguish muons from decay electrons [20]. The KL consisted of a series of layers of 1 mm diameter

BICRON BCF-12 scintillating fibres embedded in an appropriately shaped lead sheets (see figure 7).

Each fibre was separated by 1.35 mm from its neighbours within a layer and the distance between

the centres of the fibres in adjacent layers was 0.98 mm. One layer was shifted by half the fibre pitch

with respect to the next. The volume ratio of scintillator to lead was approximately 2:1, “lighter”

than the ratio of 1:1 used in the similar calorimeter of the KLOE experiment [30]. Lead/scintillator

layers were stacked into slabs, 132 mm in depth. A total of 7 slabs formed the whole detector, which

had an active volume of 93 cm×93 cm×4 cm. Scintillation light was guided from each slab into a

total of six PMTs (three at each end). Iron shields were fitted to each photomultiplier to mitigate the

effect of stray magnetic fields. The signal from each PMT was sent to a shaping amplifier module

that stretched the signal in time to match the sampling rate of the CAEN 1724 FADCs.

Performance. To study the response of the KL, the particle momentum was determined from the

measured time-of-flight between TOF0 and TOF1. To compensate for the effect of attenuation the

performance was evaluated in terms of the “ADC product” given by:

ADCprod =
2 × ADCleft × ADCright

(ADCleft + ADCright)
; (4.1)

where ADCleft and ADCright are the signals from the two ends of a slab and the factor of 2 is

present for normalisation. Data was taken with no field in the spectrometer solenoids or the focus

coil at beam-momentum settings chosen to span the range of momenta used during MICE running.

The resulting momentum distributions were centred at 140, 170, 200, 240, and 300 MeV/𝑐. The

response of the KL to muons and pions was observed to increase with beam momentum.
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KL, at 140 MeV/𝑐 (top left), 170 MeV/𝑐 (top right), 200 MeV/𝑐 (middle left), 240 MeV/𝑐 (middle right) and

300 MeV/𝑐 (bottom).

Figure 8 presents a comparison of the response to muons, pions and electrons for various beam

momentum settings. At high momentum, for example 300 MeV/𝑐, the ADC product distributions for

muons and pions are similar. At lower momentum the distributions become increasingly dissimilar,

the pions having a broader distribution arising from hadronic interactions. The difference between

the detector’s response to pions and muons has been exploited to determine the pion contamination

in the muon beams used for the MICE cooling measurements [20].

The ADC product distribution measured using a 300 MeV/𝑐 beam is compared to the

MAUS [32] simulation of the detector response in figure 9. The simulation takes into account
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Figure 9. Comparison between data and Monte Carlo simulation of KL response to muons (left) and pions

(right) at 300 MeV/𝑐.

the light production distribution of the scintillating fibres, and the response of the PMTs for which

the gain was approximately 2 × 106. The data is well described by the simulation.

5 Electron muon ranger

The EMR was a fully-active scintillator detector [33] with a granularity that allowed track recon-

struction. The EMR consisted of extruded triangular scintillator bars arranged in planes. Each

plane contained 59 bars and covered an area of 1.27 m2. Figure 10 shows the bar cross section and

the arrangement of the bars in a plane. Triangular bars were chosen so that tracks moving parallel

to the detector axis could not travel along the gaps between bars. Successive planes were mounted

perpendicularly, so that hits in neighbouring planes defined a position. A single “X-Y module”

was a pair of orthogonal planes. The scintillation light was collected using a wavelength shifting

(WLS) fibre glued inside each bar. At each end, the WLS fibre was coupled to clear fibres that

transported the light to a PMT. All the WLS fibres from one edge of a plane were read out using one

single-anode PMT (SAPMT) so that an integrated charge measurement could be used to determine

the energy deposited in the plane. The signals from the fibres emerging from the other edge of the

plane were recorded individually using multi-anode PMTs (MAPMTs). The full detector was made

up of 24 X-Y modules giving a total active volume of approximately 1 m3.

Measurements of the performance of the completed detector demonstrated an efficiency per

plane of 99.73± 0.02% [33, 34]. The level of crosstalk was within acceptable values for the type of

MAPMT used, with an average of 0.20 ± 0.03% between adjacent channels and a mean amplitude

equivalent to 4.5 ± 0.1% of the primary signal. Only four dead bars were present.

The primary purpose of the EMR was to distinguish between a muon that crossed the entire

magnetic channel and those which decayed in flight producing an electron. Muons and electrons

exhibited distinct behaviours in the detector. A muon produced a single straight track before either

stopping or exiting the scintillating volume. Electrons showered in the lead of the KL and created

a broad cascade of secondary particles. Two main geometric variables, the “plane density” and

the “shower spread”, were used to differentiate them. The detector was capable of identifying

electrons with an efficiency of 98.6%, providing a purity for the MICE beam that exceeds 99.8%.
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Figure 10. Drawing of one EMR plane (top left), cross section of the arrangement of 3 bars and their

wavelength shifting fibres (bottom left) and drawing of the full detector and its supporting structure from a

top perspective (right). The beam direction is represented by the blue arrow perpendicular to the detector.

The EMR also proved to be a powerful tool for the reconstruction of muon momenta in the range

100–280 MeV/𝑐 [23].

Performance. A full description of the detector and the reconstruction algorithms used may be

found in reference [23]. Here the performance of the EMR detector over the course of the experiment

is summarised.

To measure the performance of the EMR the MICE beamline was set to deliver a nominal

momentum of 400 MeV/𝑐. This maximised the muon transmission to the EMR and its range in the

detector. In this configuration the beamline produced pions and muons in comparable quantities,

as well as a smaller number of electrons. Time-of-flight between TOF1 and TOF2 was used to

identify particle species and only particles compatible with the muon hypothesis were included in

the analysis. Particles entering the muon sample had a momentum larger than 350 MeV/𝑐 at the

upstream surface of TOF2 and were expected to cross both TOF2 and the KL and penetrate the

EMR. 99.62 ± 0.03% of the particles entering TOF2 were observed to produce hits in the EMR.

The small inefficiency may be attributed to pions in the muon sample that experienced hadronic

interactions in the KL. If hits were produced in the detector, an (𝑥, 𝑦) pair, defining a space point,

was reconstructed 98.56 ± 0.06% of the time.

To evaluate the efficiency of the scintillator planes, only the muons that traversed the entire

detector were used. Muons were selected which produced a hit in the most downstream plane.

For these events a hit was expected in at least one bar in each plane on its path. The mode of the

hit-multiplicity distribution per plane was one, in 3.26±0.02% of cases a plane traversed by a muon

did not produce a signal in the MAPMT, and the probability that the track was not observed in the

SAPMT was 1.88 ± 0.01%.

Electron rejection. A broad range of beamline momentum settings was used to characterise

the electron-rejection efficiency. Particle species were characterised upstream of the EMR using

the time-of-flight between TOF1 and TOF2. For each momentum setting, a fit was carried out

to determine the position of the muon and electron time-of-flight peaks and events were selected
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accordingly to form muon and electron-template samples. Particles with a time-of-flight larger than

the upper limit of the muon sample were either pions or slow muons and were rejected.

To distinguish the muon tracks from the electron-induced showers, two particle-identification

variables were defined based on the distinct characteristics of the two particle species. The first is

the plane density, 𝜌𝑝:

𝜌𝑝 =
𝑁𝑝

𝑍𝑝 + 1
, (5.1)

where 𝑁𝑝 is the number of planes hit and 𝑍𝑝 the number of the most downstream plane [23]. A

muon deposits energy in every plane it crosses until it stops, producing a plane density close to one.

An electron shower contains photons that may produce hits deep inside the fiducial volume without

leaving a trace on their path, reducing the plane density. The second variable is the normalised �̂�2

of the fitted straight track given by

�̂�2 =
1

𝑁 − 4

𝑁∑︁
𝑖=1

res2
𝑥,𝑖 + res2

𝑦,𝑖

𝜎2
𝑥 + 𝜎2

𝑦

; (5.2)

where 𝑁 is the number of space points (one per bar hit), res𝑞,𝑖 the residual of the space point with

respect to the track in the 𝑞𝑧 projection and𝜎𝑞 the uncertainty on the space point in the 𝑞𝑧 projection,

𝑞 = 𝑥, 𝑦 [35]. This quantity represents the transverse spread of the hits produced by the particle in

the EMR. A muon produced a single track giving �̂�2 close to one, while an electron shower produced

a larger value. The two discriminating variables can be combined to form a statistical test on the

particle hypothesis. Dense and narrow events will be tagged as muons while non-continuous and

wide showers will not. The quality of this statistical test was characterised in terms of the fraction

of the muon sample that is rejected, 𝛼, and the fraction of the electron sample that is selected, 𝛽.

The momentum of the particles was measured by the downstream tracker and this information

used to determine the momentum dependence of the contamination and loss in the range 100–

300 MeV/𝑐. Figure 11 shows the loss, 𝛼, and the contamination, 𝛽, as a function of the momentum

measured in TKD. 𝛼 increases towards low muon momentum. This is due both to an increase in the

decay probability between TOF2 and the EMR and a decrease in the number of muons that cross

the KL to reach the EMR.

6 Tracking

The MICE instrumentation allowed individual particles to be tracked from TOF0 to the EMR, a

distance of more than 15 m. High-resolution particle tracking was provided by two scintillating-

fibre trackers (section 6.1). The precise relative alignment of the time-of-flight hodoscopes and the

trackers was obtained by combining the measurements of both detector systems (section 6.2).

6.1 Trackers

The two high-precision scintillating-fibre trackers each had a sensitive volume that was 110 cm

in length and 30 cm in diameter [36]. Each tracker was composed of five stations (labelled 1 to

5, with station 1 being closest to the cooling cell) held in position using a carbon-fibre space-

frame. Adjacent stations were separated by different distances ranging from 20 cm to 35 cm. The
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Figure 11. Percentage of electron contamination, 𝛽, and muon loss, 𝛼, for different ranges of momentum

measured in the downstream tracker, 𝑝𝑑 . The error bars are based on the statistical uncertainty in a bin, and

the bin width set by the resolution of the measurement.

Figure 12. Photograph, with UV-filtered light, of one of the MICE trackers, showing the five stations. Each

station has three doublet planes of scintillating fibres, each plane at 120◦ to the next (the central fibres of

each plane can be seen as darker lines traversing the station).

separations were chosen to ensure that the azimuthal rotation of track position did not repeat from

one station to the next. This property was exploited in the ambiguity-resolution phase of the pattern

recognition. Each tracker was instrumented with an internal LED calibration system and four 3-axis

Hall probes to monitor the field. A photograph of one of the trackers on the bed of the coordinate

measuring machine used to verify the mechanical alignment of the stations is shown in figure 12.

Each tracker station consisted of three doublet layers of 350 μm scintillating fibres; these layers

were arranged such that each was set at an angle of 120◦ with respect to the next. This arrangement

ensured that there were no inactive regions between adjacent fibres. Fibres were grouped into

one bundle of seven for each readout channel, to match the resolution to that imposed by multiple

scattering and reduce the overall number of readout channels. This resulted in a spatial resolution

per doublet layer of 470 μm and a measured light yield of approximately 10 photo-electrons [36].
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The light from the seven scintillating fibres was coupled into a single clear fibre which took it to

a visible light photon counter (VLPC) [37]. The signals from the VLPCs were digitised using

electronics developed by the D0 collaboration [38].

Reconstruction. The reconstruction software for the trackers is described in [39]. Each of the

15 doublet layers provided 214 readout channels. Calibration data taken without beam was used to

determine the pedestal and the gain of each channel. These calibrations were used to correct the

number of photoelectrons (NPE) corresponding to the signal recorded by the tracker electronics. The

first step in the reconstruction was to record the unique channel number associated with each NPE

value in a “digit”. Digit profiles were used to identify hot or dead channels which were masked from

the reconstruction to reduce the rate of ambiguities that had to be resolved in the pattern recognition

and to ensure the accuracy of the calibration. The reconstruction proceeded to create “spacepoints”

from the intersection of digits in adjacent doublet layers. Spacepoints were constructed from

clusters from all three planes (a triplet spacepoint) or from any two out of the three planes (a doublet

spacepoint). The pattern-recognition algorithm searched for spacepoints from neighbouring stations

that were consistent with the helical trajectory of a charged particle in the solenoidal field. In the

final stage of the tracker reconstruction the track parameters were estimated using a Kalman filter.

Noise. Digits above a certain NPE threshold were admitted to the spacepoint-finding algorithm.

Noise in the electronics arising from, for example, the thermal emission of electrons, could give

rise to digits passing the threshold. Any digit not caused by the passage of a charged particle was

classified as noise. To isolate noise from signal during beam-on data collection, events containing

a track which included a spacepoint in each of the five tracker stations were selected. All digits

corresponding to the track were removed from the total set of digits and the remainder were

considered to be noise. The average noise rate per channel per event was then calculated as the total

number of digits above the NPE threshold divided by the number of active channels and the number

of events in the sample. The result of this calculation was that, for an NPE threshold of 2, the fraction

of digits arising from noise was 0.18% in the upstream tracker and 0.06% in the downstream tracker.

Track-finding efficiency. The track-finding efficiency was determined using a sample of events

for which the time-of-flight determined from hits in TOF1 and TOF2 was consistent with passage

of a muon. This requirement ensured that the particle had been transmitted successfully through

the magnetic channel, crossing both trackers. The track-finding efficiency was defined to be the

number of events in which a track was successfully reconstructed divided by the total number of

events in the sample. The results of the efficiency analysis are tabulated in table 1 for a range of

nominal beam momentum and emittance settings. The track-finding efficiency obtained in this way

averaged over beam conditions was 98.70% for the upstream tracker and 98.93% for the downstream

tracker. The spacepoint-finding efficiency, defined as the number of spacepoints found divided by

the number of space points expected, was also determined. The spacepoint-finding efficiency is

summarised for a range of beam conditions in table 2.

The efficiency of the trackers over the data taking period was evaluated by selecting events with

a measured time-of-flight between TOF1 and TOF2 consistent with the passage of a muon. Events

were required to contain at least one hit within the fiducial volume of the tracker. An event was

added to the numerator of the efficiency calculation if it contained a single space point in each of
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Table 1. The track finding efficiency for the upstream and downstream trackers for 140 MeV/𝑐 and 200 MeV/𝑐

beams, and for 3, 6 and 10 mm nominal emittances.

Momentum Emittance Upstream tracks found Downstream tracks found

200 MeV/𝑐 3 mm 98.38% 99.19%

200 MeV/𝑐 6 mm 99.42% 96.07%

140 MeV/𝑐 6 mm 98.37% 99.16%

140 MeV/𝑐 10 mm 98.47% 98.93%

Average 98.70% 98.21%

Table 2. The spacepoint-finding efficiency, in the presence of a track, for the upstream and downstream

trackers for 140 MeV/𝑐 and 200 MeV/𝑐 beams, and for 3, 6 and 10 mm nominal emittances.

Momentum Emittance Upstream spacepoints found Downstream spacepoints found

200 MeV/𝑐 3 mm 98.04% 97.41%

200 MeV/𝑐 6 mm 99.41% 94.63%

140 MeV/𝑐 6 mm 97.99% 99.16%

140 MeV/𝑐 10 mm 98.07% 97.44%

Average 98.44% 97.01%

the five tracker stations. The evolution of the tracking efficiency in the upstream and downstream

trackers is shown in figure 13. The efficiency is shown separately for data taken in the presence of

a magnetic field (“helical”) and with the solenoids turned off (“straight”). The data shows that the

efficiency was generally greater than 99.0%. Water vapour ingress to the cold end of the VLPC

cassettes caused the loss of channels and contributed to a reduction in the tracking efficiency. This

was recovered by warming and drying the VLPCs.

Track-fit performance. Monte Carlo simulation with realistic field, beam conditions and detector

geometry was used to estimate the performance of the track fit. A beam centred at 140 MeV/𝑐

with 10 mm nominal emittance, representing a typical data set, was used for the study. Results

are presented in figure 14 for the upstream tracker and figure 15 for the downstream tracker.

The resolution in the total momentum and transverse momentum is observed to be ∼ 1.1 MeV/𝑐

independent of momentum in the range 120 MeV/𝑐 to 160 MeV/𝑐. The small bias in the transverse

and the total momentum did not give rise to significant effects in the analysis and was considered

in systematic error studies.

6.2 Beam-based detector alignment

A beam-based alignment algorithm was developed to improve the resolution on the position of

the scintillating-fibre trackers relative to the time-of-flight hodoscopes. The starting point for the

beam-based alignment was the geometrical survey of the detectors in the MICE Hall which was

performed using laser geodesy. Survey monuments on the TOF frames were surveyed with respect
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Figure 13. Evolution of the straight and helical track finding efficiencies over time for: the upstream (left);

and downstream (right) trackers during the key periods of data taking since 2015. Each dot represents a

single data taking run between 10 minutes and 3 hours long.

to the MICE Hall survey network. The trackers had been dowelled in position in the bores of the

spectrometer solenoids. The dowels were used to locate each tracker precisely with respect to the

axis of the warm bore of its solenoid. The position of the trackers along the beam line was inferred

from the measurement of survey monuments mounted on the spectrometer-solenoid cryostats outer

jackets. The beam-based alignment was used to determine the azimuthal orientation of the trackers

with a resolution of 6 mrad/
√
𝑁 and their position transverse to the beamline with a resolution of

20 mm/
√
𝑁 , where 𝑁 is the number of tracks used in the analysis [40].

Analysis method. The position of each tracker in the MICE Hall coordinate system was described

using the location of its centre and a set of three angles corresponding to rotation about the 𝑥 axis

(𝛼), the 𝑦 axis (𝛽) and the 𝑧 axis (𝜙). The rotation of the tracker about the 𝑧 axis has a negligible

effect on the alignment since 𝜙 was determined precisely at installation. An initial estimate for the

position of each tracker along the beamline had been inferred from the survey. The surveyed location

of the TOFs was used as the reference for the tracker alignment. The line that joins the centre of

TOF1 with the centre of TOF2 was chosen as the reference axis. A deviation from this axis was

considered to be due to misalignment of the trackers. The alignment could not be determined on a

single-particle basis due to multiple Coulomb scattering in the absorber and other material present

on the beamline. Therefore, the mean residuals in position (𝑥 and 𝑦) and angle (𝛼 and 𝛽) of the

trackers with respect to the TOF1-TOF2 axis were evaluated to determine the alignment constants.
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Figure 14. Momentum reconstruction resolution (left) and bias (right) for the total momentum (top) and

transverse momentum component (bottom) in the upstream tracker.

Each TOF provided a single spacepoint in the Hall coordinate system. In Hall coordinates, on

average, the track reconstructed between TOF1 and TOF2 should agree with the track reconstructed

in each tracker, i.e. the mean residuals in 𝑥, 𝑦, 𝛼, and 𝛽 should be zero. Applying this reasoning to

the unknown offset and angles leads to a system of equations for the four unknown constants [40].

The measurement of four residual distributions per tracker yields the alignment constants. The main

source of bias was the scattering in the material between TOF1 and TOF2. If the beam was not

perfectly centred, particles preferentially scraped out on one side of the magnet bore, anisotropically

truncating the tail of the residual distribution. A fiducial cut was applied to the upstream sample in

order to remove this effect.

Data were recorded with the superconducting magnets turned off. High momentum beams

were used to reduce the RMS scattering angle and to maximise transmission. Each data set was

processed independently. Figure 16 shows the alignment parameters determined for each run during

a specific data taking period. The measurements are in good agreement with one another and show

no significant discrepancy: an agreement between the independent fits guaranteed an unbiased

measurement of the alignment constants. The constant-fit 𝜒2/ndf was close to unity for each fit,

indicating that there were no additional sources of significant uncertainty. The optimal parameters

are summarised in table 3.
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Figure 15. Momentum reconstruction resolution (left) and bias (right) for the total momentum (top) and

transverse momentum component (bottom) in the downstream tracker.

Table 3. Optimal alignment constants measured in the high-momentum straight-track data acquired during

May 2017 (summarised from figure 16).

x [mm] y [mm] 𝛼 [mrad] 𝛽 [mrad]

TKU −0.032 ± 0.094 −1.538 ± 0.095 3.382 ± 0.030 0.412 ± 0.029

TKD −2.958 ± 0.095 2.921 ± 0.096 −0.036 ± 0.030 1.333 ± 0.030

7 Liquid hydrogen absorber

The accurate characterisation of the properties of the liquid hydrogen absorber was a critically-

important contribution to the study of ionisation cooling. The instrumentation used for this purpose

and its performance are presented in this section.

The absorber vessel consisted of a cylindrical aluminium body sealed with two thin aluminium

end windows, as shown in figure 17. The absorber vessel contained 22 l of liquid. The body of

the absorber had an inner diameter of 300 mm and the end flanges were separated by a distance of

230 mm. The vessel was surrounded by a second pair of safety windows. The length along the

central axis, between the two domes of the end windows, was 350 mm [41].

Variation of the density of liquid hydrogen due to varying temperature and pressure. The

energy lost by a muon travelling through the liquid hydrogen absorber depends on the path length and
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Figure 16. Consistency of the alignment algorithm results for upstream (blue) and downstream (red) trackers

across runs acquired during the 2017/01 ISIS user cycle. The quantities 𝑥, 𝑦, 𝛼, and 𝛽 are defined in the text.

350

2
3
0

Figure 17. Left panel: drawing of the focus coil (FC) module showing the principal components. Right

panel: detail of the liquid hydrogen absorber vessel [41].

on the density of the liquid hydrogen. The density of liquid hydrogen is a function of temperature and

pressure. The temperature of the vessel was measured by eight LakeShore Cernox 1050 SD sensors,

but with the values truncated for storage at a granularity of 0.1 K. Four of the sensors were used

solely as temperature sensors, while the other four were also used as level sensors to ensure the liquid

hydrogen reached the top of the vessel. The sensors were arranged in pairs, with two mechanically

clamped at the top of the vessel, two at a polar angle of 45◦ to vertical from the top of the vessel,

two at a polar angle of 45◦ to the bottom of the vessel, and a final two at the bottom of the vessel.
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Cooldown and liquefaction were completed slowly over eight days at a pressure of 1105 mbar

after which the vessel’s pressure was lowered to 1085 mbar [41]. The vessel then remained in

this steady state during the 21 day period of data taking, after which the vessel was vented. For

the venting process, the cryocooler used to liquefy hydrogen was switched off and heaters were

switched on to deliver a nominal power of 50 W to the absorber vessel. This resulted in an increase

in pressure to 1505 mbar until the temperature stabilised at the boiling point. A rapid increase in

temperature was observed once all the liquid hydrogen had boiled off.

The temperature sensors had a typical accuracy of ± 9 mK and a long-term stability of ± 12 mK

at 20 K. The magnetic-field dependent temperature error, ΔT/T, at 2.5 T is 0.04%, equivalent

to ± 8 mK at 20 K [42]. These uncertainties were quoted by the manufacturer of the sensors.

Magnetic fields caused reversible calibration shifts on the temperature measurements. To reduce

the uncertainty in the liquid hydrogen density a calibration procedure was devised that used the

boiling point, as observed during the venting process. A correction to the observed temperature

reading was obtained by applying a cut-off correction, a correction for the effect of the magnetic

field based on the current in the focus coil and its polarity, a correction for the non-linearity of the

sensors, and a boiling point scaling factor [43].

The boiling point of hydrogen at 1085 mbar is 20.511 K. The sensors had a total uncertainty of

17 mK (9 mK accuracy, 12 mK stability, 8 mK magnetic). The deviation from the non-linearity of

the sensors [42] added, on average, 0.03 K to the uncertainty. The temperature scaling and magnet-

current correction factors also had an associated uncertainty as they were derived based on the 0.1 K

resolution of the retrieved, truncated, values. For example, a calibrated sensor at boiling temperature

and 1505 mbar should read 21.692 K, but we can only retrieve a value of 21.65 K (21.6 K truncated

plus 0.05 K cut-off correction [43]) i.e. off by 0.042 K. The pressure sensors had an uncertainty

of ± 5 mbar which equated to ± 0.016 K during steady state. The pressure uncertainty (± 5 mbar)

added another uncertainty to the temperature calibration constants of ± 0.014 K. Collectively, all

these uncertainties summed in quadrature to 0.2 K for each sensor.

While in the steady state condition the liquid hydrogen was close to the boiling temperature of

liquid parahydrogen [43] (density of 70.53 kg/m3): the average temperature of the eight sensors was

(20.51± 0.07) K at 1085 mbar (figure 18) allowing us to determine the uncertainty in the density

over this period as 0.08 kg/m3.

Contraction of the absorber vessel due to cooling. The absorber was cooled from room temper-

ature to the operating temperature of the experiment (20.51 K), contracting the vessel. The linear

contraction of Al-6061 as it is cooled from 293 K is given by:

𝛼 = −4.1277 × 10−3𝑇 − 3.0389 × 10−6𝑇2 + 8.7696 × 10−8𝑇3 − 9.9821 × 10−11𝑇4 (7.1)

where 𝑇 is the operating temperature [44]. The equation is the result of a fit to data collated by the

National Institute of Standards and Technology (NIST) and has an associated curve fit error of 4%.

At the MICE operating temperature, this corresponds to a linear contraction of the vessel along

each plane of 0.415%. As a result the length of the bore contracted by (1.45 ± 0.05) mm. The

vessel was suspended within the warm bore of the focus coil and was therefore free to contract in

each plane without restriction.
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Figure 18. Average liquid hydrogen temperature recorded by the sensors during the steady state period.

After applying all the correction factors the temperature remains at or close to the boiling point temperature.

Deflection of absorber vessel windows due to internal pressure. To minimise energy loss and

Coulomb scattering by the absorber vessel, the window thickness was minimised. The liquid

hydrogen circuit was pressurised above atmospheric pressure to prevent air ingress [41, 45]. The

vessel was designed to withstand at least 2500 mbar internally. The internal pressure was limited

by the 1.5 bar relief valve to atmosphere, whilst the vessel was surrounded by vacuum.

The pressure at which the absorber operated resulted in deflection of the absorber windows.

These deflections were modelled using ANSYS [46], and the uncertainty in the window deflection

derived from this model was 20%. The model showed a linear dependence of the window deflection

on pressure up to 2 Bar when the windows begin to yield. The pressure sensors were accurate

to ± 5 mbar (0.25% of 2 Bar). At (1085± 5) mbar, the typical MICE operating pressure, this

corresponded to a deflection of (0.5374± 0.1076) mm (model uncertainty) ± 0.0022 mm (sensor

uncertainty) at the centre of the absorber window.

Variation of the absorber vessel window thicknesses. On its passage through the absorber a

muon would lose energy in the aluminium of the pair of hydrogen-containment windows, the two

aluminium safety windows, and the liquid hydrogen itself. At the centre of the absorber, the total

amount of aluminium the muon beam passed through was (785± 13) μm, producing a variance of

1.68%. However, as the windows were thin, the effects on energy loss were negligible. A 200 MeV/𝑐

muon passing along the central axis of an empty absorber lost 0.345 MeV, introducing a 0.006 MeV

uncertainty on energy loss.

Total systematic uncertainty on energy loss. The principal contributions to the systematic

uncertainty on energy loss in the liquid hydrogen absorber are: the uncertainty in the contraction of

the absorber vessel, the uncertainty in the deflection of the hydrogen-containment windows due to

internal pressure, and the uncertainty in the variation of the window thickness. The impact of the

– 20 –



2
0
2
1
 
J
I
N
S
T
 
1
6
 
P
0
8
0
4
6

contraction of vessel and the deflection of the windows resulted in a reduction of the length of the

vessel on axis of (0.4± 0.2) mm. The change in the combined thicknesses of the absorber windows

on axis is 13 μm. The average temperature during the steady state period of the experiment when

the pressure remained constant at (1085± 5) mbar is (20.51± 0.07) K corresponding to a liquid

hydrogen density of (70.53± 0.08) kg/m3.

During the MICE data taking, muon beams with nominal momenta of 140, 170, 200 and

240 MeV/𝑐 were used. The energy loss and its uncertainty were calculated. The calculation used

a central bore length of (349.6± 0.2) mm, a total window thickness of (0.785± 0.013) mm and a

liquid hydrogen density of (70.53± 0.08) kg/m3. For a 140 MeV/𝑐 muon this corresponds to an

energy loss of (10.88± 0.02) MeV, while for a 200 MeV/𝑐 muon particle this corresponds to an

energy loss of (10.44± 0.02) MeV. For a muon travelling along the centre axis of the absorber the

systematic uncertainty in the energy loss is 0.2%.

8 Summary and conclusions

A complete set of particle detectors has permitted the full characterisation and study of the evolution

of the phase space of a muon beam through a section of a cooling channel in the presence of liquid

hydrogen and lithium hydride absorbers, leading to the first measurement of ionization cooling.

The PID performance of the detectors is summarised in table 4 and table 5 and is fully compatible

with the specification of the apparatus [47].

Table 4. Summary of the performance of the MICE PID detectors.

Detector Characteristic Performance

Time-of-Flight time resolution 0.10 ns

KLOE-Light muon PID efficiency 99%

Electron Muon Ranger electron PID efficiency 98.6%

Table 5. Summary of the MICE PID detector performance for different beam settings.

KL efficiency EMR efficiency Track finding efficiency

Momentum electrons muons pions electrons muons
3 mm 6 mm 10 mm

US DS US DS US DS

140 MeV/𝑐 95% 97% n.a. 98% 35% 98% 99% 98% 99%

170 MeV/𝑐 95% 99% 89% 99% 99%

200 MeV/𝑐 94% 99% 95% 100% 99% 99% 96% 99% 96%

240 MeV/𝑐 96% 99% 97% 99% 99%

300 MeV/𝑐 95% 99% 98% n.a. 99%

All the different elements of the MICE instrumentation have been used to characterise the

beam and the measurement of the cooling performance for a different variety of beam momenta,

emittance, and absorbers. The measurement of the physical properties of the liquid hydrogen
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absorber have been fully described here. The experiment has thus demonstrated a technique critical

for a muon collider and a neutrino factory and brings those facilities one step closer.
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Abstract. Galactic cosmic rays entering heliosphere are modulated by interplanetary magnetic field which
is carried away from the Sun by the solar wind. Cosmic rays are additionally modulated by coronal mass
ejections and shock waves, which can produce Forbush decrease, a transient decrease in the observed
galactic cosmic ray intensity. Measurements of magnetic field and plasma parameters in near-Earth space
detect regularly coronal mass ejections, so it is important to understand the correlation between near-Earth
particles fluxes associated with these coronal mass ejections and Forbush decreases. By combining in situ
measurements of solar energetic particles with ground-based observations by the Belgrade muon detector,
we analysed the dynamics of the variation of galactic cosmic rays. Correlation between variations of the flux
of the cosmic rays and average in situ particle fluxes was investigated during Forbush decreases. Correlation
exhibited dependence on the energy of solar wind particles, but also on cut-off rigidities of cosmic rays
detected on the ground. The goal of cross-correlation analysis is to help in better understanding of how
coronal mass ejections affect space weather as well as the effects they have on primary cosmic ray variations
as detected by ground-based cosmic ray detectors.

1 Introduction

Space weather has been widely used as a term to define
impact of the Sun, heliosphere and geomagnetic field on
our biosphere and our technological systems. Under-
standing space weather is a matter of both scientific
interest and practical importance as its impact could
potentially be hazardous to our civilisation. Cosmic
ray (CR) observations can also be used to study space
weather. Primary (or galactic) CRs are high-energy
nuclei (mainly protons) that originate from outside of
our solar system. Their flux and energy range is cover-
ing several tens of orders of magnitude (flux from 10−28

up to 104 (m2 sr sec eV/nucleon)−1 and energy range
up to 1021 eV [10]). As charged particles, CRs are sen-
sitive to magnetic field, so often it is more convenient
to use geomagnetic rigidity instead of energy to char-
acterise primary CRs. Geomagnetic rigidity is defined
as R = Bρ = pq, where B is the magnetic field, ρ is the
gyroradius of the particle due to this field, p is the parti-
cle momentum and q is its charge [14]. As they traverse
interplanetary space, galactic CRs interact with helio-
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spheric magnetic field. The heliosphere is the region
of space around the Sun dominated by the solar wind
and the interplanetary magnetic field (IMF). The solar
wind is a stream of supersonic plasma blowing outward
from the Sun. IMF represents solar magnetic field car-
ried by highly conducting solar wind plasma. Interac-
tion of CRs with this large-scale field modulates CRs
flux intensity measured on Earth, which is nested deep
inside the heliosphere. Interaction with the heliosphere
causes gradient and curvature drift motion of CRs and
scattering by the magnetic irregularities embedded in
the solar wind [19]. Variations in the solar magnetic
field directly affect the heliosphere, most prominent
being the solar cycle variation with a period of about
11 years. Solar cycle affects activity of the Sun which is
visible in varying number of sunspots, solar flares (SFs)
and coronal mass ejections (CMEs). Coronal mass ejec-
tion is an extreme solar activity event, followed by sig-
nificant release of charged particles and accompanying
magnetic field from solar corona. Intensity of measured
CRs flux anticorrelates with the activity of the Sun,
with lower intensity during maximum of the solar cycle
and higher intensity during minimum of solar activity.

One of the transient phenomena of this interaction
is the Forbush decrease (FD), which represents a rapid
depression in CR flux. It is usually characterised by a
sudden decrease reaching minimum within one day, fol-
lowed by a subsequent gradual recovery phase, which
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can last for several days. Typical causes of FD are
transient interplanetary events related to interplane-
tary coronal mass ejections (ICMEs). If the speed of
the ICME is greater than fast magnetosonic wave speed
in the solar wind reference frame, ambient solar wind
plasma will be compressed. The shock can be formed,
which is driven ahead of ICME and can cause enhance-
ment of IMF. FD can also be formed due to corotating
interaction regions between different solar wind streams
with different speed [2]. In this paper, we will only focus
on ICME induced FDs, of which we will study four
cases.

Correlation between parameters characterising FDs
(like magnitude of the decrease, duration, one-step or
two-step FDs, etc.) and solar wind parameters has been
studied for some time. There is reasonable evidence
for correlation between FD magnitude and amplitude
of magnetic field enhancement B, velocity of CME,
maximum solar wind velocities and other parameters
as shown in [7,22]. Also, profile of FDs is modelled
and compared with CME magnetic structure, start-
ing from the simple force-free flux rope with circular
cross section, but it can deviate from this ideal con-
cept. FD magnitude is explained with cumulative effect
of diffusion of CRs through the turbulent sheath region
[3,11]. FD is also energy dependent, where amplitude
of decrease is typically around several percent. Higher-
rigidity CRs only weakly interact with magnetic dis-
turbances, so no significant change of the flux can be
expected for CRs with rigidity of several dozen GV [9].
In order to detect FD at any location, larger statistics
are needed for CRs of lower energy. CRs also inter-
act with geomagnetic field which imposes the mini-
mal rigidity CRs must have in order to reach Earth’s
surface. This geomagnetic cut-off rigidity depends on
geomagnetic latitude. It is smaller at the poles and
increases with latitude, with some exceptions due to
deviation of Earth’s magnetic field from the magnetic
dipole model (i.e., South Atlantic anomaly [4]).

Primary CRs arriving at Earth interact with atoms
and molecules in Earth’s atmosphere. CRs with energy
above 300−400 MeV/nucleon generate showers of sec-
ondary particles. These secondary CRs consist of elec-
trons and photons (electromagnetic component) and
harder, in terms of energy, nuclear component of
the cascade. Nuclear component, at the bottom of
the atmosphere, is composed mainly of muons, pro-
tons, neutrons and neutrinos. Secondary CRs can be
observed with detectors in the atmosphere (balloon
probes), on the ground or even underground. High-
energy muons can penetrate deep underground and can
be an important component of the background in exper-
iments requiring high sensitivity (dark matter search,
proton decay, etc.).

There is a well-known correlation between parame-
ters of solar wind plasma and CR flux, and the goal of
this paper is to extend the study of FDs, specifically its
magnitude and time evolution, to wider range of param-
eters of the heliosphere measured routinely with satel-
lites. We concentrate our study on previously scarcely
used parameters of the solar wind, particularly flux of

charged particles of different energies. These particles
are the source of inhomogeneity in the IMF, so the
goal is to try and find distinguishing characteristics of
FDs, like magnitude of decrease and FD profile that
can be related to the satellite proton flux data, and
examine their potential correlation with other space
weather parameters. This additional information can
be useful in finding explicit connection between param-
eters of solar wind and CR flux and can lead to better
understanding of these complex processes.

2 CR data

In order to provide higher count rate, detector on
Earth has to be omnidirectional and to detect inte-
gral flux over different range of energies. For the last
seventy years secondary CRs are measured using stan-
dard ground-based neutron monitors (NMs) [6]. There
is a worldwide network of NMs (http://www01.nmdb.
eu/) that measures flux of secondary CRs originated
from primary CRs with rigidity range approximately
between 1 GV and 20GV. Every node of the world-
wide network of ground stations has its unique cut-off
rigidity depending on its geomagnetic coordinates and
height. The other type of widely used ground-based CR
detectors are muon monitors. Muon monitors are sen-
sitive to primary CRs of higher rigidity and comple-
ment NMs measurements [26]. Worldwide network of
these muon stations is still rudimentary, but it can pro-
vide insight into flux variation of primary CRs with
energies higher than CRs detected by NMs. Since both
NMs and muon detectors are energy-integrating detec-
tors and use entire atmosphere above it as a moderator,
it is not trivial to relate count rate of these detectors to
the flux or energy spectrum of primary CRs at the top
of the atmosphere. One needs to know the response of
a detector to a unit flux of CRs with the given energy,
the so-called detector yield function. Yield functions
can be calculated either theoretically, using a numeri-
cal simulation of the nucleonic cascade caused by ener-
getic cosmic rays in the Earth’s atmosphere, e.g., [8],
or semi-empirically, for example based on a latitudinal
survey [16].

As flux of secondary cosmic rays is also sensitive to
varying properties of the atmosphere through which
these CRs propagate, it is necessary to conduct flux
correction of the measured flux for atmospheric param-
eters, where atmospheric pressure correction is the most
important. In addition to atmospheric pressure, CR
muons are sensitive to temperature variations in the
atmosphere, starting from the top of the atmosphere all
the way to the ground level. There are several proce-
dures for corrections of these effects which are regularly
used. Most commonly used are the integral method and
the method of effective level of generation, but some
novel techniques have also been introduced in recent
years [25]. Correction for these atmospheric parameters
is necessary in order to increase detector sensitivity to
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Table 1 Properties of primary CR flux related to muons detected at Belgrade CR station

Detector Muon flux 1/(m2s) E0.05 (GeV) Emed (GeV) E0.95 (GeV) Cut-off rigidity (GV)

GLL 137(6) 11 59(2) 915 5.3
UL 45(2) 31 137(5) 1811 12

variations of primary CRs flux and more precisely study
the influence of solar modulation on galactic CRs.

Belgrade CR station started collecting data with the
current experimental set-up in 2009. The station con-
sists of two separate detector units: one placed on
ground level (GLL) and the other in shallow under-
ground (UL), both utilising the same experimental set-
up. Such configuration provides opportunity to moni-
tor muon fluxes in two different energy ranges with all
other external parameters (such as atmospheric param-
eters, geomagnetic location and experimental set-up)
being the same. Underground part of the station detects
muons originated from primary CRs with higher energy
because of the layer of soil overburden (13 m of loess)
which absorbs lower-energy muons. Details of the detec-
tor systems at the Belgrade CRs station as well as calcu-
lated response functions are presented in [29]. The sta-
tion is situated at the Laboratory for Nuclear Physics at
the Institute of Physics Belgrade, Serbia. The altitude
of the station is 78m above sea level. Its geographic
coordinates are: 44◦51� N and 20◦23� E, with geomag-
netic latitude of 39◦32� N. Sensitivity of Belgrade CR
detectors to galactic CRs is given in Table 1, where
primary CRs with the energy below E0.05 (and above
E0.95) contribute with 5% to the count rate of the cor-
responding detector, and Emed is median energy based
on simulation. In preparation for the analysis, detected
muon count rates are corrected for efficiency, as well
as for barometric and atmospheric temperature effects.
Temperature effect correction is done using integral
method [24].

3 Satellite data

In recent years, satellites provide new direct measure-
ments of primary CRs flux in the heliosphere and the
geomagnetic field. Also, detectors mounted on space-
craft allow us to probe even further, as Voyager recently
crossed heliospheric boundary and for the first time
galactic CRs flux was measured outside the heliosphere.
The problem with such measurements is limitation to
the size of the detectors, due to constraints of the
construction of the satellites. In order to have valid
statistics and good resolution, only low-energy parti-
cle flux can be measured. These low-energy particles
are sensitive to geomagnetic field, which can introduce
additional perturbation. Also, measurements of low-
energy CRs can be masked by the increased flux of
low-energy solar energetic particles (SEPs) in the MeV
energy range. FDs detected by ground-based detec-
tors are measured in energy range several orders of

magnitude higher than the energy range available to
satellites measurements. (NMs detect flux that orig-
inate from ∼ 10 GeV, single muon detectors higher
than that up to ∼ 100 GeV, while solar weather satel-
lite measurements range up to several 100 MeV.) SEP
occurrence is sporadic and depends on which part of
the solar cycle we are in, so long-term studies with
stable data quality are necessary if we are to study
solar modulation of CRs. Such long-term measure-
ments have been performed with various spacecrafts
during the last four decades. Data measured on dif-
ferent interplanetary locations are then used for mod-
elling of the heliosphere, which is important for under-
standing and forecasting space weather. This is a rel-
atively new and dynamic field that is still expanding.
More in situ measurements that can be catalogued [17]
and compared with data from ground based stations
will improve our understanding of near space environ-
ment.

In this paper, we use proton data from ERNE (Ener-
getic and Relativistic Nuclei and Electron experiment)
detector at the SOHO (Solar and Heliospheric Observa-
tory) (https://omniweb.gsfc.nasa.gov/ftpbrowser/flux_
spectr_m.html), which has been performing measure-
ments in Lagrangian point L1 for the last quar-
ter of a century described in [13] and references
therein. Experiments that collects in situ particles data
are ERNE and COSTEP (Comprehensive SupraTher-
mal and Energetic Particle analyser), where data
are combined to meet requirements of the mission.
ERNE detector provides proton flux data in rel-
atively large energy range (1.6 to 131 MeV) sepa-
rated in several energy channels (1.3−1.6, 1.6−2.0,
2.0−2.5, 2.5−3.2, 3.2−4.0, 4.0−5.0, 5.0−6.4, 6.4−8.0,
8.0−10, 10−13, 13−16, 16−20, 20−25, 25−32, 32−40, 40−
50, 50−64, 64−80, 80−100, 100−130 MeV) . Measure-
ments are taken with two different detectors: LED (low-
energy detector) covers lower-energy and HED (high-
energy detector) which covers higher-energy channels
[28]. Satellites, including SOHO, also measure in situ
parameters of the space environment and gather data
about magnetic field, solar wind and concentration and
flux of various types of particles on the location. Satel-
lite data relevant to heliospheric studies are, among
other places, available at GSFC/Space Physics Data
Facility, in the form of low- and high-resolution OMNI
data (https://spdf.gsfc.nasa.gov/pub/data/omni/low_
res_omni/). In this study, we used the low-resolution
OMNI data that contain hourly data for the solar
wind magnetic field and plasma parameters, ener-
getic proton fluxes, and geomagnetic and solar activ-
ity indices for different regions in proximity to Earth
[12].
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4 Four prominent FD events during rising
phase of solar cycle 24

Previous (24th) solar cycle started in December 2008
and ended in November 2019 (as available from Sunspot
Index and Long-term Solar Observations database
http://www.sidc.be/silso/node/167). It had an unusu-
ally weak maximum, with smoothed maximum inter-
national sunspot number of 116. For comparison, in
cycles 22 and 23 this number was 214 and 180, respec-
tively (as available from Sunspot Index and Long-
term Solar Observations database http://sidc.be/silso/
home). Same period was also characterised by smaller
number of FDs, especially ones with larger amplitudes.

There were fifteen strong FDs (with magnitude of
decrease larger than 5% for particles with 10 GV rigid-
ity) recorded in the rising phase of solar cycle 24, how-
ever in this study we will limit our analysis to four
events detected by the Belgrade Cosmic Ray Station
(http://www.cosmic.ipb.ac.rs/). Other prominent FDs
that occurred in this period have not being detected by
either GLL or UL detector due to discontinuity of oper-
ation, so they have been omitted from this study. All
four events followed ejections from an active region on
the Sun, accompanied by a solar flare with interplane-
tary shock wave and sudden storm commencing (SSC),
and disturbance in the geomagnetic field. All of these
FDs were seen by the NM detector network as well.

First significant FD of solar cycle 24 was recorded on
18 February 2011 and has been caused by a CME head-
ing directly towards Earth [20]. It has been detected by
most ground stations around the world. Its morphol-
ogy is influenced by the interaction of two CMEs, first
slower and the second faster (with respective speeds
of 390 km/s and 1020 km/s), that occurred a day apart
[27]. Geomagnetic activity has been relatively weak due
to orientation of the magnetic field of the ejecta [21].

Second event was observed on 7 March 2012. It
included an X-class flare (X5.4), that occurred in
NOAA AR 11429 with an intense halo CME, followed
by several smaller flares and another partial CME. It
caused one of the strongest FDs of the last solar cycle.
Observed solar activity was also related to the intense
geomagnetic storm that followed [15].

A strong SF (X1.6) was detected by several space-
crafts during 10 September 2014, originating from
active region NOAA AR 2158. Based on the SOHO
coronagraph images, this flare was associated with a
CME that was aimed towards Earth, where it arrived
on September 12. This activity resulted in a major geo-
magnetic storm, one of the strongest in 2014.

In the second half of June 2015, solar activity was
very intense, since a number of CMEs and flares were
produced from the powerful AR 12371, which domi-
nated solar activity during that period [23]. The impact
of these CMEs on the Earth’s magnetosphere resulted
in a moderate to severe G4-class geomagnetic storm
that occurred on the summer solstice. The result was a
very interesting and unusual modulation galactic CRs
flux, which appeared as a series of FDs.

For the study of FD events and their relationship
with IMF and geomagnetic disturbances, researchers
from IZMIRAN (Pushkov Institute of Terrestrial Mag-
netism, Ionosphere and Radio Wave Propagation, Rus-
sian Academy of Sciences) created an FD database
(http://spaceweather.izmiran.ru/eng/dbs.html) which
contains various FD parameters, as well as their rela-
tionship with heliospheric and geomagnetic parameters
covering several solar cycles [1]. Properties of the four
selected FDs, taken from the IZMIRAN database, are
given in Table 2.

5 Data analysis

In order to establish the usability of SOHO SEP flux
data in the study of CR variations, we will first anal-
yse how muon count rate time series compare with
some of the IMF parameters more commonly used in
the analysis of solar activity-induced CR variations. To
this end, we compare hourly muon count rates (mea-
sured by Belgrade muon station and corrected for atmo-
spheric effects) with time series for selected parame-
ters from OMNI database. To give more weight to this
qualitative analysis, we concentrate only on periods
of extreme solar activity, in particular periods of the
occurrence of four FD events described in Sect. 4. We
then examine the relationship between measured muon
count rates and the SOHO/ERNE SEP flux data and
analyse any discerning features in comparison with the
ones observed in OMNI data time series. The period
selected for this analysis is approximately one solar
rotation of 27 days. All probes at L1 are about an hour
upstream of the magnetosphere so all their data are
interspersed with data from spacecraft close to Earth
(e.g., IMP 8). In order to compute hourly averages “at
Earth” this time shift has to be taken into account
(https://omniweb.gsfc.nasa.gov/html/ow_data.html).

Next, we investigate the short-term correlation between
SEP flux and muon count rate data during time periods
of four selected FDs. Muon time series for this proce-
dure were selected for times where average muon flux
was significantly lower than the background level. Back-
ground level was determined from moving averages for
hourly count rates 10 days before the event. We then
perform correlative analysis between SOHO SEP flux
data and muon count rates for a period of one year
(from 01.06.2010 to 31.05.2011), in order to establish
the long-term relationship. For further insight, we also
look into the correlation between these variables during
the periods of reduced geomagnetic activity (Interna-
tional Quiet Days) and increased geomagnetic activity
(International Disturbed Days).

Finally, we look in greater detail into SOHO SEP
flux time series. In order to perform more quantitative
analysis, time-integrated flux is calculated for SEP data
for different SOHO energy bins and for the duration of
selected FD events. In order to provide a parameter for
characterisation for different FD events, calculated inte-
gral flux is plotted as a function of proton energy and
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Table 2 Selected FD and interplanetary disturbance parameters (taken from IZMIRAN database)

Parameter FD 1 FD 2 FD 3 FD 4 Parameter comment

Date of FD 18.2.2011. 8.3.2012. 12.9.2014. 22.6.2015.
Date of parent solar event 15.2.2011. 7.3.2012. 10.9.2014. 21.6.2015.
AR number 1158 11429 2158 12371 NOAA active region
VmeanC 584 1198 906 1040 The average ICME velocity

between the Sun and the
Earth, calculated using the
time of the beginning of
the associated CME
observations (in km/s)

Vmax 691 737 730 742 Maximal hourly solar wind
speed in the event (in
km/s)

Bmax 31 23.1 31.7 37.7 Maximal hourly IMF
strength in the event (in
nT)

Bzmin – 5.5 – 16.1 – 9.5 – 26.3 Minimal hourly Bz
component of the IMF in
the event (in nT)

Rbulk 72.25 146.2 131.35 171.25 An estimate of the maximum
proton rigidity (in GV)
that can be reflected by the
total magnetic field,
integrated from the event
onset to the FD minimum

Magn 5.2 11.7 8.5 8.4 FD magnitude for particles
with 10 GV rigidity,
calculated as maximal
range CRs density
variations in the event,
obtained by GSM from NM
network data ( in %)

MagnM 4.7 13.1 6.9 10.4 FD magnitude for particles
with 10 GV rigidity,
corrected on
magnetospheric effect with
Dst-index (in %)

TminM 7 20 9 11 Time from the FD onset to
minimum, calculated from
the data corrected for
magnetospheric effect

Kpmax 5 8 6.33 8.33 Maximal Kp-index in the
event

Apmax 48 207 94 236 Maximal 3-hour Ap-index in
the event

Dstmin – 30 – 143 – 75 – 204 Minimal Dst-index in the
event (in nT)

Flare class X2.2 X5.4 X1.6 M2.6 Associated X-ray flare data
SSN 85 97 126 56 Number of sunspot at the

FD onset day

fitted with a power function. Dependence of magnitude
for selected FDs on the exponents obtained from fitted
distributions is then analysed.

6 Results and discussion

Comparison between time series of selected IMF param-
eters from OMNI database and muon count rate time

series during the periods of four selected FD events
is shown in Fig. 1. Observed anticorrelation between
muon count rates and proton flux and temperature, as
well as with the overall IMF magnetic field and detected
plasma speed, is in agreement with previously stated
evidence in the literature [30].

Similar comparison between muon count rate time
series and selected channels of SOHO/ERNE proton
flux data for the same time intervals is shown in Fig.
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(b)(a)

(d)(c)

Fig. 1 Time series for particle and plasma parameters (taken from OMNI database) in the time interval of approximately
one month around the occurrence of four selected FD events: a February 2011 (start of time interval on 1 February), b
March 2012 (start of time interval on 1 March), c September 2014 (start of time interval on 1 September) and d June 2015
(start of time interval on 13 June)

2. For the sake of clarity, we chose three energy chan-
nels (1.6−2 MeV, 16−20 MeV, 100−130 MeV), approx-
imately one order of magnitude apart, where first chan-
nel is measured with LED and the other two with HED
detector on SOHO/ERNE instrument. In case of the

February 2011 event, there is an observable time lag
(≈55 h) between the increase of measured proton flux
at low-energy channels (1.6−2MeV and 16−20 MeV
energy channels) and the beginning of FD recorded at
ground station. This time lag is also present between
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(a) (b)

(c) (d)

Fig. 2 Hourly time series for different proton channels from SOHO/ERNE and two muon detectors at Belgrade CR station,
in the time interval of approximately one month around the occurrence of four selected FD events: a)February (start of time
interval on 1 February) 2011, b March 2012 (start of time interval on 1 March), c September 2014 (start of time interval
on 1 September) and d June 2015 (start of time interval on 13 June)

OMNI proton flux data and ground station measure-
ments for this FD alone. FD is a complex modula-
tion of CR flux that depends on a lot of parameters,
like magnitude of magnetic field and its components,

speed of solar wind and CMEs (with CME average
speed ≈ 490 km/s), most of which are listed in Table 2.
Parameter values for all four ICMEs are mostly compa-
rable, but one difference that stands out is the discrep-
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Fig. 3 Differential SEP fluxes during extreme solar event in June 2015, measured by SOHO/ERNE proton channels.
Vertical dashed lines indicate the time for the start and the end of interval used to calculate the integral flux

ancy in average CME velocity (584 km/s from Table 2.)
for the FD of February 2011, which can possibly explain
the observed time lag for this particular FD.

Based on the observed time lag and other coinci-
dent features, we can establish good agreement between

SOHO low-energy channel data and OMNI data time
series. As for high-energy channels, SEP time series in
100−130 MeV energy range for February 2011 and June
2015 events appear to correlate with muon count rate
measurements on the ground. One possible explanation
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Table 3 Statistical correlation between Belgrade CR station and SOHO/ERNE measurements during the periods of four
selected FD events

FD Energy range (MeV) GLL UL

Pearson coefficient P value Pearson coefficient P value

FEB 11 1.6–2.0 H – 0.10877 0.01 – 0.05285 0.2
16–20 H – 0.18384 2 × 10−5 – 0.10732 0.01
100–130 H 0.24204 < 10−6 – 0.13212 0.02

MAR 12 1.6–2.0 H – 0.48477 < 10−6 – 0.43994 < 10−6

16–20 H – 0.72033 < 10−6 – 0.68221 < 10−6

100–130 H – 0.29172 < 10−6 – 0.27822 < 10−6

SEP 14 1.6–2.0 H – 0.2839 < 10−6 – 0.48052 < 10−6

16–20 H – 0.37814 < 10−6 – 0.63735 < 10−6

100–130 H – 0.04951 0.007 – 0.10466 0.2
JUN 15 1.6–2.0 H – 0.3921 < 10−6 – 0.27531 < 10−6

16–20 H – 0.31229 < 10−6 – 0.17113 < 10−6

100–130 H 0.48588 < 10−6 0.39296 < 10−6

could be that in addition to SEP these energy channels
are also populated by very low-energy CRs.

We can further investigate this assumption by look-
ing more closely into SOHO SEP flux time series for
one of the two weaker FD events. We have selected
June 2015 event, as time series for higher-energy chan-
nels appear to be slightly more informative. Figure 3
shows proton flux series for all energy channels mea-
sured by SOHO/ERNE detector. From these plots, it
is apparent that proton fluxes for energies larger than
64 MeV exhibit different dynamic relative to fluxes of
lower energies, and seem to be in anticorrelation with
them. This indeed supports the assumption these chan-
nels are populated by low-energy CR.

Another way we can illustrate this observation more
quantitatively is by performing correlative analysis.
Firstly, we will look into short-term correlations between
proton flux and muon count rate time series during four
selected FD evens. Correlation between respective time
series was found using Pearson correlation coefficient.
For significance two-tailed test is used. Correlation coef-
ficient and its significance level between ground station
and in situ measurement from SOHO/ERNE instru-
ment is given in Table 3.

Due to higher energy of the primary CRs detected
in UL, the correlation between SEPs and measured
flux in UL is smaller than correlation between SEPs
and flux measured in GLL. The greatest anticorrela-
tion (i.e., between GLL and UL data and 16−20 MeV
protons ≈ −0.7) is observed for the strongest ICME
(and corresponding FD) of March 2012, and this anti-
correlation is observed in all energy channels. However,
for lower-intensity events of June 2015 and February
2011, correlations between detected CR flux in GLL and
highest energy channel (100−130 MeV) are mostly pos-
itive. These observations further confirm the assump-
tion about high-energy channels being populated by
low-energy CR, which is especially evident in case of
low-intensity FD events.

Table 4 Pearson correlation coefficient for the correlation
between CR flux detected at Belgrade CR station (GLL
detector) and flux of protons of different energies detected
with SOHO/ERNE detector, for the period of one year
(from June 2010 May 2011)

GLL

Pearson coefficient P value

H 1.3–1.6 MeV – 0.02 0.13
H 1.6–2.0 MeV – 0.02 0.16
H 2.0–2.5 MeV – 0.02 0.20
H 2.5–3.2 MeV – 0.01 0.27
H 3.2–4.0 MeV – 0.01 0.36
H 4.0–5.0 MeV – 0.01 0.57
H 5.0–6.4 MeV < 0.01 0.75
H 6.4–8.0 MeV < 0.01 1.00
H 8.0–10 MeV < 0.01 0.78
H 10–13 MeV 0.01 0.57
H 13–16 MeV 0.01 0.41
H 16–20 MeV 0.01 0.31
H 20–25 MeV 0.01 0.26
H 25–32 MeV 0.01 0.24
H 32–40 MeV 0.01 0.27
H 40–50 MeV 0.01 0.46
H 50–64 MeV < 0.01 0.80
H 64–80 MeV 0.05 < 0.01
H 80–100 MeV 0.12 < 0.01
H 100–130 MeV 0.07 < 0.01

Similar results, with even greater correlation between
the entire time profile for flux measured with NMs and
solar wind speed and magnetic field during ICME, are
reported for stronger FDs during solar cycle 23 [5].

Next, we will analyse long-term correlations between
SOHO proton flux and measured muon count rates.
Pearson coefficients for this correlation over a period
of one year (from June 2010 May 2011), when activity
of the Sun was low at the commencement of the 11-
years cycle, are presented in Table 4. Here we see very
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Table 5 Pearson correlation coefficient for the correlation between CR flux detected at Belgrade CR station (GLL detector)
and flux of protons of different energies detected with SOHO/ERNE detector, during international geomagnetically quiet
and disturbed days for the period of one year (from June 2010 May 2011)

GLL Quiet days GLL Disturbed days

Pearson coefficient P value Pearson coefficient P value

H 1.3–1.6 MeV 0.01 0.61 – 0.05 0.13
H 1.6–2.0 MeV 0.01 0.80 – 0.05 0.14
H 2.0–2.5 MeV 0.02 0.30 – 0.05 0.13
H 2.5–3.2 MeV 0.03 0.11 – 0.05 0.12
H 3.2–4.0 MeV 0.04 0.04 – 0.05 0.10
H 4.0–5.0 MeV 0.05 0.02 – 0.06 0.08
H 5.0–6.4 MeV 0.05 0.01 – 0.06 0.07
H 6.4–8.0 MeV 0.06 0.01 – 0.06 0.06
H 8.0–10 MeV 0.06 0.01 – 0.06 0.06
H 10–13 MeV 0.06 0.01 – 0.06 0.07
H 13–16 MeV 0.06 < 0.01 – 0.06 0.08
H 16–20 MeV 0.06 < 0.01 – 0.05 0.10
H 20–25 MeV 0.06 < 0.01 – 0.05 0.12
H 25–32 MeV 0.06 < 0.01 – 0.05 0.15
H 32–40 MeV 0.06 < 0.01 – 0.04 0.20
H 40–50 MeV 0.06 < 0.01 – 0.02 0.57
H 50–64 MeV 0.07 < 0.01 0.07 0.03
H 64–80 MeV 0.25 < 0.01 0.08 0.02
H 80–100 MeV 0.38 < 0.01 0.11 < 0.01
H 100–130 MeV 0.15 < 0.01 0.09 0.01

little correlation between CR and proton fluxes in all
but the highest energy channels (above 64 MeV).

Table 5 shows the same correlation analysis if only
data for 10 geomagnetically quietest or 5 geomagneti-
cally most disturbed days of each month (http://isgi.
unistra.fr/events_qdays.php) are used. The fact that
we observe a significant increase of positive correlation
coefficients in the case of geomagnetically quiet days,
further corroborates the assumption about the mixed
nature of particles that populate higher-energy chan-
nels. Consequentially, care should be taken how data
from these channels are treated in analysis.

To provide further quantitative support for the use
of SOHO SEP flux measurements in the analysis of
FD events, we will calculate integral proton flux in all
energy channels for the four selected FDs. Integration
intervals are selected to include the period of increased
proton flux that corresponds to a particular FD, but
not to extend the interval to include potential follow-
up structures that cannot be associated with the event.
One such selection for all energy channels, for June 2015
event, is indicated by dashed lines in Fig. 3. In Fig. 4,
we show thusly calculated integral flux as a function
of particle energy (where lower boundary values from
SOHO SEP energy bins are taken), using both linear
and log scale for clarity.

One feature that can be noticed from plots in Fig. 4 is
that integral flux drops off is more steeply in February
2011 than for others studied FDs, where a change in the
trend between high-energy and low-energy range can
be observed. FD that occurred in March 2012 was the
longest and the most intensive of the four. Steepness of

the integral flux for this FD shows relatively more popu-
lated proton channels with higher energies compared to
weaker FD. This is in agreement with strongest modu-
lation of CRs flux during this FD. There is a discontinu-
ity in the integral flux between proton energy channel
13−16 MeV and 16−20 MeV due to different acquisi-
tion method from different instruments, and possibly
because of degradation of the detectors on board the
spacecraft [13] and saturation of the instrument due to
high intensity of solar protons [18].

One simple way to characterise relative abundance
of SEP particles of different energies for a given event
would be to fit described integral flux distribution with
a power function, where (in a simple approximation)
larger exponent would indicate greater relative abun-
dance of lower-energy particles, while smaller exponent
would point to greater relative abundance of higher-
energy particles. Distributions were fitted with a power
function given by the formula I(E) = a ∗ Eb (where I
is the integral flux and E is particle energy), resulting
fits represented by red lines in Fig. 4, while values for
the exponents of power function fits are represented in
Table 6.

If SOHO protons flux measurements are to be proved
useful in the analysis of FD events, SEP flux character-
istics should correlate with some of the FD and inter-
planetary disturbance parameters. To test this, we have
analysed dependence of different FD parameters on the
exponent of the integral proton flux power distribution
(labelled b in the formula in previous paragraph). We
have found some correlation for most tested parame-
ters, most striking being one between the magnitude
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(a) (b)

(c) (d)

Fig. 4 Time-integrated flux of differential SEP fluxes during the four selected FD events: a February 2011, b March 2012,
c September 2014 and d June 2015, in linear and logarithmic scale. Power function fits are represented by red lines

Table 6 Exponent values of power function fits of integral
proton flux distributions

FD Power function exponent values

FEB 2011 – 2.56
MAR 2012 – 1.18
SEP 2014 – 2.20
JUN 2015 – 1.64

of FD for particles with 10 GV rigidity (corrected for
magnetospheric effect) and the exponent of the integral
flux. This dependence (strictly for illustrative purposes
fitted with linear fit) is shown in Fig. 5.

Observed strong dependence is potentially a very
good indicator that SOHO SEP flux measurements can
be a valid source of data to be used in the analysis of

interplanetary disturbances and their interaction with
cosmic rays.

7 Conclusions

Analysing strong aperiodic variations of cosmic ray flux,
such as Forbush decreases, allows us to study violent
processes that occur on the Sun, and corresponding per-
turbations in the heliosphere, using Earth-based detec-
tors. In addition to cosmic ray flux and magnetic field
data commonly used to study such events, we have
extended analysis to include proton flux measurements,
obtained using spacecraft mounted detectors. Based on
the analysis of four selected Forbush decrease events, we
have found SOHO/ERNE proton flux measurements to
be consistent with solar plasma parameters, as well as
with observations by the ground-based muon detectors.
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Fig. 5 Dependence of FD magnitude, corrected for magnetospheric effect with Dst-index for particles with 10 GV rigidity,
on the power exponent of the integral SEP flux, four selected FD events: a February 2011, b March 2012, c September 2014
and d June 2015. Linear fit (for illustrative purposes) is indicated by the red line

We have concluded that during Forbush decrease events
lower-proton-energy channels are dominated by SEP
particles, while in higher-energy channels there is a con-
tribution of low-energy cosmic rays, especially apparent
during less intense events. We have found a clear corre-
lation between Forbush decrease magnitude (corrected
for magnetospheric effect with Dst-index for particles
with 10 GV rigidity) and power exponent of the integral
flux of SOHO/ERNE measurements. This result gives
grounds to further pursue the analysis of heliospheric
proton flux data, as it may yield additional valuable
information. Such information can potentially help us
to classify and study in greater detail the dynamics of
interaction of cosmic rays in the heliosphere.
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Multivariate clas si fi ca tion and re gres sion anal y sis of mul ti ple me te o ro log i cal vari ables and in -
door ra don ac tiv ity con cen tra tion in Ground Level Lab o ra tory in the In sti tute of Phys ics Bel -
grade, was per formed and dis cussed. Me te o ro log i cal vari ables used in this anal y sis were from
ra don ac tive de vice, nearby me te o ro log i cal sta tion and fi nally from Global Data As sim i la tion
Sys tem. Sin gle variate anal y sis has iden ti fied vari ables with great est value of Pearson's cor re -
la tion co ef fi cient with ra don ac tiv ity con cen tra tion and also, vari ables with great est sep a ra -
tion of events with in creased ra don ac tiv ity con cen tra tion of over 200 Bqm–3 and of events
with ra don level be low this value. This ini tial anal y sis is show ing the ex pected be hav ior of ra -
don con cen tra tion with me te o ro log i cal vari ables, with em pha sis on data pe ri ods with or
with out air con di tion ing and with em pha sis on in door wa ter va por pres sure, which was, in
our pre vi ous re search, iden ti fied as im por tant vari able in anal y sis of ra don vari abil ity. This
sin gle variate anal ysis, in clud ing all data, proved that Global Data As sim i la tion Sys tem data
could be used as a good enough ap prox i mate re place ment for me te o ro log i cal data from
nearby me te o ro log i cal sta tion for multivariate anal y sis. Vari able im por tance of Boosted De ci -
sion Trees with Gra di ent boost ing multivariate anal y sis method are shown for all three pe ri -
ods and most im por tant vari ables were dis cussed. Multivariate re gres sion anal y sis gave good
re sults, and can be use ful to better tune the multivariate anal y sis meth ods.

Key words: con tin u ous ra don mon i tor ing, multivariate anal y sis, Global Data As sim i la tion Sys tem,
meteorological station

IN TRO DUC TION

Pri mar ily, ra don prob lem pres ents a health haz -
ard [1]. The re search of the dy nam ics of ra don in var i -
ous en vi ron ments, liv ing or work ing places, is of great
im por tance in terms of pro tec tion against ion iz ing ra -
di a tion and in de sign ing of mea sures for its re duc tion.
In the Low-Back ground Lab o ra tory for Nu clear Phys -
ics ex ten sive re search on var i ous ra don fields has been
done in the past, es pe cially ra don mon i tor ing in the
spe cial de signed low-back ground un der ground and
ground level lab ora tory, with the aim of in ves ti gat ing
the rare nu clear pro cesses [2]. Be sides ra don mon i tor -
ing in the lab o ra tory, we work on sev eral re search top -
ics re gard ing ra don: us ing multivariate clas si fi ca tion
and re gres sion meth ods, as de vel oped for data anal y sis 

in high-en ergy phys ics [3], to study con nec tion of cli -
mate vari ables and vari a tions of ra don con cen tra tions,
mod el ling of the in door ra don be hav iour and na tional
in door ra don map ping [4], tak ing in ter est in sim i lar in -
door ra don map ping anal y sis in Montenegro [5], or by
re search of ra don vari abil ity in a sin gle dwell ing [6],
us ing ad vanced anal y sis tools, or per form ing con tin u -
ous mea sure ments in multi-store build ing [7] or lab o -
ra tory space [8]. In door ra don vari abil ity de pends on
many vari ables. Soil con tent, and build ing char ac ter is -
tics are very im por tant. In case of re search ing of in -
door ra don vari abil ity, me te o ro log i cal ef fects be come
the most im por tant ones. With re cent ex pe ri ences with
low er ing the lim its of in door ra don level, both in
dwell ings and work ing places, and the de mand for de -
crease of pub lic ra don ex po sure, the need for more de -
tailed knowl edge on ra don vari abil ity is in creas ing.
Be sides a pos si bil ity for im prove ment of mit i ga tion
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tech niques, we could look into cre at ing on line warn -
ing pages, like we al ready have, for ex am ple, for UV
ra di a tion. These on line warn ing pages, with in for ma -
tion on ra don con cen tra tion vari a tions, could be in ter -
est ing to peo ple liv ing in dwell ings or work ing spaces
with pre vi ously known ra don prob lem, or dwell ings
with ra don ac tiv ity con cen tra tion close to 200 Bqm–3

limit. These on line warn ings, could in di cate a call for
some tem po rary mea sures like start ing of in creased
ven ti la tion or re duc ing ex po sure. Lo cal ra don warn ing 
pages could be based on lo cal me te o ro log i cal sta tion,
but for larger re gions, me te o ro log i cal mod eled data
like Global Data As sim i la tion Sys tem (GDAS) could
be used. In this pa per we were look ing into the pos si -
bil ity of us ing GDAS data in pre dic tion of in door ra -
don vari abil ity, by jointly look ing into GDAS and
nearby me te o ro log i cal sta tion, and com pare the re -
sults.

DATA PREP A RA TION AND SE LEC TION

The ra don con tin u ous mon i tor ing in ground
level lab o ra tory was per formed with ac tive de vice
RadonEye Plus2 with time sam pling of one hour. The
de vice re corded vari ables: Rn-ac tiv ity, in door tem per -
a ture and in door hu mid ity. The ra don the mea sure -
ment was done from No vem ber 2020 to No vem ber
2022. Af ter look ing into in door tem per a ture data, we
de cided to do three anal y sis, one with us ing all the data 
sam ples (whole pe riod of mea sure ment's), sec ond us -
ing only data when air con di tion ing (AC) was op er at -
ing, and third sam ple used for anal y sis was for pe ri ods
when air con di tion ing was OFF (noAC).

Me te o ro log i cal sta tion lo cated in In sti tute of
Phys ics Bel grade yard, and main tained by En vi ron -
men tal Phys ics Lab o ra tory [8], has be ing re cord ing
vari ables at 5 min ute in ter val, and hourly val ues are
used for this anal y sis. Vari ables are named by add ing
pre fix out side; out side-cloudbase, out side-dew point,
out side-hu mid ity, out side-temp, out side-pres sure and
out side-rain.

The US Na tional Cen ters for En vi ron men tal Pre -
dic tion (NCEP) runs a se ries of com puter anal y ses and
fore casts op er a tion ally. One of the op er a tional sys tems is
the GDAS. At Na tional Oce anic and At mo spheric Ad -
min is tra tion's (NOAA) Air Re sources Lab o ra tory
(ARL), NCEP model out put is used for air qual ity trans -
port and dis per sion mod el ing. The ARL ar chives GDAS
out put which con tains ba sic fields, such as the tem per a -
ture, pres sure and hu mid ity. Those GDAS data are very
in ter est ing since they are widely used by weather fore -
cast groups world wide, and our idea is that if we could
use this freely ac cessed and fre quently up dated da ta base,
we could im prove fore cast ing of some kind of rel a tive
in door ra don con cen tra tions, and in di cate by re sult of au -
to matic on line MVA re gres sion anal y sis when to ex pect
in creased in door ra don con cen tra tions based on me te o -

ro log i cal vari ables. Because MVA meth ods are rather
ro bust, and we wanted to see which, if any of GDAS
vari ables are suited for our pur pose, we in cluded most of
vari ables in our anal y sis. The GDAS1 data is avail able
for in te ger val ues of lat i tude and lon gi tude, so, for all
vari ables', each data point was firstly 2-D lin early in ter -
po lated us ing vari ables' val ues on four in te ger lat i tudes
and lon gi tudes, sur round ing lat i tude and lon gi tude of our 
lab o ra tory. The GDAS1 data is avail able for ev ery three
hours, so lin ear in ter po la tion of each vari able's data point
was made in or der that we can use hourly data. The
GDAS1 vari ables used in our anal y sis can be iden ti fied
as ones with pre fix GDAS1; GDAS1-CAPE (con vec tive 
avail able po ten tial en ergy), GDAS1-CINH (con vec tive
in hi bi tion), GDAS1-CPP6 (ac cu mu lated con vec tive
pre cip i ta tion), GDAS1-CRAI (cat e gor i cal rain),
GDAS1-DSWF (down ward short wave ra di a tion flux),
GDAS1-HCLD (high cloud cover), GDAS1-LCLD
(low cloud cover), GDAS1-LHTF (la tent heat net flux at
sur face), GDAS1-LIB4 (best 4-layer lifted in dex),
GDAS1-LISD (stan dard lifted in dex), GDAS1-MCLD
(mid dle cloud cover), GDAS1-PBLH (plan e tary bound -
ary layer height), GDAS1-PRSS (pres sure at sur face),
GDAS1-RH2M (rel a tive hu mid ity at 2m AGL),
GDAS1-SHGT (geopotential height), GDAS1-SHTF
(sen si ble heat net flux at sur face), GDAS1-SOLM (vol u -
met ric soil mois ture con tent), GDAS1-T02M (tem per a -
ture at 2m AGL), GDAS1-TCLD (to tal cloud cover),
GDAS1-TMPS (tem per a ture at sur face), GDAS1-TPP6
(ac cu mu lated pre cip i ta tion), GDAS1-mofi-e (mo men -
tum flux in ten sity), GDAS1-mofd-e (mo men tum flux di -
rec tion). In this anal y sis us ing GDAS data, we also could
in di cate if vari ables mea sured by lo cal me te o ro log i cal
sta tion do not differ too much from GDAS mod eled and
in ter po lated ones, that GDAS vari ables could be used in
this kind of MVA anal y sis.

We in cluded pre vi ously found in ter est ing vari -
able in ra don re search [6] and that is wa ter va por pres -
sure in out door and in door air, as well as the dif fer ence
of the two. In or der to cal cu late the wa ter va por pres -
sure in air, we need to cal cu late the value of the sat u ra -
tion wa ter va por pres sure
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In ad di tion, the slope of the re la tion ship be tween 
the sat u ra tion wa ter va por pres sure (es [kPa]) and the
air tem per a ture T [°C], is given in [9, 10], so in clud ing
the slope, we get new for mula for the sat u ra tion wa ter
va por pres sure
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and since the for mula used to cal cu late the rel a tive hu -
mid ity is
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we get the for mula to cal cu late the va por pres sure in air

vapor pressure RH RH

e

( , )

.
.

T
T

T

 



 


4098 06108
17 27

237.3














( + 237.3)2T
(4)

Us ing this for mula, we cal cu late four vari ables: in -
door-va por-press (va por pres sure from in door-tem per a -
ture and in door-hu mid ity data), out side-va por-press (va -
por pres sure from out door out side-hu mid ity, out side-
temp data), diff-va por-press (va por pres sure dif fer ence
of out door and in door) and gdas1-va por-press (va por
pres sure from GDAS1-T02M, GDAS1-RH2M data).
On the bot tom of fig. 1 the va por pres sure dif fer ence is
shown, and it can be clearly seen that if the outer va por
pres sure is much higher than the in door va por pres sure,
the in door ra don ac tiv ity is lower fig. 1(a).

Out of two years of data tak ing, af ter merg ing all
the data to gether to form a sin gle hourly event with all
the vari ables mea sured at that time, the num ber of use -
ful hourly events was 12654. Ta ble 1 shows the num -

ber of hourly events used for each of the three pe ri ods
of anal y sis, which were split, firstly into sig nal and
back ground events, where sig nal events are those for
which Rn ac tiv ity is more than 200 Bqm–3, and back -
ground is less than that value, and then each set was
split once more, into train ing and test ing sam ple to be
used in MVA anal y sis. Ta ble 1 also shows the num ber
of events used, and split, in pe ri ods with air con di tion
op er a tion on (AC), line pat tern area on fig. 2(a), and
air con di tion ing off (noAC) gray on fig. 2(a).

Be fore per form ing the multivariate (MVA) anal y sis,
we have looked into sin gle vari able anal y sis, and the best
way to see if vari ables could be use ful for anal y sis is if they
have, firstly, the great est cor re la tion with ra don ac tiv ity
(con cen tra tion), and, sec ondly, which vari able pro files for
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Fig ure 1. The Rn ac tiv ity in door (a)
and va por pres sure dif fer ence of out -
door and in door (b). Note that with
much greater out door wa ter va por
pres sure than in door, co mes in flux of
ra don-free wa ter va por, and that re -
sults in sig nif i cant de crease of in door
Rn ac tiv ity

Fig ure 2. In door tem per a ture (a) and
out door tem per a ture (b)
is shown. In door tem per ature which
was used for anal y sis when air con di -
tion ing (AC) was on, is in di cated in
two line pat tern ar eas, while gray
shaded in ter val in di cates pe riod
when air con di tion ing was off (noAC)

Ta ble 1. Sum mary ta ble of num ber of hourly events used
for spe cific part of anal y sis

noAC AC All pe riod
Sig nal train ing 1343 912 3428
Sig nal test ing 1343 912 3428

Sig nal train ing and test ing 2686 1824 6856
Back ground train ing 942 1531 2899
Back ground test ing 942 1531 2899

Back ground train ing and
test ing 1884 3062 5798



high Rn ac tiv ity (sig nal) and low (back ground) data sam -
ples, have small est over lap, mean ing that they have great est
sep a ra tion of high and low Rn ac tiv ity sam ples. So, firstly,
we are look ing into modulus of Pearson's cor re la tion co ef fi -
cients for each of the vari ables used in this anal y sis with ra -
don ac tiv ity, fig. 3. Since the great est vari a tion of ra don ac -
tiv ity should give the best in sight into cor re la tion with
vari ables, we are firstly look ing into data with air con di tion
off (noAC). To the vari ables with great est modulus of
Pearson's cor re la tion co ef fi cients with Rn ac tiv ity (noAC)
are tem per a ture vari ables from all three sources of data
GDAS, radonometar and me te o ro log i cal sta tion
(GDAS1-T02M, in door-tem per a ture, out side-tem per a ture, 
GDAS1-TMPS), than hu mid ity (in door-hu mid ity, out -
side-hu mid ity), out side-cloudbase, fol lowed with GDAS
vari ables: GDAS1-LHTF (la tent heat net flux on sur face)
and GDAS1-DSWF (down ward short wave ra di a tion flux) 
and  GDAS1-RH2M (rel a tive hu mid ity at height of 2 m),
fol lowed by in door-va por-pres sure.  When air con di tion ing

is turned on, there is a change in cor re la tion, where tem per a -
ture vari ables cor re la tions are de creas ing, and there is an
in crease in cor re la tion of hu mid ity vari ables like in door-hu -
mid ity and in door-va por-pres sure. We ob serve this change
since tem per a ture is now hold ing at ap prox i mately the same 
level by air con di tion ing, and any vari a tion of ra don ac tiv ity
we see does not come from ap prox i mately con stant tem per -
a ture. We no ticed the sim i lar ity in modulus of Pearson's
cor re la tion co ef fi cients of out side-T02M and out side-tem -
per a ture with Rn ac tiv ity of 55.4 %  and  51.2  %,  re spec -
tively, for noAC data, and 15.3 % and 14.6 %, re spec tively,
for AC data. Also, out side-hu mid ity and gdas1-RH2M
with 44.4 % and 41.9 %, re spec tively, for noAC and 22.7 %
and 19.6 % for AC data. When look ing into pres sure data,
out side-pres sure and GDAS1-PRSS have modulus of
Pearson's cor re la tion co ef fi cients of 22.4 % and 20.8 %, re -
spec tively, for noAC data and 9.6 % and 9.0 % for AC data.

When look ing into sep a ra tion of vari ables for
sig nal and back ground sam ples, fig. 4 shows se lected
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Fig ure 3. The modulus of
Pearson's cor re la tion co ef fi cients of 
ra don ac tiv ity with each of
vari ables used in the anal y sis
is shown. Note the de creas ing
of cor re la tion with tem per a ture
vari ables, and in creas ing with
hu mid ity vari ables, when air
con di tion ing (AC) was turned on

Fig ure 4. For some vari ables there is a sig nif i cant sep a ra tion of dis tri bu tions of vari ables' val ues for events with low
and events with high ra don ac tiv ity. Vari ables shown are: tem per a ture at height of 2 m above the ground
(GDAS1-TO2M), out side rel a tive air hu mid ity, mea sure of low est vis i ble part of the cloud (cloudbase), la tent heat net flux
at the sur face (LHTF), stan dard lifted in dex (LISD) and the differ ence of wa ter va por pres sure from in door and out door



vari ables, where sep a ra tion can be seen with na ked
eye, and also, sep a ra tions of high and low Rn ac tiv ity
for dif fer ent vari ables can be roughly com pared. But,
we want to have more pre cise in sight into sep a ra tion,
and for all three sam ples AC, noAC and sam ples of
whole mea sure ment pe riod. This is shown in fig. 5
where we can see that for noAC, tem per a ture vari ables 
have most sig nif i cant sep a ra tion val ues, as was the
case with modulus of Pearson's cor re la tion co ef fi -
cients with Rn ac tiv ity on fig. 3. With air con di tion ing
turned on, the vari ables of hu mid ity and va por pres -
sure gain in sep a ra tion value, while in door tem per a -
ture is de creas ing its sep a ra tion value. No tice that the
change is not so pro nounced as was the case with cor -
re la tion vari ables. Again, we no ticed the sim i lar ity
sep a ra tion val ues of out side-T02M and out side-tem -
per a ture 29.1 % and 24.1 %, re spec tively, for noAC
data, and 26.0 % and 20.8 %, re spec tively, for AC data. 
Also,  out side-hu mid ity  and GDAS1-RH2M with
19.8 % and 19.5 %, re spec tively, for noAC and 8.8 %
and 9.6 % for AC data.  When look ing into pres sure
data, out side-pres sure and GDAS1-PRSS have sep a -
ra tion val ues of 12.7 % and 9.7 %, re spec tively, for
noAC data and 5.5 % and 4.6 % for AC data.

MULTIVARIATE
CLASSIFICATION ANALYSIS

Toolkit for multivariate anal y sis (TMVA) [11]
im ple mented in ROOT [12] frame work for data anal y -
sis, has many of multivariate meth ods and tools im ple -
mented, which are fre quently used for data anal y sis, as 
in High en ergy phys ics, also by data sci en tists in gen -
eral. We will not get into de tails of wide spread of
multivariate meth ods avail able, which can be found in

TMVA man ual [11]. The us age of those multivariate
meth ods in TMVA is rather stan dard ized. What is ad -
van ta geous in us ing TMVA is that we could com pare
many of multivariate meth ods us ing the same train ing
and test ing sam ple. Also, the TMVA was used in many
anal y ses, and is con stantly un der de vel op ment, with
many new meth ods im ple mented. The TMVA of fers
com par i son of meth ods de vel oped for other frame -
works, like meth ods de vel oped in pro gram ming
langnages Py thon, or R, or mod ern meth ods like Deep
and Convolutional Neu ral Net works, which is best to
be run in multi-thread mode or on CPU or on GPU
(graph i cal cards).

In MVA anal y sis, the data sam ple con sists of
events. Event is com posed of data mea sured/re corded
at the same time for each in put vari able. We can run
MVA as Clas si fi ca tion, Clas si fi ca tion with cat e gory,
and Re gres sion. The MVA Clas si fi ca tion is done when 
sam ple is di vided into two sam ples (classes); sig nal
and back ground. The MVA meth ods are trained to
make the same clas si fi ca tion us ing events they have
not seen be fore, and their per for mance in clas si fi ca -
tion is mea sured. Sec ond MVA anal y sis is done as re -
gres sion anal y sis. It is sim i lar to clas si fi ca tion, in the
sense that the num ber of classes into which ini tial sam -
ple is di vided is much big ger, and the value of clas si -
fier is not only 1 (sig nal) and 0 (back ground) but has
much more val ues in be tween. Clas si fi ca tion with cat -
e gory was not used, as the max i mum per for mance of
Clas si fi ca tion is ob tained when no other cat e gor i cal
val ues be sides 1 (sig nal) and 0 (back ground) are used.
Fu ture per for mance tests could in clude cat e go ries
like; very high, high, me dium, low and very low ra don
con cen tra tions.

When a sam ple is pre pared, MVA clas si fi ca tion
needs some time to com plete the train ing pro cess for
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Fig ure 5. Sep a ra tion of events with low and high Rn ac tiv ity by each vari able



each of MVA meth ods se lected for com par i son. Be -
sides train ing, the sam ple of same num ber of events is
used for eval u a tion, or test ing, where MVA method is
tested on sam ples not seen be fore (not used for train -
ing). The per for mance of some MVA method is ex -
pressed only us ing test ing/eval u a tion sam ple.

The fig. 6 shows the re sponse of best per form ing
MVA meth ods, in anal y sis of noAC data, to events
with low and high Rn ac tiv ity, or sig nal and back -
ground. We can see, in fig. 7, that by look ing into Re -
ceiver Op er at ing Char ac ter is tic (ROC) curve com par -
i son of all se lected multivariate meth ods, that sev eral
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Fig ure 6. Re sponse of MVA meth ods to events with low and high Rn ac tiv ity

Fig ure 7. The ROC curve for MVA meth ods for the time in ter val where air con di tion ing was off (noAC)



methods have very good per for mances and also, very
close per for mances. It is very good to have sev eral
method olog i cally very dif fer ent multivariate meth ods
per form ing in sim i lar way, since this gives us con fi -
dence that clas si fi ca tion is ap pli ca ble. To il lus trate this 
point, we can say that, very gen er ally speak ing, ANN
are based on con vo lu tion of se lected func tion to the re -
sult ing multivariate func tional depend ence, while
Boosted De ci sion Trees are based on mul ti di men -
sional space (cube) cuts, for ap prox i ma tion of
multivariate func tional de pend ence, and it is very
good that both have very good per for mances in MVA
clas si fi ca tion.

The com par i son of ROC curve integrals for best
per form ing meth ods, for MVA clas si fi ca tion anal y sis
for all three in ter vals; noAC, AC and all-pe riod anal y sis 
is shown at fig. 8. For five best per form ing meth ods,
DNN-CPU (Deep Neu ral Net work), MLPBNN
(Multi-Layer Perceptron Bayesian reg u la tor Neu ral
Net work), BDTG (Boosted De ci sion Trees with Gra di -
ent boost ing), BDT (Boosted De ci sion Trees), and MLP 
(Multi-Layer Perceptron – an ANN), re sults are very
sim i lar, and also for all the three in ter vals, which is very
im por tant in sense that while vari ables' cor re la tion with
Rn ac tiv ity vary greatly, this is eas ily over come in MVA
meth ods, add ing very im por tant property of ro bust ness
in vari able se lec tion. We should note that all the men -
tioned meth ods are ANN or DBT based multivariate
meth ods.

The re sult ing trained multivariate meth ods are
now ready to be in cluded into some web ap pli ca tions, or
used in vari ables' anal y sis. In web ap pli ca tions, Ra don
alarm could be con structed, when based on in put vari -
ables, there is a great prob a bil ity of in creased in door ra -
don ac tiv ity. For ex am ple, some places where it is known
from pre vi ous mea sure ments, like from par tic i pa tion in
large in door ra don sur vey, that dwell ing or work ing
space has a prob lem with in creased in door ra don con cen -
tra tion, some mea sures like in creased ven ti la tion or lon -
ger brakes from work, could be made. In vari ables' anal y -
sis, the sim pli fi ca tion of MVA ap prox i ma tion of

un der ly ing multivariable func tion de pend ence could be
made, not only with clas si fi ca tion, but more ef fec tively
with re gres sion meth ods.

 The MVA meth ods which are trained and tested
us ing full set of vari ables and all avail able data are
ready to be used in some ap pli ca tion. But, we can con -
tinue our work and try to mod ify some thing in our anal -
y sis chain to see if we can get better per for mance or
method which uses lower num ber of in put vari ables,
with out big loss in per for mance. We can make dif fer ent
se lec tion of train ing data sets, like trun ca tion of out lier
data, we can change the num ber of in put vari ables, or
change pa ram e ters spe cific for each MVA method. For
this pur pose, it could be very use ful to look into vari able 
im por tance for spe cific MVA method, for ex am ple for
BDTG in fig. 9, in or der to look into the in flu ence of
vari ables on MVA de ci sion. To show why this is use ful
we pay at ten tion on Pearson's cor re la tion co ef fi cients of 
in put vari ables and ra don con cen tra tions and no tice that 
there could be sev eral vari ables with high cor re la tion
co ef fi cient with ra don con cen tra tion, but highly
inter-cor re lated with each other, which re sults in no
gain in MVA method per for mance if we add sev eral
vari ables which are inter-cor re lated. So, we can ex clude 
vari ables if their ex clu sion does not lower the MVA
method per for mance. We choose to look into im por -
tance of vari ables on BDTG clas si fi ca tion, for all time
in ter vals. Again, we start with noAC in ter vals, where
in door ra don ac tiv ity was high est, and in door tem per a -
ture was not reg u lated. We start with two GDAS vari -
ables, GDAS1-SHTF (sen si ble heat net flux at sur face)
and GDAS1-SOLM (vol u met ric soil mois ture con tent), 
fol lowed by in door-hu mid ity and diff-va por-pres sure,
and GDAS1-T02M at po si tion 6, with some other vari -
ables sim i larly im por tant as gdas mo men tum flux di rec -
tion and gdas cloud cover  vari ables.

When com par ing data from me te o ro log i cal sta -
tion and gdas data, we can not com pare them in, for ex -
am ple, multivariate im por tance, since if one vari able
is cho sen to be used in MVA train ing, sim i lar vari able
in, for ex am ple Pearson's cor re la tion co ef fi cients or
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Fig ure 8. Value of the ROC in te gral
for MVA meth ods for the se lected
time in ter vals, AC and noAC, and for 
whole time in ter val



sep a ra tion of vari able for in creased and for low Rn ac -
tiv ity value, do not have power to make dis crim i na -
tion. Com par i son can only be used when each vari able
is ob served sep a rately in a sin gle vari able anal y sis.
Also, sim i lar sit u a tion can hap pen with prep a ra tion of
vari ables, where re sult ing vari ables are, de-cor re lated, 
and first vari able is sig nif i cant for fur ther anal y sis but
other, very sim i lar vari able be fore de-cor re la tion, re -
mains with neg li gi ble sig nif i cance for fur ther
analysis.

THE MVA RE GRES SION

Re gres sion anal y sis of ten fails if there is not a
strong de pend ence of tar get vari able, in our case Rn ac -
tiv ity, on in put vari ables. Rea son ing is the fol low ing:
Clas si fi ca tion anal y sis has only two out puts, ei ther it is
sig nal (1) or back ground (0), but in case of re gres sion,

there are many more val ues be tween 0 and 1, and much
more de pend ence, or events is needed to get pos i tive re -
sults here. We ran MVA re gres sion for three time in ter -
vals, noAC, AC and all-pe riod. The BDTG and
DNN-CPU show good pre dic tion re sults af ter MVA re -
gres sion train ing pro ce dure, as a re sult of RMS of de vi -
a tions of true and eval u ated value of Rn ac tiv ity are sat -
is fy ingly small, as is shown in fig. 10. The fig. 11 shows
this in more de tail for BDTG in noAC re gres sion anal y -
sis, where the dis tri bu tion of de vi a tions is shown for
each event in the test ing sam ple.

CON CLU SIONS

Sin gle variate anal y sis of cor re la tions of each of
me te o ro log i cal vari able with in door ra don ac tiv ity and
Multivariate clas si fi ca tion and re gres sion anal y sis of all 
me te o ro log i cal vari ables and ra don ac tiv ity was per -
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Fig ure 10.  The RMS of de vi a tions of 
re gres sions from true value for se lected time
in ter vals, AC and noAC, and for the whole
time in ter val, for sev eral MVA re gres sion
meth ods

Fig ure 9. Vari able im por tance for MVA method BDTG for time in ter vals, AC and noAC, and for the whole time in ter val



formed and dis cussed. Me te o ro log i cal vari ables used in 
this anal y sis were from radonometar de vice, then from
a nearby me te o ro log i cal sta tion and fi nally from GDAS 
data. Sin gle variate anal y sis has iden ti fied vari ables
with great est value of modulus of Pearson's cor re la tion
co ef fi cient with Rn ac tiv ity, and also vari ables with
great est sep a ra tion of events with in creased Rn ac tiv ity
of over 200 Bqm–3 and of events with Rn ac tiv ity be low
this value. This ini tial anal y sis and look ing into vari -
ables were show ing the ex pected be hav ior of Rn con -
cen tra tion with me te o ro log i cal vari ables, with em pha -
sis on data pe ri ods with or with out air con di tion ing, and
also with em pha sis on pre vi ously found vari able of in -
door wa ter va por pres sure. This sin gle variate anal y sis
and ob serv ing all the data proved also use ful for con clu -
sion that GDAS data could be used as a good enough
ap prox i mate re place ment for me te o ro log i cal data from
the nearby me te o ro log i cal sta tion for MVA anal y sis. 
The MVA clas si fi ca tion anal y sis found sev eral very
well per form ing MVA meth ods which can be used in
web ap pli ca tion or for fur ther de tailed anal y sis of spe -
cific in put vari ables. Vari able im por tance of BDTG
MVA method was shown for all three pe ri ods, and most
im por tant vari ables were dis cussed. Fi nally, MVA re -
gres sion anal y sis gave also good re sults, and more qual -
ity mea sure ments in this rarely ac cessed ground level
lab o ra tory would be use ful to better tune the MVA
meth ods, and do more de tailed anal y sis.
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MULTIVARIJANTNA  ANALIZA  DVOGODI[WEG  KONTINUALNOG
MONITORINGA  RADONA  U  NADZEMNOJ  LABORATORIJI  U

INSTITUTU  ZA FIZIKU U  BEOGRADU

Prikazana je multivarijantna klasifikaciona i regresiona analiza odnosa meteo-
rolo{kih varijabli i koncentracije radona u zatvorenoj i retko pristupa~noj prizemnoj
laboratoriji Instituta za fiziku Beograd. Podatke o meteorolo{kim varijablama i kon-
centraciji radona, kori{}ene u ovoj analizi, dobijamo iz aktivnog ure|aja za kratkoro~na merewa
koncentracije radona u zatvorenom prostoru, obli`we meteorolo{ke stanice i iz podataka
Globalnog sistema asimilacije podataka. Jedno-varijantnom analizom identifikovane su
varijable sa najve}om vredno{}u mod ula Pirsonovog koeficijenta korelacije sa koncentracijom
radona, kao i varijable sa najve}om mo}i razdvajawa doga|aja sa pove}anom koncentracijom radona
vi{e od (200 ) i doga|aja sa ni`om koncentracijom od ove vrednosti. Ova po~etna analiza i
sagledavawe varijabli pokazuju o~ekivanu vezu koncentracije radona i meteorolo{kih varijabli,
sa naglaskom na analizu podataka iz razli~itih vremenskih intervala, kada je u laboratoriji
radila i kada nije radila klimatizacija, kao i sa naglaskom na varijablu razlika unutra{weg i
spoqweg pritiska vodene pare. Ova jedno-variantna analiza dovodi do zakqu~ka da se podaci 
Globalnog sistema asimilacije podataka mogu koristiti kao dovoqno dobra pribli`na zamena za
meteorolo{ke podatke iz obli`we meteorolo{ke stanice za multivarijantnu analizu.
Multivarijantnom klasifikacionom analizom prona|eno je nekoliko veoma dobrih multi-
varijantnih metoda koje se mogu koristiti u nekoj veb aplikaciji ili za daqu detaqnu analizu
specifi~nih ulaznih varijabli. Prikazana je va`nost varijabli za multivarijantni metod stabla
odlu~ivawa za sva tri perioda merewa, a razmatrane su i najva`nije varijable. Kona~no,
multivarijantna regresiona analiza je tako|e dala dobre rezultate, {to mo`e da bude korisno pri
optimizaciji  klasifikacionih multivarijantnih metoda.

Kqu~ne re~i: kontinuirani ra don mon i tor ing, multivarijantna analiza, Globalni sistem
......................... asimilacije podataka, meteorolo{ka stanica



NUKLEONIKA 2020;65(2):121125
doi: 10.2478/nuka-2020-0019 ORIGINAL PAPER   

Introduction 

Radon sources in the buildings are primarily from 
soil, building materials and water. Considering 
the nature of the occurrence and all the sources, the 
concentration of radon is higher in the ground-� oor 
rooms compared with that in the higher � oors of the 
dwellings in apartments. In the literature one can 
� nd a lot of papers dealing with the in� uence of vari-
ous factors, including the � oor levels, on the radon 
concentration and variability. In one group of the 
articles, investigation of the indoor radon concentra-
tion distribution due to � oor levels of the buildings 
is the part of the data analysis which was drawn from 
the national or regional radon surveys [1�6] and oth-
ers are dedicated to these speci� c studies [7�11]. In 
the case of the big buildings with a several number of 
� oors a deviation from the general regularity can be 
observed, since the dominant source of indoor radon 
at higher � oors is building materials. On the other 
hand, the radon variability due to � oor level, espe-
cially in big cities with a much higher number of high-
rise buildings and population density compared with 
rural environments, may have an impact on the as-
sessments of the effective dose from radon exposure 
at the national level. Usually, the indoor radon map 
represents the arithmetic mean value of indoor radon 
concentration on the ground � oor, and thus it is not 
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Abstract. It is well known that one of the factors that in� uence the indoor radon variability is the � oor level 
of the buildings. Considering the fact that the main source of indoor radon is radon in soil gas, it is expected 
that the radon concentration decreases at higher � oors. Thus at higher � oors the dominant source of radon is 
originating from building materials, and in some cases there may be deviations from the generally established 
regularity. In such sense, we chose one freestanding single-family house with loft and other 16-� oor high-rise 
residential building for this study. The indoor radon measurements were performed by two methods: passive 
and active. We used passive devices based on track-etched detectors: Radtrak2 Radonova. For the short-term 
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� oors, and hence we may conclude that radon originated mainly from building materials. 
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representative of the radon exposure to all citizens 
since most people do not live on the ground � oor. So, 
it is necessary to convert indoor radon map to a dose 
map. One of the examples is presented as a plan to 
develop models that allow correction from ground-
� oor dwellings to the real situation, accounting data 
from the national buildings database [12]. In Serbia, 
national typology of residential buildings is based on 
the results from the monography �National typol-
ogy of residential buildings of Serbia� by a group 
of authors from the Faculty of Architecture [13]. 
There are six types of the residential buildings in 
Serbia: two for family housing � freestanding single-
-family house and single-family house in a row and 
four types for multifamily housing � freestanding res-
idential building and residential building (lamella) 
(apartment block with repeated multiple lamellar 
cores and separate entrances), residential building in 
a row, and high-rise residential building. Distribution 
of buildings by type at the national level shows that 
97% of all residential buildings are family housing. 
Also, for all de� ned types of buildings, number of 
� oors ranges from one to eight above the ground 
level. Freestanding family houses are mostly ground 
� oor (37%) or ground � oor with loft in use (26%), 
while there is a very low representation of houses that 
have more than two � oors (5%), with average � oor 
level of family buildings of 1.4 [13]. In such sense, we 
chose one freestanding single-family house with loft 
with well-known radon characteristics [14] and one 
16-� oor high-rise residential building for this study. 

Materials and methods

Two housing units were selected, one from the family 
housing group and one high-rise residential building 
from the collective housing group. The family house 
has a characteristic construction style in which the 
house has been built for several years with constant 
upgrading, which can potentially be a source of radon 
entry into such houses. The house has a basement 
and is made of standard materials (brick block, con-
crete, plaster). Finally, insulation was made using 
5-cm thick styrofoam. Long-term measurements of 
radon concentrations have been carried out in this 
house by various methods, and several scienti� c 
papers have been published so far [14�16]. 

From the group of residential buildings for col-
lective housing, we chose high-rise building in New 
Belgrade. It was built in the 1960s as block type. 
The soliter has a basement, while on the ground 
� oor there are outlets and business premises. The 
apartments are located in the � rst � oor upward. 
The soliter has 16 � oors. One of the important pa-
rameters in the selection of building in municipality 
New Belgrade is the fact that this municipality is the 
most populated in Serbia. 

The long-term radon measurements were per-
formed with passive device Radtrak2 Radonova 
based on CR-39 track detector. The detectors 
were exposed for three months from March to June. 
In the high-rise building, passive radon detectors 
were deployed at some of the � oors in one or sev-
eral apartments. Time series of measured radon 
concentrations in the studied residential buildings 
were obtained using two active devices: SN1029 
with the following characteristics declared by the 
manufacturer � the measurement ranging from 
1 Bqm3 to 99.99 kBqm3, accuracy equal to ±25%, 
sensitivity of 0.16 counts/h/Bqm3 and SN1030 with 
the following characteristics � the measurement 
ranging from 1 Bqm3 to 99.99 kBqm3, accuracy 
equal to ±20%, sensitivity of 0.4 counts/h/Bqm3. 
SN1029 device were calibrated at the accredited 
metrological Lab (SUJCHBO Kamenna, Czech Re-
public) in 2015 and model SN1030 were calibrated 
by the manufacturer in 2017. The both instruments 
participated in 2018 NRPI Intercomparisons of 
radon gas continuous monitors and also, SN1029 
device participated in 2015 NRPI Intercomparisons 
of radon gas measurement devices at SURO v.v.i. 
Institute, Prague, Czech Republic within the IAEA 
Technical Cooperation Projects RER 9153 and RER 
9127, with excellent results. These are measuring 
devices of simple construction and practical applica-
tion. It is a counter with the addition of a sensor for 
measuring meteorological parameters. The operator 
can adjust the time sequences from 0.5 h to 24 h. One 
measurement cycle can take 1000 h or a total of 720 
time sequences (the number of successive measure-
ments, i.e. points in a time series). The devices were 
set to operate in a 2-h time sequence. One was � xed 
in the downstairs living room and the other was � xed 
in repositioning � oors in apartment buildings. Each 
measurement cycle on a given � oor lasted seven days. 

Fig. 1. The time series of the radon concentrations at the � rst � oor vs. basement (a) and 16th � oor (b) in the big 
residential building. 

a                                                                                     b
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Results and discussions 

Figure 1 shows the illustrative examples that show 
radon time series from high-rise building, and 
Fig. 2 originates from the observed single-family 
house. 

The arithmetic mean radon concentrations ob-
tained from long- and short-term measurements are 
shown in Tables 1 and 2 for high-rise building and 
single-family house with loft, respectively. 

In the family house, it is possible to notice 
marked variations in radon concentration with 
1-day periodicity. Also interesting is the ratio of 
radon concentration on the ground � oor to the 
basement of the house, which is the opposite of 
the usual situation in houses with a basement. This 
inverse behaviour can be explained by the fact that 
the basement does not cover the whole ground � oor 
but a smaller part of it. The rest of the ground � oor 
is covered by a concrete slab as a substrate, but 
cracks and poor joint with the walls are potential 
sources of elevated radon. Also, the differences in 
the results between two methods, passive and active 
devices, are due to the fact that presented radon 
values are measured in different seasons. With high-
-rise residential building, the situation is the op-
posite and it can be considered from the � rst � oor 
that the dominant source of radon is the building 
material. There may even be a slight increase in the 
mean radon concentration on the higher � oors. Also, 
the results show very low radon level on the � rst 
� oor (well below the outdoor values) in the apart-
ment. In such sense, we performed test intercom-
parison radon measurements for two active devices 
SN1029 and SN1030 in well-de� ned and controlled 
radon atmosphere (radon concentration below 
30 Bqm�3) in the Underground Low-background 
Laboratory in the Institute of Physics Belgrade 
[17, 18]. Additional testing includes the same place 
and time of the measurements but different sampling 
time set to 1, 2, 4, 8 and 12 h. The results are shown 
in Table 3. 

In the above performed measurements, both 
devices show signi� cant differences in the low-level 
radon range, which may originate from individual 
instruments characteristics presented in the �Mate-
rials and methods� section. 

Fig. 2. The time series of the radon concentrations at the � rst � oor vs. basement (a) and loft (b) in the single-family house. 

Table 1. Results of indoor radon measurements in the 
high-rise residential building using passive (Radtrak2 
Radonova) and active radon devices 

   Floor 
   level

Radon 
concentration/
Passive device 

(Radtrak2) 
[Bqm�3]

Average 
radon 

concentration 
per � oor level 

(Radtrak2) 
[Bqm�3]

Arithmetic 
mean 

(standard 
deviation) 

radon 
concentration 

over 
measuring 

cycle [Bqm�3]

Basement

52 ± 10

       53.5        81(17)
69 ± 12
38 ± 10
55 ± 10

1
<10

   14    5(3)
14 ± 8

2 17 ± 8    17       24(9)

3        25(10)

4
21 ± 8

       20.5        26(11)
20 ± 8

5
11 ± 8

    19
  27 ± 10

6
22 ± 8

   1712 ± 8
17 ± 8

7 23 ± 8     23        25(10)

8 22 ± 8     22

9
15 ± 8

       17.7        24(10)16 ± 8
22 ± 8

10
20 ± 8

      17.5
15 ± 8

11 16 ± 8    16

12 <10 <10

14
20 ± 8

      18.5       29(9)
17 ± 8

15
15 ± 8

      15.5
16 ± 8

16 31 ± 8     31        32(12)
Overall mean        24        21.6 30

a                                                                                    b
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Conclusions 

The results show that the radon behaviour in two dif-
ferent residential buildings is diametrically opposite. 
In the single-family house with loft we registered in-
tense difference between radon concentration in the 
ground level and loft, while in the high-rise residential 
building the radon level was almost the same at all 
� oors and hence we may conclude that radon origi-
nated mainly from building materials. However, the 
results from the high-rise building can be predicted 
on the basis of work of a group of authors who have 
determined the internal exposure from construction 
material used in Serbia which originates from the 
exhalation of radon and thoron [19] and the study 
presented in this article [10]. We can expect similar 
results in any other multistorey buildings in Serbia. 
In the future work, we will focus on the additional 
radon measurements in the typical residential build-
ings from other types of houses. 
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either Python or C++ and provides APIs for both. Various software engineering practices from
industry are also used to ensure correct and maintainable code, including style, unit and integration
tests, continuous integration and load testing, code reviews, and distributed version control. The
software framework and the simulation and reconstruction capabilities are described.

K�������: Data reduction methods; Simulation methods and programs; Software architectures
(event data models, frameworks and databases); Accelerator modelling and simulations (multi-
particle dynamics; single-particle dynamics)
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1 Introduction

1.1 The MICE experiment

The Muon Ionization Cooling Experiment (MICE) sited at the STFC Rutherford Appleton Labo-
ratory (RAL) has delivered the first demonstration of muon ionization cooling [1] — the reduction
of the phase-space of muon beams. Muon-beam cooling is essential for future facilities based on
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muon acceleration, such as the Neutrino Factory or Muon Collider [2, 3]. The experiment was
designed to be built and operated in a staged manner. In the first stage, the muon beamline was
commissioned [4] and characterized [5]. A schematic diagram of the configuration used to study the
factors that determine the performance of an ionization-cooling channel is shown in figure 1. The
MICE experiment was operated such that muons passed through the experiment one at a time. The
experiment included instrumentation to identify particle species (the particle-identification detec-
tors, PID) [6–11] and to measure the phase-space coordinates of each muon. An ensemble of muons
that was representative of the muon beam was then assembled using the measured coordinates. The
techniques used to reconstruct the ensemble properties of the beam are described in [12] and the
first observation of the ionization-cooling of a muon beam is presented in [1].

The configuration shown in figure 1 was used to study the factors that determine the performance
of an ionization-cooling channel and to observe for the first time the reduction in transverse emittance
of a muon beam.

The MICE Muon Beam line is described in detail in [4]. There are 5 different detector
systems present on the beamline: time-of-flight (TOF) scintillators [6], threshold Cherenkov (Ckov)
counters [13], scintillating-fiber trackers [14], a sampling calorimeter (KL) [8, 9], and the Electron
Muon Ranger (EMR) — a totally active scintillating calorimeter [10, 11]. The TOF, Ckov, KL and
EMR detectors are used for particle identification (PID), and the scintillating-fiber trackers are used
to measure position and momentum. The TOF detector system consists of three detector stations,
TOF0, TOF1 and TOF2, each composed of two orthogonal layers of scintillator bars. The TOF
system determines PID via the time-of-flight between the stations. Each station also provides a low-
resolution image of the beam profile. The Ckov system consists of two aerogel threshold Cherenkov
stations, CkovA and CkovB. The KL and EMR detectors, the former using scintillating fibers
embedded in lead sheets, and the latter scintillating bars, form the downstream calorimeter system.

The tracker system consists of two scintillating-fiber detectors, one upstream of the MICE
cooling cell, the other downstream, in order to measure the change in emittance across the cooling
cell. Each detector consists of 5 stations, each station having 3 fiber planes, allowing precision
measurement of momentum and position to be made on a particle-by-particle basis.

Electron
Muon
Ranger
(EMR)

Pre-shower
(KL)

ToF 2

Time-of-flight
hodoscope
(ToF 0)

Cherenkov
counters
(CKOV)

ToF 1

MICE
Muon
Beam

Upstream
spectrometer module

Downstream
spectrometer module

Absorber/focus-coil
module

Liquid-hydrogen
absorber

Scintillating-fibre
trackers

Variable thickness
high-Z diffuser

3rd August 2017

MICE

M1 M2 E1 E2C

M1M2E1E2 C

Figure 1. Schematic diagram of the MICE experiment.The red rectangles represent the coils of the spec-
trometer solenoids and focus-coil module. The individual coils of the spectrometer solenoids are labelled
E1, C, E2, M1 and M2. The various detectors (time-of-flight hodoscopes (TOF0, TOF1) [6], Cherenkov
counters [13], scintillating-fiber trackers [14], KLOE-Light (KL) calorimeter [7, 8], and Electron Muon
Ranger (EMR) [10, 11]) are also represented.
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1.2 Software requirements
The MICE software must serve both the accelerator-physics and the particle-physics needs of
the experiment. Traditional particle-physics functionality includes reconstructing particle tracks,
identifying them, and simulating the response from various detectors, while the accelerator-physics
aspect includes the calculation of transfer matrices and Twiss parameters and propagating the beam
envelopes. All of these items require a detailed description of the beamline, the geometries of the
detectors, and the magnetic fields, as well as functionality to simulate the various detectors and
reconstruct the detector outputs. MICE aims to measure the change in emittance to 1%, which
imposes requirements on the performance of the track reconstruction, particle identification and
measurements of scattering widths. In addition, the computational performance of the software
was also important in order to ensure that the software can reconstruct data with sufficient speed to
support live online monitoring of the experiment.

2 MAUS

The MICE Analysis User Software (MAUS) is the collaboration’s simulation, reconstruction, and
analysis software framework. MAUS provides a Monte Carlo (MC) simulation of the experiment,
reconstruction of tracks and identification of particles from simulations and real data, and provides
monitoring and diagnostics while running the experiment.

Installation is performed via a set of shell scripts with SCons [15] as the tool for constructing and
building the software libraries and executables. The codebase is maintained with GNU Bazaar [16],
a distributed version control system, and is hosted on Launchpad [17], a website that provides
functionalities to host and maintain the software repository. MAUS has a number of dependencies
on standard packages such as Python, ROOT [18] and Geant4 [19] which are built as “third party”
external libraries during the installation process. The officially supported platform is Scientific
Linux 6 [20] though developers have successfully built on CentOS [21], Fedora [22], and Ubuntu [23]
distributions.

Each of the MICE detector systems, described in section 1.1, is represented within MAUS.
Their data structures are described in section 2.2 and their simulation and reconstruction algorithms
in sections 3 and 4. MAUS also provides “global” reconstruction routines, which combine data
from individual detector systems to identify particle species by the likelihood method and perform
a global track fit. These algorithms are also described in section 4.

2.1 Code design
MAUS is written in a mixture of Python and C++. C++ is used for complex or low-level algorithms
where processing time is important, while Python is used for simple or high-level algorithms where
development time is a more stringent requirement. Developers are allowed to write in either Pythonor
C++ and Python bindings to C++ are handled through internal abstractions. In practice, all the recon-
struction modules are written in C++ but support is provided for legacy modules written in Python.

MAUS has an Application Programming Interface (API) that provides a framework on which
developers can hang individual routines. The MAUS API provides MAUS developers with a well-
defined environment for developing reconstruction code, while allowing independent development
of the back-end and code-sharing of common elements, such as error handling.

– 3 –
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The MAUS data processing model is inspired by the Map-Reduce framework [24], which forms
the core of the API design. Map-Reduce, illustrated in figure 2 is a useful model for parallelizing
data processing on a large scale. A map process takes a single object as an input, transforms it,
and returns a new object as the output (in the case of MAUS this input object is the spill class, see
section 2.2).

A module is the basic building block of the MAUS API framework. Four types of module exist
within MAUS:

1. Inputters generate input data either by reading data from files or over a network, or by
generating an input beam;

2. Mappers modify the input data, for example by reconstructing signals from detectors, or
tracking particles to generate MC hits;

3. Reducers collate the mapped data and provide functionality that requires access to the entire
data set; and

4. Outputters save the data either by streaming over a network or writing to disk.

Input

Input

Input

Input

Input

Map

Map

Map

Map

Map

Reduce

Reduce

Output

Output

Figure 2. A Map-Reduce framework.

Each module type follows a common, extensible, object-orientated class hierarchy, shown for the
case of the map and reduce modules in figure 3.

There are some objects that sit outside the scope of this modular framework but are nevertheless
required by several of the modules. For instance, the detector geometries, magnetic fields, and
calibrations are required by the reconstruction and simulation modules, and objects such as the
electronics-cabling maps are required in order to unpack data from the data acquisition (DAQ)
source, and error handling functionality is required by all of the modules. All these objects are
accessed through a static singleton globals class.

MAUS has two execution concepts. A job refers to a single execution of the code, while a run
refers to the processing of data for a DAQ run or MC run. A job may contain many runs. Since
data are typically accessed from a single source and written to a single destination, inputters and
outputters are initialized and destroyed at the beginning and end of a job. On the other hand, mappers
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IModule
+ virtual birth(string) : void
+ virtual death() : void 

IMap
+ process(T*) : void 
+ virtual process_pyobj(PyObject*) : PyObject* 

 public virtual

ModuleBase
+ birth(string) 
+ death() : void 
- virtual birth(string) : void 
- virtual death() : void 

 public virtual

IReduce
+ process(T*) : void 
+ virtual process_pyobj(PyObject*) : PyObject* 

 public virtual

MapBase
+ _process(T*) : void 
- process(T*) : void 
- process_pyobj(PyObject*) : PyObject* 

 public virtual

ISpecialisedMap
 

 public virtual  public

ReduceBase
+ _process(T*) : void 
- process(T*) : void 
- process_pyobj(PyObject*) : PyObject* 

 public  public virtual

MyMap
- _birth(string) : void 
- _death() : void 
- _process(T*) : void 

 public

SpecialisedMapBase
 

 public

MyReduce
- _birth(string) : void 
- _death() : void 
- _process(T*) : void 

 public public virtual

Figure 3. The MAUS API class hierarchy for Map and Reduce modules. The input and output modules
follow related designs. T represents a templated argument. “+” indicates the introduction of a virtual void
method, defining an interface, while “-” indicates that a class implements that method, fulfilling that aspect
of the interface. The process_pyobj functions are the main entry points for Python applications, and process
the entry points for C++ applications. The framework can be extended as many times as necessary, as
exemplified by the “SpecialisedMap” classes.

and reducers are initialized at the beginning of a run in order to allow run-specific information such
as electronics cabling maps, fields, calibrations and geometries to be loaded.

The principal data type in MAUS, which is passed from module to module, is the spill. A
single spill corresponds to data from the particle burst associated with a dip of the MICE target [4].
A spill lasts up to ∼ 3 ms and contains several DAQ triggers. Data from a given trigger define a
single MICE event. In the language of the Input-Map-Reduce-Output framework, an Input module
creates an instance of spill data, a Map module processes the spill (simulating, reconstructing, etc.),
a Reduce module acts on a collection of spills when all the mappers finish, and finally an Output
module records the data to a given file format.

Modules can exchange spill data either as C++ pointers or JSON [25] objects. In Python, the
data format can be changed by using a converter module, and in C++ mappers are templated to a
MAUS data type and an API handles any necessary conversion to that type (see figure 3).

Data contained within the MAUS data structure (see section 2.2) can be saved to permanent
storage in one of two formats. The default data format is a ROOT [18] binary and the secondary
format is JSON. ROOT is a standard high-energy physics analysis package, distributed with MAUS,
through which many of the analyses on MICE are performed. Each spill is stored as a single entry in a
ROOT TTree object. JSON is an ASCII data-tree format. Specific JSON parsers are available — for
example, the Python json library, and the C++ JsonCpp [26] parser come prepackaged with MAUS.

– 5 –
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In addition to storing the output from the map modules, MAUS is also capable of storing the data
produced by reducer modules using a special Image class. This class is used by reducers to store im-
ages of monitoring histograms, efficiency plots, etc. Image data may only be saved in JSON format.

2.2 Data structure
2.2.1 Physics data
At the top of the MAUS data structure is the spill class which contains all the data from the
simulation, raw real data and the reconstructed data. The spill is passed between modules and
written to permanent storage. The data within a spill is organized into arrays of three possible
event types: an MCEvent contains data representing the simulation of a single particle traversing
the experiment and the simulated detector responses; a DAQEvent corresponds to the real data for
a single trigger; and a ReconEvent corresponds to the data reconstructed for a single particle event
(arising either from a Monte Carlo(MC) particle or a real data trigger). These different branches of
the MAUS data structure are shown diagrammatically in figures 4–9.

The sub-structure of the MC event class is shown in figure 5. The class is subdivided into events
containing detector hits (energy deposited, position, momentum) for each of the MICE detectors
(see section 1.1). The event also contains information about the primary particle that created the
hits in the detectors.

The sub-structure of the reconstruction event class is shown in figure 6. The class is subdivided
into events representing each of the MICE detectors, together with the data from the trigger, and
data for the global event reconstruction. Each detector class and the global-reconstruction class has
several further layers of reconstruction data. This is shown in figures 7–9.

Spill

DAQData EMRSpillData MausEventType MCEventArray ReconEventArray Scalars

Figure 4. The MAUS output structure for a spill event. The label in each box is the name of the C++ class.
MCEventArray

MCEvent

[]

CkovHitArray KLHitArray EMRHitArray Primary SciFiHitArray SpecialVirtualHitArray TofHitArray TrackArray VirtualHitArray

CkovHit

[]

CkovChannelID

KLHit

[]

KLChannelID

EMRHit

[]

EMRChannelID

SciFiHit

[]

SciFiChannelID

SpecialVirtualHit

[]

SpecialVirtualChannelID StepArray

Step

[]

TofHit

[]

TOFChannelID

Track

[]

VirtualHit

[]

Figure 5. The MAUS data structure for MC events. The label in each box is the name of the C++ class and
[] indicates that child objects are array items.
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ReconEventArray

ReconEvent

[]

CkovEvent EMREvent KLEvent SciFiEvent TOFEvent

Figure 6. The MAUS data structure for reconstructed events. The label in each box is the name of the C++
class.

CkovEvent

CkovDigitArray

CkovDigit

[]

CkovA CkovB

EMREvent

EMRPlaneHitArray

EMRPlaneHit

[]

EMRBarArray

EMRBar

[]

EMRBarHitArray

EMRBarHit

[]

KLEvent

KLEventDigit KLEventCellHit

KLDigitArray

KLDigit

[]

KLCellHitArray

KLCellHit

[]

Figure 7. The MAUS data structure for CKOV (left), EMR (middle) and KL (right) reconstructed events.
The label in each box is the name of the C++ class [] indicates that child objects are array items.
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Figure 8. The MAUS data structure for the tracker. The label in each box is the name of the C++ class and
[] indicates that child objects are array items.
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Figure 9. The MAUS data structure for the TOFs. The label in each box is the name of the C++ class and []
indicates that child objects are array items.
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2.2.2 Top level data organization

In addition to the spill data, MAUS also contains structures for storing supplementary information
for each run and job. These are referred to as JobHeader and JobFooter, and RunHeader and
RunFooter. The JobHeader and JobFooter represent data, such as the MAUS release version,
associated with the start and end of a job, and the RunHeader and RunFooter represent data, such
as the geometry and calibrations associated with a run, associated with the start and end of a run.
These are saved to the output along with the spill.

In order to interface with ROOT, particularly in order to save data in the ROOT format, thin
wrappers for each of the top level classes, and a templated base class, were introduced. This
allows the ROOT TTree, in which the output data is stored (see section 2.2.1), to be given a single
memory address to read from. The wrapper for Spill is called Data, while for each of RunHeader,
RunFooter, JobHeader and JobFooter, the respective wrapper class is just given the original class
name with “Data” appended, e.g., RunHeaderData. The base class for each of the wrappers is
called MAUSEvent. The class hierarchy is illustrated in figure 10.

MAUSEvent
+ virtual GetEvent() : T*
+ virtual SetEvent(T*) : void 

Data
- virtual GetEvent() : Spill*
- virtual SetEvent(Spill*) : void 

public 
 <<bind>> 
 T -> Spill

JobHeaderData
- virtual GetEvent() : JobHeader*
- virtual SetEvent(JobHeader*) : void 

public 
 <<bind>> 

 T -> JobHeader

JobFooterData
- virtual GetEvent() : JobFooter*
- virtual SetEvent(JobFooter*) : void 

public 
 <<bind>> 

 T -> JobFooter

RunHeaderData
- virtual GetEvent() : RunHeader*
- virtual SetEvent(RunHeader*) : void 

public 
 <<bind>> 

 T -> RunHeader

RunFooterData
- virtual GetEvent() : RunFooter*
- virtual SetEvent(RunFooter*) : void 

public 
 <<bind>> 

 T -> RunFooter

Figure 10. Class hierarchy for the wrappers and base class of the top-level classes of the MAUS data
structure.

2.3 Data flow

The MAUS data-flow, showing the reconstruction chain for data originating from MC or real data,
is depicted in figure 11. Each item in the diagram is implemented as an individual module. The
data flow is grouped into three principal areas: the simulation data flow used to generate digits
(electronics signals) from particle tracking; the real data flow used to generate digits from real
detector data; and the reconstruction data flow which illustrates how digits are built into higher
level objects and converted to parameters of interest. The reconstruction data flow is the same for
digits from real data and simulation. In the case of real data, separate input modules are provided
to read either directly from the DAQ, or from archived data stored on disk. A reducer module for
each detector provides functionality to create summary histograms.

2.4 Testing

MAUS has a set of tests at the unit level and the integration level, together with code-style tests
for both Python and C++. Unit tests are implemented to test a single function, while integration
tests operate on a complete workflow. Unit tests check that each function operates as intended
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Figure 11. Data flow for the MAUS project. The data flow is color-coded by detector: Ckov — green, EMR
— purple, KL — orange, TOF — blue, Tracker — red.
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by the developer. Tests are run automatically for every version committed to the repository and
results show that a high level of code coverage has been achieved. Integration tests allow the overall
performance of the code to be checked against specifications. The MAUS team provides unit test
coverage that executes 70–80 % of the total code base. This level of coverage typically results in a
code that performs the major workflows without any problems.

The MAUS codebase is built and tested using a Jenkins [27] continuous integration environment
deployed on a cluster of servers. Builds and tests of the development branch are automatically
triggered when there is a change to the codebase. Developers are asked to perform a build and
test on a personal branch of the codebase using the test server before requesting a merge with the
development trunk. This enables the MAUS team to make frequent clean releases. Typically MAUS
works on a 4–8 week major-release cycle.

3 Monte Carlo

The Monte Carlo simulation of MICE encompasses beam generation, geometrical description of
detectors and fields, tracking of particles through detectors and digitization of the detectors’ response
to particle interactions.

3.1 Beam generation

Several options are provided to generate an incident beam. Routines are provided to sample
particles from a multivariate Gaussian distribution or generate ensembles of identical particles
(pencil beams). In addition, it is possible to produce time distributions that are either rectangular
or triangular in time to give a simplistic representation of the MICE time distribution. Parameters,
controlled by data-cards, are available to control random seed generation, relative weighting of
particle species and the transverse-to-longitudinal coupling in the beam. MAUS also allows the
generation of a polarized beam.

Beam particles can also be read in from an external file created by G4Beamline [28] — a
particle-tracking simulation program based on Geant4, or ICOOL [29] — a simulation program
that was developed to study the ionization cooling of muon beams, as well as files in user-defined
formats. In order to generate beams which are more realistic taking into account the geometry and
fields of the actual MICE beamline, we use G4Beamline to model the MICE beamline from the
target to a point upstream of the second quad triplet (upstream of Q4). The beamline settings, e.g.,
magnetic field strengths and number of particles to generate, are controlled through data-cards. The
magnetic field strengths have been tuned to produce beams that are reasonably accurate descriptions
of the real beam. Scripts to install G4beamline are shipped with MAUS.

Once the beam is generated, the tracking and interactions of particles as they traverse the rest
of the beamline and the MICE detectors are performed using Geant4.

3.2 Geant4

A drawing of the MICE Muon Beam line [4] is shown in figure 12. It consists of a quadrupole
triplet (Q123) that captures pions produced when the MICE target intersects the ISIS proton beam, a
pion-momentum-selection dipole (D1), a superconducting solenoid (DS) to focus and transport the
particles to a second dipole (D2) that is used to select the muon-beam momentum, and a transport
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channel composed of a further two quadrupole triplets (Q456 and Q789). As described in the next
section, the positions and apertures of the beamline magnets were surveyed and are reproduced
in the geometry along with windows and materials in the path of the muon beams. The Geant4
simulation within MAUS starts 1 m downstream of the second beamline dipole magnet D2. Geant4
bindings are encoded in the Simulation module. Geant4 groups particles by run, event and track.
A Geant4 run maps to a MICE spill; a Geant4 event maps to a single inbound particle from the
beamline; and a Geant4 track corresponds to a single particle in the experiment.

Figure 12. (a) Top and (b) side views of the MICE Muon Beamline, its instrumentation, and the experimental
configuration. A titanium target dipped into the ISIS proton synchrotron and the resultant spill of particles
was captured with a quadrupole triplet (Q1–3) and transported through momentum-selecting dipoles (D1,
D2). The quadrupole triplets (Q4–6, Q7–9) transported particles to the upstream spectrometer module. The
time-of-flight of particles, measured between TOF0 and TOF1, was used for particle identification.

Geant4 provides a variety of reference physics processes to model the interactions of particles
with matter. The default process in MAUS is “QGSP_BERT” which causes Geant4 to model hadron
interactions using a Bertini cascade model up to 10 GeV/c [30]. MAUS provides methods to set up
the Geant4 physical processes through user-controlled data-cards. Finally, MAUS provides routines
to extract particle data from the Geant4 tracks at user-defined locations.

3.3 Geometry
MAUS uses an online Configuration Database to store all of its geometries. These geometries
have been extracted from CAD drawings which are updated based on the most recent surveys and
technical drawings available. The CAD drawings are translated to a geometry-specific subset of
XML, the Geometry Description Markup Language (GDML) [31] prior to being recorded in the
configuration database through the use of the FastRAD [32] commercial software package.

The GDML formatted description contains the beamline elements and the positions of the
detector survey points. Beam-line elements are described using tessellated solids to define the
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shapes of the physical volumes. The detectors themselves are described using an independently
generated set of GDML files using Geant4 standard volumes. An additional XML file is appended to
the geometry description that assigns magnetic fields and associates the detectors to their locations
in the GDML files. This file is initially written by the geometry maintainers and formatted to
contain run-specific information during download.

The GDML files can be read via a number of libraries in Geant4 and ROOT for the purpose
of independent validation. The files are in turn translated into the MAUS-readable geometry files
either by accessing directly the data using a python extension or through the use of EXtensible
Stylesheet Language Transformations (XSLT) [33].

3.4 Tracking, field maps and beam optics

MAUS tracking is performed using Geant4. By default, MAUS uses 4th order Runge-Kutta (RK4)
for tracking, although other routines are available. RK4 has been shown to have very good precision
relative to the MICE detector resolutions, even for step sizes of several cm.

In a solenoid focussing lattice a cylindrically symmetric beam can be described by the 4D RMS
beam emittance εN and optical parameters β⊥ and β�⊥, its derivative with respect to z. β⊥ is related
to the variance of the position of particles x by [34]:

β⊥ =
pzVar(x)
εNmc

; (3.1)

where m is the particle mass, c is the speed of light, and pz is the beam longitudinal momentum.
In the approximation that particles travel near to the solenoid axis, transport of the beam envelope
can be performed by integration of the differential equation:

2β⊥β��⊥ − (β�⊥)2 + 4β2
⊥κ

2 − 4(1 + L)2 = 0. (3.2)

Transport of individual particles can be performed using numerical integration of the Lorentz force
law. Alternately transport can be performed by calculating a transfer map M defined by:

�uds =M�uus; (3.3)

where �uus and �uds are the upstream and downstream transverse phase space vectors �u = (x, px, y, py).
MAUS can calculate the transfer map at arbitrary order by transporting a handful of particles and
fitting to a multidimensional polynomial in �u.

Electromagnetic field maps are implemented in a series of overlapping regions. The world
volume is divided into a number of voxels, and the field maps that impinge on each voxel is stored
in a list. At each tracking step, MAUS iterates over the list of fields that impinge on the voxels
within which the particle is stepping. For each field map, MAUS transforms to the local coordinate
system of the field map, and calculates the field. The field values are transformed back into the
global coordinate system, summed, and passed to Geant4. The voxelization enables the simulation
of long accelerators without a performance penalty.

Numerous field types have been implemented within the MAUS framework. Solenoid fields
can be calculated numerically from cylindrically symmetric 2D field maps, by taking derivatives
of an on-axis solenoidal field or by using the sum of fields from a set of cylindrical current sheets.
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The use of field maps enables the realistic reproduction of the MICE apparatus, while a derivatives-
based approach enables the exclusion of different terms in the higher order parts of the transfer
map [35]. Multipole fields can be calculated from a 3D field map, or by taking derivatives from
the usual multipole expansion formulae. Linear, quadratic and cubic interpolation routines have
been implemented for field maps. Pillbox fields can be calculated by using the Bessel functions
appropriate for a TM010 cavity or by reading a cylindrically symmetric field map.

The transport algorithms have been compared with each other and experimental data and show
agreement at linear order [36] in �u. Work is ongoing to study the effect of aberrations in the
optics, indicated by non-linear terms in the transfer map relationship. These aberrations can cause
distortion of the beam leading to emittance growth, which has been observed in the tails of the
MICE beam. The tracking in MAUS has been benchmarked against ICOOL, G4Beamline, and
MaryLie [37], demonstrating good agreement. The routines have been used to model a number of
beamlines and rings, including a neutrino factory front-end [38].

3.5 Detector response and digitization

The modeling of the detector response and electronics enables MAUS to provide data used to test
reconstruction algorithms and estimate the uncertainties introduced by detectors and their readout.

The interaction of particles in materials is modeled using Geant4. For each detector, a “sensitive
detector” class processes Geant4 hits in active detector volumes and stores hit information such as
the volume that was hit, the energy deposited and the time of the hit. Each detector’s digitization
routine then simulates the response of the electronics to these hits, modeling processes such as the
photo-electron yield from a scintillator bar, attenuation in light guides and the pulse shape in the
electronics. The data structure of the outputs from the digitizers are designed to match the output
from the unpacking of real data from the DAQ.

4 Reconstruction

The reconstruction chain takes as its input either digitized hits from the MC or DAQ digits from
real data. Regardless, the detector reconstruction algorithms, by requirement and design, operate
the same way on both MC and real data.

4.1 Time of flight

There are three time-of-flight detectors in MICE which serve to distinguish particle type. The
detectors are made of plastic scintillator and in each station there are orthogonal x and y planes
with 7 or 10 slabs in each plane.

Each Geant4 hit in the TOF is associated with a physical scintillator slab. The energy deposited
by a hit is first converted to units of photo-electrons. The photo-electron yield from a hit accounts
for the light attenuation corresponding to the distance of the hit from the photomultiplier tube
(PMT) and is then smeared by the photo-electron resolution. The yields from all hits in a given
slab are then summed and the resultant yield is converted to ADC counts.

The time of the hit in the slab is propagated to the PMTs at either end of the slab. The propagated
time is then smeared by the PMT’s time resolution and converted to TDC counts. Calibration
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corrections based on real data are then added to the TDC values so that, at the reconstruction stage,
they can be corrected just as is done with real data.

The reconstruction proceeds in two main steps. First, the slab-hit-reconstruction takes indi-
vidual PMT digits and associates them to reconstruct the hit in the slab. If there are multiple hits
associated with a PMT, the hit which is earliest in time is taken to be the real hit. Then, if both
PMTs on a slab have fired, the slab is considered to have a valid hit. The TDC values are converted
to time and the hit time and charge associated with the slab hit are taken to be the average of the two
PMT times and charges respectively. In addition, the product of the PMT charges is also calculated
and stored. Secondly, individual slab hits are used to form space-points. A space-point in the TOF
is a combination of x and y slab hits. All combinations of x and y slab hits in a given station are
treated as space-point candidates. Calibration corrections, stored in the Configurations Database,
are applied to these hit times and if the reconstructed space-point is consistent with the resolution of
the detector, the combination is said to be a valid space-point. The TOF has been shown to provide
good time resolutions at the 60 ps level [6].

Relative time of flight [ns]

2 3 4 5 6
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n
ts
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20000
MC Simulated
MC Reconstructed
MC Simulated
MC Reconstructed

Figure 13. Relative time of flight between TOF0 and TOF1. The yellow histogram represents true MC
events and the solid markers represent the same sample reconstructed with MAUS.

4.2 Scintillating-fiber trackers

The scintillating-fiber trackers are the central piece of the reconstruction. As mentioned in sec-
tion 1.1, there are two trackers, one upsteam and the other downstream of an absorber, situated
within solenoidal magnetic fields. The trackers measure the emittance before and after particles
pass through the absorber.

The tracker software algorithms and performance are described in detail in [39]. Digits are the
most basic unit fed into the main reconstruction module, each digit representing a signal from one
channel. Digits from adjacent channels are assumed to come from the same particle and are grouped
to form clusters. Clusters from channels which intersect each other, in at least two planes from the
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Figure 14. Position and momentum distributions of muons reconstructed at upstream tracker station nearest
to the absorber: a) x, b) y, c) px , d) py . The yellow histograms represent true MC simulations, and the
markers represent the MC sample reconstructed using MAUS.

same station, are used to form space-points, giving x and y positions where a particle intersected
a station. Once space-points have been found, they are associated with individual tracks through
pattern recognition (PR), giving straight or helical PR tracks. These tracks, and the space-points
associated with them, are then sent to the final track fit. To avoid biases that may come from
space-point reconstruction, the Kalman filter uses only reconstructed clusters as input.

4.3 KL calorimeter

Hit-level reconstruction of the KL is implemented in MAUS. Individual PMT hits are unpacked
from the DAQ or simulated from MC and the reconstruction associates them to identify the slabs
that were hit and calculates the charge and charge-product corresponding to each slab hit. The KL
has been used successfully to estimate the pion contamination in the MICE muon beamline [9].

4.4 Electron-muon ranger

Hit-level reconstruction of the EMR is implemented in MAUS. The integrated ADC count and time
over threshold are calculated for each bar that was hit. The EMR reconstructs a wide range of
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variables that can be used for particle identification and momentum reconstruction. The software
and performance of the EMR are described in detail in [10].

4.5 Cherenkov

The CKOV reconstruction takes the raw flash-ADC data, subtracts pedestals, calculates the charge
and applies calibrations to determine the photo-electron yield.

4.6 Global reconstruction

The aim of the Global Reconstruction is to take the reconstructed outputs from individual detectors
and tie them together to form a global track. A likelihood for each particle hypothesis is also
calculated.

4.6.1 Global track matching
Global track matching is performed by collating particle hits (TOFs 0, 1 and 2, KL, Ckovs) and
tracks (Trackers and EMR) from each detector using their individual reconstruction and combining
them using a RK4 method to propagate particles between these detectors.The tracking is performed
outwards from the cooling channel — i.e., from the upstream tracker to the TOF0 detector, and from
the downstream tracker to the EMR detector. Track points are matched to form tracks using an RK4
method. Initially this is done independently for the upstream and downstream sections (i.e., either
side of the absorber). As the trackers provide the most accurate position reconstruction, they are
used as starting points for track matching, propagating hits outwards into the other detectors and then
comparing the propagated position to the measured hit in the detector. The acceptance criterion for a
hit belonging to a track is an agreement within the detector’s resolution with an additional allowance
for multiple scattering. Track matching is currently performed for all TOFs, KL and EMR.

The RK4 propagation requires the mass and charge of the particle to be known. Hence, it is
necessary to perform track matching using a hypothesis for each particle type (muons, pions, and
electrons). Tracks for all possible PID hypotheses are then passed to the Global PID algorithms.

4.6.2 Global PID
Global particle identification in MICE typically requires the combination of several detectors. The
time-of-flight between TOF detectors can be used to calculate velocity, which is compared with the
momentum measured in the trackers to identify the particle type. For all events but those with very
low transverse momentum (pt ), charge can be determined from the direction of helical motion in
the trackers. Additional information can be obtained from the CKOV, KL and EMR detectors. The
global particle identification framework is designed to tie this disparate information into a set of
hypotheses of particle types, with an estimate of the likelihood of each hypothesis.

The Global PID in MAUS uses a log-likelihood method to identify the particle species of a
global track. It is based upon a framework of PID variables. Simulated tracks are used to produce
probability density functions (PDFs) of the PID variables. These are then compared with the PID
variables for tracks in real data to obtain a set of likelihoods for the PIDs of the track.

The input to the Global PID is several potential tracks from global track matching. During
the track matching stage, each of these tracks was matched for a specific particle hypothesis. The
Global PID then takes each track and determines the most likely PID following a series of steps:
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1. Each track is copied into an intermediate track;

2. For each potential PID hypothesis p, the log-likelihood is calculated using the PID variables;

3. The track is assigned an object containing the log-likelihood for each hypothesis; and

4. From the log-likelhoods, the confidence level, C.L., for a track having a PID p is calculated
and the PID is set to the hypothesis with the best C.L.

4.7 Online reconstruction

During data taking, it is essential to visualize a detector’s performance and have diagnostic tools to
identify and debug unexpected behavior. This is accomplished through summary histograms of high
and low-level quantities from detectors. The implementation is through a custom multi-threaded ap-
plication based on a producer-consumer pattern with thread-safe FIFO buffers. Raw data produced
by the DAQ are streamed through a network and consumed by individual detector mappers described
in section 3. The reconstructed outputs produced by the mappers, are in turn consumed by the
reducers. The mappers and reducers are distributed among the threads to balance the load. Finally,
outputs from the reducers are written as histogram images. Though the framework for the online
reconstruction is based on parallelized processing of spills, the reconstruction modules are the same
as those used for offline processing. A lightweight tool based on Django [40] provides live web-
based visualization of the histogram images as and when they are created. Typical data rates during
experimental operations were∼ 300 MB/s. The average event rate varied, depending on the configu-
ration of the beamline, with the maximum instantaneous rate being∼ 150 kHz. MAUS performance
matched the data rates and online reconstruction happened virtually “live” with the reconstructed
outputs available instantly allowing collaborators to monitor the quality of the data being acquired.

5 Summary

The MICE collaboration has developed the MAUS software suite to simulate the muon beamline,
simulate the MICE detectors, and reconstruct both simulated and real data. The software also
provides global track-matching and particle-identification capabilities. Simplified programming
interfaces and testing environments enable productive development. MAUS has been successfully
used to reconstruct data online during data collection. In addition, MAUS is routinely used to
perform reconstruction of the entire MICE data volume on batch production systems. MICE has
collected ∼ 15 TB of raw data and a full reconstruction of the data is performed with each released
version of MAUS. The batch systems are also used to perform compute-intensive simulations with
various configurations of the beamline and the cooling channel.

Acknowledgments

The work described here was made possible by grants from Department of Energy and National
Science Foundation (U.S.A.), the Instituto Nazionale di Fisica Nucleare (Italy), the Science and
Technology Facilities Council (U.K.), the European Community under the European Commission
Framework Programme 7 (AIDA project, grant agreement no. 262025, TIARA project, grant

– 19 –



2
0
1
9
 
J
I
N
S
T
 
1
4
 
T
0
4
0
0
5

agreement no. 261905, and EuCARD), the Japan Society for the Promotion of Science and the
Swiss National Science Foundation, in the framework of the SCOPES programme. We gratefully
acknowledge all sources of support. We are grateful to the support given to us by the staff of
the STFC Rutherford Appleton and Daresbury Laboratories. We acknowledge the use of Grid
computing resources deployed and operated by GridPP [41] in the U.K.

References

[1] MICE collaboration, First Demonstration of Ionization Cooling in MICE, in Proceedings of the
International Particle Accelerator Conference, Vancouver, Canada, 29 April–May 4 2018,
pp. 5035–5040.

[2] IDS-NF collaboration, International design study for the neutrino factory: Interim design report,
2011.

[3] S. Geer, Muon Colliders and Neutrino Factories, Annu. Rev. Nucl. Part. Sci. 59 (2009) 345.

[4] MICE collaboration, The MICE Muon Beam on ISIS and the beam-line instrumentation of the Muon
Ionization Cooling Experiment, 2012 JINST 7 P05009 [arXiv:1203.4089].

[5] MICE collaboration, Characterisation of the muon beams for the Muon Ionisation Cooling
Experiment, Eur. Phys. J. C 73 (2013) 2582 [arXiv:1306.1509].

[6] MICE collaboration, The design and commissioning of the MICE upstream time-of-flight system,
Nucl. Instrum. Meth. A 615 (2010) 14 [arXiv:1001.4426].

[7] KLOE collaboration, The KLOE electromagnetic calorimeter, Nucl. Instrum. Meth. A 494 (2002) 326.

[8] F. Ambrosino et al., Calibration and performances of the KLOE calorimeter, Nucl. Instrum. Meth. A
598 (2009) 239.

[9] MICE collaboration, Pion Contamination in the MICE Muon Beam, 2016 JINST 11 P03001
[arXiv:1511.00556].

[10] MICE collaboration, Electron-Muon Ranger: performance in the MICE Muon Beam, 2015 JINST 10
P12012 [arXiv:1510.08306].

[11] R. Asfandiyarov et al., The design and construction of the MICE Electron-Muon Ranger, 2016 JINST
11 T10007 [arXiv:1607.04955].

[12] MICE collaboration, First particle-by-particle measurement of emittance in the Muon Ionization
Cooling Experiment, Eur. Phys. J. C 79 (2019) 257 [arXiv:1810.13224].

[13] L. Cremaldi, D.A. Sanders, P. Sonnek, D.J. Summers and J. Reidy, Jr, A Cherenkov Radiation
Detector with High Density Aerogels, IEEE Trans. Nucl. Sci. 56 (2009) 1475 [arXiv:0905.3411].

[14] M. Ellis et al., The Design, construction and performance of the MICE scintillating fibre trackers,
Nucl. Instrum. Meth. A 659 (2011) 136 [arXiv:1005.3491].

[15] https://scons.org.

[16] https://bazaar.canonical.com.

[17] https://launchpad.net.

[18] R. Brun and F. Rademakers, ROOT: An object oriented data analysis framework, Nucl. Instrum. Meth.
A 389 (1997) 81.

[19] GEANT4 collaboration, GEANT4: A Simulation toolkit, Nucl. Instrum. Meth. A 506 (2003) 250.

– 20 –



2
0
1
9
 
J
I
N
S
T
 
1
4
 
T
0
4
0
0
5

[20] https://scientificlinux.org.

[21] https://centos.org.

[22] https://getfedora.org.

[23] https://ubuntu.com.

[24] J. Dean and S. Ghemawat, MapReduce: Simplified data processing on large clusters, in Proceedings
of OSDI04, San Francisco, CA, U.S.A., 2004, pp. 137–150.

[25] https://json.org.

[26] https://github.com/open-source-parsers/jsoncpp.

[27] https://jenkins-ci.org.

[28] T.J. Roberts and D.M. Kaplan, G4BeamLine programme for matter dominated beamlines, in
Proceddings of the Particle Accelerator Conference, Albuquerque, NM, U.S.A., 25–29 June 2007,
pp. 3468–3470.

[29] R.C. Fernow, Icool: A simulation code for ionization cooling of muon beams, in Proceedings of the
Particle Accelerator Conference, New York, NY, U.S.A., 27 March–2 April 1999, pp. 3020–3022.

[30] J. Apostolakis et al., Geometry and physics of the geant4 toolkit for high and medium energy
applications, Radiat. Phys. Chem. 78 (2009) 859.

[31] R. Chytracek, J. McCormick, W. Pokorski and G. Santin, Geometry description markup language for
physics simulation and analysis applications., IEEE Trans. Nucl. Sci. 53 (2006) 2892.

[32] https://fastrad.net.

[33] https://www.w3.org/standards/xml/transformation.

[34] G. Penn and J.S. Wurtele, Beam envelope equations for cooling of muons in solenoid fields, Phys. Rev.
Lett. 85 (2000) 764.

[35] R. Ryne and C. Rogers, Nonlinear effects in the MICE step iv lattice, MICE-NOTE-461, 2015.

[36] S.C. Middleton, Characterisation of the MICE experiment, Ph.D. Thesis, Imperial College London
(2018).

[37] R.D. Ryne et al., Recent progress on the MARYLIE/IMPACT beam dynamics code, in Proceedings of
the 9th International Computational Accelerator Physics Conference, Chamonix, France, 2–6 October
2006, pp. 157–159.

[38] C.T. Rogers, D. Stratakis, G. Prior, S. Gilardoni, D. Neuffer, P. Snopok et al., Muon front end for the
neutrino factory, Phys. Rev. ST Accel. Beams 16 (2013) 040104.

[39] A. Dobbs, C. Hunt, K. Long, E. Santos, M.A. Uchida, P. Kyberd et al., The reconstruction software
for the MICE scintillating fibre trackers, 2016 JINST 11 T12001 [arXiv:1610.05161].

[40] https://www.djangoproject.com.

[41] https://www.gridpp.ac.uk.

– 21 –



MULTIYEAR  IN DOOR  RA DON  VARI ABIL ITY  IN  A

FAM ILY  HOUSE  –  A  CASE  STUDY  IN  SER BIA

by

Vladimir I. UDOVI^I]

 1*

, Dimitrije M. MALETI]

 1

, Radomir M. BANJANAC

 1

,

Dejan R. JOKOVI]

 1

, Aleksandar L. DRAGI]

 1

, Nikola B. VESELINOVI]

 1

,

Jelena Z. ŽIVANOVI]

 1

, Mihailo R. SAVI]

 1

, and Sofija M. FORKAPI]

 2

1

In sti tute of Phys ics, Uni ver sity of Bel grade, Bel grade, Ser bia

2 

De part ment of Phys ics, Fac ulty of Sci ence, Uni ver sity of Novi Sad, Novi Sad, Ser bia

Sci en tific pa per

http://doi.org/10.2298/NTRP1802174U

The in door ra don be hav ior has com plex dy nam ics due to the in flu ence of the large num ber of

dif fer ent pa ram e ters: the state of in door at mo sphere (tem per a ture, pres sure, and rel a tive hu -

mid ity), aero sol con cen tra tion, the ex change rate be tween in door and out door air, con struc -

tion ma te ri als, and liv ing hab its. As a re sult, in door ra don con cen tra tion shows vari a tion,

with the usual pe ri od ic ity of one day and one year. It is well-known that sea sonal vari a tion of

the ra don con cen tra tion ex ists. It is par tic u larly in ter est ing to in ves ti gate in door ra don vari a -

tion at the same mea sur ing lo ca tion and time pe riod, each year, due to es ti ma tion of in di vid ual 

an nual dose from ra don ex po sure. The long-term in door ra don mea sure ments, in a typ i cal

fam ily house in Ser bia, were per formed. Mea sure ments were taken dur ing 2014, 2015, and

2016, in Feb ru ary and July, each year. The fol low ing mea sur ing tech niques were used: ac tive

and char coal can is ters meth ods. Anal y sis of the ob tained re sults, us ing multivariate anal y sis

meth ods, is pre sented.

Key words: ra don vari abil ity, multivariate re gres sion anal y sis, multi-sea sonal ra don

mea sure ments, in door ra don

INTRODUCTION

The re search of the dy nam ics of ra don in var i ous

en vi ron ments, es pe cially in doors, is of great im por -

tance in terms of pro tec tion against ion iz ing ra di a tion

and in de sign ing of mea sures for its re duc tion. Pub -

lished re sults and de vel op ment of many mod els to de -

scribe the be hav ior of in door ra don, in di cates the com -

plex ity of this re search, es pe cially with mod els for

pre dic tion of the vari abil ity of ra don [1-3]. This is be -

cause the vari abil ity of ra don de pends on a large num -

ber of vari ables such as lo cal ge ol ogy, per me abil ity of

soil, build ing ma te ri als used for the build ings, the state 

of the in door at mo sphere (tem per a ture, pres sure and

rel a tive hu mid ity), aero sol con cen tra tion, the ex -

change rate be tween in door and out door air, con struc -

tion ma te ri als, as well as the liv ing hab its of peo ple. It

is known that the in door ra don con cen tra tion vari a tion

has pe ri od ic ity of one day and one year. It is also

well-known that the sea sonal vari a tion of the ra don

con cen tra tion ex ists. This is why it is par tic u larly in -

ter est ing to in ves ti gate in door ra don vari a tion at the

same mea sur ing lo ca tion and time pe riod, year af ter

year, in or der to es ti mate the in di vid ual an nual dose

from ra don ex po sure. In that sense, we per formed

long-term in door ra don mea sure ments in a typ i cal

fam ily house in Ser bia. Mea sure ments were taken dur -

ing the 2014, 2015, and 2016, in Feb ru ary and July,

each year. We used the fol low ing mea sur ing tech -

niques: ac tive and char coal can is ters meth ods. The de -

tailed anal y sis of the ob tained re sults us ing

multivariate anal y sis (MVA) meth ods is pre sented in

this pa per.

First, MVA meth ods were tested on the ra don

vari abil ity stud ies in the Un der ground Low Back -

ground Lab o ra tory in the In sti tute of Phys ics, Bel -

grade [4, 5]. Sev eral cli mate vari ables: air tem per a -

ture, pres sure, and hu mid ity were con sid ered. Fur ther

ad vance was made by us ing all the pub licly avail able

cli mate vari ables mon i tored by nearby au to matic me -

te o ro log i cal sta tion. In or der to an a lyze the de pend -

ence of ra don vari a tion on mul ti ple vari ables,

multivariate anal y sis needs to be used. The goal was to

find an ap pro pri ate method, out of the wide spec trum

of multivariate anal y sis meth ods that are de vel oped

for the anal y sis of data from high-en ergy phys ics ex -

per i ments, to an a lyze the mea sure ments of vari a tions

of ra don con cen tra tions in in door spaces. Pre vi ous
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anal y sis were done us ing the max i mum of 18 cli mate

pa ram e ters and use and com par i son of 8 dif fer ent

multivariate meth ods. In this pa per the num ber of vari -

ables is re duced to the most im por tant ones and new

de rived vari ables, like va por pres sure, sim ple mod eled 

so lar irradiance and sim ple mod eled pre cip i ta tion,

which were in tro duced in the multivariate anal y sis.

INDOOR RADON MEASUREMENTS

METHODS

De pend ing on the in te grated mea sure ment time,

meth ods of mea sure ment of the in door ra don con cen tra -

tions may be di vided into long-term and short-term ones.

The de vice for the per formed short-term ra don mea sure -

ments is SN1029 ra don mon i tor (man u fac tured by the

Sun Nu clear Cor po ra tion, NRSB ap proval-code 31822)

with the fol low ing char ac ter is tics: the mea sure ment

range from 1 Bqm

–3

 to 99.99 kBqm

–3

, ac cu racy equal to

+25 %, sen si tiv ity of 0.16 counts hour per Bqm

–3

. The

de vice con sists of two dif fused junc tion photodiodes as

the ra don de tec tor which is fur nished with sen sors for

tem per a ture, bar o met ric pres sure, and rel a tive hu mid ity.

The sam pling time was set to 2 h. The method for Char -

coal Can is ter used is: EERF Stan dard Op er at ing Pro ce -

dures for Ra don-222 Mea sure ment Us ing Char coal Can -

is ters [6], also used by ma jor lab o ra to ries which con duct

ra don mea sure ments in Ser bia [7]. Ex po sure time of the

char coal can is ters was 48 h. The con nec tion be tween

short term and long term mea sure ments has at tracted

some in ter est pre vi ously [8].

The fam ily house, se lected for the mea sure ments 

and anal y sis of vari a tions of ra don con cen tra tions, is a

typ i cal house in Bel grade res i den tial ar eas, with re -

quire ment of ex is tence of cel lar. House is built on

lime stone soil. Ra don mea sure ments were car ried out

in the liv ing room of the fam ily house, which is built of

stan dard ma te ri als (brick, con crete, mor tar) and iso -

lated with sty ro foam. Dur ing the pe riod of mea sure -

ments (win ter-sum mer 2014, 2015, and 2016), the

house was nat u rally ven ti lated and air con di tion ing

was used in heat ing mode at the be gin ning of the mea -

sure ment pe riod. Dur ing the win ter pe riod mea sure -

ments, the elec tri cal heat ing was used in ad di tion to air

con di tion ing. Mea sured ra don con cen tra tions, room

tem per a ture (T_id), at mo spheric pres sure (P_id) and

rel a tive hu mid ity (H_id) in side the house, were ob -

tained us ing ra don mon i tor. Val ues of me te o ro log i cal

vari ables, in the mea sure ment pe riod, were ob tained

from an au to matic me te o ro log i cal sta tion, lo cated near 

the house in which the mea sure ment was per formed.

We used the fol low ing me te o ro log i cal vari ables: ex -

ter nal air tem per a ture (T), also at height of 5cm, pres -

sure (P) and hu mid ity (H), so lar ir ra di a tion, wind

speed, pre cip i ta tion, tem per a ture of the soil at depths

of 10 cm, 20 cm and 50 cm. The nat u ral ven ti la tion

rou tine was not mon i tored. Since the ven ti la tion is of

cru cial im por tance for the level of ra don in doors [9],

Multivariate re gres sion anal y sis was used mainly for

win ter pe ri ods.

MULTIVARIATE REGRESSION

ANALYSIS

In many fields of phys ics, es pe cially in high-en -

ergy phys ics, there is the de mand for de tailed anal y ses

of a large amount of data. For this pur pose, the data

anal y sis en vi ron ment ROOT [10], is de vel oped.

ROOT is mod u lar sci en tific soft ware frame work,

which pro vides all the functionalities needed to deal

with big data pro cess ing, sta tis ti cal anal y sis, vi su al -

iza tion and stor age. A spe cific func tion al ity gives the

de vel oped Toolkit for Multivariate Anal y sis (TMVA)

[11]. The TMVA pro vides an en vi ron ment for the pro -

cess ing, par al lel eval u a tion and ap pli ca tion of

multivariate re gres sion tech niques.

TMVA is used to cre ate, test and ap ply all avail -

able re gres sion multivariate meth ods, im ple mented in

ROOT, in or der to find meth ods which are the most ap -

pro pri ate and yield max i mum in for ma tion on the de -

pend ence of in door ra don con cen tra tions on the mul ti -

tude of me te o ro log i cal vari ables. Re gres sion meth ods

are used to find out which re gres sion method can, if

any, on the ba sis of in put me te o ro log i cal vari ables

only, give an out put that would sat is fac to rily close

match the ob served vari a tions of ra don con cen tra -

tions. The out put of us age of multivariate re gres sion

anal y sis meth ods has mapped func tional be hav ior,

which can be used to eval u ate the mea sure ments of ra -

don con cen tra tions us ing in put me te o ro log i cal vari -

ables only. All the meth ods make use of train ing

events, for which the de sired out put is known and is

used for train ing of Multivariate re gres sion meth ods,

and test events, which are used to test the MVA meth -

ods out puts.

RESULTS

Mea sure ments were per formed dur ing Feb ru ary

and July in 2014, 2015, and 2016 us ing ra don mon i tor

and char coal can is ter mea sure ments. The de scrip tive

re sults are sum ma rized in tab. 1. The mea sure ments

us ing ra don mon i tor and char coal can is ters are in good 

agree ment.

Pre vi ous work done by re search ers from the

Low Back ground Lab o ra tory, In sti tute of Phys ics,

Belgrade, us ing the MVA anal y sis in search of con nec -

tions be tween ra don con cen tra tion and me te o ro log i cal 

vari ables, in cluded only one pe riod of mea sure ment,

Feb ru ary or July 2014 [4]. Now the MVA anal y sis is

us ing all the mea sured data Feb ru ary/July 2014-2016.

New vari ables in tro duced in MVA anal y sis are mod -

eled so lar irradiance, mod eled pre cip i ta tion and va por
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pres sure. In or der to make use of in ten sity of so lar

irradiance dur ing the whole day and night, the so lar

irradiance is mod eled so that it in cludes 80 % of so lar

irradiance value from the pre vi ous mea sure ment (pre -

vi ous hour) with ad di tion of so lar irradiance value for

the ac tual hour of mea sure ment (fig. 1). The value of

80 % is cho sen so that the mod eled so lar ir ra di a tion

has the best cor re la tion with the ra don mea sure ments.

Sim i lar model of pre cip i ta tion was used in this anal y -

sis. The next new vari able is va por pres sure. The va por 

pres sure vari able is cal cu lated us ing the slope s(T), of

the re la tion ship be tween sat u ra tion va por pres sure and 

air tem per a ture and is given by [12, 13], so that the va -

por pres sure equals rel a tive hu mid ity times sat u ra tion

va por pres sure, fig. 2.

Be fore the start of train ing of Multivariate re -

gres sion meth ods us ing TMVA toolkit in ROOT, the

de scrip tion of in put me te o ro log i cal vari ables is per -

formed, mainly by look ing into inter-cor re la tions of

in put vari ables and their con nec tions with the mea -

sured ra don con cen tra tions. The MVA is us ing all the

mea sured data. Ta ble 2 pres ents the me te o ro log i cal

variables and their mod ule value of cor re la tion with

the mea sured ra don con cen tra tions (tar get), which is

in dic a tive in find ing lin ear de pend ence of ra don mea -

sure ments and in put vari ables. The sec ond col umn in

tab. 2 pres ents us with cor re la tion ra tion val ues which

in di cate if there are some func tional de pend ence (not

only lin ear) be tween in put vari ables and ra don con -

cen tra tion, and the last col umn pres ents the mu tual in -

for ma tion which in di cates if there is a non-func tional

de pend ence of in put vari ables and ra don mea sure -

ments [11].

From tab. 2 it can be no ticed that lin ear cor re -

lated val ues are not the only ones which can be used in

MVA anal y sis, for ex am ple vari able so lar irradiance

has high mu tual in for ma tion with the ra don mea sure -

ments. 

In the data prep a ra tion for MVA train ing the

whole dataset is con sist ing of many events. An event

in cludes time of mea sure ment, ra don mea sure ment

and me te o ro log i cal vari ables. The dataset is ran domly

split in two halves, one half of the events will be used

for train ing of multivariate re gres sion meth ods, and

the other half of events for test ing of meth ods, mainly

to com pare the mea sured and MVA eval u ated val ues

for ra don con cen tra tion.

It turns out that the meth ods best suited for our

pur pose is the Boosted De ci sion Trees (BDT) method.

This means that BDT gives the small est dif fer ence be -
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Table 1. Descriptive results of February and July 2014, 2015, and 2016 measurements, using radon monitor and charcoal

canisters (only in February)

Results of measurements

2014 2015 2016

Feb. July Feb. July Feb. July

Minimal radon activity using radon monitor [Bqm

–3

] 15 0 28 0 12 3

Maximal radon activity using radon monitor [Bqm

–3

] 1000 286 915 88 1013 262

Median radon activity using radon monitor [Bqm

–3

] 418 25 524 22 412 28

Arithmetic mean of radon activity using radon monitor

(standard deviation) [Bqm

–3

]

402 40 508 27 423 39

(216) (41) (207) (18) (214) (32)

Room temperature using radon monitor

(standard deviation) [°C]

20.4 24.7 21.2 24.9 22.3 24.6

(0.8) (0.9) (0.6) (0.8) (0.6) (0.8)

Relative humidity using radon monitor

(standard deviation) [%]

67.4 67.8 68.2 51.5 64.0 58.9

(5.7) (4.8) (4.8) (4.7) (6.4) (7.5)

Radon activity using charcoal canister

(standard deviation) [Bqm

–3

]

432

/

518

/

407

/

(10) (6) (5)

Fig ure 1. Mod eled so lar irradiance in com par i son with

mea sured ra don con cen tra tion dur ing Feb ru ary 2016

Fig ure 2. Va por pres sure in com par i son with mea sured

ra don con cen tra tion dur ing Feb ru ary 2016



tween the mea sured ra don con cen tra tion from test

sam ple and the eval u a tion of value of ra don con cen tra -

tion us ing in put vari ables only. This can be seen in fig.

3, which shows the dis tri bu tion of BDT and BDTG re -

gres sion method out puts (eval u ated val ues) in com -

par i son with the mea sured ra don con cen tra tion dur ing

Feb ru ary 2016. 

Since TMVA has 12 dif fer ent re gres sion meth -

ods im ple mented, only some of those will give use ful

re sults when eval u at ing the ra don con cen tra tion mea -

sure ments. Ta ble 4 sum ma ries the re sults of MVA

anal y sis. It shows the MVA meth ods RMS of dif fer -

ence of eval u ated and mea sured ra don con cen tra tion.

Also, tab. 4 shows the mu tual in for ma tion of mea sured 

and MVA eval u ated ra don con cen tra tion. Be sides

BDT, the Multi-Layer Perceptron (MLP) [10], an im -

ple men ta tion of Ar ti fi cial Neu ral Net work multi

variate method, also gives good re sults. 

The MVA re gres sion anal y sis re sults in mapped

func tional be hav ior and, as op posed to pos si ble ex is -

tence of the o ret i cal mod el ing, which is in de pend ent of

the num ber of mea sure ments, MVA de pends on the

num ber of events. More events, the better mapped

func tion we get as a re sult. In this sense, if the num ber

of mea sure ments is not great, multivariate anal y sis can 

be used only as help, to in di cate which vari ables are

more im por tant to be used in the o ret i cal mod el ing, for

com par i son of mapped and mod eled func tions, and

mod eled func tion test.

CON CLU SION

In door ra don vari a tion at one lo ca tion in the

same pe ri ods (Feb ru ary and July), was in ves ti gated for 

three years. Long-term in door ra don mea sure ments

show in tense sea sonal vari a tion. The re sults ob tained

with dif fer ent mea sur ing meth ods are in good agree -

ment. The ra don be hav ior in the house is al most the

same and shows good reproducibility year by year.

The small vari a tions in the year by year dy nam ics are

orig i nated mostly from the vari a tions in me te o ro log i -

cal vari ables dur ing win ter sea sons and mostly due to

ven ti la tion hab its dur ing sum mer sea son. Ven ti la tion

hab its were not mon i tored nor taken into ac count in

MVA re gres sion anal y sis. The pre lim i nary re sults us -

ing multivariate anal y sis meth ods in TMVA are

shown. Main out put of Multivariate re gres sion anal y -
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Fig ure 3. Com par i son of MVA eval u ated ra don

con cen tra tion and mea sured one from the test sam ple of

events dur ing February 2016

Ta ble 2. In put vari able rank and val ues for cor re la tion, cor re la tion ra tio and mu tual in for ma tion, all with the mea sured

ra don con cen tra tions (tar get) for Feb ru ary and July 2014-2016 mea sure ments

Vari able

Cor re la tion with tar get Cor re la tion ra tio Mu tual in for ma tion

Rank Value Rank Value Rank Value

Soil temperature depth 20 cm [°C]

1 0.87 1 0.60 13 1.48

Soil temperature depth 50 cm [°C]

2 0.86 2 0.57 14 1.31

Soil temperature depth 10 cm [°C]

3 0.82 3 0.54 9 1.84

Temperature out door [°C]

4 0.82 5 0.53 8 1.85

Va por in door – va por od [mbar]

5 0.81 9 0.41 11 1.73

Temperature  od – temperature id [°C]

6 0.80 4 0.53 6 1.92

Temperature  height 5 cm [°C]

7 0.77 8 0.48 7 1.91

Va por od [mbar]

8 0.76 10 0.41 5 1.92

Temperature  id [°C]

9 0.75 7 0.49 17 1.16

So lar irradiance [Wm

–2

]

10 0.61 6 0.50 2 2.23

Hu mid ity in door [%]

11 0.45 11 0.26 1 2.26

Hu mid ity out door [%]

12 0.31 13 0.20 10 1.76

Air pres sure out door [mbar]

13 0.27 17 0.07 12 1.55

Wind speed [ms

–1

]

14 0.22 16 0.01 16 1.28

Air pres sure in door [mbar]

15 0.17 18 0.04 15 1.31

Hu mid ity od – Hu mid ity id [%]

16 0.10 14 0.19 4 2.11

Pre cip i ta tion [Lm

–2

]

17 0.01 15 0.19 18 1.13

Va por in door [mbar]

18 0.002 12 0.02 3 2.17



sis is the ini tial ver sion of mapped func tion of ra don

con cen tra tion de pend ence on mul ti tude of me te o ro -

log i cal vari ables. Sim pli fi ca tion of MVA meth ods can

be made by choos ing only the most im por tant in put

variables and ex clude the other variables.

AC KNOWL EDGE MENTS

The au thors ac knowl edge the fi nan cial sup port

of the Min is try of Sci ence, Tech nol ogy and De vel op -

ment of Ser bia within the pro jects: Nu clear Meth ods

In ves ti ga tions of Rare Pro cesses and Cos mic Rays

(grant num ber 171002) and Biosensing Tech nol o gies

and Global Sys tem for Con tin u ous Re search and In te -

grated Man age ment (grant num ber 43002).

AU THORS' CON TRI BU TIONS

The idea for this pa per came as a re sult of dis cus -

sions of V. I. Udovi~i}, R. M. Banjanac, D. R. Jokovi},

A. L. Dragi}, and D. M. Maleti}. Gath er ing cli mate

data and MVA anal y sis was done by D. M. Maleti} and

V. I. Udovi~i}. Per formed in door ra don mea sure ments 

were done by V. I. Udovi~i} and S. M. Forkapi}. Writ -

ing of the pa per was done by D. M. Maleti} and V. I.

Udovi~i}. A. L. Dragi} gave idea about us ing MVA

meth ods in cos mic and ra don mea sure ments. N. B.

Veselinovi} and M. R. Savi} an a lyzed and val i dated

cli mate data. J. Z. Živanovi} helped with MVA anal y -

sis. D. R. Jokovi} helped with data anal y sis and pa per

tech ni cal prep a ra tion.

REF ER ENCES

[1] Collignan, B., et al., De vel op ment of a Meth od ol ogy

to Char ac ter ize Ra don En try in Dwell ings, Build ing

and En vi ron ment, 57 (2012), Nov., pp. 176-183

[2] Li, F., Baixeras, C., The RAGENA Dy namic Model of 

Ra don Gen er a tion, En try and Ac cu mu la tion In doors,

Sci ence of the To tal En vi ron ment, 307 (2003), 1-3, pp. 

55-69

[3] Jelle, B. P., et al., De vel op ment of a Model for Ra don

Con cen tra tion in In door Air, Sci ence of the To tal En -

vi ron ment, 416 (2012), Jan., pp. 343-350

[4] Maleti}, D., et al., Com par i son of Multivariate Clas si -

fi ca tion and Re gres sion Meth ods for In door Ra don

Mea sure ments, Nucl Technol Radiat, 29 (2014), 1, 

pp. 17-23

[5] Udovi~i}, V., et al., Ra don Prob lem in an Un der -

ground Low-Level Lab o ra tory, Ra di a tion Mea sure -

ments, 44 (2009), 9-10, pp. 1009-1012

[6] ***, EPA 520/5-87-005, Gray D.J, Windham S.T,

United States En vi ron men tal Pro tec tion Agency,

Mont gom ery, 1987

[7] @ivanovi}, M. Z., et al., Ra don Mea sure ments with

Char coal Can is ters, Nucl Technol Radiat, 31 (2016),

1, pp. 65-72

[8] Stojanovska, Z., et al., Pre dic tion of Long-Term In door 

Ra don Con cen tra tions Based on Short-Term Mea sure -

ments, Nucl Technol Radiat, 32 (2017), 1, pp. 77-84

[9] Nikoli}, M. D., et al., Mod el ling Ra di a tion Ex po sure

in Homes from Siporex Blocks by Us ing Ex ha la tion

Rates of Ra don, Nucl Technol Radiat, 30 (2015), 4,

pp. 301-305

[10] Brun, R., Rademakers, F., ROOT – An Ob ject Ori -

ented Data Anal y sis Frame work, Nucl. Inst. Meth. in

Phys. Res., A 389  (1997), 1-2, pp. 81-86

V. I. Udovi~i}, et al.: Multiyear In door Ra don Vari abil ity in a Fam ily House – ...

178 Nu clear Tech nol ogy & Ra di a tion Pro tec tion: Year 2018, Vol. 33, No. 2, pp. 174-179

Ta ble 3. In put vari able cor re la tion with the mea sured ra don con cen tra tions for Feb ru ary and July 2016

Cor re la tion with tar get

February 2016 July 2016

Vari able Value Vari able Value

Va por id-va por od [mbar] 0.58 Soil temperature depth 20 cm [°C] 0.46

Hu mid ity id [%] 0.54 Soil temperature depth 50 cm [°C] 0.42

Va por id [mbar] 0.52 So lar irradiance 0.32

So lar irradiance [Wm

–2

] 0.48 Temperature id [°C] 0.30

Temperature od – temperature id [°C] 0.46 Soil temperature depth 10 cm [°C] 0.24

Temperature [°C] 0.44 Temperature od [°C] 0.21

Soil temperature depth 10 cm [°C] 0.43 Hu mid ity od [%] 0.20

Soil temperature depth 20 cm [°C] 0.42 Hu mid ity id [%] 0.19

Hu mid ity [%] 0.38 Air pres sure [mbar] 0.17

Temperature height 5 cm [°C] 0.32 Pre cip i ta tion [Lm

–2

] 0.17

Temperature id [°C] 0.29 Temperature od – temperature id [°C] 0.16

Air pres sure od [mbar] 0.23 Air pres sure_id [mbar] 0.16

Air pres sure id [mbar] 0.21 Hu mid ity od – hu mid ity id [%] 0.14

Soil temperature depth 50 cm [°C] 0.20 Wind speed [ms

–2

] 0.13

Pre cip i ta tion [Lm

–2

] 0.19 Temperature height 5 cm [°C] 0.12

Hu mid ity od – hu mid ity id [%] 0.15 Va por id [mbar] 0.06

Va por od [mbar] 0.08 Va por od [mbar] 0.03

Wind speed [ms

–1

] 0.05 Va por id – va por od [mbar] 0.02

Ta ble 4. RMS of MVA method's eval u a tion error and

 mu tual in for ma tion; Feb ru ary/July 2014-2016

MVA method RMS [Bqm

–3

] Mu tual in for ma tion

BDT 85.5 1.477

BDTG 92.1 1.614

MLP 101 1.401
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STUDIJA  SLU^AJA  VI[EGODI[WE  VARIJABILNOSTI  RADONA

 U  PORODI^NOJ KU]I  U  SRBIJI

Pona{awe radona u zatvorenom prostoru ima slo`enu dinamiku zbog uticaja velikog

broja razli~itih parametara koji uti~u na wegovu varijabilnost: meteorolo{kih (temperatura,

pritisak i relativna vla`nost), koncentracije aerosola, brzine razmene izme|u unutra{weg i

spoqa{weg vazduha, gra|evinskih materijala i `ivotnih navika. Kao rezultat, koncentracija

radona u zatvorenim prostorijama pokazuje varijaciju, uz standardnu periodi~nost od jednog dana i

jedne godine. Godi{wa varijabilnost je dobro poznata sezonska varijacija koncentracije radona.

Posebno je interesantno pratiti vi{egodi{we varijacije koncentracije radona na istoj mernoj

lokaciji i vremenskom periodu, pre svega zbog procene individualnih godi{wih doza od izlo-

`enosti radonu. U tipi~noj porodi~noj ku}i u Srbiji izvr{ena su dugotrajna merewa radona u

dnevnom boravku. Merewa su ra|ena tokom 2014, 2015, i 2016. godine, u februaru i julu, svake godine.

Kori{}ene su slede}e merne tehnike: aktivna i metoda kori{}ewa ugqenih kanistera. Dobijeni

rezultati analizirani su kori{}ewem multivarijantne regresione analize.

Kqu~ne re~i: varijabilnost radona, multivarijantna regresiona analiza, ra don u zatvorenim

..........................prostorijama, vi{egodi{we merewe radona
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Introduction 

Radon is a noble, naturally occurring radioactive gas. 
Radon contribute to almost 50% of the overall high-
-effective annual dose to the population received 
from all sources of natural radioactivity. Harmful 
effects of radon has been proven in a large number 
of epidemiological studies [1]. The latest recom-
mendation of the International Atomic Energy 
Agency (IAEA) [2] and Directive EC [3] relating 
to the � eld of radiation protection, radon problem 
got more space and importance because the World 
Health Organization (WHO) has identi� ed radon 
as the second biggest cause of cancer lung [4]. In 
addition, radon is included in the ranks of major pol-
lutants of indoor air [5]. Current knowledge about 
the mechanisms by which radon is harmful to human 
health are re� ected primarily in harmful, radioactive 
radon progeny fact. In fact, radon progenies are 
attached to the aerosol particles from the air and 
such radioactive particles enter the body through 
inhalation. These radioactive aerosols deposited in 
the lungs emit alpha radiation. The harmful activ-
ity can be seen in disorders of the cellular structure 
of DNA, causing the development of cancer cells. 
Consequently, radon problem has been addressed 
seriously, and in a number of countries, national 
radon programme is established, which is basically 
a multidisciplinary nature and requires the involve-
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ment of a large number of experts, researchers in-
volved in radiation physics, geo sciences, chemistry, 
biology to specialist in various � elds of medicine. In 
that sense, the group of radon professionals decide to 
start working on establishing and developing national 
radon programme in Serbia. In this paper, a brief his-
tory of radon research, present status and plans for the 
future activity on radon issues in Serbia are presented.

International framework 

The regulations related to the exposure of the popu-
lation to radon and its progenies are different world-
wide. Based on the researches and a large number 
of epidemiological studies done in the recent past, 
the new standards and recommendations have to be 
incorporated into the national legislation regarding 
radon issues. Basically, a new approach to the radon 
issue is to introduce the concept of the reference 
level (not as strict boundaries between safe and 
dangerous concentrations of radon, but the annual 
average indoor radon concentration above which 
it is necessary to take measures to reduce radon). 
It differs from action level (the radon concentra-
tion above which, if it is found that the measured 
concentration is greater than de� ned, gives recom-
mendations to take measures for its reduction). The 
new concept is incorporated in two new documents. 
One is developed at the International Atomic Energy 
Agency (IAEA) [2]. In this new BSS (international 
Basic Safety Standards), radon is placed in several 
topics, but the most important is requirements of 50 
(Requirement 50: Public exposure because of radon 
indoors). It de� nes the reference level, in dwellings 
of high occupational factors, which must not exceed 
300 Bq·m−3. Assuming equilibrium factor for radon 
0.4 and the annual occupational factors of 7000 h, 
the reference level of 300 Bq·m−3 corresponds to an 
annual effective dose of 10 mSv, with dose conver-
sion factor (DCF) of 7.5 mSv per WLM (working 
level month). The request 52 (Requirement 52: 
Exposure in workplaces) de� nes the reference level 
for radon in workplaces of 1000 Bq·m−3. As the occu-
pation factor for 2000 h with the same factor to bal-
ance radon of 0.4 leads to the same effective annual 
dose of 10 mSv. Important conclusions are based on 
the collected data and performed radon risk maps, 
the country has to decide and implement adequate 
control of the indoor radon, to inform the public 
and other stakeholders and, � nally, to establish and 
implement Radon Action Plan (RAP). 

The second document is EU Directive 2013/59 
[3]. In the article 74: Indoor exposure to radon, 
writes the similar as in the new BSS, accept that 
the reference level shall not exceed 300 Bq·m−3 for 
the all indoor environment, living and workplaces. 
Article 103 de� nes RAP to be developing in member 
states: The action plan shall take into account the 
issues set out in Annex XVIII and be updated on 
a regular basis. Annex XVIII de� ned 14 items to 
consider in preparing the national RAP. In the case 
of Serbia, the � rst steps towards RAP are described 
in the next section. 

National radon action plan in Serbia 

Serbia did not have a systematic approach to the 
radon problem. In this sense, there were individual 
initiatives and research activities dealing with radon:

University of Novi Sad, Faculty of Science, Depart-
ment of Physics, Chair of Nuclear Physics, Novi Sad 

Radon mapping of Autonomous Province of Vojvo-
dina [6], long-term and short-term measurements 
of radon concentration in soil, water and air using 
passive devices, active device RAD7, exhalation and 
diffusion measurements [7], charcoal canisters with 
gamma spectrometric analysis [8]. 

University of Belgrade, Vinča Institute of Nuclear 
Sciences, ECE Lab Belgrade 

Department for Nuclear and Plasma Physics 

Mapping radon and thoron throughout south-east-
ern Serbia, Kosovo and Metohija parts of western 
Serbia [9, 10] by using different passive devices; 
electrochemical etch track detectors in a specially 
designed and built in laboratory [11]; developing 
method for radon and thoron exhalation from build-
ing material [12]; radon measurement campaigns in 
the schools and houses in the Sokobanja municipal-
ity [13]. 

Radiation and Environmental Protection Depart-
ment 

Active charcoal detectors are used for testing the 
concentration of radon in dwellings. The method 
of measurement is based on radon adsorption on 
coal and measurement of gamma radiation of radon 
daughters according to US EPA protocol. Based 
on this EPA procedure and national and interna-
tional intercomparison, the laboratory developed a 
set of procedures for charcoal detector exposure and 
measurement [14, 15]. 

University of Belgrade, Institute of Physics Belgrade, 
Low-Background Laboratory for Nuclear Physics 

Radon monitoring in the underground low-back-
ground laboratory with the passive and active de-
vices [16]; radon laboratory for chemical etching of 
the track detectors and automatic counting of the 
tracks by optical microscopy [17]; modelling of the 
indoor radon behaviour [18]. 

Institute of Occupational Health of Serbia 
�Dr Dragomir Karajović�, Center for Radiological 
Protection, Belgrade 

Radon measurements using charcoal canisters with 
gamma spectrometric analysis, radon monitoring in 
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schools and kindergartens in the city of Belgrade from 
1991 [19] and radon measurements campaigns in 
schools and kindergartens in Belgrade from 2010 [20]. 

University of Kragujevac, Faculty of Science 
Kragujevac, Institute of Physics 

Radon measurement using passive devices with 
chemical treatment of the track detectors and auto-
matic scanning of the developed detectors; modelling 
of the behaviour of indoor radon [21]; dosimetric 
modelling of the effects of the inhalation of radon 
and its progeny in the lung [22]. 

Based on the great experience of research related 
to radon, the group of radon professionals organized 
Radon Forum in May 2014 and made a decision 
to start work on RAP in Serbia. The responsibility 
for the establishment and implementation of RAP 
is on national regulatory body: Serbian Radiation 
Protection and Nuclear Safety Agency (SRPNA). We 
started with Internet radon forum (www.cosmic.ipb.
ac.rs/radon_forum), which provides an opportunity 
for radon professionals in Serbia to meet and discuss 
radon activities and plans. Also, SRPNA formed a 
�radon working group� that will manage RAP. The 
organization chart of the institutions involved in 
RAP is shown in Fig. 1. 

Short-term plans (to the end of 2015) include 
 � carrying out initial representative national indoor 

radon survey for this purpose, 
 � developing communication strategy (� rst basic 

information lea� et on radon to accompany the 
measurement explaining the purpose of the mea-
surement, Internet site: http://cosmic.ipb.ac.rs/
radon/index.html; public relation; etc.). 

First national indoor radon survey in Serbia 

As a � rst step in RAP, it is the national radon survey 
in Serbia planned to be done in 2015. In the coop-
eration with IAEA, SRPNA through radon working 

group made the design of the � rst national radon 
survey in Serbia. It is well known that regarding 
the objective of the indoor radon survey, there are 
two types of survey: 
 � population-weighted survey by measuring indoor 

radon levels in randomly selected homes (to esti-
mate the distribution of radon public exposures), 

 � geographically based survey where homes are 
randomly selected to obtain a minimum density 
of measurements per area unit chosen, e.g., a grid 
square, an administrative unit (to identify radon 
prone areas, radon map). 
Every radon survey needs to check the repre-

sentativeness (e.g. compare certain parameters in 
the actual sample with corresponding values in the 
last census). A carefully designed survey can, in 
principle, meet the requirements and objectives of 
both the types of surveys. In the case of Serbia, we 
choose a strati� ed (target population is partitioned 
into separated groups � STRATA) sampling design. 
We de� ned STRATA according to the administrative 
divisions of Serbia into districts. 

In principle, our design model can be described 
as follows: 
 � SRPNA, in cooperation with the IAEA through 

the national project SRB9003 � Enhancing the 
Regulatory Infrastructure and Legislative Sys-
tem, 

 � Expert mission on National Radon Trial Survey 
and Raising Awareness of Key Stakeholders held 
in SRPNA, Belgrade, 2�4 February 2015, 

 � Equipment: Leasing of 6000 track-etched indoor 
radon detectors; the distribution of detectors 
across the Serbian territory should be the re-
sponsibility of SRPNA, 

and relevant ministries began with the national pro-
gramme for indoor radon measurements in dwellings 
and � ats in Serbia. The aim of this programme is to 
determine the radiological exposure risk to radon 
in residential areas because of the inhalation of this 
gas as well as to locate areas in Serbia with high 
concentrations, areas with high radon potential. 
Within the working group on radon, the division of 

Fig. 1. Organization chart of the institutions involved in RAP. 
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responsibilities of individual institutions in a given 
set of administrative regions was established. All 
owners of houses and apartments (who wish to 
participate in the project), with the aim of deter-
mining the concentration of radon, � lled prede� ned 
questionnaire on the Web site dedicated to radon in 
Serbia (http://cosmic.ipb.ac.rs/radon/index.html). 
In this way, they expressed interest to participate 
in the project. In total, 6000 detectors have been 
distributed during October 2015 and will be exposed 
in houses and apartments for six months (till April 
2016). Afterwards, the detectors will be sent to an 
authorized laboratory to be processed, and conse-
quently, we should get data for the � rst national 
map radon risk in Serbia. The measurement results 
will be presented to the owners of houses and apart-
ments that are used for the measurement. Based on 
these results, in cases where radon concentration 
exceeds current intervention level of 200 Bq·m−3 
for new developments or 400 Bq·m−3 for existing 
facilities, the whole set of measures that could re-
sult in a reduction of the radon concentrations and 
thus reduce the risk of getting lung cancer will be 
recommended. Additionally, all data collected for the 
whole of Serbia will enable the determination of 
the national reference level for radon. During the re-
alization of the national programme for indoor radon 
measurements, we plan to perform communication 
strategy (� rst basic information lea� et on radon to 
accompany the measurement explaining the purpose 
of the measurement, internet site, public relation, 
public education, etc.). 

Conclusions 

World Health Organization declared radon as the 
second most important cause of getting lung cancer. 
Radon problem being addressed seriously, and in a 
number of countries, there are established national 
radon programme. Serbia started work on RAP in 
2014, with the � rst step of preparing, and performed 
the national indoor radon survey in Serbia, planned 
to be done in 2015. The responsibility for the estab-
lishment and implementation of RAP is on national 
regulatory body: Serbian Radiation Protection and 
Nuclear Safety Agency. The results of national ra-
don survey serves to evaluate the existing exposure 
situation and to de� ne the next steps in establishing 
and developing RAP in Serbia. Also, the Serbian 
experience in efforts to have systematic approach 
to the radon issues, described in this paper, may be 
useful to the other countries who wish to establish 
their own RAP. 
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Introduction 

The research of the dynamics of radon in various 
environments, especially indoors, is of great impor-
tance in terms of protection against ionizing radia-
tion and in designing of measures for its reduction. 
Research of radioactive emanations (of radon (222Rn) 
and thoron (220Rn)) are in the domain of radiation 
physics, but since a few decades ago, subject of ra-
dioactive emanation involves many other scienti� c 
disciplines, thus giving a multidisciplinary character 
to this research. Published results and development 
of many models to describe the behaviour of indoor 
radon indicate the complexity of this research, espe-
cially with models for the prediction of the variability 
of radon, simply because the variability depends on 
large number of variables. Large number of factors 
(such as local geology, permeability of soil, build-
ing materials used to build the buildings as well as 
the habits of people) impact the variation of radon, 
and therefore, it is important to study their correla-
tion. In this paper, the results of correlative analysis 
of indoor radon and meteorological variables are 
presented. Furthermore, the results of multivariate 
classi� cation and regression analysis is presented. 
More details of this study can be found in [1]. 

Indoor radon variation depends signi� cantly on 
large number of factors, which include the local ge-
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ology, soil permeability, building materials, lifestyle 
characteristics and meteorological variables. In 
order to analyse the dependence of radon variation 
on multiple variables, multivariate analysis needs 
to be used. 

The demand for detailed analyses of large amount 
of data in high-energy physics resulted in wide and 
intense development and usage of multivariate 
methods. Many of multivariate methods and algo-
rithms for classi� cation and regression are already 
integrated into the analysis framework ROOT [2], 
more speci� cally, into the toolkit for multivariate 
analysis (TMVA [3]). Multivariate analysis toolkit is 
used to create, test and apply all available classi� ers 
and regression multivariate methods implemented 
in the TMVA in order to � nd methods that are the 
most appropriate and yield maximum information 
on the dependence of indoor radon concentrations 
on the multitude of meteorological variables. Clas-
si� cation methods are used to � nd out if it is possible 
to classify radon concentrations into low and high 
concentrations, using arbitrary cut value for radon 
concentrations. Regression methods are used as a 
next step with a goal to � nd out which regression 
method can, if any, on the basis of input meteoro-
logical variables only, give an output that would 
satisfactorily close match the observed variations 
of radon concentrations. The output of usage of 
multivariate regression analysis methods is mapped 
functional behaviour, which can be used to evaluate 
the measurements of radon concentrations using 
input meteorological variables only. The prediction 
of radon concentrations can be an output of mapped 
function when the prediction of input meteorological 
variables exists. 

Short-term radon measurements in laboratory and 
real environment 

Depending on the integrated measurement time, 
methods of measurement of radon concentrations 
in air may be divided into long-term and short-term 
ones. For the measurements of radon concentration 
presented in this paper, the SN1029 radon monitor 
(manufactured by the Sun Nuclear Corporation, 
NRSB approval-code 31822) has been used as ac-
tive, short-term measurement device. The device 
consists of two diffused junction photodiodes as 
a radon detector and is furnished with sensors for 
temperature, barometric pressure and relative hu-
midity. The user can set the measurement intervals 
from 30 min to 24 h. It was set to record simultane-
ously the radon concentration, temperature, atmo-
spheric pressure and relative humidity. 

For the purposes of determining the best multi-
variate methods to use in the analysis, the results 
are obtained using radon monitor are from mea-
surements in two locations, the Low-Background 
Laboratory for Nuclear Physics in the Institute of 
Physics in Belgrade and in a family house. 

The underground Low-Background Laboratory 
for Nuclear Physics is selected for measurement and 
analysis because routine measurements in this labo-

ratory require low levels of radon concentration with 
minimum temporal variations. Low-background 
laboratory is located on the right bank of the river 
Danube in the Belgrade borough of Zemun, on the 
grounds of the Institute of Physics. The ground level 
portion of the laboratory, at 75 m above sea level, 
is situated at the foot of a vertical loess cliff, about 
10 m high. The underground part of the laboratory, 
useful area of 45 m2, is dug into the foot of the cliff. 
Underground laboratory is surrounded with 30-cm 
thick concrete wall. The overburden of the under-
ground laboratory is thus about 12 m of loess soil. 
Signi� cant efforts are being made to contain the 
low radon concentration within the laboratory. The 
underground laboratory is completely lined with a 
hermetically sealed, 1-mm thick aluminium foil. The 
ventilation system maintains the overpressure of 
2 mbar, so as to prevent radon diffusion from the soil. 
Fresh air entering the laboratory is passed through 
a two-stage � ltering system. The � rst stage is a me-
chanical � lter for dust removal. The second one is a 
battery of coarse and � ne charcoal active � lters. The 
concentration of radon is kept at an average value 
of about 10 Bq/m3. 

In the Low-Background Laboratory for Nuclear 
Physics, radon concentrations were measured in 
period from 2008 to 2011 and continued later on 
periodically about a couple of months each year. 
Measurements of meteorological variables used in 
the analysis were recorded since 2008 and are taken 
from the meteorological station located 4 km from 
the laboratory. Measurements of radon concentra-
tions, room temperature, atmospheric pressure 
and relative humidity inside the laboratory were 
obtained using radon monitor. The results obtained 
from the measurements of radon concentrations and 
their in� uence on gamma and cosmic ray measure-
ments in the laboratory were published in several 
articles in international scienti� c journals [4�6]. 

The family house selected for the measurements 
and analysis of variations of radon concentrations 
is a typical house in Belgrade residential areas, with 
requirement of existence of cellar. House is built on 
limestone soil. Radon measurements were carried 
out in the living room of the family house, which is 
built of standard materials (brick, concrete, mortar) 
and isolated with styrofoam. During the period of 
measurements (spring�summer), the house was 
naturally ventilated and air conditioning was used in 
heating mode at the beginning of the measurement 
period. During the winter period measurements, 
the electrical heating was used in addition to air 
conditioning. Measured radon concentrations, room 
temperature, atmospheric pressure and relative hu-
midity inside the house were obtained using radon 
monitor. Values of meteorological variables in mea-
surement period were obtained from an automatic 
meteorological station located 400 m from the house 
in which the measurement was performed. We used 
the following meteorological variables: external air 
temperature, pressure and humidity, solar radiation, 
wind speed at a height of 10 m above ground, precipi-
tation, evaporation and temperature and humidity 
of the soil at a depth of 10, 20, 30 and 50 cm. 
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Correlation and regression analysis of the results 

All multivariate methods implemented in the TMVA 
are used in our search. All multivariate methods in 
TMVA belong to the family of �supervised learning� 
algorithms [1]. All methods make use of training 
events, for which the desired output is known, to 
determine the mapping function that either de-
scribes a decision boundary (classi� cation) or an 
approximation of the underlying functional behav-
iour de� ning the target value (regression). Every 
MVA methods see the same training and test data. 
The two best performing multivariate methods for 
our purposes are boosted decision trees (BDT) and 
arti� cial neural networks (ANN). 

The determination of correlation coef� cients be-
tween measured radon concentration and meteoro-
logical variables serves as a good tool for identifying 
the variables with strongest correlation, which are 
not excluded from the analysis later on. Also, cor-
relation coef� cient tables gives a good overview of 
input data and their intercorrelations. In Fig. 1, the 
correlation matrix of linear correlation coef� cients 
as an overview of intercorrelations of measured 
radon concentration and all input meteorological 
variables are shown for underground laboratory. The 
input variables in case of analysis of underground 
laboratory are atmospheric pressure, temperature 
and humidity in laboratory (Prm, Trm, Hrm) and out-
door (P, T, H) and differences in measured values 
of pressure (P � Prm), temperature (T � Trm) and 
humidity (H � Hrm) in laboratory and outdoor. Input 
meteorological variables in case of family house 
are the same as the list of measured meteorological 
variables from nearby meteorological station, with 
the addition of differences in temperature (T � Trm) 
and humidity (H � Hrm) from indoor and outdoor 
values, where indoor measurements results were 
obtained using radon monitor. 

Multivariate methods within the package TMVA 
in ROOT can search for best multivariate approxi-
mation of functional behaviour for the classi� cation 
function of radon concentration depending on me-
teorological variables. In the analysis, several mul-

tivariate methods were tested, and best performed 
method was BDT. This can be seen by presenting 
the receiver operating characteristics (ROC) curve 
for all tested multivariate methods in case of house 
measurements (Fig. 2). The BDT method has 
the highest value of integrated ROC function. 

BDT has proven to be the most effective method 
for the classi� cation of radon concentrations in case 
of data obtained from the house as well as those ob-
tained from measurements in the Low-Background 
Laboratory for Nuclear Physics. 

The next step in the analysis is the regression 
analysis, which is the way of � nding a mapped func-
tion behaviour of dependence of radon concentra-
tions and meteorological input variables. The regres-
sion analysis was done using the TMVA packages, 
already used in classi� cation analysis, and for the 
same set of measured radon concentration and me-
teorological variables in underground laboratory and 
a family house in Serbia. Multivariate method BDT 
was found to be the best suited for regression analysis 
also, as was the case in classi� cation analysis. 

The data of measured radon concentration in 
house and BDT evaluated values, using only the 
values of meteorological variables, without the 
knowledge of measured values (i.e. in the testing 
set of multivariate analysis), is presented for com-
parison in Fig. 3. 

One of the possible application of having re-
sulting mapped function, given by multivariate 
regression analysis, is to have prediction of radon 
concentration values (evaluated) based on meteo-
rological variables alone. The online application of 
the regression multivariate analysis can be imple-

Fig. 1. Correlation matrix with linear correlation coef-
ficients as an overview of radon and meteorological 
variables intercorrelations in case of the Low-Background 
Laboratory for Nuclear Physics.

Fig. 2. ROC curve for all multivariate methods in case of 
house measurements. 

Fig. 3. BDT evaluated (predicted) values of  radon concen-
trations based on meteorological variables using regres-
sion analysis within TMVA packages in house (left) and 
measured values (right).
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mented, as the one posted online for evaluation 
(and prediction) based on meteorological variables 
alone (Fig. 4). 

Limitation of multivariate methods 

As the multivariate methods used in the analysis 
are �supervised learning� algorithms, the perfor-
mance of the main result of multivariate analysis, 
the resulting mapped functional behaviour, depends 
on learning process. Limitation of multivariate 
analysis in the analysis of radon dependence on 
meteorological variables are coming from small 
number of measurements used in learning process, 
unlike the great number of measurements in high-
-energy physics experiments. As the next logical 
step in multivariate analysis presented in this paper 
should be inclusion of variables such as local geol-
ogy, permeability of soil, building materials used to 
build the buildings as well as the habits of people, 
the requirement for ef� cient multivariate analysis 
is to have many measurements in many different 
houses. Many measurements would help to get 
good mapped functional behaviour, as opposed to 
possible existence of theoretical modelling that is 
independent on number of measurements. In this 
sense, if the number of measurements is not great, 
multivariate analysis can be used only as hell to in-
dicate which variables are more important to be used 
in theoretical modelling, for comparison of mapped 
and modelled functions, and modelled function 
test. Another important limitation of multivariate 
analysis is that no �straightforward� interpretation of 
mapped functional behaviour is possible, or simply, 
the mapped function is a �black box�. This comes 
from the fact that the error minimization in learning 
algorithms, while mapping the functional behaviour, 
is an important part in learning process. 

Conclusions 

The paper presents the results of multivariate 
analysis of variations of radon concentrations in the 
shallow underground laboratory and a family house, 
depending on meteorological variables only. This 
test of multivariate methods, implemented in the 

TMVA software package, applied to the analysis of 
the radon concentration variations connection with 
meteorological variables in underground laboratory 
(with ventilation system turned on and off) and 
typical house in Serbia, demonstrated the potential 
usefulness of these methods. It appears that the 
method can be used for the prediction of the radon 
concentrations, on the basis of predicted meteo-
rological variables. The next step in multivariate 
analysis presented in this paper should be inclusion 
of variables such as local geology, permeability of 
soil, building materials used to build the buildings 
as well as the habits of people. The requirement for 
ef� cient multivariate analysis is to have many mea-
surements in many different houses, which makes 
multivariate method very useful only when having 
many measurement, for instance, during radon map-
ping campaigns. Many measurements would help to 
get good mapped functional behaviour, as opposed to 
possible existence of theoretical modelling that is in-
dependent on number of measurements. Generally, 
multivariate analysis can be used to help indicate 
which variables are more important to be used in 
theoretical modelling, furthermore, for comparison 
of mapped and modelled functions, and modelled 
function test. 

Another usage of the results of classi� cation 
multivariate analysis presented in this paper is the 
implementation of online warning system for pos-
sible increased radon concentration in family houses 
based on meteorological variables only. 
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Abstract. The first significant Forbush decrease of the solar cycle 25 was
recorded on November 4th, 2021. The Forbush decrease was observed with
numerous ground based cosmic rays stations including Belgrade cosmic rays
muons’ station. Series of coronal mass ejections during October 28–November
4 2021. produce conditions for this Forbush decrease. We discuss here the vari-
ation of cosmic rays’ flux detected with ground-based detectors and connection
with conditions, measured in-situ, in interplanetary space around Earth, flux
of solar wind protons measured with SOHO probe to assess implication for
solar-terrestrial coupling processes.

Key words: Cosmic rays – Forbush decrease – Space weather – muon detector

1. Introduction

One of the methods of researching solar-terrestrial coupling processes is observ-
ing the response of the flux of cosmic rays (CR) to various types of disturbances
(or drivers) in the heliosphere. Transient phenomena detected in CR flux due
to modulation in the heliosphere is the Forbush decrease: a sudden drop in CR
flux followed by a gradual return to the previous level. It occurs as CR interact
with irregularities in the interplanetary magnetic field (IMF), usually connected
with the emission of coronal plasma known as a coronal mass ejection (CME)
and its interplanetary counterpart (ICME) (Yermolaev et al., 2021). In recent
decades, space probes have measured IMF parameters in-situ as well as par-
ticle flux. The detected particles can be fast-moving particles, known as solar
energetic particles (SEPs), related to violent eruptions from the Sun that can
cause a sudden increase in measured CR flux at the surface - a ground level
enhancement (GLE). The other particles detected with probes, aside from solar
wind particles and SEPs, are energetic storm particles (ESP) accelerated locally
by shocks driven by fast ICMEs (Desai & Giacalone, 2016) and low-energy CR
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(Veselinović et al., 2021). It has been shown (Koldobskiy et al., 2019; Savić et al.,
2023; Kolarski et al., 2023) that parameters measured in-situ correlate with the
magnitude and time evolution of FD. The end of October and the beginning of
November 2021 marked extreme activity with a strong X-class solar flare (CIT),
accompanied by the first Ground Level Enhancement (GLE) event in this cycle
on October 28th, measured by several ground stations (Papaioannou, A. et al.,
2022). There were several typical CMEs during this period. Most pronounced
were two halo CMEs on October 28th and November 2nd. The second halo CME,
due to its speed, caught up with previous ICMEs and produced a CME-CME
interaction (Li et al., 2022).These disturbances created additional modulation
of CR, producing the first strong FD in the present solar cycle, detected by
multiple ground stations around the globe (Chilingarian et al., 2022).

The present case-study combines in-situ measurements of solar wind param-
eters and proton flux in near-Earth space with measurements on the ground to
analyze how these parameters affect parameters of the FD detected on Novem-
ber 4th, 2021.

2. Ground level cosmic ray observations

The most widely method of detecting CR use detectors that are part of the
worldwide network of Neutron Monitors (NM) (https://www.nmdb.eu/nest/).
One of the other species of these secondary CR that can be detected and used
for monitoring primary CR are muons.

2.1. Belgrade muon detector

The ground level Belgrade muon station (GLL) is a part of the Low-Background
Laboratory for Nuclear Physics at the Institute of Physics, Belgrade, Serbia. The
energy range of the observed primary CR extends and complements the energy
ranges detected by the NM network, but is still sensitive to CR modulation
of the heliosphere. Details of the experimental setup, as well as the calculated
response function of the detectors, are presented in (Veselinović et al., 2017).

2.2. Ground level data analysis

Both NM and muon detectors measure integral flux over different energy ranges,
so the median energy of the detected primary CR is used in the analysis of the
measured data. Another property of the detector system is Cut-off rigidity, the
minimal magnetic rigidity that the CR must have in order to penetrate the
IMF and geomagnetic field. To determine the amplitude of the FD for each
station, which differs in median energy and asymptotic direction, a baseline was
established using the average hourly count rate during mid-October 2021 when
solar activity was low. For this study, we utilized 1-hour time series of CR flux
detected at 17 NM stations and GLL data (Table 1).
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Table 1. Cut-off rigidity (Rc) and median energy (Em) of primary CR for several

stations.

Stations Rc (GV) Em (GeV) Stations Rc (GV) Em (GeV)
Belgrade 5.3 63 Kerguelen 1.14 10.4
Athens 8.53 17.8 Oulu 0.8 10.3

Guadalajara 6.95 15.4 Apatity 0.65 10.3
Baksan 5.6 13.7 Norilsk 0.63 10.3

Jungfraujoch 4.5 12.6 Tixie Bay 0.5 10.2
Lomnicky st́ıt 3.84 12 Fort Smith 0.3 10.2

Dourbes 3.18 11.5 Inuvik 0.3 10.2
Kiel 2.36 11 S. Pole bare 0.1 10.1

Yakutsk 1.65 10.6 S. Pole 0.1 10.1

Median energy for NM was found using formula given in Li et al. (2023) and
median energy for GLL was found using Monte Carlo method of CR transport.
Dependence of FD amplitude on CR median energy is given by power law (Cane,
2000)

ΔN

N
= E−a (1)

Here N is CR flux, E is median energy and a is power exponent that depends
on heliospheric conditions.

A scatter plot of the selected event is given (Figure 1) plotted in log-log scale
and it show clear median rigidity dependence of the amplitude of FD.

Steeper spectrum during this event shows greater modulation of primary
CR. If GLL data is included in the plot, the power exponent is not so large so
that can be interpreted as stronger modulation of the lower energy CR due to
CME-CME interaction. Linear regression is performed to found power indices
correspond to November 2021 event. Power index for NM only is 1.23�0.22 and
for NM and GLL power index is 0.62�0.10. This is, in general, in good agreement
with some previous studies (Lingri et al. (2016) and references within).

3. Relation to in-situ measured data

In this study we used measured in-situ parameters relevant for heliospheric stud-
ies which are available at GSFC/Space Physics Data Facility, in the form of 1-
hour resolution OMNI data (https://spdf.gsfc.nasa.gov/pub/data/omni/
lowresomni/ ). Also we used proton flux date gathered by SOHO probe with
two detectors, ERNE and EPHIN, onboard SOHO probe (Torsti et al., 2000;
Kühl & Heber, 2019) at Lagrange point 1 in vicinity of Earth. Comparison be-
tween 1-hour time series of selected parameters of IMF from OMNI data and
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Figure 1. Rigidity spectrum of FD from November 4th 2021. Points represent the

amplitude of the Forbush decrease as seen by 18 NMs and Belgrade GLL muon station.

relative detected CR flux of NM with low cut-off rigidity at South Pole and
Belgrade muon detector and similar comparison for the same time interval be-
tween CR flux detected with two ground level detectors and selected channels
of SOHO/ERNE and SOHO/EPHIN proton flux data is shown in Figure 2.

The discrepancies between time series of CR flux detected with ground sta-
tions and parameters of the IMF shows that CR was influenced by complex in-
teractions in the heliosphere where low energy proton flux detected in-situ with
detectors on board SOHO does not contribute substantially either to condition
in heliosphere or CR flux.Increase of SEP flux, apparent in all detected proton
flux from SOHO/ERNE and SOHO/EPHIN, produce GLE event detected with
NM with low cut-off rigidity. Shape of detected FD on different stations varied,
as expected due to difference cut-off rigidity, median energy, detector design,
and sensitivity.

Correlation between respective time series was found using Pearson correla-
tion coefficient using 2-tail test for significance is given at Table 2.

As expected correlation of CR flux is greater for NM detector at South Pole
due to lower energy of detected CR which are more sensitive to disturbances of
IMF. Inverse correlation of average magnetic field and solar wind plasma speed
with CR flux is expected due to scattering of CR on turbulent magnetic field
that produce a decrease in detected CR flux. The lack of correlation between
proton fluxes and higher energy CR flux detected with GLL shown that monitor
only some of the proton energy channel is not sufficient to model FD over range
of CR energies during complex event with CME-CME interaction. Modeling of
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Figure 2. Left: Time series for plasma parameters (taken from OMNI database)

and cosmic ray flux ( measured at South Pole NM and GLL) from October 20th until

November 20th, 2021. Right: Hourly time series for different proton energy channels

from SOHO/ERNE and SOHO/EPHIN and two CR detectors time series for the same

period.

this complicated shock-associated ICME disturbance where multiple shocks and
transient flows merged is challenging and other studies (Zhao & Zhang, 2016;
Werner et al., 2019) showed similar complex dependence of CR flux on different
parameters of the IMF condition.

4. Summary

In this work we studied the FD occurred in November 4th, 2021, using data from
Belgrade muon station and other multiple sources. Increased solar activity at
the begging of the November 2021 had a measurable effect on CR, observed as a
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Table 2. Pearson correlation coefficients for the correlation between CR flux detected

at Belgrade CR station (GLL), at South pole (SOPO), flux of protons of different

energies from SOHO/ERNE and SOHO/EPHIN and plasma parameters (from OMNI

database) for the period from October 20th until November 20th, 2021.

SOPO GLL
Pearson Corr. p-value Pearson Corr. p-value

SOPO 1 0.52 <10−5

GLL 0.52 <10−5 1
|B| Average -0.55 <10−5 -0.48 <10−5

Bz −0.4 <10−5 −0.15 <10−4

Proton temperature -0.18 <10−5 -0.23 <10−5

Proton Density 0.23 <10−5 0.14 <10−4

Plasma (Flow) speed -0.61 <10−5 -0.53 <10−5

7.3-25.0 MeV p 0.17 <10−5 -0.12 0.002
4.3-7.8 MeV p 0.01 0.67 -0.29 <10−5

25.0-40.9 MeV p 0.21 <10−5 0.02 0.5
40.9-53.0 MeV p 0.21 <10−5 0.03 0.45
80-100 H Mev p 0.22 <10−5 0.03 0.37

decrease in measured flux by all relevant CR stations. Energy range of affected
primary CR was wide enough so effect was detected by neutron monitors but
also muon detectors. Rapid decrease was detected with CR detectors around
the world and it was one of the consequence, along with the strong G3-class
geomagnetic storm, auroras and GLE event, of series of overlapping CMEs. We
showed that based on measured amplitude of FD of the range of ground station
that higher energy CR was less affected with heliospheric disturbance. Cross
correlations between time series of CR flux and IMF and solar wind charac-
teristics during these strongly disturbed heliospheric conditions were presented.
Lack of strong correlation is also apparent for higher energy CR flux time series
and time series of the heliospheric parameters and proton flux of certain energy
ranges. This proves that, in order to better understand solar-terrestrial coupling
processes, particularly its effect for higher energy particles requires more data
from various sources and various probes and this analysis can be done in the
future.
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Abstract
The Muon Ionization Cooling Experiment (MICE) collab-

oration will demonstrate the feasibility of ionization cooling,
the technique by which it is proposed to cool the muon beam
at a future neutrino factory or muon collider. The position
and momentum reconstruction of individual muons in the
MICE trackers allows for the development of alternative fig-
ures of merit in addition to beam emittance. Contraction of
the phase space volume occupied by a fraction of the sample,
or equivalently the increase in phase space density at its core,
is an unequivocal cooling signature. Single-particle ampli-
tude and nonparametric statistics provide reliable methods to
estimate the phase space density function. These techniques
are robust to transmission losses and non-linearities, mak-
ing them optimally suited to perform a quantitative cooling
measurement in MICE.

INTRODUCTION
Future facilities such as the Muon Collider and the Neu-

trino Factory will require high intensity and low emittance
stored muon beams [1, 2]. Muons are produced as tertiary
particles (p + N → π + X , π → µ + ν) inheriting a large
emittance from the isotropic decay of the pions. For effi-
cient acceleration, the phase space volume of these beams
must be reduced significantly, i.e. “cooled”, to fit within the
acceptance of a storage ring or accelerator beam pipe. Due
to the short muon lifetime, ionization cooling is the only
practical and efficient technique to cool muon beams [3, 4].
Each muon in the beam loses momentum in all dimensions
through ionization energy loss in an absorbing material, re-
ducing the RMS emittance and increasing its phase space
density. Subsequent acceleration though radio frequency
cavities restores longitudinal energy, resulting in a beam with
reduced transverse emittance. A factor of close to 106 in
reduced 6D emittance has been achieved in simulation with
a 970 m long channel [5]. The rate of change in normalized
transverse RMS emittance, �N , is given by the ionization
cooling equation [3]:

dεN
ds

� − εN
β2Eµ

����dEµ

ds

���� + β⊥ (13.6 MeV)2
2β3Eµmµc2X0

, (1)

where βc is the muon velocity, |dE/ds | is the average rate
of energy loss, Eµ and mµ are the muon energy and mass,
β⊥ is the transverse betatron function and X0 is the radiation
length of the absorber material. The first term on the right
can be referred to as the “cooling” term driven by energy
loss, while the second term is the “heating term” that uses
the PDG approximation for the multiple Coulomb scattering.
∗ francois.drielsma@unige.ch
† Speaker

MICE [6] is currently taking data in the Step IV con-
figuration in order to make detailed measurements of the
scattering, energy loss [7] and phase space evolution at dif-
ferent momenta and channel configurations, with lithium
hydride and liquid hydrogen absorbers. A schematic draw-
ing of MICE Step IV is shown in Figure 1.MICE consists
of two scintillating fiber trackers upstream and downstream
of the absorber in strong solenoid fields to accurately recon-
struct the position and the momentum of individual muons
selected in a series of particle identification detectors, in-
cluding 3 time-of-flight hodoscopes (ToF0/1/2), 2 threshold
Cherenkov counters, a pre-shower calorimeter (KL) and a
fully active tracker-calorimeter (EMR) [8–11].

COOLING CHANNEL
The two spectrometer solenoid modules each generate a

region of uniform 3 T field in which diagnostic trackers are
situated and a matching region that transports the beam from
the solenoid to the focus coil module. The focus coil mod-
ule, positioned between the solenoids, provides additional
focusing to increase the angular divergence of the beam at
the absorber, improving the amount of emittance reduction
that can be achieved. The magnetic field model is shown in
Figure 2.The absorber was a single 65 mm thickness lithium
hydride disk. Lithium hydride was chosen as an absorber
material as it provides less multiple Coulomb scattering for
a given energy loss.

In this paper the evolution of phase space density is re-
ported for a single configuration of the cooling apparatus.
Results from one transfer line configuration are reported,
with the accumulated muon sample having a nominal emit-
tance of 6 mm at momenta around 140 MeV/c in the up-
stream spectrometer solenoid, denoted as ‘6–140’.

As MICE measures each particle event individually, it is
possible to select a particle ensemble from the collection
of measured tracks. This enables the study of momentum
spread and transverse beam parameters on the cooling. In
this analysis, muons have been selected with:

• longitudinal momentum in the range 135 to 145 MeV/c;

• time-of-flight between TOF0 and TOF1 consistent with
muons in this momentum range; and

• a single, good quality track formed in the upstream
diagnostics.

In order to study the evolution of the phase space den-
sity through the whole cooling channel and across the ab-
sorber, a realistic simulation of the setting of interest was
produced. The betatron function of the selected muon en-
semble is shown for the Monte Carlo (MC) simulation, the
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Figure 1: Layout of the MICE Step IV configuration, its absorber module, tracking spectrometers and PID detectors.

Figure 2: Modelled magnetic field for the configuration on
the axis and with 160 mm horizontal displacement from
the axis. Hall probes, situated 160 mm from the beam axis,
show a 2 % discrepancy with the model. Dashed lines show
position of the tracker stations and absorber (at z = 0).

reconstructed MC and the data for the ‘6–140’ setting in
Figure 3. The graph shows a large growth of the beam size
in the downstream section due to the absence of the down-
stream match coils in this configuration. The simulation
closely reproduces the function measured in the data.
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Figure 3: Beta function profile in the MC truth (blue line),
reconstructed MC (red circles) and data (green squares).

PHASE SPACE DENSITY EVOLUTION
Emittance

The transverse normalized RMS emittance is the most
common cooling figure of merit and is defined as

�N =
1

mµ
|Σ | 1

4 , (2)

with mµ the muon mass and |Σ | the determinant of the 4D
transverse phase space covariance matrix, i.e. Σi j = �i j� −
�i�� j� with i, j ∈ [x, px, y, py]. For a Gaussian beam, this
quantity is directly related to the volume of the 1σ RMS
ellipse, VRMS , through �N =

√
2VRMS/(mπ).

In a fully transmitted beam, emittance reduction is a clean
signature of the contraction of transverse phase space vol-
ume. For a partially scraped beam, as shown for the ‘6–140’
setting in Figure 4, the emittance evolution exhibits apparent
emittance reduction in the downstream section due to the
loss of the tails of the distribution. It also experiences sig-
nificant apparent growth in the downstream tracker due to
high field gradient, causing filamentation in the beam.
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14000 15000 16000 17000 18000 19000 20000
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reference planes: -20.83 %

 [simulation]MICE
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Run setting 1.2_6mm

MAUS v2.9.1

Figure 4: Normalized transverse RMS emittance evolution
through the MICE cooling channel.

An alternative to RMS emittance is to study the evolution
of the density distribution of the ensemble, as it allows for
the selection of a defined and identical fraction of phase
space upstream and downstream of the absorber.
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Amplitude
The 4D amplitude of a particle with phase space vector

v = (x, px, y, py) is given by

A⊥ = �N (v − µ)TΣ−1(v − µ). (3)

with µ = (�x�, �px�, �y�, �py�), the beam centroid. In order
to prevent the tails of the distribution from skewing the core,
only those events with amplitude less than A⊥ have been
included in the calculation of µ and Σ for a given event. The
high amplitude particles are iteratively removed from the
sample first as they are calculated.

The distribution of muons is represented in Figure 5 in
the tracker station that is furthest downstream in the (x, px)
projection. The color of the points in the scatter plot rep-
resents the amplitude of the particle at that position. The
distribution exhibits a clear Gaussian core of low amplitudes,
while the tails are easily identified as high amplitude points.
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Figure 5: Scatter plot of the particles in the tracker station
that is furthest downstream in the (x, px) projection. The
color scale represents the individual particle amplitudes.

The amplitude of a particle in a Gaussian beam is related
to its local density through

ρ(v) = 1
4π2m2�2N

exp
�
− A⊥

2�N

�
. (4)

A low amplitude sample corresponds to the high density
core of the beam.

Subemittance
The α-subemittance, eα, is defined as the RMS emittance

of the core fraction α of the parent beam. For a truncated
4D Gaussian beam of covariance S, it satisfies

eα
�N
=

|S | 1
4

|Σ | 1
4
=

1
2α
γ
�
3,Qχ2

4
(α)/2)

�
, (5)

with γ(· , ·) the lower incomplete gamma function and Qχ2
4
(·),

the 4-degrees-of-freedom χ2 distribution quantiles.

If an identical fraction α of the input beam is selected
upstream and downstream, i.e. the same amount of parti-
cles, the measured subemittance change is identical to the
normalized RMS emittance change. The evolution of the
9 %-subemittance is represented in Figure 6. The choice of
9 % is natural in four dimensions as it represents the fraction
contained within the 4D RMS ellipsoid of a 4-variate Gaus-
sian. This quantity exhibits a clean cooling signal across the
absorber that is unaltered by transmission losses and non-
linearities. The only trade-off is that the relative statistical
error on α-subemittance grows as α− 1

2 . The estimated rela-
tive emittance change with this technique is −7.54± 1.25 %,
compatible with predictions.

z [mm]
14000 15000 16000 17000 18000 19000 20000

 [m
m

]
9e

1.04

1.06

1.08

1.1

1.12

1.14

1.16
Simulation [stat]

Relative change beween

reference planes: -7.54 %

 [simulation]MICE
ISIS Cycle 2016/04

Run setting 1.2_6mm

MAUS v2.9.1

  [
m

m
]

n∈

6.6

6.7

6.8

6.9

7

7.1

7.2

7.3

Figure 6: 9 %-subemittance evolution through the MICE
cooling channel.

Fractional Emittance
The α-fractional emittance, �α, is defined as the phase

space volume occupied by the core fraction α of the parent
beam. For a truncated 4D Gaussian beam, it satisfies

�α =
1
2

m2π2�2NQ2
χ2

4
(α). (6)

This volume scales as function of α only and is proportional
to the square of the normalized emittance. For a relative
emittance change δ = Δ�N/�upN , one yields

Δ�α

�
up
α

= δ(2 + δ) � 2
Δ�N

�
up
N

. (7)

The last approximation holds for small fractional changes.
The volume of a fraction α of the beam is reconstructed
by taking the convex hull of the selected ensemble [12].
Figure 7 shows the evolution of the 9 %-fractional emittance.
The estimated relative emittance change with this technique
is −7.85 ± 1.08 %.

Nonparametric Density Estimation
Nonparametric statistics are not based on parameterized

families of probability distributions. Unlike parametric den-
sity estimation, such as amplitude, nonparametric statistics
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Figure 7: 9 %-fractional emittance evolution through the
MICE cooling channel.

make no assumptions about the probability distributions of
the variables being assessed.

There are many classes of estimators that have been devel-
oped in the last century. Three of them have been considered
in this study: optimally binned histograms, k-Nearest Neigh-
bors (kNN) and Tessellation Density Estimators (TDEs)
[13–16]. Systematic studies showed that the kNN method is
the most efficient and robust technique in four dimensions.
For a given phase space vector v = (x, px, y, py), find the k
nearest points in the input cloud, calculate the distance to
the k th nearest neighbor, Rk , and evaluate the density as

ρ(v) = k
Vk
=

kΓ
�
d
2 + 1

�
π

d
2 Rd

k

, (8)

with d the dimension of the space, Vk the volume of the d-
ball of radius Rk and Γ(·) is the gamma function. The choice
of parameter k =

√
N has been shown to be quasi-optimal

in general [17] and is used in the following. This estimator
is applied to the sample in the tracker station that is furthest
downstream and is represented in the (x, px) projection for
(y, py) = (0, 0) in Figure 8.
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Figure 8: k-Nearest Neighbors estimate of the phase space
density in the (x, px) projection for (y, py) = (0, 0) in the
tracker station that is furthest downstream.

This method removes any underlying assumption about a
Gaussian core and allows to reconstruct generalized probabil-
ity contours. The volume of the α-contour is the α-fractional
emittance, as defined above. An MC method is used to re-
construct the volume of a contour: select the densest fraction
α of the input points and record the level of the lowest point,
ρα. Sample N random points uniformly distributed inside
a box that encompasses the contour and record the amount,
Nα, that have a density above the level, i.e. ρ > ρα. The
volume of the contour is simply �α = NαVbox/N , with Vbox

the volume of the 4-box. The 9 %-contour volume evolution
is represented in Figure 9. The estimated relative emittance
change with this technique is −7.97 ± 1.63 %.
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Figure 9: 9 %-contour volume evolution through the MICE
cooling channel.

CONCLUSION
While the traditional normalized RMS emittance measure-

ment is vulnerable to transmission losses and non-linearities
in the particle ensemble, density estimation techniques pro-
vide the most viable option to recover quantitative cooling
measurements. Amplitude-based techniques – subemittance
and fractional emittance – rely on a well known quantity to
select and study an identical fraction of the beam upstream
and downstream of the absorber. Nonparametric density
estimators allow to go one step further in removing any as-
sumption on the underlying distribution. Both approaches
yield compelling results when applied to a poorly transmit-
ted and highly non-linear beams in a realistic simulation of
one of the MICE cooling channel settings.

ACKNOWLEDGEMENT
Work described here has been made possible through

generous funding from the Department of Energy and the
National Science Foundation (USA), the Istituto Nazionale
di Fisica Nucleare (Italy), the Science and Technology Fa-
cilities Council (UK), the European Community under the
European Commission Framework Programme 7, the Japan
Society for the Promotion of Science and the Swiss National
Science Foundation.

11th Workshop on Beam Cooling and Related Topics COOL2017, Bonn, Germany JACoW Publishing
ISBN: 978-3-95450-198-4 doi:10.18429/JACoW-COOL2017-MOA13

Muon Cooling
MOA13

9

Co
nt

en
tf

ro
m

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

so
ft

he
CC

BY
3.

0
lic

en
ce

(©
20

17
).

A
ny

di
str

ib
ut

io
n

of
th

is
w

or
k

m
us

tm
ai

nt
ai

n
at

tri
bu

tio
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

ish
er

,a
nd

D
O

I.



REFERENCES
[1] IDS-NF Collaboration, M. Apollonio et al., “International

Design Study for the Neutrino Factory”, Nucl. Phys. Proc.
Suppl. 229-232 (2012) 515–515

[2] Neutrino Factory and Muon Collider Collaboration, M. Al-
sharoa, et al., “Recent progress in neutrino factory and muon
collider research within the Muon collaboration”, Phys. Rev.
ST Accel. Beams 6 (2003) 081001

[3] D. Neuffer, “Principles and Applications of Muon Cooling”,
Part. Accel. 14 (1983) 75–90.

[4] V. Parkhomchuck and A. Skrinsky, “Cooling Methods for
Charged Particle Beams”, Rev. Accel. Sci. Tech. 1 no. 1 (2008)
237

[5] D. Stratakis and R. Palmer, “Rectilinear six-dimensional ion-
ization cooling channel for a muon collider: A theoretical
and numerical study” Phy. Rev. ST Accel. Beams 18 (2015)
031003

[6] MICE Collaboration, “MICE: An International Muon
Ionization Cooling Experiment”, MICE Note 21 (2003).
http://mice.iit.edu/micenotes/public/pdf/
MICE0021/MICE0021.pdf.

[7] F. Drielsma, “Results from MICE Step IV”, in Proceedings
of “The 2017 European Physical Society Conference on High
Energy Physics” PoS(EPS-HEP2017)534

[8] C. Heidt, “The tracker systems for the muon ionization cool-
ing experiment”, Nucl. Instr. Meth., vol. 718 (2014), 560–562.

[9] U. Braver et al., “MICE: the Muon Ionization Cooling Ex-
periment. Step I: First Measurement of Emittance with Par-
ticle Physics Detectors”, https://arxiv.org/abs/1110.
1813.

[10] D. Adams et al., “Pion contamination in the MICE muon
beam”, JINST 11 (2016) P03001

[11] D. Adams et al., “Electron-muon ranger: performance in the
MICE muon beam”, JINST 10 (2015) P12012

[12] C.B. Barber, D.P. Dobkin, and H.T. Huhdanpaa, “The Quick-
hull algorithm for convex hulls”, ACM Trans. on Mathemat-
ical Software, 22(4) (1996) 469-483, http://www.qhull.
org.

[13] D.W. Hogg, “Data analysis recipes: Choosing the binning for
a histogram”, https://arxiv.org/pdf/0807.4820

[14] Y.P. Mack and M. Rosenblatt, “Multivariate k-nearest neigh-
bor density estimates”, Journal of Multivariate Analysis Vol-
ume 9, Issue 1 (1979), 1–15

[15] M. Browne, “A geometric approach to non-parametric density
estimation”, Pattern Recognition 40(1) (2007), 134–140

[16] M. Browne, “Regularized tessellation density estimation with
bootstrap aggregation and complexity penalization”, Pattern
Recognition 45(4) (2012), 1531–1539

[17] D.O. Loftsgaarden and C.P. Quesenberry, “A nonparametric
estimate of a multivariate density function”, The Annals of
Mathematical Statistics Vol. 36, No. 3 (1965), 1049–1051

11th Workshop on Beam Cooling and Related Topics COOL2017, Bonn, Germany JACoW Publishing
ISBN: 978-3-95450-198-4 doi:10.18429/JACoW-COOL2017-MOA13

MOA13
10

Co
nt

en
tf

ro
m

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

so
ft

he
CC

BY
3.

0
lic

en
ce

(©
20

17
).

A
ny

di
str

ib
ut

io
n

of
th

is
w

or
k

m
us

tm
ai

nt
ai

n
at

tri
bu

tio
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

ish
er

,a
nd

D
O

I.

Muon Cooling



Proceedings of the 9th International Conference "Distributed Computing and Grid Technologies in Science and 
Education" (GRID'2021), Dubna, Russia, July 5-9, 2021 

26 
 

OFFLINE SOFTWARE AND COMPUTING FOR THE SPD 

EXPERIMENT 

V. Andreev
1
, A. Belova

2
, A. Galoyan

2
, S. Gerassimov

1
, G. Golovanov

2
, 

P. Goncharov
2
, A. Gribowsky

2
, D. Maletic

3
, A. Maltsev

2
, A. Nikolskaya

4
,  

D. Oleynik
2
, G. Ososkov

2
, A. Petrosyan

2
, E. Rezvaya

2
, E. Shchavelev

4
, 

A.Tkachenko
2
, V. Uzhinsky

2
, A. Verkheev

2
, A. Zhemchugov

2,a  

1 P.N. Lebedev Physical Institute of the Russian Academy of Sciences, 53 Leninskiy 
Prospekt,119991, Moscow, Russia 

2 Joint Institute for Nuclear Research, 6 Joliot-Curie, Dubna, Moscow region, 141980 Russia 

3 Institute of Physics Belgrade, Pregrevica 118, Belgrade, Serbia 

3 Saint Petersburg State University, 7-9 Universitetskaya emb., Saint Petersburg, 199034, 
Russia  

E-mail: a zhemchugov@jinr.ru 

The SPD (Spin Physics Detector) is a planned spin physics experiment in the second interaction point 
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the collision of longitudinally and transversely polarized protons and deuterons at the center-of-mass 
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1. Introduction 

The SPD (Spin Physics Detector) is a planned spin physics experiment in the second 
interaction point of the NICA collider that is under construction at JINR. The main goal of the 
experiment is the test of basic of the QCD via the study of polarized structure of nucleon and spin-
related phenomena in the collision of longitudinally and transversely polarized protons and deuterons 

at the center-of-mass energy up to 27 GeV and luminosity up to 1032 cm-2 s-1. Transverse Momentum-
Dependent partonic distributions (TMD PDFs) for gluons is the main goal of the experiment. They 
will be accessed in such hard processes as the production of the open charm, charmonia and prompt 
photons. The SPD detector is planned as a universal 4π spectrometer based on modern technologies. It 
will include such subsystems as a silicon vertex detector, a straw tube-based main tracker, a time-of-
flight system, an electromagnetic calorimeter and a muon identification system. A total number of the 
detector channels in SPD is about 500 000, with the major part coming from the vertex detector. 
Assuming that all sub-detectors are in operation, the raw data flow was estimated as 10–20 GB/s. This 

poses a significant challenge both to the DAQ system and to the offline computing system and data 
processing software. Taking into account recent advances in the computing hardware and software, the 
investment in the research and development necessary to deploy software to acquire, manage, process, 
and analyze the data recorded is required along with the physics program elaboration and the detector 
design. 

2. SPD computing model 

Expected event rate of the SPD experiment is about 3 MHz (pp collisions at √s = 27 GeV and 
1032 cm-2s-1 design luminosity). This is equivalent to the raw data rate of 20 GB/s or 200 PB/year, 

assuming the detector duty cycle is 0.3, while the signal-to-background ratio is expected to be in order 
of 10-5. Taking into account the bunch crossing rate of 12.5 MHz, one may conclude that pile-up 
probability cannot be neglected.  

The key challenge of the SPD Computing Model is the fact, that no simple selection of 
physics events is possible at the hardware level, because the trigger decision would depend on 
measurement of momentum and vertex position, which requires tracking. Moreover, the free-running 
DAQ provides a continuous data stream, which requires a sophisticated unscrambling prior building 
individual events. That is the reason why any reliable hardware-based trigger system turns out to be 
over-complicated and the computing system will have to cope with the full amount of data supplied by 
the DAQ system. This makes a medium-scale setup of SPD a large-scale data factory.  

The continuous data reduction is a key point in the SPD computing. While simple operations 
like noise removal can be done yet by DAQ, it is an online filter that is aimed at fast partial 

reconstruction of events and data selection, thus being a kind of a software trigger. The goal of the 
online filter is to decrease the data rate at least by a factor of 50 so that the annual upgrowth of data 
including the simulated samples stays within 10 PB. Then, data are transferred to the Tier-1 facility, 
where full reconstruction takes place and the data is stored permanently. Two reconstruction cycles are 
foreseen. The first cycle includes reconstruction of some fraction of each run necessary to study the 
detector performance and derive calibration constants, followed by the second cycle of reconstruction 
of full data sample for physics analysis. The data analysis and Monte-Carlo simulation will likely run 

at the remote computing centers (Tier-2s). Given the large data volume, a thorough optimization of the 
event model and performance of reconstruction and simulation algorithms are necessary. 

Taking into account recent advances in the computing hardware and software, the investment 

in the research and development necessary to deploy software to acquire, manage, process, and 
analyze the data recorded is required along with the physics program elaboration and the detector 
design. While the core elements of the SPD computing system and offline software now exist as 
prototypes, the system as a whole with capabilities such as described above is in the conceptual design 
stage and information will be added as it is developed. 
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3. Online filter 

The SPD online filter facility will be a high-throughput system which will include 
heterogeneous computing platforms similar to many high-performance computing clusters. The 
computing nodes will be equipped with hardware acceleration. The software framework will provide 
the necessary abstraction so that common code can deliver the selected functionality on different 
platforms. 

The main goal of the online filter is a fast reconstruction of the SPD events and suppression of 
the background ones at least by a factor of 50. This requires fast tracking and fast clustering in the 

electromagnetic calorimeter, followed by reconstruction of event from a sequence of time slices and 
an event selection (software trigger). Several consecutive time slices shall be considered, tracker data 
unpacked and given for a fast tracking. The result of the fast track reconstruction is the number of 
tracks, an estimate of their momentum and an estimate of primary vertex (to distinguish between 
tracks belonging to different collisions). Using this outcome, the online filter should combine 
information from the time slices into events and add a trigger mark. The events shall be separated in 
several data streams using the trigger mark and an individual prescale factor for each stream is 
applied. 

One of the most important aspects of this chain is the recognition of particle tracks. Traditional 

tracking algorithms, such as the combinatorial Kalman filter, are inherently sequential, which makes 
them rather slow and hard to parallelize on modern high-performance architectures (graphics 
processors). As a result, they do not scale well with the expected increase in the detector occupancy 
during the SPD data taking. This is especially important for the online event filter, which should be 
able to cope with the extremely high data rates and to fulfill the significant data reduction based on 
partial event reconstruction “on the fly”. The parallel resources like multicore CPU and GPU farms 
will likely be used as a computing platform, which requires the algorithms, capable of the effective 
parallelization, to be developed, as well as the overall cluster simulation and optimization. 

Machine learning algorithms are well suited for multi-track recognition problems because of 
their ability to reveal effective representations of multidimensional data through learning and to model 

complex dynamics through computationally regular transformations, that scale linearly with the size of 
input data and are easily distributed across computing nodes. Moreover, these algorithms are based on 
the linear algebra operations and can be parallelized well using standard ML packages. This approach 
has already been applied successfully to recognize tracks in the BM@N experiment at JINR and in the  
BESIII experiment at IHEP CAS in China [1, 2]. In the course of the project an algorithm, based on 
recurrent neural networks of deep learning, will be developed to search for and reconstruct tracks of 
elementary particles in SPD data from the silicon vertex detector and the straw tube-based main 
tracker. The same approach will be applied to the clustering in the SPD electromagnetic calorimeter, 

and fast π0 reconstruction. The caution is necessary, though, to avoid possible bias due to an 
inadequacy of the training data to the real ones, including possible machine background and the 
detector noise. A dedicated workflow that includes continuous learning and re-learning of neuron 
network, deployment of new versions of network and the continuous monitoring of the performance of 
the neural networks used in the online filter is necessary and needs to be elaborated.   

Besides the high-level event filtering and corresponding data reduction, the online filter will 
provide input for the run monitoring by the shift team and the data quality assessment, as well as local 
polarimetry. 

4. Computing system 

The projected rate and amount of data produced by SPD prescribe to use high throughput 

computing solutions for the processing of collected data. It is the experience of a decade of the LHC 
computing that already developed a set of technologies mature enough for the building of distributed 
high-throughput computing systems for the experiments in high energy physics. 
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The 'online' part of computing systems for the SPD experiment, namely the online filter 
described above, is an integral part of experimental facilities, connected with the 'offline' part using a 
high throughput backbone network. The entry point to 'offline' facilities is a high capacity storage 
system, connected with 'online facility' through a multilink high-speed network. Data from high 
capacity storage at the Meshcheryakov Laboratory of Information Technologies will be copied to the 

tape-based mass storage system for long-term storage. At the same time, data from high capacity 
storage will be processed on different computing facilities as at JINR as in other collaborative 
institutions. 

The hierarchy of offline processing facilities can be introduced: 

 Tier 1 level facilities should provide high capacity long-term storage which will have enough 
capacity to store a full copy of primary data and a significant amount of important derived 
data; 

 Tier 2 level facility should provide (transient) storage with capacity that will be enough for 
storing of data associated with a period of data taking; 

 optional Tier 3 level are opportunistic resources, that can be used to cope with a pile-up of 
processing during some period of time or for special analysis. 

Offline data processing resources are heterogeneous as on hardware architecture level so by 
technologies and at JINR site it includes batch processing computing farms, high-performance 
(supercomputer) facilities, and cloud resources. A set of middleware services will be required to have 
unified access to different resources. 

Computing systems for NICA at JINR are naturally distributed. Experimental facilities and 
main data processing facilities placed across two JINR sites and, inter alia, managed by different 

teams. That causes some heterogeneity not only on hardware systems but also on the level of basic 
software: different OSs, different batch systems etc. Taking into account the distributed nature and 
heterogeneity of the existing infrastructure, and expected data volumes, the experimental data 
processing system must be based on a set of low-level services that have proven their reliability and 
performance. It is necessary to develop a high-level orchestrating system that will manage the low-
level services. The main task of that system will be to provide efficient, highly automated multi-step 
data processing following the experimental data processing chain. 

The Unified Resource Management System is a IT ecosystem composed from the set of 
subsystem and services which should: 

 unify the access to the data and compute resources in a heterogeneous distributed 
environment; 

 automate most of the operations related to massive data processing; 

 avoid duplication of basic functionality, through sharing of systems across different users (if it 
possible); 

 as a result - reduce operational cost, increase the efficiency of usage of resources; 

 transparent accounting of usage of resources. 

Many distributed computing tools have already been developed for the LHC experiments and 
can be re-used in SPD. For the task management one can use PANDA [3] or DIRAC [4] frameworks. 

For the distributed data management RUCIO [5] package has been developed. For the massive data 
transfer FTS [6] can be used. Evaluation of these tools for the SPD experiment and their 
implementation within the SPD Unified Resource Management System is planned in scope of the 
TDR preparation. 
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5. Offline software 

Offline software is a toolkit for event reconstruction, Monte-Carlo simulation and data 
analysis. Linux is chosen as a base operating system. 

Currently, the offline software of the SPD experiment – SpdRoot – is derived from the 
FairRoot software [7] and it is capable of Monte Carlo simulation, event reconstruction, data analysis 
and visualization. The SPD detector description is flexible and based on the ROOT geometry package. 
Proton-proton collisions are simulated using a multipurpose generator Pythia8 [8]. Deuteron-deuteron 
collisions are simulated using a modern implementation of the FRITIOF model [9, 10], while UrQMD 

[11, 12] generator is used to simulate nucleus-nucleus interactions. Transportation of secondary 
particles through the material and the magnetic field of the SPD setup and the simulation of detector 
response is provided by Geant4 toolkit [13, 14, 15]. Track fitting is carried out on the base of GenFit 
toolkit [16, 17] while the KFparticle package [18] is used to reconstruct secondary vertices. The 
central database is going to be established to keep and distribute run information, slow control data 
and calibration constants. 

Recent developments in computing hardware resulted in the rapid increase in potential 
processing capacity from increases in the core count of CPUs and wide CPU registers. Alternative 
processing architectures have become more commonplace. These range from the multi-core 
architecture based on x86_64 compatible cores to numerous alternatives such as other CPU 

architectures (ARM, PowerPC) and special co-processors/accelerators: (GPUs, FPGA, etc). For GPUs, 
for instance, the processing model is very different, allowing a much greater fraction of the die to be 
dedicated to arithmetic calculations, but at a price in programming difficulty and memory handling for 
the developer that tends to be specific to each processor generation. Further developments may even 
see the use of FPGAs for more general-purpose tasks.  

The effective use of these computing resources may provide a significant improvement in 
offline data processing. However, the offline software should be capable to do it by taking advantage 
of concurrent programming techniques, such as vectorization and thread-based programming. 
Currently, the SPD software framework, SpdRoot, cannot use these techniques effectively. The studies 
of the concurrent-capable software frameworks (e.g. ALFA [19], Key4Hep [20]) are needed to provide 

input for the proper choice of the offline software for Day-1 of the SPD detector operation, as well as a 
dedicated R&D effort to find proper solutions for the development of efficient cross-platform code. 

A git-based infrastructure for the SPD software development already established at JINR [21]. 

4. Conclusion 

The expected SPD data rate of 0.2 Tbit/s at the maximum design luminosity poses a 
significant challenge to the DAQ system, to the online event filter, and to the offline computing 

system and data processing software. Fast event reconstruction based on deep learning algorithms, 
distributed computing, and extensive use of concurrent programming techniques, such as vectorization 
and thread-based programming, are the key points in the SPD data processing paradigm. Taking into 
account recent advances in computing hardware and software, the investment in the research and 
development necessary to deploy software to acquire, manage, process, and analyze the data recorded 
is required along with the physics program elaboration and the detector design. 
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BACKGROUND SPECTRUM CHARACTERISTICS OF THE HPGE DETECTOR LONG-TERM 
MEASUREMENT IN THE BELGRADE LOW-BACKGROUND LABORATORY 

Radomir Banjanac, Vladimir Udovičić, Dejan Joković, Dimitrije Maletić, Nikola 
Veselinović, Mihailo Savić, Aleksandar Dragić, Ivan Aničin 

Institute of Physics, Belgrade, Serbia 

Abstract. The Belgrade low-level background laboratory, built in 1997, is shallow (25 m.w.e) underground space 
(45m2) which is constantly ventilated with fresh air against radon. The muon intensity (about 3.5 times less than at 
ground level), radon concentration (suppressed to averaged value of 15 Bqm-3), as well as gamma-ray background are 
monitoring for more than eight years. After long-term measurement using the radiopure HPGe detector with 35% 
relative efficiency, the measured data includes radionuclide concentration of detector surroundings, estimation of 
background time variation due to radon and cosmic-rays as well as MDA values for typical samples of water matrix. 
The detailed characteristics of gamma-ray background spectra are here presented. 

Key words : Underground laboratory, Low-level background, long-term  gamma-ray measurement  

1. INTRODUCTION 

Various experiments which strive for the detection 
of very rare events require the lowest possible 
background radiation which can be achieved only in a 
deep underground laboratory. Some of recent the most 
interesting are double beta-decay experiments, [1] and 
dark matter searches, [2]. In any applied 
measurements of low activities, a goal that is pursued 
by all gamma spectroscopist is to lower the minimum 
detectable activity (MDA) of their detection system 
obtaining more statistical evidence in less time.  

But, any long and even short-term gamma-ray 
background measurement is subject to certain 
temporal variations due to time variability of two 
prominent contributors to background, cosmic-rays 
and radon. The most of the low background 
laboratories that deal with low activity measurements 
have developed routine measurements of background. 
The duration of these measurements may be from one 
day to even a month and they are designed to produce 
results with sufficiently low statistical errors for the 
envisaged measurements. These measurements yield 
only average values of the background, what in 
principle may lead to systematic errors in later 
measurements, especially of NORM samples.  

The averaged values of the background, gamma 
lines and continuum, nuclide concentrations or MDA 
presenting a �personal card� of used detector system 
for certain samples in any low-level background 
laboratory, [3]. Here is attempt to present our low-
level background laboratory in a similar way. First of 
all, the detailed description of the laboratories and 
used detector system are described.     

 

2. DESCRIPTION OF THE LABORATORIES AND 
EQUIPMENT  

The Belgrade underground low-level laboratory 
(UL), built in 1997 and located on the right bank of the 
river Danube in the Belgrade borough of Zemun, on 
the grounds of the Institute of Physics. The overburden 
of the UL is about 12 meters of loess soil, equivalent to 
25 meters of water. It is equipped with ventilation 
system which provides low radon concentration of 
15(5) Bq/m3. The �passive� shield consists of 1 mm 
thick aluminum foil which completely covers all the 
wall surfaces inside the laboratory, including floor and 
ceiling. As the active radon shield the laboratory is 
continuously ventilated with fresh air, filtered through 
one rough �lter for dust elimination followed by active 
charcoal filters for radon adsorption. The UL has an 
area of 45m2 and volume of 135m3 what required the 
rate of air inlet adjusted to 800m3/h. This huge 
amount of fresh air contributes to greater temperature 
variations and the long-term mean value of 
temperature inside the UL is 19(4)oC. The rate of air 
outlet (700m3/h) was adjusted to get an overpressure 
of about 200 Pa over the atmospheric pressure, what 
prevents radon diffusion through eventual 
imperfections in the aluminum layer. Relative 
humidity is controlled by a dehumidifier device, what 
provides that the relative humidity in the underground 
laboratory does not exceed 60%. The muon intensity 
(which is about 3.5 times less than at ground level), 
radon concentration and gamma-ray background are 
monitoring for more than eight years. Comparative 
background study is performing in the GLL (at ground 
level) which is equipped with a Ge detector (13% 
relative efficiency and not intrinsically low-
radioactivity level, named SGe) and a big plastic 
scintillator (1m2, named BPS) in veto position. The 
GLL is air-conditioned (average radon concentration of 
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50(30) Bq/m3) has an area of 30m2 and volume of 
75m3. The Fig. 1 presents veto arrangement of the 
HPGe detector (BGe, in 12cm lead shield) and big 
plastic scintillator, inside the UL. 

 

 
 

Fig. 1 Veto arrangement of the HPGe detector (BGe) and big 
plastic scintillator inside the UL 

3. DESCRIPTION OF DETECTOR SYSTEMS IN 
THE UL  

The low-level background detector system in the 
UL includes an intrinsically low-radioactivity level p-
type Ge detector (35% relative efficiency, named BGe) 
and another plastic veto scintillator (1m2, named BPS) 
situated coaxially above the BGe detector. The BGe is a 
GEM30 model (made by ORTEC) in LB-GEM-SV 
cryostat configuration with magnesium end cap. The 
energy resolution at 1332.5keV, measured by analog 
data acquisition system, is 1.72keV, 0.65keV at 122keV 
as well as the Peak to Compton ratio at 1332.5keV has 
value of 68. The cylindrical lead shielding of the BGe, 
with a wall thickness of 120 mm and an overall weight 
of about 900kg, was cast locally out of scratch 
plumbing retrieved after the demolition of some old 
housing. Radon monitoring inside the laboratories was 
performed by radon monitor, model RM1029 
manufactured by Sun Nuclear Corporation. The device 
consists of two diffused junction photodiodes as a 
radon detector, and is furnished with sensors for 
temperature, pressure and relative humidity. A pair of 
plastic scintillator detectors is used for CR muon 
measurements at both laboratories. One of them is a 
larger (100cmx100cmx5cm) detector (BPS), equipped 
with four PMT directly coupled to the corners beveled 
at 45°, made by Amcrys-H, Kharkov, Ukraine. The 
other, a smaller 50cmx23cmx5cm plastic scintillator 
detector, with a single PMT looking at its longest side 
via a Perspex light guide tapering to the diameter of a 
PMT, made by JINR, Dubna, Russia, and assembled 
locally. The smaller detector may serve as a check of 
stability of the muon time series obtained from the 
larger detector, which is important for long term 
measurements. Two flash analog to digital converters 
(FADC), made by C.A.E.N (type N1728B), which 
sample at 10 ns intervals into 214 channels were used 

to analyze spectra from Ge detectors as well as 
corresponding BPS. User-friendly software was 
developed to analyze the C.A.E.N data with the 
possibility to choose the integration time for further 
time-series analysis that corresponds to integration 
time of the radon monitor. The performances of digital 
acquisition system as well as software developed for 
analysis were described in detail, [4]. 

 

4. THE RESULTS OF BACKGROUND 
MEASUREMENTS IN THE UL 

Additional to intrinsically low-radioactivity level of 
the BGe itself, environmental radioactivity is low, too. 
The UL was built from low activity concrete about 12 
Bq/kg of U-238 and Th-232, and of 23 Bq/kg and 30 
Bq/kq of surrounding soil, respectively. Radioactivity 
of aluminum wall-lining is negligible. Pb-210 activity of 
used lead shield of 30Bq/kg is measured. After long-
term cosmic-ray, [5], radon concentration, [6] and 
gamma-ray background measurements, no significant 
long-term time variations of gamma background was 
found, [7]. After several years of almost continuously 
background measurements, the integral background 
rate in the region from 40keV to 2700keV has mean 
value of about 0.5 cps. The lines of Co-60 are absent in 
the background spectrum, while the line of Cs-137 with 
the rate of 1×10�4 cps starts to appear significantly only 
if the measurement time approaches one month. 
Fukushima activities, though strongly presented in our 
inlet air filters samples, did not enter the background 
at observable levels, in spite of the great quantities of 
air that we pump into the UL to maintain the 
overpressure, and it seems that the double air filtering 
and double buffer door system, along with stringent 
radiation hygiene measures, is capable of keeping the 
UL clean in cases of global accidental contaminations. 
No signatures of environmental neutrons, neither slow 
nor fast, are present in direct background spectra. 

The Fig. 2 shows a characteristic shape of 
background spectrum obtained in the UL after about 6 
months of measuring, with distinctive Pb X-ray lines at 
the beginning of the spectrum, annihilation line, and 
lines from 40K and 208Tl (2614.5keV) at the end of the 
spectrum with a lot of post-radon lines between them.  

 

Fig. 2 Background spectrum of the HPGe detector (BGe) 
inside the UL after about 6 months of measuring 

The table 1 in the third column presents gamma-
ray background values of typical spectrum measured in 
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the UL using the BGe in direct (no veto) mode. The 
measurement time was about 6 months. 

Table 1 The background characteristics of the BGe 
inside the UL 

Line/ 
region 
(keV) 

Radionuclide/ 
series/ 
nuclear 
reaction 

Intensity  
(10-3 s-1) 

MDA 
(mBq) 

for 
100ks 
Water 
matrix 

40-2700 - 500 - 
46.5 Pb-210/U-238 0.38(11) 1500 
53.2 U-234 - 9400 
63.3 Th-234 - 700 
72.8 Pb-X-Kα2 3.1(1) - 
75 Pb-X-Kα1 6.2(1) - 

84.9 Pb-X-Kβ1 4.2(1) - 
87.3 Pb-X-Kβ2 1.49(6) - 
92.5 Th-234 - 100 

143.8 U-235 - 20 
163.4 U-235 - 110 
200.3 U-235 - 100 
238.6 Pb-212/Th-232 0.83(4) 40 
242 Pb-214/U-238 0.20(2) - 

295.2 Pb-214/U-238 0.71(4) 40 
338.3 Ac-228/Th-232 0.15(2) - 
351.9 Pb-214/U-238 1.26(5) 30 
477.6 Be-7 - 40 

510.8+511 
Tl-208/Th-
232/ANN 

7.0(1) 
- 

583.2 Tl-208/Th-232 0.30(3) 56 
609.2 Bi-214/U-238 1.08(5) 60 
661.7 Cs-137 0.10(5) 9 
727.3 Bi-212 - 200 

803.3 
Pb-206 (n,nI) 

Pb-206 
0.11(2) 

- 

911.2 Ac-228/Th-232 0.25(2) 110 
969 Ac-228/Th-232 0.11(2) 80 
1001 Pa-234m - 1300 

1120.4 Bi-214/U-238 0.28(3) - 
1173.2 Co-60 - 19 
1332.5 Co-60 - 11 
1238.1 Bi-214/U-238 0.09(2) - 
1460.8 K-40 3.27(9) 850 
1764.6 Bi-214/U-238 0.49(3) 230 

2103.7 
2614.5SE/Tl-

208 
0.13(2) 

- 

2204.2 Bi-214/U-238 0.15(2) - 
 2614.5 Tl-208/Th-232 1.05(5) - 

 

The fourth column of the same table presents 
minimum detectable activity (MDA) calculated for 
predicted measurement time of 100000 seconds 
(approximately one day) for cylindrical sample 
(volume of 120cm3) situated on the top of the detector. 
Efficiency calibration was obtained by GEANT4 
simulation toolkit as well as experimentally using 
appropriate standard. The difference between the two 
efficiency calibration curves is less than 5% for sample 
of water matrix, which MDA is here presented. MDA 
values are calculated as MDA=LD/(t x Eff x p), where 
the LD=2.71+4.65B1/2 is detection limit. B is 
background at the energy of gamma-ray line with 

absolute detection efficiency Eff and emission 
probability p. If the predicted measurement time t is 
valued in seconds then MDA values have Bq unit. The 
obtained MDA values are presented for water matrix 
cylindrical samples in bottles with volume of 120cm3. 

With the BPS currently positioned rather high over 
the detector top, at a vertical distance of 60cm from 
the top of the lead castle, in order to allow for the 
placing of voluminous sources in front of the vertically 
oriented detector, the off-line reduction of this integral 
count by the CR veto condition is only about 18%. Up 
to a factor of two might be gained if the veto detector 
were to be positioned at the closest possible distance 
over the BGe detector. This configuration requires 
some changes of the lead shield including introducing 
a sliding lead lid. Such a new shielding and veto 
configuration would be additionally reduce gamma-ray 
background up to the same  factor that corresponds to 
factor of reduction expected for cosmic rays. 

We do not insist on the lowering of statistical errors 
which depend on background levels solely and are 
difficult to reduce further with available means, but 
rather emphasize its stability due to the low and 
controlled radon concentration in the laboratory. This 
is essential, especially in NORM measurements, and 
makes our system virtually free of systematic errors as 
compared to systems which operate in environments 
where radon is not controlled. In that systems the 
reduction of post-radon background activities is 
achieved by flushing the detector cavity with liquid 
nitrogen vapor, where the transient regimes during 
sample changes and possible deposition of radon 
progenies may introduce systematic uncertainties 
which are difficult to estimate. 
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Abstract. The continuous gamma spectrum, Cosmic ray intensity and climate variables; atmospheric 
pressure, air temperature and humidity were continually measured in the Underground laboratory 
of Low Background Laboratory in the Institute of Physics Belgrade. Same three climate variables for 
outside air were obtained from nearby meteorological station. The obtained gamma spectrum, 
measured using HPGe detector, is split into three energy ranges, low, intermediate and high ending 
with energy of 4.4 MeV. For each of the energy intervals periodogram and correlative analysis of 
dependence of continuous gamma spectrum on cosmic ray intensity and climate variables is 
performed. Periodogram analysis is done using Lomb-Scargle periodograms. The difference of linear 
correlation coefficients are shown and discussed, as well as the differences in resulting periodograms. 

Key words: gamma spectroscopy, surface air, underground laboratory, correlative analysis, periodogram analysis.  

1. INTRODUCTION  

 
The low-level and cosmic-ray laboratory in the 

Low-Background laboratory for Nuclear Physics in the  
Institute of Physics Belgrade is dedicated to the 
measurements of low activities and to the studies of 
the muon and electromagnetic components of cosmic 
rays at the ground level and at the shallow depth 
under-ground, and in particular to the detailed studies 
of the signatures of these radiations in HPGe 
spectrometers situated shallow underground. The 
ground level part of the laboratory (GLL), at 75 m 
above sea level, is situated at the foot of the vertical 
loess cliff, which is about 10 meters high. The 
underground part of the laboratory (UL), of the useful 
area of 45 m2, is dug into the foot of the cliff and is 
accessible from the GLL via the 10 meters long 
horizontal corridor, which serves also as a pressure 
buffer for a slight overpressure in the UL (Fig.1). The 
overburden of the UL is about 12m of loess soil, 
equivalent to 25 meters of water. [1] 

In the UL laboratory the gamma spectrum is 
recorded using HPGe detector and fast ADC unit made 
by CAEN, and analysed using software developed in 
our laboratory. Besides HPGe measurements the air 
pressure, temperature and humidity were recorded in 
UL also. Values for temperature, pressure and 
humidity of outside air was taken from publicly 
available web site. The time period from which the 

measurements were used in this analysis is from 
beginning of December 2009 till end of April 2010.  

 

 
Figure 1. Cross-section of the low-level and  

CR laboratory at IOP, Belgrade, 44°49'N, 20°28'E,  
vertical rigidity cut off 5.3 GV. 

 
Continuous Cosmic rays� (CR) spectrum 

measure-ments by means of a pair of small plastic 
scintillators [(50x25x5)cm] started in the GLL and UL 
back in 2002 and lasted for about 5 years. It agrees to 
the spectrum of relatively shallow underground 
laboratories worldwide [2]. These measurements 
yielded the precise values of the integral CR muon flux 
at the ground level and underground level laboratory, 
at the location of Belgrade [3]. Different analyses of the 
time series of these measurements have also been 
performed [4, 5]. Since the UL is completely lined with 
the hermetically sealed 1 mm thick aluminum lining, 
and the ventilation system keeps the overpressure of 2 
mbars of doubly filtered air, the concentration of radon 
is kept at the low average value of about 10 Bq/m3. 
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Measurements and analysis of periodicy of gamma-
rays in underground laboratory had been reported  
[6-7], and also for Radon measurements and 
periodicity [8-9] including advanced Multivariate 
Analysis tecniques [10-11]. 

Most recent research done in our laboratory 
[12] addresses the question of determination of origin 
of low energy gamma-rays detected by HPGe detector, 
which are coming either from environmental radiation 
or from CR. In this paper the correlative analysis is 
used to address the same question of composition of 
low-energy gamma-rays spectrum, thus giving us the 
new approach to the research done in [12].  

The correlative analysis in this paper was done 
using Toolkit for Multivariate Analysis TMVA[13] 
package as part of the ROOT[14] software, widely used 
in analysis, especially for High Energy Physics 
experiments. The TMVA was used for analysis 
extensively in our laboratory, and it was the natural 
choice to use the software for correlative analysis also. 
Lomb-Scargle periodograms were produced using 
software developed in Low-Background laboratory.  

2. EXPERIMENTAL SETUP  

 
In the UL 35% efficiency radiopure HPGe 

detector, made by ORTEC, is used. The HPGe is 
sourounded by 12 cm thick cylindrical lead castle. 
Cosmic ray setup consists of a single [(100x100x5)cm] 
plastic scintillator detector equipped with four PMTs 
directly coupled to the corners beveled at 45o, made by 
Amcrys-H of Kharkov, Ukraine. The signals from 
HPGe detector and plastic scintillators give output to 
fast ADC unit with four independent inputs each, made 
by CAEN, of the type N1728B. CAEN units are versatile 
instruments capable of working in the so-called energy 
histogram mode, when they perform like digital 
spectrometers, or/and in the oscillogram mode, when 
they perform like digital storage oscilloscopes. In both 
modes they sample at 10 ns intervals, into 214 channels. 
The full voltage range is ±1.1V. 

CAEN units are capable of operating in the list 
mode, when every analyzed event is fully recorded by 
the time of its occurrence over the set triggering level, 
and its amplitude, in the same PC, which controls their 
workings. This enables to off-line coincide the events at 
all four inputs, prompt as well as arbitrarily delayed, 
with the time resolution of 10 ns, as well as to analyze 
the time series not only of all single inputs, but also of 
arbitrary coincidences, with any integration period 
from 10 ns up. The flexible software that performs all 
these off-line analyses is user-friendly and is entirely 
homemade.   

The preamplifier outputs of the PMTs of
detectors are paired diagonally, the whole detector 
thus engaging the two inputs of the CAEN unit. The 
signals from these inputs are later off-line coincided 
and their amplitudes added, to produce the singles 
spectra of these detectors. Offline coincidence allows 
that the high intensity but uninteresting low energy 
portion of the background spectrum of this detector 
(up to some 3 MeV), which is mostly due to 
environmental radiations, is practically completely 
suppressed, leaving only the high energy-loss events 
due to CR muons and EM showers that peak at about 
10 MeV, as shown in Figure 2. 

Since event of HPGe gamma spectrum and 
Cosmic rays consists of time-stamp and the amplitude, 
off-line analysis is used to create time series of 
arbitrary time window with selection of specific part of 
gamma spectrum as well as the time series of Cosmic 
ray flux in UL (Figure 3.). This enables that whole 
gamma spectrum can be divided into energy ranges, 
and analyze each energy range separately. The 
spectrum separation is done on channel numbers, and 
after the energy calibration, the energy ranges used in 
our analysis are 180-440 keV, 620-1330 keV and 1800-
4440 keV. The full gamma spectrum is recorded in 
range of 180-6670 keV.  The part of gamma spectrum 
of the HPGe is shown in Figure 4. 

 
 

 
 

Fig. 2. The sum spectra of two diagonals of big plastic 
detectors in the UL and GLL . 

 

 
 

Fig. 3. The time series of the CR muon count of the big plastic 
detector in the UL. 

 

 
 
Figure 4. Gamma spectrum of the HPGe detector in 12cm lead 

castle in the Underground laboratory. 
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3. RESULTS AND DISCUSSIONS  

 
The analysis starts with correlation analysis. The 
software for correlative analysis is a part of TMVA 
package. Hourly time series of variables, atmospheric 
pressure P, temperature T, and humidity H for UL 
(P_R, T_R, H_R), and outside (P,T,H) are used, 
Cosmic ray time series (CR) as well as T (DT) and H 
(DH) difference of UL and outside values make the 
number of nine input variables. The table summarizing 
the linear correlation coefficients is shown in Table 1. 
We can see correlation between each input variable 
and HPGe gamma spectrum for full energy range in 
Table 1 also.  
 
DH -10 69 -9 -86 57 -22 51 -25 -64 100

DT 7 -98 7 60 -30 10 -24 42 100 -64 

CR -14 -42 -65 36 -14 -52 13 100 42 -25 

H_R -2 30 -44 -1 42 -59 100 13 -24 51 

P_R 14 -13 80 -8 -22 100 -59 -52 10 -22 

T_R 1 43 -16 -41 100 -22 42 -14 -30 57 

H 10 -63 -15 100 -41 -8 -1 36 60 -86 

P 11 -9 100 -15 -16 80 -44 -65 7 -9 

T -6 100 -9 -63 43 -13 30 -42 -98 69 
HPGe 100 -6 11 10 1 14 -2 -14 7 -10 
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Table 1. Summary table of linear correlation coefficient for all 
9 input variables� 1 hour time series and 1 hour time series of 

HPGe gamma spectrum for full energy range.  
 
 
Correlation analysis was done also for three mentioned 
energy ranges, the Table 2. summarizes the results.   
 
 
 180-6670 

keV 
180-440 
keV 

620-1330 
keV 

1780-
4440 keV 

T -0.070   -0.045   -0.041   -0.096  
P +0.111   +0.124   +0.033   +0.010  
H +0.106   +0.056   +0.047   +0.101  
TUG +0.013   -0.029   +0.014   -0.012  
PUG +0.149   +0.111   +0.091   +0.061  
HUG -0.029   -0.068   -0.030   +0.028  
CR -0.140     -0.179     -0.030     +0.036  
TUG-T +0.076     +0.043     +0.046     +0.100    
HUG-H -0.105 -0.083 -0.055 -0.072

 
Table 2. Linear correlation coefficients in % for full and 

three narrower energy ranges. 
 
All the correlation of HPGe gamma spectrum hourly 
time series and input variables are not significant. The 
biggest correlation coefficient with HPGe time series is 
pressure time series measured underground followed 
by Cosmic ray time series. It is interesting to notice the 
change of correlation coefficients with HPGe for 
atmospheric pressure and Cosmic rays time series. 
While pressure correlation coefficients tend to drop 
going towards higher gamma energies, Cosmic rays� 
correlation coefficients are increasing from negative 
sign to positive one. This observation is in agreement 
with the fact that the Cosmic rays are contributing 

more to the the gamma spectrum of higher energies, as 
it was shown in [12].  Since Cosmic rays and pressure 
are anti-correlated with correlation coefficient of -65%, 
as can be seen in Table 1, increase in atmospheric 
pressure will give negative correlation coefficient of 
HPGe and Cosmic rays� time series. This can be 
explained by having in mind that Cosmic rays are 
contributing insignificantly to gamma spectrum on 
lower energies [12] behaving like constant in low 
energy range, while increase in pressure increases the 
air density, thus more gamma scattering events are 
contributing to low energy gamma spectrum.  
 
In the periodogram analysis the Lomb-Scargle 
periodograms were produced for atmospheric variables 
P, T, H and HPGe gamma spectrum. The periodograms 
show only daily periodicity of T, H time series as 
shown on figures 5 and 6. The P periodogram on 
Figure 7. Shows expected daily and mid-daily 
periodicity. It is noticeable that the periodogram for P 
has lowest spectral powers, which means that 
periodicity of P is less noticeable. Also, the unexpected 
1/3 day periodicity is with low spectral power. The 
periodogram analysis showed that there is no 
significant periodicity in HPGe gamma spectrum time 
series, as shown on Figure 8. 
 

 
 

Figure 5. Lomb-Scargle periodogram of air humidity.  

 

 
 
Figure 6. Lomb-Scargle periodogram of air temperature.  

 

 
 

Figure 7. Lomb-Scargle periodogram of air pressure. 
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Figure 8. Lomb-Scargle periodogram of full and three 
different energy range HPGe gamma spectrum time 

series.  

CONCLUSION  

 
In the Underground laboratory of Low Background 
Laboratory in the Institute of Physics Belgrade the 
continuous HPGe gamma spectrum, Cosmic ray 
intensity and climate variables were continually 
measured in the period from beginning of December 
2009 till the end of April 2010. The HPGe gamma 
spectrum is split into three energy ranges, low, 
intermediate and high. For each of the energy intervals 
periodogram and correlative analysis of dependence of 
continuous gamma spectrum on cosmic ray intensity 
time series and climate variables time series is 
performed. Periodogram analysis is done using Lomb-
Scargle periodograms. The correlation coefficient 
between air pressure and Cosmic rays is -65%. The 
correlation coefficients between HPGe gamma 
spectrum and input variables are not significant. The 
decrease of values of correlation coefficients of gamma 
spectrum and air pressure is present. The increase of 
values of correlation coefficients of gamma spectrum 
and Cosmic rays is present also. Increase in 
atmospheric pressure is resulting in negative 
correlation coefficient between HPGe and Cosmic rays� 
time series for low energy gamma spectrum. The more 
significant contribution of Cosmic rays in high energy 
gamma spectrum, as opposite to insignificant 
contribution of Cosmic rays to low energy gamma 
spectrum is evident. Lomb-Scargle periodograms 
showed daily periodicity for air temperature and 
humidity, and additional mid-daily periodicity for air 
pressure. There is no noticeable periodicity for each of  
energy ranges of gamma spectrum. 
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Abstract. We present results of continuous monitoring of the cosmic-ray muon intensity at the

ground and shallow underground level  at  the Belgrade cosmic-ray station.  The cosmic-ray

muon  measurements  have  been  performed  since  2002,  by  means  of  plastic  scintillation

detectors. The scintillator counts are corrected for atmospheric pressure for the whole period of

measurements and, as well, for vertical temperature profile for the period of the last six years.

The results are compared with other correction methods available. One-hour time series of the

cosmic-ray  muon intensity  at  the  ground  level  are  checked  for  correlation  with  European

neutron monitors, with emphasis on occasional extreme solar events, e.g. Forbush decreases.

1. Introduction

The Belgrade cosmic-ray station, situated in the Low-level Laboratory for Nuclear Physics at Institute

of Physics,  Belgrade, have been continuously measuring the cosmic-ray intensity since 2002. The

station is at near-sea level at the altitude of 78 m a.s.l.; its geomagnetic latitude is 39° 32' N and

geomagnetic vertical cut-off rigidity is 5.3 GV. It consists of two parts: the ground level lab (GLL) and

the underground lab (UL); the UL is located at a depth of 12 metres below the surface, i.e. 25 metre

water equivalent.  At this depth practically only the muonic component  is  present.  The cosmic-ray

muon measurements are performed by means of plastic scintillation detectors, a pair of which is, along

with instrumentation modules for data acquisition, placed in both the GLL and the UL. The set-up is

quiet  flexible,  as  the  scintillators  could  be  arranged  in  different  ways,  which  allows  conducting

different experiments. The analyses of the measurements  yielded some results on variations of the

cosmic-ray muon intensity and on precise values of the integral muon flux at the ground level and at

the depth of 25 m.w.e. [1,2,3,4].

2. Experimental set-up

The experimental set-up in both the GLL and the UL consists of a large plastic scintillation detector

(rectangular shape, 100cm x 100cm x 5cm) and a data acquisition system (DAQ). The scintillator is

polystyrene based UPS-89, with four 2-inch photomultiplier tubes attached to its corners, so that each

PM tube looks at the rectangle diagonal. Preamplifier signals from two PM tubes looking at the same

diagonal are summed in one output signal, thus two output signals are led to the DAQ from each

scintillator.

The summed signals from the PM tubes on the same diagonal  of  the detectors are stored and

digitized by the DAQ, which is based on 4-channel flash analog-to-digital converters (FADC), made

by CAEN (type N1728B), with 100 MHz sampling frequency. The FADCs are capable of operating in
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the event-list mode, when every analyzed event is fully recorded by the time of its occurrence and its

amplitude.  This enables the correlation of events,  both prompt  and arbitrarily delayed,  at  all  four

inputs with the time resolution of 10 ns. Single and coincident data can be organized into time series

within any desired integration period. The FADCs can also be synchronized with each other for the

additional coinciding of the events in the GLL and the UL.

For both the GLL and the UL detector, two input channels on the corresponding FADC are reserved

for  events  recorded by each  of  detector's  diagonals.  The  cosmic-ray  events  recorded by a  single

diagonal are drown in the background. Coinciding of the prompt events from two diagonals within a

narrow time window gives the resulting experimental spectrum of the plastic scintillator, which is the

energy deposit (ΔE) spectrum of the cosmic-ray particles (figure 1). Interpretation of the experimental

spectra and their features as well as their calibration have been done using Geant4 based Monte Carlo

simulation [4,5].  The spectra peak at  ~11 MeV and have the instrumental  thresholds at  ~4 MeV.

Comparing the spectra of the GLL detector and the UL detector one can notice the obvious difference

in  their  shape,  especially  in  the  low-energy  part  below  ~6  MeV. This  difference  points  to  the

contribution of the cosmic-ray electrons and gammas (electromagnetic component) to the ΔE spectra

at the ground level, which is absent in case of the underground detector.

Figure 1. The cosmic-ray ΔE spectra of the GLL detector (top left) and the UL detector (top right).

Experimental and simulated ΔE spectra of the UL detector (bottom).
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3. Results and discussion

The cosmic-ray intensity data are automatically processed, using a web-based “robot” developed for

this purpose, and published online at www.cosmic.ipb.ac.rs/muon_station. The online available data

are raw scintillator counts in time series with resolution of 5 min or 1 h. Time series of the raw data are

corrected for pressure and temperature effect; pressure corrections have been done for the whole data

taking period and temperature effect corrections have been done for the the time period of the last six

years.

3.1. Efficiency corrections

The first data corrections are related to detector assembly efficiency. As mentioned, the instrumental

thresholds cut the spectra at ~3 MeV. However, the thresholds may vary, thus changing the initial

spectrum and resulting in fluctuations of the integral spectrum count. Related to this, the necessary

correction has been done by means of constant fraction discriminator (CFD) function (figure 2); with

use of the CFD cut the spectrum fluctuations decreased significantly. The CFD is based on cut on

chosen height as a percentage of peak height where the spectrum is cut. The simulation tells us that,

for the underground detector, ~6% of muon events is also cut (figure 1).

Figure 2. Constant fraction discriminator (CFD) applied in efficiency corrections. The obtained

truncated spectrum is used for calculating time series.

The next step in the efficiency corrections is a correction of 5-min count values that are clearly

lower  than  a  mean  5-min  count  in  surrounding  time  intervals.  This  undershoot  comes  at  the

beginning/end of runs, where events are not collected for all 5 min of measurement. The last and

smallest correction is a correction of fluctuations of spectrum due to fluctuation in amplification which

influence the cut on diagonals and efficiency of coincidence of two diagonals. We found that the CFD

cut is proportional to efficiency of coincidence.

3.2. Corrections for atmospheric pressure and for temperature

Significant  part  of  variation  of  cosmic  ray  muon  component  intensity  can  be  attributed  to

meteorological effects. Here, two main contributors are barometric and temperature effect [6].

Barometric effect is caused by variation of the atmospheric mass above the detector. These pressure

corrections are done by finding the linear regression coefficient, using only International Quiet Days,

i.e. time series data from periods with more or less constant intensity of galactic cosmic rays,  for

creation of the distribution of scintillator counts vs. atmospheric pressure. Atmospheric pressure data

are available due to on-site continuous measurement.
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Figure 3. Dependence of 5-min counts on atmospheric pressure.

The temperature effect is related to the variation of the atmospheric temperature profile. The effect

is  two-fold,  as it  affects pion decay (positive contribution) as well  as muon ionization losses and

possible decay (negative contribution). To correct for these effects, integral correction method was

applied [6,7]. The variation of the muon intensity due to temperature variations is calculated by using

the formula:

where δIT is the variation of the muon intensity due to the temperature effect, δT(h) is the variation of

the atmospheric temperature, which is calculated in reference to the mean temperature value for a

given  time  period  (denoted  by  index  M):  ,  where  h  is  atmospheric  depth.

Temperature coefficient densities α(h) are calculated according to [6].

Available meteorological models make it possible to have hourly atmospheric temperature profiles

for 17 standard isobaric levels at the geographic position of the Belgrade muon station, necessary for

application of formula shown above. The procedure used here is as described in [7].  Temperature

profiles have been obtained from ftp://cr0.izmiran.rssi.ru/COSRAY!/FTP_METEO/blgd_Th/, courtesy

of IZMIRAN laboratory.

3.3. Time series of the cosmic-ray intensity

In Figure 4 the count rate time series is shown for all corrections. First, the corrected count rate for

efficiency corrected data is shown. Also, the atmospheric pressure and combined atmospheric pressure

and temperature corrections time series of count rates are shown.

One-hour  time  series  of  the  cosmic-ray  muon  intensity  at  the  ground  level  are  checked  for

correlation with European neutron monitors (NM), with emphasis on occasional extreme solar events,

e.g. Forbush decreases.

In  Figure 5 the comparison  of  time  series  of  pressure  corrected and pressure  and temperature

corrected  count  rates  for  the  Belgrade  muon  station  and  Jungfraujoch,  Rome,  Baksan  and  Oulu

neutron  monitors  is  presented  for  Forbush  candidate  in  March  2012.  The  count  rates  of  neutron

monitors are shifted to be close to each-other for visibility. The count rate for the Belgrade station is

shown in percentages with additional shift down for visibility. The count rate drop for the neutron

monitors is clearly more pronounced than for Belgrade muon monitor.
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Figure 4. Time series of efficiency corrected, pressure corrected and pressure and temperature

corrected counts.

Figure 5. Comparison of time series of pressure corrected and pressure and temperature corrected

count rates for the Belgrade muon monitor station and neutron monitors. Count rates are shifted for

comparison.

In Figure 6 the comparison of time series of pressure corrected count rates for the Belgrade muon

station  Jungfraujoch,  Rome,  Baksan  and Oulu  neutron  monitors  is  presented.  The  count  rates  of

neutron monitors are shifted to be close to each-other for visibility. The count rate for Belgrade station

is scaled in the way that the drop in count rate is similar to most of the stations (except Jungfraujoch,

which is at high altitude). The visual comparison shows the good correlation of the count rates of

Belgrade muon monitor and neutron monitors, previously noticed using correlative analyses of count

rates. The pressure corrected count rates from Belgrade muon monitor is only dataset used for visual

comparison,  since neutron monitor  data  are  also only pressure  corrected.  This  was also observed

previously using correlative analyses of count rates.
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Figure 6. Comparison of time series of pressure corrected count rates for the Belgrade muon monitor

station and neutron monitors. Count rates are shifted and scaled for comparison.
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4. Conclusions

The results of continuous monitoring of the cosmic-ray muon intensity at the ground and shallow

underground  level  at  the  Belgrade  cosmic-ray  station  are  presented.  The  scintillator  counts  are

corrected for atmospheric pressure for the whole period of measurements and, as well, for vertical

temperature profile for the period of the last six years. The results are compared with other correction

methods available and showed excellent agreement.  One-hour time series of the cosmic-ray muon

intensity  at  the  ground  level  are  checked  for  correlation  with  European  neutron  monitors,  with

emphasis  on  occasional  extreme  solar  events,  e.g.  Forbush  decreases.  As  a  result  of  correlative

analysis, the Forbush candidate in March 2012 is the best choice to be used for visual comparison

presented in this work. The comparison showed high correlation of the Belgrade muon monitor with

neutron  monitors,  especially  geographically  closer  neutron monitors  such as  Rome  NM.  In  some

specific time periods, like during the Forbush candidate in March 2012, we showed that our muon

measurement system has sensitivity comparable to European neutron monitors in this period, but still

not as efficient as NM with better geographical position (at high altitude), e.g. Jungfraujoch in the

Swiss Alps.
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Abstract. The Belgrade underground laboratory is a shallow underground one, at 25 meters of water equivalent. It is 
dedicated to low-background spectroscopy and cosmic rays measurement. Its uniqueness is  that it is composed of two parts, 
one above ground, the other bellow with identical sets of detectors and analyzing electronics thus creating opportunity to 
monitor simultaneously muon flux and ambient radiation. We investigate the possibility of utilizing measurements at the 
shallow depth for the study of muons, processes to which these muons are sensitive and processes induced by cosmic rays 
muons. For this purpose a series of simulations of muon generation and propagation is done, based on the CORSIKA air 
shower simulation package and GEANT4.  Results show good agreement with other laboratories and cosmic rays stations. 

Belgrade Cosmic Rays Station 

Cosmic rays are energetic particles from outer space that continuously bombard Earth atmosphere, 
causing creation of secondary showers made of elementary particles. For last hundred years, after Hess� 
discoveries, cosmic rays ( CR ) has been studied at almost every location accessible to research, from deep 
underground to above atmosphere [1]. Low-level and cosmic-ray lab in Belgrade is dedicated to the 
measurement of low activities and CR muon component. One of the objectives is also intersection of these two 
fields, namely, muon�induced background in gamma spectroscopy. Belgrade lab is relatively shallow 
underground laboratory [2] located at the right bank of river Danube on the ground of Institute of Physics in 
Belgrade. It is located at near-sea level at the altitude of 78 m a.s.l. and its geographic position is 44° 51� N and 
longitude 20° 23� E with geomagnetic latitude 39° 32� N and geomagnetic vertical cut-off rigidity 5.3 GV. The 
lab has two portions, ground level portion ( GL ) is situated at the foot of the vertical loess cliff.  Other portion, 
the underground level ( UL ) is dug into the foot of the cliff and is accessible from the GL via  horizontal 
corridor as can be seen at Fig.1. Working area of UL has three niches for independent experiments.  

FIGURE 1. Scheme of low-level and CR laboratory at Institute of Physics, Belgrade 

The overburden of the UL is about 12 meters of loess soil, which is equivalent to 25 meters of water. The walls 
are made of 30 cm thick reinforced concrete and covered with the hermetically sealed Al lining 1 mm thick, to 
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prevent the radon from the soil to diffuse into the laboratory. The low-level laboratory is equipped with an air 
ventilation system which keeps 2 mbar overpressure in the UL, in order to minimize radon diffusion through 
eventual imperfections in the Al lining. 

Experimental Set-up 

The equipment of the lab consists of two identical set of detectors and analyzing electronics.  One set is situated 
in the GL and other in the UL. Each set is composed of gamma spectrometer and muon detectors. For muon 
measurements a pair of plastic scintillator detectors is used. One of the detectors is small, 50 cm x 23 cm x 5 cm 
plastic scintillator detector, with a single PMT looking at its longest side via a Perspex light guide tapering to the 
diameter of a PMT, made by JINR, Dubna, Russia, and assembled locally. The other, larger one has dimensions 
of  100 cm x 100 cm x 5 cm, equipped with four PMT directly coupled to the corners beveled at 45°,made by 
Amcrys-H, Kharkov, Ukraine. The smaller detector may serve as a check of stability of the muon time series 
obtained from the larger detector, which is important for long term measurements. It can also be used (in 
coincidence with the larger detector ) for measurements of the lateral spread of particles in CR showers and 
decoherence.  Plastic scintillation detectors are also employed for active shielding of gamma spectrometers. In 
the UL, a 35% efficiency radio-pure p-type HPGe detector, made by ORTEC, 12 cm thick cylindrical lead castle 
is deployed around the detector. One of the set-ups is presented at Fig.2. Another HPGe detector, of 10% 
efficiency, is placed in GL.  

 

FIGURE 2. Detectors in the underground laboratory. Large scintillator detector is placed above HPGe and small scintillator 
can change position. 

Data acquisition system is identical both in UL and GL and it has two flash analog to digital converter (FADC), 
one in each laboratory, made by CAEN (type N1728B). These are versatile instruments, capable of working in 
two modes, energy histogram mode when performing as digital spectrometers or, in the oscillogram mode, when 
they perform as digital storage oscilloscopes. In both modes, they sample at 10 ns intervals into 214 channels in 
four independent inputs. The full voltage range is ±1.1 V. They are capable of operating in the list mode, when 
every analyzed event is fully recorded by the time of its occurrence and its amplitude. This enables the 
correlation of events, both prompt and arbitrarily delayed, at all four in puts with the time resolution of 10 ns. 
Single and coincident data can be organized into time series within any integration period from 10 ns up. The 
two N1728B units are synchronized, enabling coincidence/correlation of the events recorded in both of them. 
The flexible software encompassing all above said off-line analyses is user-friendly and entirely homemade. The 
preamplifier outputs of the PMT of the larger detectors are paired diagonally. Signals from these paired inputs 
are later coincided off-line and their amplitudes added to produce the single spectra. This procedure suppress 
low-energy portion of the background spectrum (up to some 3 MeV), mostly environmental radiation, leaving 
only high-energy loss events due to CR muons and EM showers that peak at about 10 MeV, shown at Fig 3. The 
output of the PMT of the smaller detector is fed to the third input of FADC. [3] 

422



 

FIGURE 3. The sum spectra of two diagonals of the large plastic detectors in the UL and GLL. For comparison, the spectra 
are normalized for the peaks to coincide. Channel 650 corresponds to the muon energy loss of 10 MeV. 

Simulation and Results 

The experimental set-up is rather flexible, thus allowing different studies of the muon and 
electromagnetic components of cosmic rays at the ground level and at the shallow depth underground. The 
cosmic-ray muon flux in the underground laboratory has been determined from data taken  from  November  
2008  till  June  2013 ( there were some small gaps in recording data during this period ). These measurements 
yielded the precise values of the integral cosmic ray muon flux at the location of Belgrade. Measured muon flux 
is: 137(6) m-2s-1 at the ground level and 45(2) m-2s-1 at the underground level [4]. Different analyses of time 
series of these measurements have also been performed. Interpretation and calibration of the experimental 
spectra has been done using Monte Carlo simulation packages CORSIKA and Geant4 [5, 6]. CORSIKA 
simulates extensive air showers generated by the primary cosmic-rays in interactions with air nuclei at the top of 
the atmosphere. It gives spectra of the secondary cosmic-rays at the preferred observation level. These secondary 
particles, their energy and momentum direction distribution, obtained by CORSIKA, are then used as an input 
for the Geant4 based simulation of the detectors. In this simulation, particles first traverse through soil and 
infrastructure of the UL lab before hitting the detector. Then the response of the plastic scintillation detectors is 
simulated. For the UL scintillators, the simulated spectra are shown in Fig. 4.[7]  

They  agree very well with  the  experimental  ones,  except  in  the  low-energy  part  where  the  
ambiental  gamma radiation is mostly present and where the cuts are applied. We also used these simulation 
packages to simulate different experimental set-ups and to obtain information about lower cut-of energy of 
primary cosmic rays at our site and for single muons and muons in coincidence. Energy of the primary particles 
from which detected muons originate increases for UL compared to GL but also for muons in coincidence 
compared with single detected muons. 

 

FIGURE 4.  Experimental vs simulated spectrum of large plastic scintillator detector at UL 
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These measurements allow us to study  fluctuations in muon flux intensity during the rising phase of 
Solar Cycle 24 and to make five-minutes or one-hour time series of  the flux. The scintillator counts are 
corrected for atmospheric pressure for the whole period of measurements and, as well, for vertical temperature 
profile for the period of last six years. The results are compared with other correction methods available. One-
hour time series of the cosmic ray muon intensity at the ground level are checked for correlation with European 
neutron monitors ( NM ), with emphasis on occasional extreme solar events, e.g. Forbush decreases (FD ) in 
order to investigate claims of influence of cosmic-rays on cloud formation and climate [8,9] In some specific 
time periods, like during the FD in March 2012, we showed that our muon measurement system has sensitivity 
comparable to European neutron monitors in this period, but still not as efficient as NM with better geographical 
position (at high altitude), e.g. Jungfraujoch in the Swiss Alps.These results are presented at Fig. 5. Due to fact 
that muons detected underground originate from primary particles with energy around and above the limit for 
solar modulation  time series from UL are less sensitive to these Solar events.  
 

 

 

FIGURE 5. Time series for March 2012 recorded at NM at Jungfraujoch compared to time series obtained at Belgrade 
cosmic-rays station 
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1. Introduction

Cosmic ray muons (hard component of secondary cosmic rays) are affected by variations of
atmospheric parameters as they propagate toward Earth. There are a number of meteorological
effects that affect cosmic ray muon flux, most prominent being the barometric (pressure) effect and
the temperature effect, which depend on atmospheric pressure and atmospheric temperature respec-
tively. Apart from fundamental, precise modelling of these effects also has practical importance, as
it allows for correction that significantly increases the sensitivity of ground based muon monitors
to variations of primary cosmic rays.

A number of methods for correction of barometric and temperature effect have been developed
over the years. Some (i.e. method of effective level of generation [1]) are empirical in nature, while
others (most notably integral method) rely on the theory of meteorological effects, developed by
Dorman [2] among others. All these methods are at least in some part approximative, but for all
intents and purposes we have decided to use the integral method as a reference in our analysis, as it
gives the most complete treatment of the problem.

The idea behind the work presented here is to try and develop a new, easy to use empirical
method, less approximative in nature, compare it to the reference integral method, and investigate
whether a more precise model of meteorological effects can be constructed, and possibly some
additional information extracted. In order to most completely treat the meteorological effects,
both atmospheric pressure and full atmospheric temperature profile need to be taken into account.
For analysis that involves that many potentially highly correlated input variables, we have decided
to employ modern techniques used for decorrelation and dimensionality reduction, and introduce
two new methods for modelling and correction of meteorological effects - PCA method based on
principal component analysis (PCA), and MVA method based on multivariate analysis (MVA) via
use of machine learning. Though these two are somewhat similar in nature, a more "hands on"
approach of the PCA method can offer a somewhat different insight than the more "blackbox"
machine learning approach.

2. Data

2.1 CR data

Muon count rates used in this analysis were measured in the Ground Level Laboratory (GLL)
of the Low Background Laboratory for Nuclear Physics, at the Institute of Physics Belgrade [3].
More detailed description of the laboratory and current detector system can be found in some of our
previous work [4]. Muon count rates can have arbitrary time resolution but five-minute and hour
sums were used in the analysis. For quality and consistency of data reasons, and to remove potential
biases due to annual variation, data for a period of one year (from 01.06.2010 to 31.05.2011) were
selected.

2.2 Meteo data

This analysis requires information about both atmospheric pressure and vertical atmospheric
temperature profile. Data about atmospheric pressure is readily available from the Republic Hydro-
meteorological Servis of Serbia. As for the vertical temperature profile data, temperatures for 24
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Figure 1: Relative variance (left) and cumulative relative variance (right) for all 26 principal components.

isobaric levels modelled by the Global Forecast System (GFS) [5] were used, starting from the
top layer of the atmosphere (10 mb), to the level just above ground level (975 mb). For the above
ground layer, locally measured temperature was used as the model was performing poorly there.
More details about the preparation of meteorological data is available elsewhere [7].

3. Methodology

3.1 PCA method

Principal component analysis is a well established technique for dimensionality reduction of
complex problems that involve large number of correlated variables, and as such very well suited
for application to our problem. Using principal component decomposition we have transformed
the initial set of correlated meteorological variables (locally measured atmospheric pressure, 24
modelled temperatures, and locally measured ground temperature) to a set of 26 uncorrelated
principal components.

Using a series of tests typically used in such analysis (cumulative percentage rule, modified
Kaisser’s rule, mean eigenvalue rule, ...), we have determined that the first six components (respon-
sible for close to 95% of total variance, as seen on Figure 1) are significant. Composition of the
these components is shown on Figure 2, where variables on the x-axis are atmospheric pressure
followed by atmospheric temperatures, starting from the top layer of the atmosphere.

Correlative analysis of muon count rate and significant principal components showed practically
no correlation between measured muon count rate and the second principal component, further
reducing the set of principal components to five. This is an interesting results as this component,
mainly composed of lower stratosphere and upper troposphere temperatures, is responsible for close
to 17% of total variation of meteorological variables.

Finally, we have determined the muon count rate corrected for meteorological effects according
to formula:

N (corr)
µ = Nµ − �Nµ�

�
i

kiPCi, i = 1, 3, 4, 5, 6 (1)

where N (corr)
µ is corrected, Nµ measured and �Nµ� mean muon count rate, while ki, that

correspond to principal components PCi, are coefficients determined by linear regression, as shown
on Figure 3. Full analysis and results are presented in more detail in our other work [8].

3
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Figure 2: Composition for six most significant principal components. Meteorological variables are on the
x-axis, first one being atmospheric pressure, followed by atmospheric temperatures (starting with the top
layer of the atmosphere and ending with the ground level).

Figure 3: Muon count rate dependence on principal components for six most significant components,
distributions fitted with linear function.

3.2 MVA method

Multivariate analysis utilising machine learning techniques can be a powerful tool for modelling
of highly correlated systems. We have tested a number of algorithms implemented in Toolkit
for Multivariate Data Analysis (TMVA), which has been successfully used for classification and
regression problems in particle physics. For us, regression application is of greater interest, as the
idea is to train and test multivariate algorithms on a subset of data (for geomagnetically quiet days),
where most of the variation can be attributed to atmospheric effects, using meteorological variables
as input and muon count rate as the target value. Trained algorithms can be then used on a full data
set to predict the muon count rate (which would ideally depend only on meteorological parameters),
and corrected muon count rate can be calculated using the formula:

N (corr)
µ = ΔNµ + �Nµ�, ΔNµ = N (mod)

µ − Nµ, (2)

where N (corr)
µ is corrected, Nµ measured, N (mod)

µ modelled, and �Nµ� is mean muon count
rate.

Minimal average quadratic deviation of modelled from measured value was the only criterion
used for optimisation of algorithm parameters in the training phase, so a series of tests have been

4
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Figure 4: Modelled count rate and its deviation from measured count rate as a function of measured count
rate for LD (top) and BDTG (bottom) algorithms. Deviation distributions for test data set are on left, for the
full data set are in the middle, while distributions of modelled count rate (compared with the measured one)
are on the right.

Figure 5: Power spectra for periods in the interval [0, 2] days, for measured data (far left), and data corrected
using integral (central left), LD (central right) and BDTG (far right) methods.

devised in order to investigate the consistency of application of trained algorithms and minimise
the possibility of artificial features being introduced.

Some of the tests included comparison of distributions of residual deviation of modelled from
measured data for the test and full data set, or looking for anomalous features in distributions of
modelled count in comparison with measured count distribution (both types of distributions for
selected algorithms shown in Figure 4.

Based on these tests, the best performing algorithm proved to be LD (Linear Discriminant
method), which is closely related to PCA approach. The second best potential candidate was BDTG
(Gradient Boosted Decision Tree method), but there are probably some limits to its applicability,
as indicated by spectral analysis (Figure 5). From the remaining tested methods, algorithms based
on probability density techniques performed more poorly, which was not that surprising as the
problem analysed here involves highly linear dependencies, but poor performance of methods based
on neural networks was not expected, and possibly some improvement can be made there.

5
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Figure 6: Muon count rate time series and reference neutron monitor data for the period of one year
(01.06.2010-31.05.2011), fitted with sine function with a period of one year.

4. Results

4.1 Effect of corrections on periodic CR variations

One way to assess the performance of different methods for correction of meteorological effects
could be to compare the efficiency with which they remove the annual variation due to temperature
variation. In order to determine this variation, we have fitted pressure corrected data with a sine
function, with a period of one year. Amplitude determined from such fit is then used as an estimate
of magnitude of the annual variation. The same procedure was used to determine the residual
annual variation after the correction via use of different methods (Figure 6). As neutron monitor
count rates are usually considered to negligibly depend on atmospheric temperature (at least in the
first approximation), we can treat their time series the same way in order to estimate the expected
annual variation magnitude.

Table 1 shows amplitudes for the annual variation calculated based on plots in Figure 6, as well
as reduction in annual variation relative to pressure corrected data. As can be seen, values for PCA
and LD methods are closer to the estimates based on the neutron monitor data than the integral
method value, while for BDTG method the value is somewhat smaller.

4.2 Effect of corrections on aperiodic CR variations

To study the effect of corrections on aperiodic variations we have selected the most intense
Forbush decrease event in the one year period used for the analysis. For the event that occurred
on 18.02.2011, we determined the amplitude of decrease for data corrected via different methods
and reference neutron monitors, using procedure suggested by Barbashina et al. [9] (as shown on

6
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Method/
Neutron monitor

P corr. Integral PCA LD BDTG Athens Rome

Annual
amplitude [%] 1.11(9) 0.40(3) 0.18(5) 0.11(3) 0.086(9) 0.17(5) 0.29(1)

Relative reduction
[% of P corrected ] - 64(10) 84(28) 90(30) 92(30) - -

Table 1: Amplitude and reduction of the amplitude of annual variation relative to pressure corrected data (P
corr.) for pressure and temperature corrected data (using integral and selected multivariate methods). Athens
and Rome neutron monitor data also included for reference

Figure 7: Muon count rate time series and reference neutron monitor data for the period around the Forbush
decrease event of 18.02.2011. Highlighted intervals are used for detrending and calculation of decrease
amplitude.

Method/
Neutron monitor

Integral PCA LD BDTG Athens Rome

FD
amplitude [%]

1.38(14) 1.52(21) 1.96(18) 1.10(13) 1.97(15) 2.68(15)

Relative FD
amplitude

4.31(44) 4.90(66) 7.09(65) 4.78(56) 5.30(40) 8.65(48)

Table 2: Amplitudes and relative amplitudes for the Forbush decrease event of 18.02.2011 for pressure and
temperature corrected muon data and reference neutron monitors

Figure 7). Additionally, as a measure of sensitivity to such events, we have introduced amplitude
calculated relative to standard deviation of count rates leading up to the event.

Values for thusly calculated amplitudes and relative amplitudes are shown in Table 2. LD
algorithm has values comparable to neutron monitor values, but that is at least in part due to
somewhat larger calculated amplitude. This is most likely a feature pertaining to the specific event,
as preliminary results for other events outside the interval used in this work show values closer to
expected.

7
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5. Conclusions

Two new methods for correction of meteorological effects on cosmic ray muons are introduced.
Both are fully empirical, require knowledge about the atmospheric pressure and atmospheric tem-
perature profile and can be applied to any muon monitor. The effect on reduction of the annual
variation of CR data, as well as the effect on sensitivity of FD event detection was compared to
the integral method and reference neutron monitor data. Their effectiveness was comparable or
possibly better than for the integral method, allowing for the possibility that a part of meteorological
effects is not taken into account by theory.
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By 2014, radon issues were treated in Serbia through the scientific research projects. 
Among radon professionals, there was always the desire to create a radon risk map first 
of all. In 2014, with a certain amount of lucky circumstances, there was a chance that 
the radon problem would be raised to the national level. In that sense, Serbia has started 
to work on the national radon action plan (RAP), and in 2014 made its decision to 
perform the first national indoor radon survey. The responsibility for the establishment 
RAP and make indoor radon map in Serbia is on national regulatory body in the field of 
radiation protection: Serbian Radiation Protection and Nuclear Safety Agency (SRPNA). 
The project was supported by the IAEA through the technical cooperation programme. In 
this work, the planning and execution of the survey, including sampling design of the first 
national indoor radon survey are described in detail. Also, the results from national 
indoor radon survey and indoor radon mapping based on GPS coordinates was 
transformed to square map by creating a 10 km x 10 km squares where the starting 
point (0,0) is the center of Belgrade - Slavia Square are presented. To complete our 
work, we prepare data from the first Serbian indoor radon survey together with the data 
from indoor radon survey of Vojvodina, north province of Republic of Serbia performed 
during 2002-2005, and send to European Indoor Radon Map Group in JRC, Ispra, Italy. 
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INTRODUCTION 

Radon studies in the Institute of Physics Belgrade last a few decades. 
The first project related to radon was searching for connection between radon 
variability in soil and water and seismic activity in Montenegro [1]. After 
that, in the Low-Background Laboratory for Nuclear Physics, Institute of 
Physics Belgrade, the new research topics of rare nuclear processes was in the 
scientific focus. There was the need to build up the laboratory space to 
accomplish this type of research. In the 1997, underground low-background 
laboratory was built in, with the aim of investigating the rare nuclear 
processes. In the laboratory of this type, the influence of radon on the natural 
background radioactivity is dominant and there is an imperative that radon 
levels must be as low as it possible, with minimal time variation. In that 
sense, continuous radon monitoring became the mandatory activity. This 
paper presents the results of many years of radon monitoring in the 
underground low-background laboratory in the Institute of Physics Belgrade. 

Besides radon monitoring in the laboratory, we work on several 
research topics regarding radon: using multivariate classification and 
regression methods, as developed for data analysis in high-energy physics 
and implemented in the TMVA software package, to study connection of 
climate variables and variations of radon concentrations, modelling of the 
indoor radon behaviour and radon mapping. All these research activities are 
presented in this work in more details. 

 
RADON MONITORING IN THE UNDERGROUND LOW-
BACKGROUND LABORATORY 

The Low-Background Laboratory for Nuclear Physics at the Institute
of Physics in Belgrade is a shallow underground laboratory (Figure 1). The 
laboratory was built in the loamy loess cliff on the bank of the river Danube 
with the overburden of 12 m of soil. It has an active area of about 60 m2. 
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The walls, the floor and the ceiling of the laboratory are built of reinforced 
concrete of 30 cm thickness. From the measurements of the absolute flux of 
cosmic-ray muons in the underground as well as in the ground level 
laboratory [2] it was estimated that the equivalent depth of the laboratory is 
about 25 m.w.e. (a shielding thickness of the overburden soil expressed as 
water equivalent thickness). Description of the laboratory is presented in 
more detail elsewhere [3]. 

 

 
Figure 1. Cross-section of the underground low-background laboratory at the 

Institute of Physics Belgrade. 
 
The system for the reduction of radon concentration in the laboratory 

consists of three stages. First, the active area of the laboratory is completely 
lined up with aluminium foil of 1 mm thickness, which is hermetically 
sealed with a silicon sealant to minimize the diffusion of radon from 
surrounding soil and concrete used for construction. The second one is the 
ventilation system. The laboratory is continuously ventilated with fresh air, 
filtered through one rough filter for dust elimination followed by the battery 
of coarse and fine charcoal active filters. The inlet of air is outside of the 
laboratory, at the height of 2.5 m above the ground. Finally, the parameters
of the ventilation system are adjusted so as to result in an overpressure of 
about 2 mbar over the atmospheric pressure, which further prevents radon 
diffusion through eventual imperfections in the aluminium layer. 

The device for the performed short-term radon measurements is 
SN1029 radon monitor (manufactured by the Sun Nuclear Corporation, 
NRSB approval code 31822) with the following characteristics: the 
measurement range from 1 Bq m-3 to 99.99 kBq m-3, accuracy equal to ±25 
%, sensitivity of 0.16 counts hour per Bq m-3. With these characteristics, 
SN1029 radon monitor is defined as a high-sensitivity passive instrument 
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for the short-term radon measurements and it is an optimal solution for 
radon monitoring in the underground laboratory. 

The radon data from radon monitor device SN1029 for the period of 3 
years are spectrally analysed. The Lomb-Scargle periodogram analysis 
method has been used in spectral analysis of radon time series. The obtained 
periodogram show two periodicity, on the 1 day and 1 year [4]. Mean radon 
value is 13.8 Bq m-3 with standard deviation of 9.9 Bq m-3 over the 3 years 
of continuos measurements with daily and sesonal variability [5]. It has 
been shown that the radon behaviour in the underground low-level 
laboratory in Belgrade has the similar characteristics as in the other 
underground environment (caves, mines, boreholes and so on), because it 
has the same source and the places are completely surrounded with the soil. 

 
MVA METHODS AND MODELLING OF THE INDOOR RADON 
BEHAVIOUR 

The demand for detailed analyses of large amount of data in high-
energy physics resulted in wide and intense development and usage of 
multivariate methods. Many of multivariate methods and algorithms for 
classification and regression are already integrated into the analysis frame 
work ROOT, more specifically, into the toolkit for multivariate analysis 
(TMVA). We use these multivariate methods to create, test and apply all 
available classifiers and regression methods implemented in the TMVA in 
order to find the method that would be the most appropriate and yield 
maximum information on the dependence of indoor radon concentrations on 
the multitude of climate variables. The first step is to calculate and rank the 
correlation coefficients between all the variables involved, what will help in 
setting up and testing the framework for running the various multivariate 
methods contained in the TMVA. Although these correlation rankings will
later be superseded by method specific variable rankings, they are useful at 
the beginning of the analysis. The next step is to use and compare the 
multivariate methods in order to find out which one is best suited for
classification (division) of radon concentrations into what would be 
considered acceptable and what would be considered increased 
concentration in indoor spaces. Main aim is to find out which method can, if 
any, on the basis of input climate variables only, give an output that would 
satisfactorily close match the observed variations of radon concentrations. 
Towards this aim, this work were tested in a many specific cases 
(underground low-background laboratory and other indoor environment) to 



 

 
 

346 

comprise the multitude of possible representative situations that occur in 
real life. 

The test of multivariate methods, implemented in the TMVA software 
package, applied to the analysis of the radon concentration variations 
connection with climate variables in different indoor spaces demonstrated 
the potential usefulness of these methods. It appears that the method can be 
used with sufficient accuracy (around 15 %) for prediction of the radon 
concentrations. All the obtained results were published in several research 
articles [6-8]. 

 
RADON MAPPING IN SERBIA 

In the last three years, we were involved in the establishing national 
radon action plan (RAP) and performed first national indoor radon survey as 
a leading institution in the technical support of the project. The 
responsibility for the establishment and implementation of RAP is on 
national regulatory body: Serbian Radiation Protection and Nuclear Safety 
Agency (SRPNA). As a first step in RAP, it was the national indoor radon 
survey in Serbia performed during 2015-2016. The project was supported 
by IAEA through the national project: SRB9003 - Enhancing the Regulatory 
Infrastructure and Legislative System, with two components: 
-  Expert mission on „National Radon Trial Survey and Raising Awareness 

of Key Stakeholders„ held in SRPNA, Belgrade, 2 - 4 February 2015. 
-  Equipment: Leasing of 6000 track-etched indoor radon detectors; the 

distribution of detectors across the Serbian territory was the 
responsibility of SRPNA. 

Also, during the realization of the national programme for indoor 
radon measurements, Institute of Physics Belgrade and other research 
institutions involved in the project together with the SRPNA, performed 
good communication strategy (first basic information leaflet on radon to 
accompany the measurement explaining the purpose of the measurement, 
internet site, public relation, public education...) which led to high survey 
efficiency (about 90 %), together with very hard field work. In total 6000 
detectors have been distributed during October 2015 and exposed in houses 
and apartments for six months (till April 2016). Afterwards, the detectors 
were collected and sent to an authorized laboratory (Landauer Nordic AB) 
to be processed and consequently, we got data for the first national indoor 
radon survey. The preliminary results and radon map was presented at the 
8th Conference of Protection against Radon at Home and at Work, 12 - 14 
September 2016, Prague, Czech Republic [9]. 



 

 
 

347 

Acknowledgements 
The authors acknowledge the financial support of the Ministry of 

Education, Science and Technology Development of Serbia within the 
projects: 171002 - Nuclear Methods Investigations of Rare Processes and 
Cosmic Rays and 43002 - Biosensing Technologies and Global System for 
Continuous Research and Integrated Management. 

 
REFERENCES 
[1] Antanasijević R, Milošević I. Correlation between the concentration of 

222-Rn at the Earth's surface and in waters with seismic activities. Nucl. 
Tracks Radiat. Meas. 1990;17:79. 

[2] Dragić A, Joković D, Banjanac R, Udovičić V, Panić B, Puzović J, Aničin I. 
Measurement of cosmic ray muon flux in the Belgrade ground level and 
underground laboratories. Nucl. Instr. Meth. Phys. Res. 2008;A591:470–475. 

[3] Dragić A, Udovičić V, Banjanac R, Joković D, Maletić D, Veselinović N,
Savić M, Puzović J, Aničin I. The new set-up in the Belgrade low-level and 
cosmic-ray laboratory. Nucl. Technol. Radiat. Protect. 2011; 26(3):181–192. 

[4] Udovičić V, Aničin I, Joković D, Dragić A, Banjanac R, Grabež B, 
Veselinović N. Radon time-series analysis in the underground low-level 
laboratory in Belgrade, Serbia. Radiat. Prot. Dosim. 2011;145:155–158. 

[5] Udovičić V, Filipović J, Dragić A, Banjanac R, Joković D, Maletić D, 
Grabež B, Veselinović N. Daily and seasonal radon variability in the 
underground low-background laboratory in Belgrade, Serbia. Radiat. Prot. 
Dosim. 2014;160(1-3):62-64. 

[6] Maletić D, Udovičić V, Banjanac R, Joković D, Dragić A, Veselinović N, 
Filipović J. Comparison of multivariate classification and regression 
methods for the indoor radon measurements. Nucl. Technol. Radiat. Prot. 
2014; 29(1): 17–23. 

[7] Maletić D, Udovičić V, Banjanac R, Joković D, Dragić A, Veselinović N, 
Filipović J. Correlative and multivariate analysis of increased radon concen-
tration in underground laboratory. Radiat. Prot. Dosim. 2014;162:148-151. 

[8] Filipović J, Maletić D, Udovičić V, Banjanac R, Joković D, Savić M, 
Veselinović N. The use of multivariate analysis of the radon variability in 
the underground laboratory and indoor environment. Nukleonika 2016; 
61(3):357-360. 

[9] Udovičić V, Maletić D, Eremić Savković M, Pantelić G, Ujić P, Čeliković I, 
Forkapić S, Nikezić D, Marković V, Arsić V, Ilić J, Nilsson P. Preliminary 
results of the first national indoor radon survey in Serbia. In: Book of 
Abstracts of 8th Conference of Protection against Radon at Home and at 
Work, September 12-14, 2016; Prague, Czech Republic. 



 XXV European Cosmic Ray Symposium, Turin, Sept. 4-9 2016 1 
 

 
eConf C16-09-04.3 

 

Utilization of a shallow underground laboratory for studies of the energy 
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The aim of the paper is to investigate possibility of utilizing a shallow underground laboratory for the study of energy 
dependent solar modulation process and to find an optimum detector configuration sensitive to primaries of widest possible 
energy range for a given site.  The laboratory ought to be equipped with single muon detectors at ground level and underground 
as well as the underground detector array for registration of multi-muon events of different multiplicities. The response 
function of these detectors to primary cosmic-rays is determined from Monte Carlo simulation of muon generation and 
propagation through the atmosphere and soil, based on Corsika and GEANT4 simulation packages. The simulation predictions 
in terms of flux ratio, lateral distribution, response functions and energy dependencies are tested experimentally and feasibility 
of proposed setup in Belgrade underground laboratory is discussed.  . 

 

1. INTRODUCTION 

   Cosmic rays (CR) are energetic particles, arriving at the 
Earth from space after interaction with the heliosphere. 
The interaction of these, primary CRs, with the 
atmosphere leads to production of a cascade (shower) of 
secondary particles: hadrons, electrons and photons, 
muons, neutrinos. CR research has been undertaken at 
almost every location accessible to humans – from the 
outer space to deep underground [1]. 
At the low energy part of the spectrum, lower than 100 
GeV, CRs are affected by the solar magnetic field. 
Modulation effects are energy dependent and have been 
studied extensively by the neutron monitors, sensitive up 
to about 10 GeV. Muon detectors at the ground level are 
sensitive to higher energy primaries [2], and the muons 
detected underground correspond to even higher energies. 
The possibility to further extend the sensitivity to higher 
energies with the detection of multi-muon events 
underground is the intriguing one. The idea was exploited 
with the EMMA underground array [3]. For a shallow 
underground laboratory, exceeding the energy region of 
solar modulation would open the possibility to study CR 
flux variations of galactic origin.  
 

2. BELGRADE CR STATION 

 
   The Belgrade cosmic-ray station is situated at the 
Laboratory for Nuclear Physics at the Institute of Physics. 
Its geographic position is: latitude 44° 51' N and longitude 
20° 23' E, altitude of 78 m a.s.l., with geomagnetic latitude 
39° 32' N and geomagnetic vertical cut-off rigidity 5.3 
GV. It is composed of two sections, the underground lab 
(UL) with useful area of 45 m2, dug at the 12-meter 
shallow depth (equivalent to 25 m.w.e) and the ground 
level lab (GLL). At UL depth, practically, only the muonic 
component of the atmospheric shower is present.  
  The cosmic-ray muon measurements in Belgrade CR 
station are performed by means of the plastic scintillation 
detectors, placed both in the GLL and in the UL.  With the 
previous set-ups, monitoring is continuous from 2002. 

Measured cosmic-ray intensity data were thoroughly 
analysed, yielding some results on the variations of the 
cosmic-ray intensity [4,5,6].  
Time series (pressure and temperature corrected) of these 
measurements can be accessed online at   
http://cosmic.ipb.ac.rs/muon_station/index.html.  
  In addition to single muon detectors, a small-scale test 
setup for multi-muon events is installed underground. It 
consists from three scintillators: one large detector (100cm 
x 100cm x 5cm) and two small detectors (50cm x 23cm x 
5cm) which are placed horizontally on their largest sides. 
Their mutual position is adaptable. The data acquisition 
system is based on fast 4-channel flash analog-to-digital 
converters (FADC), made by CAEN (type N1728B), with 
100 MHz sampling frequency. The events are recorded in 
the list mode. For each event from every input channel the 
timing and amplitude are saved, together with auxiliary 
information such as the result of pile-up inspection 
routine. From this list a time series of single or coincident 
events could be constructed. The experimental set-up is 
sketched in Figure 1. 

 

 
Figure 1 : Sketch of the experimental set-up for the 
cosmic-ray measurements: 
1) Large scintillation detector, 2) small scintillation 
detectors, 3) flash analog-to-digital Converter (FADC), 4) 
experiment control and data storage computer 
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With simultaneous operation of several detector systems, 
as described, a single facility with the same rigidity cut-off 
would be used for investigation of solar modulation at 
different energies. Further integration with the Neutron 
Monitors data would be beneficial [7, 8, 9]. 
    

3. SIMULATION DETAILS AND RESULTS 

 
    Simulation of the CR shower dynamics up to the 
doorstep of GLL and UL has been done using Monte Carlo 
simulation packages CORSIKA and Geant4 [10, 11]. The 
cosmic-ray muon spatial and momentum distribution at 
78m a.s.l. is of our interest.  The output of CORSIKA at 
ground level is used as the input for Geant4 based 
simulation of particle transport through the soil and 
simulation of detector response. For this purpose soil 
analysis is done beforehand. The mean density is found to 
be (2.0±0.1) g/cm3 and soil type is loess with the assumed 
composition of Al2O3  20%, CaO 10% and SiO2 70%. 
For the simulation of underground detector system only 
those muons with energy sufficient enough to survive 
passage through soil are taken into consideration (Figure 
2). 

 
 
Figure 2: Surface momentum distribution for muons at 
GLL and muons reaching UL at Belgrade CR station 
based on GEANT4 and CORSIKA  
 
At lower energies, protons make ~85% of CR, so primary 
particles used in the simulation were protons. The number 
of muons reaching UL is not linearly proportional to 
energy of the primary particle, especially for energies 
lower than 200 GeV which is energy range of interest, as 
showed in Figure 3.This correspond to similar work done 
elsewhere [12]. Probability that a registered event 
corresponds to a primary particle of certain energy is 
inferred from the simulation for every detection system:
- Single muon detector at ground level 
- Single muon detector underground 
- Two-fold muon coincidences underground 
- Muon coincidences of higher multiplicity 
For these response functions, simulation use 23 million 
primary protons with energy range from 5 GeV to 1016 eV 

with zenith angle between (0°, 70°) and with power law 
energy spectrum with the exponent  -2.7.   
Shift toward higher energies is evident for transition from 
GL to UL and to the events of higher multiplicities. 

 
Figure 3: Differential response functions of muon 
detectors in GLL and UL based on simulation for: single 
muons at ground level (GLL), underground level (UL), 
coincident muons at underground level (ULc) and triple 
and higher multiplicity coincident muons at underground 
level (UL3+ ) normalized to total number of muons 
respectively. 
 
 
For all relevant quantities of the muon flux is given at 
Table 1. Equivalent depth was found using ratios of 
integral fluxes of muons at different shallow depth [13]. 
 
 
Table 1:  Properties of the flux of the primary particles at 
Belgrade CR station based on simulation for: ground level 
(GLL), underground level (UL), coincident muons at 
underground level (ULc ) and triple and more coincident 
muons at underground level (UL3+ ). 
 
 

Primary 
protons 

GLL 
 

UL ULc UL3+ 

Energy cut-
off 

5 GeV 12.3±0.7 
GeV 

30±4 
GeV 

55±14 
GeV  

Equivalent 
depth 

0 m.w.e. 
GLL 
Belgrade 

25 m.w.e. 40 
m.w.e. 

66 
m.w.e. 

Peak energy 20 GeV 45 GeV 125 
GeV  

200  
GeV  

Median 
energy 

62 GeV 122±5 
GeV  

296 ± 8 
GeV  

458±18 
GeV 

 
 
  Cut-off energy at the ground level is due to geomagnetic 
cut-off rigidity at Belgrade CR station. For the 
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underground level, the 25 m.w.e. of soil overburden is the 
cause of the higher cut-off underground. All the relevant 
quantities: cut-off, peak and median energies are higher 
underground and for the events with higher multiplicity. 
This, in principle, creates a possibility to investigate the 
CR flux and its variations at different energies of 
primaries, exceeding the energies relevant to neutron 
monitors, the most frequently used instrument for study of 
the low energy side of the CR spectrum. This vindicates 
the aim of the simulation to investigate possibility of 
utilizing a shallow underground laboratory for the study of 
energy dependent solar modulation process and to find an 
optimum detector configuration sensitive to primaries of 
different energy range for a given site.   
 

4. DISCUSION ON FEASIBILITY 

 
   It is needed, however, to address the questions of 
reliability of simulation. On the graph 3, the discontinuity 
at energy of 80 GeV of primary protons is visible, 
especially muon in UL and muons in UL in coincidence. 
CORSIKA, by default, uses GHEISHA 2002d particle 
generator to calculate the elastic and inelastic cross-
sections of hadrons below 80 GeV in air and their 
interaction and particle collisions and for higher energies 
QGSJET 01C routine is used. Also it is important to know 
whether sufficient statistics of multi-muon events could be 
achieved in the limited laboratory space. For this purpose, 
the flux of single muons is measured at ground level and 
underground, the rate of double coincidences as a function 
of detector distance is simulated also. In addition, the rates 
of double and triple coincidences are also measured for 
several detector arrangements. 
The muon flux is calculated, from simulation, by finding 
ratio between the number of muons reaching depth of UL ( 
for single and muons in coincidence) and numbers of 
muons generated from CORSIKA at the surface and 
multiplying by experimentally measured value of 
integrated muon surface flux which is 137(6) muons per 
m2s  [14].  The experimental value of integrated flux, 
compared with number of muons from simulation, is also 
used to find physical time needed to generate same 
number of muons at the site as the simulation.  
Absolute muon fluxes measured at the site for surface and 
shallow underground is well reproduced by the simulation 
(Table 2). 
 
Table 2:  Ratio of muon fluxes at Belgrade CR station 
based on measurements and simulation for: ground level 
(GLL), underground level (UL), coincident muons at 
underground level (ULc ) and triple and more coincident 
muons at underground level (UL3+ ) 
 

Muon 
flux 
ratio 

Measured  
GLL/UL 

Simulation 
GLL/UL 

Simulation 
UL/ULc 

Simulation 
UL/UL3+ 

3.17(8) 3.06(3) 1.86(4) 2.68(6) 

 
 
   Recently with new detector arrangement, the scintillators 
in Belgrade CR station measured coincident events and 
triple coincident events at two distances of the detectors:  
1.5m and 6m, in UL part of the laboratory.  Number of 
coincidences per unit area of the detector, based on 
simulation for these distances is 80 and 66 muon 
coincidences per m2 per day respectively. Experimental 
values are higher for closer ( ~350 coincidences a day ) 
and ~60 coincidences  per day for  farther arrangement. 
The ratio of single/coincidence events underground is well 
reproduced for greater distance of the detector. At shorter 
distances the measured ratio is higher than predicted by 
simulation, further study will show is it due to contribution 
from local EM showers and knock-on electrons. Numbers 
of measured triple coincidences at same distances are the 
order of magnitude smaller. 
  When upgraded, the detector arrangements will cover the 
whole area of the UL with muon detectors it should 
provide, based on the simulation, approximately 61k 
coincidences per day thus allowing to observe ~ 1.2% 
fluctuation of the CR flux with 3σ certainty originated 
from Solar modulation ( e.g. Forbush decreases) thus 
allowing possibility to study solar modulation on three 
different energy ranges of the primary particles and at 
higher energies then regular energies detected with NM. 
To prevent miss-identification of muons, additional 
methods of sorting muons is needed (lead shielding, 
hodoscopes...) or to measure only coincidences that occur 
on reliable distances between detectors, larger then 6m, 
allowing observation of higher fluctuations (~2.5%) with 
same certainty.  
In principle, larger shallow depth  laboratories [15] can be 
used to investigate solar modulation and extreme solar 
events on different energies of primary particles, using rate 
of detected muons on different detectors in coincidence 
but present small detection area at Belgrade CR station can 
also give some valuable insight.   
 

5. CONCLUSION 

 
   The possibility of utilizing a shallow underground 
laboratory for the study of energy dependent solar 
modulation of CR is investigated, by means of computer 
simulation based on CORSIKA and GEANT packages, 
combined with the experiment. On the experimental part, 
the muon flux is measured at ground level and 
underground at the depth of 25 mwe. In the present 
feasibility study, the flexible test setup for detection of 
multiple muons is installed underground in an attempt to 
achieve sensitivity to higher energy primaries. The rates of 
double and triple coincidences are measured for several 
detector distances. The simulation revealed the response 
functions of each experimental setup. The experimental 
fluxes are compared with those arising from simulation 
(Table 2). For single muons, the experimental ratio of 
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fluxes GLL/UL agrees with the simulated one. The 
experimental ratio of single/coincident events underground 
is well reproduced by simulation if the detector distance is 
greater than 6m.  At shorter distances the measured ratio is 
higher than predicted by simulation, mainly due to 
contribution from local EM showers and knock-on 
electrons. When upgraded, the detector arrangements will 
cover almost the entire area of the UL with muons 
detectors resulting in expected approximately 61k 
coincidence per day. One day of measurements will be 
sufficient to observe ~ 1.2% fluctuation of the flux at 3σ 
significance for CRs with several hundred GeV of energy. 
Together with the single muon measurements at GLL and 
UL we will have simultaneous measurements centered on 
three different energies, under the same atmospheric and 
geomagnetic conditions. Any difference in time series 
behavior could be attributed to energy dependent response 
to the forcing. The rate of triple coincidences is too low to 
be effectively exploited in our conditions.     
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Effect of pressure and temperature corrections on muon flux variability at ground
level and underground

M. Savic, A. Dragic, N. Veselinovic, V. Udovicic, R. Banjanac, D. Jokovic, D. Maletic
Institute of Physics, Belgrade, Pregrevica 118, Serbia

In Low Background Laboratory at Institute of Physics Belgrade, plastic scintillators are used to
continuously monitor flux of the muon component of secondary cosmic rays. Measurements are
performed on the surface as well as underground (25 m.w.e depth). Temperature effect on muon
component of secondary cosmic rays is well known and several methods to correct for it are already
developed and widely used. Here, we apply integral method to calculate correction coefficients and
use GFS (Global Forecast System) model to obtain atmospheric temperature profiles. Atmospheric
corrections reduce variance of muon flux and lead to improved sensitivity to transient cosmic ray
variations. Influence of corrections on correlation with neutron monitor data is discussed.

Belgrade Low Background Laboratory (LBL) is lo-
cated at Institute of Physics, Belgrade and consists of
two interconnected spaces, a ground level laboratory
(GLL) and a shallow underground one (UL) [Fig. 1].
GLL is at 75 meters above sea level while UL is dug
under a 10 meter cliff and has a 12 meters of loess soil
overburden (25 meters of water equivalent) [1]. Geo-
graphic latitude for the site is 44.86 and longitude is
20.39 while geomagnetic rigidity cutoff is 5.3 GV.

FIG. 1: Layout of the Low Background Laboratory.

Experimental setup consists of two identical sets
of detectors and read out electronics, one situated in
GLL and the other in UL. Each setup utilizes a plastic
scintillator detector with dimensions 100cm x 100cm x
5cm (Amcrys-H, Kharkov, Ukraine) equipped with 4
PMTs (Hammamatsu R1306) directly coupled to the
corners [Fig. 2]. Flash ADC (CAEN type N1728B)
with 10ns sampling are used for read out [1].

Preamplifier outputs of two diagonally opposing
PMTs are summed and fed to a single FADC in-
put thus engaging two inputs of the FADC for two
such diagonal pairings. Signals recorded by the two
inputs are coincided in offline analysis, resulting in
coincidence spectrum which is then used to deter-
mine the integral count [Fig. 3]. This procedure al-
most completely eliminates low-energy environmental
background leaving only events induced by cosmic ray
muons and muon related EM showers [1].

FIG. 2: Experimental setup scheme.

FIG. 3: Single summed diagonal and coincidence spectra.

I. SIGNIFICANCE OF METEOROLOGICAL
EFFECTS

Meteorological effects on muon component of sec-
ondary cosmic rays are well known, with pressure and
temperature effect being most dominant [2]. Correct-
ing for these effects noticeably increases data useful-
ness, especially increasing sensitivity to periodic and
aperiodic variations of non-atmospheric origin (vari-

eConf C16-09-04.3 PSN 123

ar
X

iv
:1

70
1.

00
16

4v
1 

 [
ph

ys
ic

s.
in

s-
de

t]
  3

1 
D

ec
 2

01
6



2 XXV European Cosmic Ray Symposium, Turin, Sept. 4-9 2016

ations of primary cosmic rays, different heliospheric
processes, etc.)

In Belgrade Low Background Laboratory contin-
ual measurements utilizing described setup started
in April of 2008 for the GLL and in November of
2008 for the UL, and with some interruptions are
still ongoing. Base time resolution for integrated
count is 5 minutes but time resolution of 1 hour is
also often used in analysis. Link to Belgrade cos-
mic ray station can be found on the following address:
http://www.cosmic.ipb.ac.rs/.

A. Pressure effect

Barometric effect is defined by the following equa-
tion:

�
δI

I

�

P

= β · δP (1)

where δI
I is the normalized variation of muon flux

intensity, β is barometric coefficient and δP is pressure
variation. Pressure variation is calculated as δP =
P − PB , where P is current pressure and PB is base
pressure value [4].

Since no in situ pressure measurement was per-
formed prior to 2015, current pressure values have
mostly been acquired from official meteorological mea-
surements performed by Republic Hydrometeorolog-
ical Service of Serbia as well as from Belgrade air-
port meteorological measurements. In all, data from
5 different stations were used. All pressure data was
normalized to Belgrade main meteorological station.
Stations were sorted according to geographical prox-
imity and consistence of data. Unique pressure time
series was composed by using data from the first sta-
tion with available pressure entries for a given hour.
Linear interpolation was then performed and pressure
values were sampled with 5 minute step. Normalized
variation of muon flux intensity vs. pressure varia-
tion was plotted for each year. Only data for the 5
geomagnetically most quiet days of each month were
taken into account (selected from International Quiet
Days list). Barometric coefficient for each year was
determined from linear fits of these plots [Fig. 4].

B. Temperature effect

Temperature effect on hard muons is well known
[2] and there are several methods developed to de-
scribe and correct for it. Method we used was inte-
gral method, where normalized variation of muon flux
dependence on temperature variation is described as:

FIG. 4: Yearly values for barometric coefficient for GLL
and UL.

�
δI

I

�

T

=

� h0

0

α(h) · δT (h) · dh (2)

α(h) being temperature coefficient density and tem-
perature variation calculated as δT = T − TB , where
T is current temperature and TB is base temperature
value [3].
To correct for temperature effect using formula

above it is necessary to have most complete infor-
mation about atmospheric temperature profile for a
given geographical location as well as to know tem-
perature coefficient density function. Temperature
profile measurements performed by local meteorolog-
ical service are not done on consistent basis but more
detailed information is available from meteorological
models. One such model is GFS (Global Forecast Sys-
tem) that, among other data, provides temperatures
for 25 isobaric levels for a given geographical location
with latitude/longitude precision of 0.5 degrees [3].

FIG. 5: Distribution of difference between modelled tem-
peratures and temperatures measured by meteorological
balloons above Belgrade (where such data was available).

Measured and modelled values seem to be in fairly
good agreement [Fig. 5] except for the lowest isobaric
level. That is why for this level temperature from local
meteorological stations was used, treated in the same
manner as described for local pressure data . Time
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resolution for modelled temperatures is 6 hours so in-
terpolation was performed using cubic spline [3] and
temperature values were sampled in 5 minute steps.
Temperature density functions [Fig. 6] are calcu-

lated according to procedure described in [2].

FIG. 6: Temperature coefficient density functions for
ground level (above) and depth 25 m.w.e. (below).

II. RESULTS

A. PT corrected time series

It would seem that pressure correction successfully
removes aperiodic pressure induced fluctuations while
temperature correction most significantly affects an-
nual variation induced by atmospheric temperature
variations [Fig. 7].

B. Spectral analysis

Spectral analysis can give us more insight into effect
of temperature correction on annual variation of muon
count (presented for GLL data in [Fig. 8])
After temperature correction, peak related to an-

nual periodicity in power spectrum appears to be sig-
nificantly reduced relative to nearby peaks.

FIG. 7: GLL raw (black), pressure corrected (magenta)
and PT corrected (red) muon count time series for a se-
lected period.

FIG. 8: Power spectra for pressure corrected and temper-
ature and pressure corrected data.

C. Neutron monitor correlation

Possible validation for correction procedure would
be agreement of pressure/temperature corrected muon
count time series with neutron monitor data. BAK-
SAN neutron monitor was selected as a possible ref-
erence [Fig. 9].

III. CONCLUSIONS

Corrections for temperature and pressure effect are
essential for muon data gathered at Belgrade LBL. At-
mospheric temperature profile for Belgrade seems to
be adequately modeled by GFS. Temperature correc-
tion utilizing integral method seems to give acceptable
results (while quality can still be further improved).
Also, other methods could be applied and results com-
pared. Muon flux data after pressure and temperature
corrections has increased sensitivity to periodic and
aperiodic effects of non-atmospheric origin. Prelimi-
nary comparison with neutron monitor data supports
this claim with more detailed correlation analysis to
follow in the future.
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FIG. 9: BAKSAN neutron monitor (above) and GLL raw
and pressure/temperature corrected data (below in red)
comparison for year 2015.
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Abstract. Dependence of the lead-210 activity concentration in surface air on meteorological variables and 
teleconnection indices is investigated using multivariate analysis, which gives the Boosted Decision Trees method as 
the most suitable for variable analysis. A mapped functional behaviour of the lead-210 activity concentration is further 
obtained, and used to test predictability of lead-210 in surface air. The results show an agreement between the 
predicted and measured values. The temporal evolution of the measured activities is satisfactorily matched by the 
prediction. The largest qualitative differences are obtained for winter months.  

Key words: lead-210, surface air, meteorological variables, teleconnection indices, multivariate analysis, wavelet 
transform analysis  

1. INTRODUCTION 

Lead-210 is a naturally occurring radionuclide 
with a half-life of 22.23 years. The main source of 
210Pb in surface air is its radioactive parent radon-
222 that emanates from the soil. After formation, 
210Pb attaches to aerosols whose fate is governed by 
atmospheric circulation and removal processes. 

A number of studies that looked into the 210Pb 
activity concentrations at different measuring sites 
have shown a uniform radionuclide distribution, 
both in the vertical and horizontal. For example, [1] 
showed no significant variations in the 210Pb activity 
concentration at three locations over distance of 
approximately 200 km, and still noted a case in 
which the 210Pb activity concentration rapidly 
changed due to a passage of a cold front. Similarly, 
[2] investigated differences in the 210Pb activity 
concentration between two measurement sites at a 
distance of 12 km in the horizontal and of 800 m in 
the vertical. Their results also showed that over 
longer periods of time, the radionuclide was well 
mixed within the atmosphere. Further, [3] found 
good correlation between the 210Pb activity 
concentrations across two sites 100 km apart, which 
were influenced by different local conditions, 
including different prevalent winds. 

On the other hand, the vertical profile of the 
210Pb activity concentration in the atmosphere has 
been shown to reflect the fact that the radionuclide 

source is in the lowermost layer - surface air masses 
are richer in 210Pb than air masses from higher 
altitudes, with the sharpest decrease in activity 
concentration between the ground and an altitude of 
3 km [4, 5]. Further, the 210Pb activity concentration 
is higher in continental air masses than in air 
masses originating over a body of water [2, 6, 7], 
which results in the radionuclide activity 
concentration variations in the horizontal, and also 
explains temporal differences in a location under 
influence of interchangeable winds of either 
continental or maritime origin [2]. 

The above mentioned studies, however, did not 
include an analysis of 210Pb relation with large-scale 
atmospheric circulation. The North Atlantic 
Oscillation (NAO) index is one of the most 
commonly used teleconnection indices to describe a 
large-scale circulation pattern over the North 
Atlantic Ocean and surrounding land masses [8]. 
The two oscillation phases of NAO induce changes 
in large-scale circulation patterns [9], which further 
reflect on local weather conditions especially over 
eastern North America and across Europe, including 
Serbia [10]. The Polar/Eurasia pattern [8] is another 
teleconnection that has an impact on weather in 
Europe [11]. Further, the East Atlantic/Western 
Russia pattern [8] influences the amount of 
precipitation in southeast part of Europe [12], and 
can thus be a contributing factor in the amount of 
210Pb in surface air.  
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In contrast to a very limited number of studies 
looking into an influence of large-scale atmospheric 
transport on the 210Pb activity concentrations, a link 
between local meteorological variables and the 
radionuclide activities has been extensively 
investigated [7, 13, 14, 15]. For example, to name 
only a few: [16] showed a strong positive 
relationship between the 210Pb deposition and 
precipitation; [17] found a positive correlation of 
210Pb activity concentration with temperature, and 
negative correlation with precipitation, relative 
humidity and wind speed; [14] showed that washout 
is the most significant mechanism of 210Pb removal 
from the atmosphere.  

The goal of our analysis is to combine 
meteorological data and large-scale atmospheric 
transport patterns (quantified by teleconnection 
indices) and treat the 210Pb concentration in surface 
air as a result of their interplay. Different statistical 
tools are employed to achieve this. On one hand, a 
set of multivariate methods incorporated in the 
Toolkit for Multivariate Analysis (TMVA) [18] is 
used. It is complemented by a wavelet transform 
spectral analysis [19]. A mapped functional 
behaviour which is obtained in the analysis is then 
used to test predictability of the 210Pb activity 
concentration in surface air. 

2. DATASETS 

In Belgrade, Serbia, at the Vinča Institute of 
Nuclear Sciences, continual measurements of the 
210Pb activity concentrations in surface air started in 
1985. The monthly mean activity concentrations in 
composite aerosol samples were determined on 
High Purity Germanium detectors by standard 
gamma spectrometry. The activity concentrations of 
210Pb were determined using the gamma energy of 
46.5 keV. A detailed description of the measurement 
procedure is given in [15].  

The meteorological daily data: minimum, 
maximum and mean temperature, atmospheric 
pressure, relative humidity, precipitation, sunshine 
hours and cloud cover data for Belgrade, were 
obtained from the European Climate Assessment & 
Dataset (ECA&D) [20] and the Republic 
Hydrometeorological Service of Serbia. In addition, 
a temperature variable, which does not have a local 
character, was included to investigate the extent to 
which the local meteorological variables influence 
the 210Pb activity concentration in the air. The 
chosen variable was the Northern Hemispheric 
mean monthly temperature anomaly over land 
calculated from historical temperature records 
(http://www.cru.uea.ac.uk/cru/data/temperature/C
RUTEM4-nh.dat visited on 10 March 2015). The 
temperature anomaly was derived as a deviation 
from a reference temperature value which, in this 
data set, was taken as the mean over a reference 
period 1961�1990. More details on the temperature 
anomaly calculations can be found in [21, 22].   

The data for eight teleconnection indices of 
large-scale atmospheric circulation: North Atlantic 
Oscillation (NAO), East Atlantic (EA), East 

Atlantic/Western Russia, Scandinavia (SCAND), 
Polar/ Eurasia, Western Pacific (WP), East Pacific-
North Pacific (EP-NP), and Pacific/North American 
(PNA) were obtained from the data archive of the 
United States National Oceanic and Atmospheric 
Administration�s Climate Prediction Center 
(http://www.cpc.ncep.noaa.gov/data/teledoc/teleco
ntents.shtml visited on 18 October 2013). A 
description of the procedure used to identify the 
Northern Hemisphere teleconnection patterns and 
indices is given in [8]. The monthly values of 
teleconnection indices since 1950 were available.  

The temporal resolution of the input variables 
differed: the 210Pb activity concentrations and the 
teleconnection indices, apart from NAO, were 
available as monthly mean values. This resolution 
implied a total number of data points that was 
insufficient for MVA which inherently requires a 
large number of points to determine the mapped 
behaviour. To overcome this drawback, an 
interpolation of the monthly measurements was 
performed using Fast Fourier Transform smoothing 
on monthly data (Fig. 1).  

 

 
 
Fig. 1 Fast Fourier Transform of the monthly 210Pb activity 
concentrations in surface air. The Fast Fourier Transform 

curve gives interpolated daily 210Pb values which were used 
in the MVA classification and regression analysis. 

3. CALCULATIONS 

3.1. Multivariate Analysis 

Many multivariate methods and algorithms for 
classification and regression are integrated in the 
analysis framework ROOT [23], and the Toolkit for 
Multivariate Analysis (TMVA) [18]. Multivariate 
analysis is used to create, test and apply all available 
classifiers and regression methods to single out one 
method that is the most appropriate and yields 
maximum information on the dependence of an
investigated variable on a multitude of input 
variables. Thus, in TMVA there is no need to choose 
a priori a method for the data classification and 
regression � all of the techniques incorporated in 
TMVA are tested and the most suitable one is 
chosen for further analysis. 
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The TMVA package includes various techniques, 
such as multi-dimensional likelihood estimation, 
linear and nonlinear discriminant analysis, artificial 
neural networks, support vector machine, and 
boosted/bagged decision trees. All the techniques in 
TMVA belong to the family of "supervised learning" 
algorithms. They make use of training events, for 
which the desired output is known, to determine the 
mapping function that either describes a decision 
boundary (classification) or an approximation of the 
underlying functional behaviour defining the target 
value (regression). All MVA methods see the same 
training and test data.  

The multivariate methods are compared within 
the procedure in order to find one which, on the 
basis of input variables, gives a result satisfactorily 
close to the observed values of the output variable. 
More details on calculation procedure are given in 
[24]. 

In our analysis, the output variable was the 
activity concentration of 210Pb in surface air, while 
the input variables were the nine meteorological 
variables, one derived variable, and eight 
teleconnection indices, adding to 18 input variables 
in total. A multivariate method that gave the best 
regression results in our study was the Boosted 
Decision Trees method. 

3.1.1. Boosted Decision Trees 

Boosted Decision Trees (BDT) is a method in 
which a decision is reached through a majority vote 
on a result of several decision trees. A decision tree 
consists of successive decision nodes which are used 
to categorise the events in a sample, while BDT 
represents a forest of such decision trees. The (final) 
classification for an event is based on a majority 
vote of the classifications done by each tree in the 
forest, which ultimately leads to a loss of the 
straightforward interpretation in a decision tree. 
More detailed information on training in BDT can 
be found in [24]. 

An importance of an input variable is measured 
by a �variable rank�. In BDT, this measure is derived 
by counting the number of times a specific variable 
is used to split decision tree nodes, and then 
weighting each split occurrence by the separation 
gain-squared it achieved and by the number of 
events in the node [18]. 

3.2. Wavelet Transform Analysis 

Wavelet transform (WT) is a standard analytical 
tool in investigation of time series with 
nonstationarities at different frequencies [19]. In 
WT analysis, a calculated global wavelet power 
spectrum (which corresponds to Fourier power 
spectrum) is smooth and can therefore be used to 
estimate characteristic periods in the data sets. To 
detect these characteristic periods, a standard peak 
analysis was performed by searching the maximum 
and saddle (for hidden peaks) points in the global 
wavelet power spectra of the 210Pb activities. 

4. RESULTS AND DISCUSSION 

The WT analysis showed a number of 
characteristic periods in the 210Pb activity 
concentration in surface air (Fig. 2). The periods are 
given by the time coordinates of the local maxima in 
the 210Pb activity concentration power spectrum. 
Three short characteristic periods were found, with 
a seasonal one (at 2.6 months) most pronounced. 
The annual cycle (at 11.8 months) was also evident, 
as well as a longer period of approximately three 
years (at 36.5 months). Apart from the annual cycle 
[2, 14, 15], the other 210Pb periodicities have not 
been studied in detail.   

 

 
  months 

Fig. 2 Power spectrum of the 210Pb activity concentration in 
surface air. Positions of the maximum and saddle points 

are marked with the assigned values of characteristic time 
in months. 

To allow for the prominent annual cycle in the 
210Pb activity concentration in surface air, another 
input variable, called MonthDay, was introduced in 
the analysis. The MonthDay variable is purely 
mathematical � its values represent a sum of the 
month number (1 to 12) and the day number in a 
month divided by the total number of days in the 
given month. For example, a MonthDay value for 10 
January is 1+10/31. This variable has an annual 
cycle and thus serves as a proxy of any contributing 
variable which is not specified in the analysis but 
also exhibits an annual cycle.  

Prior to the multivariate analysis, the Pearson�s 
linear correlation coefficients for the input variables 
and 210Pb activity concentrations were calculated 
(Tab. 1) using the monthly means. The strongest 
correlation was found with temperature anomaly. 
However, that correlation was not significant at the 
0.05 level. Statistically significant linear correlation 
was obtained only for atmospheric pressure and 
three teleconnection indices: EP-NP, East 
Atlantic/Western Russia, and Polar/Eurasia.  

The calculated correlation coefficients describe 
the measure of linear correlation between the 210Pb 
activity concentrations and the input variables. 
However, apart from linear, other types of 
dependance between variables could exist. Each 
method incorporated in the MVA gives its own 
ranking (as one of the results), which does not 
necessarily coincide with a ranking of another 
method, or with the order given by the linear 
correlation coefficients. 
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Table 1. Pearson�s linear correlation coefficients (r) of the 
input variables and the 210Pb activity concentration in 

surface air, and the BDT variable ranking. The correlation 
coefficients significant at the 0.05 level are given in bold. 

Variable r 
BDT 
rank 

Temperature anomaly  -0.47 1 
Precipitation  -0.22 18 
Atmospheric pressure  +0.21 15 
EP-NP +0.19 6 
Cloud cover  -0.16 17 
East Atlantic/Western Russia   +0.14 8 
Polar/Eurasia  +0.12 7 
NAO +0.10 4 
SCAND  +0.08 9 
Mean temperature -0.08 11 
Minimum temperature  -0.08 12 
Maximum temperature  -0.07 14 
Relative humidity +0.07 16 
Sunshine hours  -0.07 13 
PNA +0.04 5 
WP +0.03 3 
EA  +0.008 10 
MonthDay value N/A 2 

 

4.1. Regression Analysis 

A result of MVA regression method training is an 
approximation of the underlying functional 
behaviour that defines the dependence of the target 
value, the 210Pb activity concentrations in our 
analysis, on the input variables. This set of 
calculations was based on the measurements 
performed during the training period, which was 
from 1985 to 2010 in our case. Predictability of the 
210Pb activity concentration in surface air was tested 
in the ensuing calculations, in which the 
measurements for 2011 and 2012 were used.    

The analysis indicated that the best regression 
method, in which the output values (evaluated, or 
predicted, 210Pb activity concentrations) were closest 
to the measured concentrations, was BDT. In an 
ensemble of multivariate methods, the average 
quadratic deviation between the evaluated and 
measured values was the least for BDT (Fig. 3). The 
BDT output deviation from the measurements over 
the training period was close to zero for the majority 
of data points (Fig. 4), which confirmed the good 
quality of the regression method. 
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Fig. 3 Average quadratic deviation for multivariate 

regression methods. The deviation was the least for BDT. 

Pb210
0 5 10 15 20 25 30

tr
u

e
 -

 P
b

2
1

0
re

g
re

s
s

io
n

P
b

2
1

0

-4

-3

-2

-1

0

1

2

3

0

20

40

60

80

100

120

140

160

180

200

Output deviation for method: MVA_BDT (test sample)

 
Fig. 4 Difference between the BDT evaluated and the 

measured 210Pb activity concentrations. The colour bar on 
the right gives the number of data points. 

 

One of the results given by the BDT method is a 
variable ranking (Table 1). Apart from temperature 
anomaly (rank 1), all other meteorological variables 
were ranked as less important than the 
teleconnection indices. The influence of the large-
scale circulation is not well understood, but the local 
210Pb activity concentration could be significantly 
influenced by mesoscale and synoptic scale 
variations in atmospheric pressure (as quantified by 
the teleconnection indices). The local variations in 
atmospheric pressure, on the other hand, could play 
a minor role (low BDT rank in Table 1). 

Similarly, a high rank obtained for temperature 
anomaly (Table 1) may imply that the 210Pb activity 
concentration in surface air is to a certain extent 
insensitive to relatively fast variations in local 
temperature.  

The high rank of the MonthDay variable could 
indicate an existence of another contributing factor 
with a strong annual cycle. 

4.2. 210Pb activity concentration prediction 

The final step in our analysis was an evaluation 
of the 210Pb activity concentration outside the 
training period for which the mapped functional 
behaviour was obtained. In other words, the input 
variables for 2011 and the first half of 2012 were 
used to calculate the output variable which was then 
compared to the measured 210Pb activity 
concentration over that period (Fig. 5).  

The standard deviation of all the absolute and 
relative differences between the BDT evaluated and 
measured 210Pb values were 0.6410-4 Bq/m3 and 
0.12, respectively. 

The temporal evolution of the 210Pb activity 
concentration was satisfactorily captured by the 
regression method (Fig. 5). However, the regression 
was not able to quantitatively predict the observed 
values in winter periods, when the radionuclide 
activity concentration reached maximum values. 
Thus, during January and February 2011, the 
evaluated values were conspicuously higher than the 
measured ones, while in November and December 
of the same year, the evaluation first 
underestimated and then overestimated the 210Pb 
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activity concentration. It can, however, be argued 
that the sum of the predicted 210Pb activity 
concentrations for these two months matched the 
sum of the measured values. Furthermore, a local 
maximum seen in February 2012 was satisfactorily 
reproduced by the method.  

 

 
 
Fig. 5 210Pb activity concentration measured in surface air 
(black line) and evaluated by MVA (blue line) during 2011 

and the first half of 2012.  
 

The above results may indicate that in winter 
some additional processes play a key role in the 
210Pb activity concentration in surface air. 
Emanation of radon-222, the parent radionuclide, 
could be affected by soil conditions, such as snow 
cover, soil temperature and moisture, and it could 
thus induce changes in the 210Pb source abundance. 
Future choice of input variables should include 
some soil parameters in an attempt to increase the 
accuracy of the 210Pb prediction in winter months. 

Further assessments and refinements of the 
prediction should also address the limitation given 
by the temporal resolution of the measured 210Pb 
activity concentration in the air.  The interpolation 
of the monthly data performed to obtain daily values 
(Fig. 1) could give rise to spurious relations between 
the 210Pb activity concentration and input variables, 
which could reflect on the mapped functional 
behaviour, and in turn, on the prediction of 210Pb in 
surface air. A possible way to check the validity of 
our method is to run the prediction using only the 
measured monthly values, while still employing the 
daily data in the training period. However, a 
preferred approach to our method refinement would 
be to use a more comprehensive database with the 
measured 210Pb activity concentration of higher 
temporal resolution.  

5. CONCLUSIONS 

The dependence of the 210Pb activity 
concentration in surface air on different 
meteorological variables and indices of large-scale 
circulation was investigated using multivariate 
analysis.  

Boosted Decision Trees was singled out as the 
best regression method with the least average 

quadratic deviation between the evaluated and 
measured activity concentrations. The importance 
variable ranking given by the BDT method implied a 
greater influence of large-scale transport than of the 
local meteorological variables.  

The prediction of the 210Pb activity 
concentrations showed an agreement with the 
measurements, except in winter months when the 
largest differences were obtained.   
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Abstract: Cosmic rays have been studied for over a century. In 
addition to investigating their fundamental properties, such as 
origin, composition, and acceleration mechanisms, some of the 
most  important  studies  in  the  field  involve  the  interaction  of 
cosmic  rays  within  the  heliosphere,  near-Earth  space,  and  the 
immediate Earth’s environment. These areas have been of 
particular interest in recent years. 

One such type of study focuses on the modulation of cosmic rays 
by  the  solar  magnetic  field  and  the  geomagnetic  field  in  the 
heliosphere  and  Earth’s  magnetosphere,  respectively.  Among 
other  things,  the  study  of  these  modulations  allows  for  the 
indirect observation of solar events, which produce characteristic 
signatures in the interplanetary magnetic field. 

Another  interesting  aspect  of  cosmic  ray  physics  involves  the 
interactions of secondary cosmic rays, primarily the muon 
component, within Earth’s atmosphere. Precise models of these 
interactions allow for corrections for atmospheric effects to be 
made to the muon flux, increasing the sensitivity of Earth-based 
detectors. Additionally, these models can enable inverse 
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diagnostics of the atmosphere, potentially providing an 
additional technique for atmospheric sounding. 

Thus, precise monitoring of cosmic ray variations can serve as a 
proxy  for  measuring  solar  activity  and  variations  in  Earth’s 
atmosphere.  This  can  be  invaluable  in  situations  where  direct 
measurements  are  not  available  and  can  provide  significant 
contributions to the study of space weather and Earth’s climate. 

 
Keywords: cosmic rays, solar physics, atmospheric effects, space 
weather, Earth climate 
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In this paper we consider asymmetry in the CPT test experiments performed using polarized 
ortho-positronium atom decay. Ortho-positronium, a triplet state of Ps, annihilates dominantly 
into three gamma rays with the continuous energy spectrum in the range (0-511) keV. In 
searching for decays of ortho-Ps which violate CPT symmetry, the correlation S*k1xk2 was tested, 
where S is the ortho-Ps spin, and k1, k2 are momenta of the two most energetic annihilation 
photons (Eg1>Eg2>Eg3). The experimental tests consisted in comparing the number of asymmetric 
decays of polarized ortho-Ps in two identical reflection-symmetric geometries, and the angular
correlation coefficient was calculated from the asymmetry (A). Using our previous results, as well 
as results of the other researchers, we particularly discuss the tests carried out at the three and 
seven-detector system (A=0.0017±0.0017 and A=0.0008±0.00091, respectively), together with 
their measuring errors. 
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The subject of this study was to develop, respectively modify and implement these analytical 
methods for the determination of long-lived radionuclides, namely 237Np and 241Pu in 
environmental samples. We examined the separation of Np from Pu and from other interfering 
radionuclides, such as U, Am and Th. A separation procedure was developed for the 
determination of Pu isotopes (238Pu, 239,240Pu and 241Pu) and 237Np using co-precipitation and 
separation of radionuclides by using extraction chromatography and commercially available 
sorbents TEVA® resin and TRU resin supplied by Eichrom Technologies, LLC. 239Np a 237Np were 
selectively captured on the sorbent TEVA® resin in oxidation state IV. TRU resin was used for 
purification of plutonium fraction from interfering americium radionuclide. 242Pu and 239Np 
radionuclides as tracers have been used to monitor the radiochemical yields of separation. Before 
every radiochemical separation tracer radionuclide 239Np was obtained by separation from the 
parent radionuclide 243Am, which is in radioactive equilibrium to 239Np. Radionuclides 242Pu, 
238Pu, 239,240Pu and 237Np were determined by alpha-spectrometry by using low background 
semiconductor detector with silicon surface barrier (Alpha 576a-ORTEC, 919, USA), 241Pu was 
determined by liquid scintillation spectrometry (Tri-Carb 2900 TR, PerkinElmer, USA) and 
gamma-spectrometric system (Gamma-spectrometer ORTEC with HPGe detector ORTEC, USA) 
was used to determine activity of tracer 239Np. Sources for alpha-spectrometric counting were 
prepared by co-precipitation with Nd carrier and hydrofluoric acid. The method was applied to 
determine plutonium and neptunium radionuclides in reference materials IAEA-375 and IAEA-
414, as well as in samples of contaminated soils from the area of Nuclear power plant AI 
Jaslovské Bohunice which is stored temporarily before disposal. 
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ISSUES OF SYNERGY AND ANTAGONISM OF RADIATION AND CHEMICAL FACTORS 
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An important task of modern radiobiology, radioecology and general ecology is the study of 
the effects caused by the combination of the various stress factors impact on living organisms and 
the processes of restoration and adaptation to stressful influences. In polluted environments, it is 
important to know the features of the joint impact of various harmful factors on organisms, their 
interactions with each other.  

The phenomenon of synergies in the interaction of different stressors in nature - it is a topical 
issue that attracts the attention of many biologists, radiobiology, ecologists. 

To assess the effect of exposure to radiation alone, and in combination with the introduction 
into the medium of toxic metals salts on the state of the model plant ecosystem (aquatic plant 
culture), we proposed to use a sensitive indicator - radiocapacity factor. The radiocapacity of 
ecosystem, as mentioned above, is defined as the limit of radionuclides deposit in the ecosystem 
and its components, which can occur above oppression, suppression and destruction of the 
ecosystem biota. Radiocapacity factor is calculated as a percentage of radionuclide tracer (for 
example- 137Cs) in the components of ecosystem. 

For example, for water culture of maize plants, when the observation time is large, it is 
possible to calculate and estimate a radiocapacity factor of biota and water as follows: (a12 –  
tracer absorption rate, a21 –  the outflow velocity of tracer): Fb≈ a12/ (a21+ a12); Fw≈ a21/ (a21+ 
a12). The formula for radiocapacity factor comparing these equations can be obtained: a12/a21= 
Fb/Fw=(1- Fw)/Fw=Z (denoted by the parameter- Z). 

We performed a quantitative analysis of the role of systems recovery and adaptation to the 
effects of the interaction of various factors, through their influence on the parameters 
radiocapacity water culture of maize plants. The effects are not additive (synergistic) with 
different modes of action of the combined stressors. In general, the -n pollutants that act on the 
ecosystem, the formula for estimating synergy through radiocapacity parameters is as follows: 

Sn = (Z Σ • Z n -1) /  (Π Zi), where Z Σ –  the parameter of relationship Fb /  Fw, while the 
action to biota of the ecosystem - n factors, Zn -1 –  setting Fb /  Fw for control (n -1) - degree, Π Zi 
- the product of parameters Fb/Fw subject to action individual factors of -n. Thus, we have a 
model of assessment of the combined effects of several pollutants on the ecosystem, introduced 
the necessary parameters to assess synergies and formulas are based on experimental data. 
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The 210Pb dating method is widely used for determining the ages of young sediments (0-200 
y). In order to apply this method, measurements have to be made to determine the activity levels 
of 210Pb consisting of two components: the supported 210Pb (generated in situ from 226Ra) and the 
unsupported 210Pb (deposited via airborne fallout). 

The aim of this study is to analyze two potential error sources associated with the 210Pb 
measurements dating method, namely the effect of the silicates found in the sediments and the 
variation of the mass attenuation in concordance with the sediment depth. In order to achieve 
this, sediment cores were taken form lakes having different genesis. Sediments were collected 
from three lakes situated in the Rodnei Mountains National Park (Buhaiescu, Stiol and 
TaulMuced Lake), one from the Ciomadu Mountains (St. Anna Lake, being situated in a volcano 
crater) and one from the Danube Delta (Iacob lake, formed between the Sulina an Chilia 
branches). 

The total 210Pb content of the sediments was determined via 210Po, which is the alpha particle 
emitting progeny of the 210Pb (Eα= 5.31 MeV, T1/2 = 138,37 ± 0,002 d). The method employs 
chemical separation using HNO3, HCl, H2O2 and optionally HF. 

209Po tracer was used for determining the chemical yield and ascorbic acid was added to 
eliminate interferrents (Fe3+). Spontaneous deposition was made onto high nickel content 
stainless steel discs. Measuremnts were then carried out using an alpha spectrometer containing 
detectors. 

Results show, that if the acidic digestion is carried out without the use of HF, the ages of the 
sediment layers tend to appear 1-19% younger because of the silicate content. The leaching in 
teflon dishes can cause contaminations of up to 20-30%. The highest value measured (30%) is 
attributed to the Iacob Lake, explainable by the fact that the lake gathers its supply form a large 
catchment area. 
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Implications of the Temperature Effect Analysis Using 

Simulated Secondary Cosmic Muon Data 
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As  it  propagates  through  the  atmosphere,  the  muon  component  of  secondary 
cosmic rays is influenced by variations  in atmospheric parameters. The two most 
significant atmospheric effects affecting the muon flux detected at ground level are 
the barometric effect, due to changes in atmospheric pressure, and the temperature 
effect, caused by fluctuations in atmospheric temperature. 

To  enhance  the  sensitivity  of  ground-based  muon  detectors  to  cosmic  ray 
variations  of  non-atmospheric  origin,  these  effects  must  be  corrected,  with  the 
temperature effect being more complex to model. The most well-established 
method for correcting the temperature effect is the integral  method, based on the 
theory of atmospheric effects (Dorman 2004). However, as it is not so 
straightforward to implement, several empirical methods have been developed over 
the years, including the effective level of generation method (Duperier 1949), the 
mass-averaged temperature method (Dvornikov et al. 1976), as well as more recent 
approaches based on principal component analysis (Savić et al. 2019) and machine 
learning applications (Savić et al. 2021). 

Each theoretical and empirical approach has its advantages and limitations, and 
directly comparing the  effectiveness  of these  methods with real  measured  data is 
not  necessarily  simple.  One  way  to  address  this  is  to  test  model  performance  on 
simulated  data,  where  atmospheric  variation  is  the  only  source  of  flux  change. 
Preliminary results from data simulated with the CORSIKA package (Heck et al. 
1998) provide a clearer picture of the strengths and limitations of these  methods. 
Specifically, the results suggest that the integral method may lead to 
overcorrections  if  applied  too  directly,  an  issue  that  hadn’t  been  that  obvious 
before. 
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Abstract 

In this study, we used eXtreme Gradient Boosting machine learning and SHapley Additive exPlanations 
(SHAP) explainable artificial intelligence methods to examine the relationships between PM10 and other air 
pollutant concentrations in the urban area of Belgrade. The data was provided by the Institute of Public Health 
Belgrade, Serbia. As shown, the most significant relative impact of benzene levels (50%) on the increase of 
PM10 concentrations up to several tens of μg m-3 was recorded at the occasions when benzene concentrations 
exceeded 5 μg m-3 and the concentrations of NO2 were low (combustion of fossil fuels). The same effect was 
less pronounced at higher NO2 concentrations. Taking into consideration the relative impact of SO2 on PM10 
levels and the observed relationship between NO and PM10, four dominant environment types that describe 
the PM level dynamics were distinguished. In the first-type environment, the decrease of PM10 levels noticed 
for SO2 levels below 50 μg m-3 and the dominance of sources with a significant share of NO (> 120 μg m -3) 
were attributed to traffic emissions. The ambiance recognized as type 2 with no effect on PM levels is 
characterized by low gaseous oxide concentrations. The third and the fourth type of environment are 
characterized by SO2 values exceeding 50 μg m-3 and their significant impact on the increase of PM10 
concentrations. 

Keywords 

particulate matter, inorganic gaseous pollutants, explainable artificial intelligence 

Acknowledgement 

We acknowledge funding provided by the Institute of Physics Belgrade, through the grant by the Ministry of 
Education, Science, and Technological Development of the Republic of Serbia. This research was supported 
by the Science Fund of the Republic of Serbia, #GRANT No. 65241005, AI-ATLAS.



 
   
 
 
 
 

CNN TECH 2021 - The Book of Abstracts 42 

 

„International Conference of Experimental and 
Numerical Investigations and New Technologies“ 

Zlatibor, June 29- July 02, 2021 

Numerical Methods 

SPATIO-TEMPORAL ANALYSIS OF MOBILITY 

PATTERNS IN THE CITY OF BELGRADE 

Nikola Stupar1, Ana Vranic1, Andreja Stojic1,2, Gordana Vukovic1,2, Dusan Vudragovic1, Dimitrije 
Maletic1, Marija Mitrovic Dankulov1* 

1 Institute of Physics Belgrade, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia 

2Singidunum University, 32 Danijelova Street, Belgrade, 11000, Serbia 

*Corresponding author e-mail: mitrovic@ipb.ac.rs  

Abstract 

Information about human mobility is essential for sustainable development planning. It is crucial for urban and 
transportation planning and the role of mobility in reducing contributions of human activities in air pollution and 
fighting climate change. While human mobility patterns are typically stable over space and time, they can 
dramatically change due to critical events, such as earthquakes and epidemics. We still lack a detailed 
description and understanding of how these critical events influence mobility patterns. In this work, we combine 
artificial intelligence tools with tools and methods from complex network theory to study human mobility 
patterns in the City of Belgrade during the COVID-19. We use data about mobility in the City of Belgrade 
between May 2020 and January 2021 from the Facebook Data for Good dataset. The City of Belgrade is 
divided into 201 cells with information on the mobility before and during the crises within and between the cells. 
The time resolution of the data is 8 hours. We use the k-mean clustering technique to cluster the data and find 
five clusters with different average mobility patterns. All mobility time series have trends and cycles, but they 
differ between clusters. While residential and suburban area clusters have the peaks of activity during the 
working days, clusters including central municipalities have the peak of activity during Saturday afternoon. Our 
results show that different city areas react differently to COVID19 information and that this aspect has to be 
considered in air pollution and crisis management planning.  
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Abstract 

In this study, we employed regression analysis by means of machine learning eXtreme Gradient Boosting 
method for estimating the relationships between particulate matter (PM10) concentrations and a number of 
parameters including benzene, inorganic gaseous pollutants (SO2, NO, NO2, NOx), Global Data Assimilation 
System-modeled (GDAS1) meteorological parameters, as well as daily and weekend PM variations in 
Belgrade, Serbia. The data was provided by the Institute of Public Health Belgrade, Serbia. The successful 
and reliable predictions were provided with relative errors in the range from approx. 19% to 26% and correlation 
coefficients higher than 0.95. The lowest relative error and the highest correlation coefficient were obtained for 
monitoring station of rural/industrial type located in Ovca, while the highest difference between modeled and 
measured values were detected at urban-type monitoring stations Novi Beograd and Institute of Public Health 
Belgrade, both of which are exposed to traffic emissions. The modeling results were not satisfying for 
rural/industrial monitoring station located in Veliki Crljeni (relative error>30%, corr. coefficient<0,8), which 
implies that the dynamic of РМ10 emissions at the selected monitoring site were not governed by the available 
data on pollutant concentrations and meteorological parameters. 
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It is well known that one of the factors that influences the indoor radon variability is the floor 

level of the buildings. Considering the fact that the main source of indoor radon is radon in soil 
gas, it is expected that the radon concentration decreases at higher floors.  Thus, at higher floors  
the dominant source of radon is originating from building materials and in some cases there may 
be deviations from the generally established regularity. On the other hand, the radon variability 
due to floor level, especially in big cities with a much higher number of high-rise buildings and 
population density compared with rural environments, may have an impact on the assessments of 
collective dose from radon. 

According to the national typology [1], there are six types of residential buildings in Serbia;  
two for family housing: Freestanding single-family house and single-family house in a row, and 
four  for  multi-family  housing:  Freestanding  residential  building,  residential  building  -  lamela 
(apartment block with repeated multiple – lamellar – cores and separate entrances), residential 
building in a row and high-rise residential building.  Distribution of buildings by type at national 
level  shows  that  97.23%  of  all  residential  buildings  are  family  housing.  Also,  for  all  defined 
types of buildings number of floors ranges from one to eight above the ground level. 
Freestanding  family  houses  are  mostly  ground  floor  (37%)  or  ground  floor  with  loft  in  use 
(26%), while there is a very low representation of houses that have more than two floors (5%), 
with average height of family buildings of 1.4. In that sense, we chose one freestanding single-
family house with loft with well-known radon characteristics [2] and one sixteenth floor high-
rise residential building for this study. 

The indoor radon measurements are performed with two active devices. One was fixed in the 
living  room  at  the  ground  level  and  the  second  one  was  moved  through  the  floors  of  the 
residential  building.  Every  measuring cycle  at  the  specified floor  lasted  seven  days with  
the sampling time of the two hours. In this work, the analysis of the obtained results is shown in 
details. 
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SADRŢAJ 
Dobro je poznato da je jedan od faktora koji utiče na varijabilnost radona u 
zatvorenom  prostoru  spratnost  stambenih  zgrada.  Imajući  u  vidu  činjenicu  da  glavni 
izvor  radona  u  zatvorenim  prostorijama  potiče  iz  zemljišta,  očekuje  se  smanjenje 
koncentracije  radona  na  višim  spratovima.  Na  višim  spratovima  dominantan  izvor 
radona potiče od graĎevinskog materijala, a u nekim slučajevima moţe doći do 
odstupanja od ove opšte utvrĎene pravilnosti. S druge strane, varijabilnost radona zbog 
spratnosti,  posebno  u  velikim  gradovima,  sa  mnogo  većim  brojem  visokih  zgrada  i 
gustinom  naseljenosti  u  poreĎenju  sa  ruralnim  sredinama,  moţe  uticati  na  procenu 
kolektivne  doze  koja  potiče  od  radona.  U  tom  smislu,  a  u  svrhu  naših  istraţivanja, 
izabrali  smo  jednu  tipičnu  porodičnu  kuću  sa  potkrovljem  i  jedan  šesnaestospratni 
soliter. Merenje koncentracije radona u odabranim stambenim objektima izvršeno je sa 
dva aktivna ureĎaja. Jedan je bio fiksiran u dnevnoj sobi u prizemlju, a drugi je menjao 
poziciju  po  spratovima  u  stambenim  zgradama.  Svaki  merni  ciklus  na  datom  spratu 
trajao  je  sedam  dana  uz  vreme  uzorkovanja  od  dva  sata.  U  ovom  radu  detaljno  je 
uraĎena analiza dobijenih rezultata. 
 

1. Uvod 

Izvori radona u stambenim i poslovnim zgradama su, pre svega iz zemljišta, 
graŤevinskog materijala i vode. S obzirom na prirodu nastanka i svih pomenutih izvora, 
koncentracija radona je veša u prizemnim prostorijama u odnosu na stanove na višim 
spratovima stambenih objekata. U literaturi se moţe pronaši dosta radova koji se bave 
uticajem  raznih  faktora  na  nivo  i  varijabilnost  radona  u  zatvorenim  prostorijama,  pa 
izmeŤu  ostalih  i  uticajem  spratnosti  [1-4].  U  sluţaju  velikih  stambenih  objekata  sa 
vešim brojem spratova, moţe se uoţiti odstupanje od opšte pravilnosti, jer je na višim 
spratovima dominantan izvor radona graŤevinski materijal, te se mogu uoţiti povešane 
koncentracije radona u odnosu na situaciju na niţim spratovima. U tom smislu, uraŤena 
su merenja radona u dva tipiţna stambena objekta. Izbor zgrada je baziran na 
rezultatatima  iz  monografije  „Nacionalna  tipologija  stambenih  zgrada  Srbije―  grupe 
autora sa Arhitektonskog fakulteta [5]. S obzirom na specifiţnosti gradnje u Srbiji, broj 
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Abstract. The risks to human health exposed by ionizing radiation are well known. In that sense, 
radon contribution to the overall public exposure is the greatest and represents the most important source 
of ionizing radiation among those that are of natural origin. The large number of the countries in the
world pays special attention to the radon problem and the most of them have established national radon 
programmes. In this report, the efforts and first steps in developing radon action plan in Serbia, are 
presented. The implementation of an effective radon action plan is aimed at protecting the public against 
indoor radon exposures. This action plan requires input from many national agencies, institutions and 
other stakeholders, also include the national, regional and local organizations responsible for public
health and radiation protection. At the beginning, design and realization of the first national indoor 
radon survey are of the crucial importance. The proposed design is presented in this work. 

Key words: radon, action plan, survey 

Introduction. Radon is a nobel, natural occurring gas. Radon is formed as a product of the 

natural radioactive series of 238U in the soil and relatively easily reaches the earth's surface and 

penetrates into the housing and accumulate in enclosed spaces. Above all, it is a radioactive gas, 

and thus is a factor that has an adverse effect on the health of the population. Also, source of 

indoor radon is in construction material. Radon contribute to almost 50% of the overall high 

effective annual dose to the population receives from all sources of natural radioactivity.

Harmful effects of radon has been proven in a large number of epidemiological studies (1). 

World Health Organisation declared radon as the second most important cause of getting lung

cancer (2). In addition, radon is included in the ranks of major pollutants of indoor air (3). 

Current knowledge about the mechanisms by which radon is harmful to human health are 

reflected primarily in harmful, radioactive radon progeny fact. In fact, radon progeny are 

attached to the aerosol particles from the air and such radioactive particles enter the body 

through inhalation. These radioactive aerosols deposited in the lungs, emitting alpha radiation. 

The harmful activity can be seen in disorders of the cellular structure of DNA, causing the 

development of cancer cells. Consequently, radon problem being addressed seriously and in a 

number of countries there are established national radon programme, which is basically a 

multidisciplinary nature and require the involvement of a large number of experts, researchers 

involved in radiation physics, geo sciences, chemistry, biology to specialist in various fields of 

medicine. 

New safety standards and regulations related to radon. The regulations related to the 

exposure of the population to radon and its progeny are different worldwide. Based on the 

researches and a large number of epidemiological studies done in a recent past, the new 

standards and recommendations have to be incorporated into the national legislation relgarding 

radon issues. Basically, a new approach to the radon issuse is to introduce the concept of the 

reference level (not as strict boundaries between safe and dangerous concentrations of radon, but 

the annual average indoor radon concentration above which it is necessary to take measures to

reduce radon). It differs from action level (the radon concentration above which, if it is found 

that the measured concentration greater than defined, gives recommendations to take measures 
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for its reduction). The new concept is incorporated in two new documents. One is developed at 

the International Atomic Energy Agency (IAEA) (4). In this new BSS (International Basic Safety 

Standards) radon is mentioned in several places, but the most important: requirements of 50

(Requirement 50: Public exposure due to radon indoors). It defines the reference level, in 

dwellings of high occupational factors, which must not exceed 300 Bqm-3. Assuming equilibrium

factor for radon 0.4 and the annual occupational factors than 7000 hours, the reference level of

300 Bqm-3 corresponds to an annual effective dose of 10 mSv. The request 52 (Requirement 52: 

Exposure in workplaces) defines the reference level for radon in workplaces of 1000 Bqm-3.

Since the occupation factor for 2000 hours with the same factor to balance radon of 0.4 leads to 

the same effective annual dose of 10 mSv. Important conclusions are: countries to consider if 

control of radon is necessary, information on radon levels to be collected, information on 

exposure due to radon and health risks to be provided to the public and other interested parties,

where radon levels are of concern for public health, a radon action plan to be established. 

The second document is EU Directive 2013/59 (5). In the article 74: Indoor exposure to radon,

writes: 

- Member States shall establish national reference levels for indoor radon concentrations. The 
reference levels for the annual average activity concentration in air shall not be higher than 
300 Bq/m3. 

- Member States shall ensure that local and national information is made available on indoor 
radon exposure and the associated health risks, on the importance of performing radon 
measurements and on the technical means available for reducing existing radon
concentrations. 

Article 103 defines Radon Action Plan (RAP) to be developing in member states: 

Member States shall establish a national action plan addressing long-term risks from radon 

exposures in dwellings, buildings with public access and workplaces for any source of radon 

ingress, whether from soil, building materials or water. The action plan shall take into account 

the issues set out in Annex XVIII and be updated on a regular basis. Annex XVIII defined 14 

items to consider in preparing the national radon action plan. 

Developing national radon action plan in Serbia. Serbia did not have a systematic approach to 

the radon problem. In this sense, there were individual initiatives and research activities dealing 

with radon: 

- University of Novi Sad, Faculty of Science, Department of Physics, Chair of Nuclear Physics,

Novi Sad:  

Radon Mapping of Autonomous Province of Vojvodina (6), Long-term and Short-term

measurements of radon concentration in soil, water and air using passive devices, active device 

RAD7, exhalation and difusion measurements (7), charcoal canisters with gamma spectrometric

analysis (8). 

- 

Department for Nuclear and Plasma Physics: Mapping radon and thoron throughout

south-eastern Serbia, Kosovo and Metohija parts of western Serbia using different passive 

devices, electro-chemical etch track detectors in a specially designed and built in laboratory (9), 
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developing method for radon and thoron exhalation from building material (10), radon 

measurement campaigns in the schools and houses in the Sokobanja municipality (11). 

Radiation and Environmental Protection Department: Active charcoal detectors are used

for testing the concentration of radon in dwellings. The method of measurement is based on 

radon adsorption on coal and measurement of gamma radiation of radon daughters according to 

US EPA protocol. Based on this EPA procedure and national and international intercomparison, 

the laboratory developed a set of procedures for charcoal detector exposure and measurement 

(12),(13). 

- University of Belgrade, Institute of Physics Belgrade, Low-Background Laboratory for Nuclear

Physics:  

Radon monitoring in the underground low-background laboratory with the passive and active

devices (14), radon laboratory for chemical etching of the  track detectors and automatic 

counting of the tracs by optical microscopy (15), modeling of the indoor radon behavior (16). 

- 

Protection, Belgrade:  

Radon measurements using charcoal canisters with gamma  spectrometric analysis, radon 

monitoring in schools and kindergartens in the city of Belgrade from 1991 (17) and radon 

measurements campaigns in schools and kindergartens in Belgrade from 2010 (18). 

- University of Kragujevac, Faculty of Science  Kragujevac, Institute of Physics: 

Radon measurement using of passive devices with chemical treatment of the track detectors and 

automatic scanning of the developed detectors, modeling of the behavior of indoor radon (19), 

dosimetric modeling of the effects of the inhalation of radon and its progeny in the lung (20). 

Based on the great experience of research related to radon, the group of radon professionals

organized Radon Forum, in the May 2014 and made a decision to start work on RAP in Serbia. 

The responsibility for the establishment and implementation of RAP is on national regulatory 

body: Serbian Radiation Protection and Nuclear Safety Agency (SRPNA). We started with 

internet radon forum (www.cosmic.ipb.ac.rs/radon_forum) which provides an opportunity for

radon professionals in Serbia to meet and discuss radon activities and plans. Also, SRPNA 

institutions involved in RAP is shown in Figure 1. 
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Figure 1. Organization chart of the institutions involved in RAP. 

Short-term plans (to the end of 2015) include: 

- Development measurement protocol for long-term measurements for the purpose of radon 

survey. 

- Carry out initial representative national indoor radon survey for this purpose. 

- Developing communication strategy (first basic information leaflet on radon to accompany the 

measurement explaining the purpose of the measurement, internet site: 

http://cosmic.ipb.ac.rs/radon/index.html

Design of the first national radon survey in Serbia. As a first step in RAP, it is the national 

radon survey in Serbia, planned to be done in 2015. In the cooperation with IAEA, SRPNA 

through radon working group made the design of the first national radon survey in Serbia. It is 

well known that, regarding the objective of the indoor radon survey there are two types of 

survey: 

- population-weighted survey by measuring indoor radon levels in randomly selected homes
(to estimate the distribution of radon public exposures) 

- geographically based survey where homes are randomly selected to obtain a minimum 
density of measurements per area unit chosen, e.g. a grid square, an administrative unit... (to 
identify radon prone areas, radon map) 

Every radon survey needs to check the representativeness (e.g. compare certain parameters in the 

actual sample with corresponding values in the last census). A carefully designed survey can, in 

principle, meet the requirements and objectives of both types of surveys. In the case of Serbia, 

we choose a stratified (target population is partitioned into separated groups - STRATA)

sampling design. We defined STRATA according to the administrative divisions of Serbia into

districts. 

In principle, our design model can be described as follows: To cover all districts, the detectors 

will be distributed to local physics teachers in high schools, who further distributed them among 

their pupils. Teachers will recommended pupils to place CR39 diffusion chambers in living 

rooms and bedrooms where they spend a lot of time. The phases of the survey will be: 



    ASSOCIATION OF GEOPHYSICISTS AND ENVIRONMENTALISTS OF SERBIA  

� 3

- Web questionnaire  teacher send them to pupils who wish to participate in the project.
This may be used as a tool for selection of measuring place. 

- Performed communication strategy (first basic information leaflet on radon to accompany 
the measurement explaining the purpose of the measurement, internet site, public 
relation, public education...)

- The questionnaire. 
The crucial stakeholder in the radon survey will be the Ministry of Education, Science and 

Technological Development, offering the logistic in communication with school administration 

in specific districts (Figure 2). 

 
Figure 2. Organization chart of the first national radon survey in Serbia. 

Finally, the results of national radon survey serves to evaluate the existing exposure situation and 

to define the RAP in Serbia. 

Conclusions 
World Health Organisation declared radon as the second most important cause of getting lung

cancer. Radon problem being addressed seriously and in a number of countries there are 

established national radon programme. Serbia started work on radon action plan (RAP) in 2014. 

The responsibility for the establishment and implementation of RAP is on national regulatory 

body: Serbian Radiation Protection and Nuclear Safety Agency. The first step in RAP is the 

national radon survey in Serbia, planned to be done in 2015. The results of national radon survey 

serves to evaluate the existing exposure situation and to define the RAP in Serbia. 
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SADRŽAJ 
Uticaj atmosferskih parametara na intenzitet mionske komponente sekundarnog 
kosmičkog zračenja dobro je poznat. Dominantan doprinos varijaciji fluksa kosmičkih 
miona  usled  atmosferskih  parametara  daju  dva  meteorološka  efekta  -  barometarski 
(usled  varijacije  atmosferskog  pritiska)  i  temperaturski  (usled  varijacije  temperature 
atmosfere). Postoji više teorijskih i empirijskih modela koji dobro opisuju ove 
zavisnosti.  Obično  se  na  osnovu  ovih  modela  vrši  korekcija  kako  bi  se  eliminisala 
varijacija fluksa kosmičkih miona atmosferskog porekla. 
Obrnuto, osetljivost mionskih detektora na varijacije atmosferskih parametara može se 
iskoristiti da se na osnovu poznatih parametara modela i poznatog odbroja kosmičkih 
miona odredi temperatura različitih nivoa atmosfere. U ovom radu ćemo demonstrirati 
ovaj pristup na osnovu podataka merenih mionskim monitorima Niskofonske 
laboratorije za nukelarnu fiziku Instituta za fiziku u Beogradu i primenom empirijskog 
modela meteoroloških efekata, zasnovanog na tehnici dekompozicije na osnovne 
komponente. 
 
1. Uvod 
Intenzitet pljuskova sekundarnog kosmičkog zračenja zavisi od atmosferskih 
meteoroloških parametara. To se naročito odnosi na mionsku komponentu sekundarnog 
kosmičkog zračenja. Dva efekta dominantno utiču na fluks sekundarnih miona: 
barometarski koji opisuje antikorelaciju fluksa kosmičkih miona sa atmosferskim 
pritiskom [1] i temperaturski koji se odnosi na uticaj varijacije atmosferske temperature 
na detektovani intenzitet miona [2]. 
Osim fundamentalnog, detaljno poznavanje meteoroloških efekata ima značaj u 
proceduri  korekcije  na  date  efekte,  čime  se  povećava  osetljivost  zemaljskih  detektora 
kosmičkog  zračenja  na  varijacije  neatmosferskog  porekla.  Alternativno,  dobar  model 
meteoroloških efekata bi u principu omogućio predviđanje atmosferskih parametara na 
osnovu merenja fluksa miona. Ovo je potencijalno značajno za određivanje temperatura 
pojedinih slojeva atmosfere u slučaju da su druge metode nedostupne. 
Postoji  više  predloženih  metoda  za  predikciju  atmosferskih  meteoroloških  parametara 
na  osnovu  merenja  intenziteta  kosmičkog  zračenja  zemaljskim  detektorima.  Mogu  se 
bazirati  na  merenju  različitih  komponenti  fluksa  kosmičkih  miona  [3,  4],  simultanom 
merenju neutronske i mionske komponente [5] ili upotrebi mionskog teleskopa 
sposobnim da meri ugaonu distribuciju intenziteta [6]. Sve pomenute metode 
karakteriše relativna kompleksnost eksperimentalne postavke i analize. Takođe, 
zajedničko svim pomenutim metodama je da se u proceduri određivanja atmosferskih 
temperatura oslanjaju na teorijski izračunate koeficijente za opisivanje zavisnosti 
inenziteta  miona  od  temperaturskog  profila  atmosfere.  Ovaj  pristup  ima  određenih 
ograničenja  usled  nužno  aproksimativnog  karaktera  i  neprilagođenosti  konkretnom 


