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Ondřejov, Czech Republic

Fathalrahman Adam
Earth Observation Center

German Remote Sensing Data Center

DLR German Aerospace Center

Wessling, Germany



Elsevier
3251 Riverport Lane
St. Louis, Missouri 63043

Knowledge Discovery in Big Data from Astronomy and Earth Observation ISBN: 978-0-12-819154-5

Copyright © 2020 Elsevier Inc. All rights reserved.

MATLAB® is a trademark of The MathWorks, Inc. and is used with permission.
The MathWorks does not warrant the accuracy of the text or exercises in this book.

This book’s use or discussion of MATLAB® software or related products does not constitute endorsement or sponsorship by The Math-

Works of a particular pedagogical approach or particular use of the MATLAB® software.

No part of this publication may be reproduced or transmitted in any form or by any means, electronic or mechanical, including photo-
copying, recording, or any information storage and retrieval system, without permission in writing from the publisher. Details on how
to seek permission, further information about the Publisher’s permissions policies and our arrangements with organizations such as the
Copyright Clearance Center and the Copyright Licensing Agency, can be found at our website: www.elsevier.com/permissions.

This book and the individual contributions contained in it are protected under copyright by the Publisher (other than as may be noted
herein).

Notices

Practitioners and researchers must always rely on their own experience and knowledge in evaluating and using any information,
methods, compounds or experiments described herein. Because of rapid advances in the medical sciences, in particular, independent
verification of diagnoses and drug dosages should be made. To the fullest extent of the law, no responsibility is assumed by Elsevier,
authors, editors or contributors for any injury and/or damage to persons or property as a matter of products liability, negligence or
otherwise, or from any use or operation of any methods, products, instructions, or ideas contained in the material herein.

Publisher: Candice Janco
Acquisitions Editor:Marisa LaFleur
Editorial Project Manager: Andrea Dulberger
Production Project Manager: Sreejith Viswanathan
Designer: Alan Studholme



CHAPTER 23

Application of Databases Collected in
Ionospheric Observations by VLF/LF
Radio Signals
ALEKSANDRA NINA, PHD

23.1 INTRODUCTION

The ionosphere as a part of the terrestrial atmosphere
is very sensitive to numerous external factors. Vari-
able influences coming from both outer space and
different domains of the Earth make the ionospheric
plasma characteristics time-dependent. The most sig-
nificant perturber from outer space originates in so-
lar activity whose consequences can be either peri-
odical due to the solar cycle, and seasonal and diur-
nal owing to the terrestrial motion (Lei et al., 2005;
Pham Thi Thu et al., 2011), or transient like those aris-
ing from solar flares (McRae and Thomson, 2004; Nina
et al., 2011, 2012a; Kolarski et al., 2011; Raulin et al.,
2010) and coronal mass ejections (Balan et al., 2008;
Bochev and Dimitrova, 2003) among others. Signif-
icant transient perturbations can also be induced by
phenomena in deep outer space like gamma ray bursts
(Fishman and Inan, 1988; Nina et al., 2015) and
gamma ray flares (Inan et al., 2007b). In addition, there
are some processes in the Earth lithosphere (like vol-
canic eruptions and earthquakes (Utada et al., 2011;
Heki and Ping, 2005)) as well as in the atmosphere (like
lightnings (Voss et al., 1998; Collier et al., 2011)) that
cause nonperiodic, sporadic disturbances in the iono-
sphere. All of these events cause spatial and temporal
changes in ionospheric plasma whose research requires
data that can be obtained from databases collected by
different types of observation.

Generally, the technique of atmospheric monitoring
depends on the altitude of the considered medium. In
this chapter our attention is paid to the low ionosphere,
whose monitoring is based on rocket and radar mea-
surements (Strelnikova and Rapp, 2010; Chau et al.,
2014), and on technology involving the propagation
of very low- and low-frequency (VLF/LF) radio waves.
Here we discuss big databases and their applications
obtained by the technique that uses data related to am-
plitude and phase of VLF/LF signals recorded at the

ground after the signal deflection from the ionosphere
at heights below 90 km.

These databases have very important roles in both
scientific and practical use. In the first case they are
needed in detection of different astrophysical and geo-
physical events as well as for modeling plasma param-
eters under different conditions. In addition, there are
indications of relationship between ionospheric pertur-
bations and natural disasters like earthquakes. Some of
these investigations show possible ionospheric varia-
tions before disasters which point out possible appli-
cation of collected data in predictions of large catastro-
phes. Practical applications are primarily important in
telecommunication. Namely, induced ionospheric dis-
turbances may directly affect human activities on Earth
that are related to radio communications, planned
networks of mobile communications satellites, high-
precision applications of global navigation satellite sys-
tems, etc.

The chapter is organized as follows. In Section 23.2
we describe observations of the low ionosphere and ex-
perimental setup used for this monitoring. Explanations
of the collected big database applications in the de-
tection of astrophysical and geophysical events, and in
modeling plasma parameters are given in Sections 23.3
and 23.4, respectively, while practical applications are
shown in Section 23.5. Finally, a short summary of this
study is presented in Section 23.6.

23.2 EXPERIMENTAL SETUP AND

OBSERVATIONS

The main way to analyze the low ionosphere is based
on properties of propagating VLF/LF electromagnetic
waves. Namely, during propagation from a transmit-
ter to a receiver within the so-called Earth–ionosphere
waveguide, these signals are reflected from the low iono-
sphere. The wave reflection height depends on the low
ionospheric plasma properties (primarily the electron
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FIG. 23.1 Map of VLF and LF transmitters given in Table 23.1.

density space distribution) and its temporal variations
induce changes in wave attenuation between a trans-
mitter and receiver. Consequently, time variations of
the recorded signal amplitude and phase visualize non-
constant ionospheric characteristics and can be used in
their analyses.

In the following text we describe a global experimen-
tal setup and present an example of a VLF/LF receiver
and collected data.

23.2.1 Global Experimental Setups

The very important characteristics of this technique for
the low ionospheric monitoring relevant to applications
of the collected database relate to the observational
space, and temporal resolution of the collected data.
They can be given in the following two items:
• The global setup of this method consists of numer-

ous worldwide located transmitters and receivers of
VLF/LF radio waves.
In addition to power of an emitted electromagnetic
wave, intensity and quality of received data depend
on geographical locations of the considered trans-
mitter and receiver. A map of geographical location
and information on some VLF and LF transmitters
are given in Fig. 23.1 and Table 23.1, respectively. On
the other side, receivers are usually grouped in the
global networks of radio receivers like Atmospheric
Weather Electromagnetic System for Observation
Modeling and Education (AWESOME) (Scherrer et
al., 2008), South America VLF NETwork (SAVNET)
(Raulin et al., 2009), and Antarctic-Arctic Radiation-
belt (Dynamic) Deposition – VLF Atmospheric Re-
search Konsortium (AARDDVARK) (Clilverd et al.,
2009), which are designed to make continuous long-
range observations of the lower ionosphere.

Each transmitter emits energy into the entire sur-
rounding space but attenuation of the waves near the
Earth’s surface is large and their intensities are weak
at large distances. On the other side, sky waves which
are reflected from the ionosphere propagate several
thousand kilometers within the Earth–ionosphere
waveguide with sufficient intensity, giving the most
important contribution in the recorded signal at
relevant frequencies and allowing us to use them
in ionospheric observations. The fixed and unique
frequency of a transmitter gives information about
signal propagation path and space for which the
collected data can be used in analyses, while the
possibility of several detections by one receiver al-
lows simultaneous monitoring of different regions
of the low ionosphere from one position. In addi-
tion, numerous receivers provide the large number
of databases with complementary information and
their comparison practically cover whole latitude-
longitude locations in the low ionosphere with high-
quality data.

• Continuous emission and reception of radio signals
with a very good time resolution (it can be 10 µs)
allow for the detection of sudden, and consequently
not precisely predicted, events as well as the detec-
tion of short-term ionospheric reactions. This prop-
erty of the obtained databases is very important be-
cause many phenomena cannot be predicted and
consequently the monitoring of their detection and
induced effects cannot be planed. Also, durations of
many events and effects that they cause, like light-
nings (Salut et al., 2013) and gamma ray bursts (Nina
et al., 2015), are very short (they can take only several
ms) and they can be detected only by measurements
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TABLE 23.1

Characteristics of some VLF and LF transmitters. The data for transmitters are found in the file
AWESOME Transmitters.pdf on the web site http://nova.stanford.edu/~vlf/IHY_Test/TechDocs/.

Latitude (◦) Longitude (◦) Frequency (kHz) Sign Location

50.07 135.6 11.905 RA1 Komsomolsk-na-Amur, Russia

45.4 38.18 12.649 RA2 Krasnodar, Russia

55.76 84.45 14.881 RA3 Novosibirsk, Russia

59.91 10.52 16.4 JXN Kolsas, Norway (NATO)

8.47 77.4 18.2 VTX Katabomman, India

52.71 −3.07 19.6 GBZ Anthorn, Great Britain (NATO)

−21.8 114.2 19.8 NWC North West Cape, Australia (USA)

40.88 9.68 20.27 ICV Isola di Tavolara, Italy (NATO)

25.03 111.67 20.6 3SA Changde, China

39.6 103.33 20.6 3SB Datong, China

40.7 1.25 20.9 HWU Rosnay, France

20.4 −158.2 21.4 NPM Lualualei, Hawaii, USA

40.7 1.25 21.75 HWV Le Blanc, France (NATO)

52.4 −1.2 22.1 GQD Anthorn, Great Britain (NATO)

32.04 130.81 22.2 JJI Ebino, Japan

53.1 7.6 23.4 DHO Rhauderfehn, Germany (DHO)

44.65 −67.3 24 NAA Cutler, Maine, USA

48.2 −121.9 24.8 NLK Jim Creek, Washington, USA

46.35 −98.33 25.2 NLM LaMoure, North Dakota, USA

37.43 27.55 26.7 TBB Bafa, Turkey

65 −18 37.5 NRK Grindavik, Iceland (USA)

18 −67 40.75 NAU Aguado, Puerto Rico (USA)

38 13.5 45.9 NSC Sicily, Italy (USA)

with high time resolution like in the case of the con-
sidered setup.

These properties make the considered technique more
suitable for monitoring local, short-term, and sudden
events from techniques that are limited to localized
observations and do not supply continuous measure-
ments. However, unlike the rocket and radar measure-
ments, propagation based on VLF/LF propagation tech-
niques provides data that contain integral information
along the entire waveguide between the transmitter and
receiver. Due to the large distance between these devices
and the atmospheric noise caused by various events, it
is often not possible to isolate and analyze individually
occurred phenomena. In some cases, this problem can
be resolved by comparing multiple databases, as will be
explained later.

23.2.2 Example of VLF/LF Receiver and

Collected Data

Here, we present the AWESOME VLF/LF receiver and
describe collected data at the Institute of Physics in
Belgrade, Serbia, in the time period from 2008 to the
present.

Receiver description. Collection of data by the AWE-
SOME receiver is enabled by two wire-loop an-
tennas, each sensitive to the component of the
magnetic field in the direction orthogonal to the
plane of the loop. They are set in North-South
(NS) and East-West (EW) directions and con-
nected to the computer through a preamplifier,
long cable, GPS antenna (residing outdoors), and
line receiver and ADC (residing indoors). The
block diagram of the AWESOME receiver’s main
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FIG. 23.2 Block diagram of the AWESOME receiver’s

components (a detailed description is given in Cohen et al.,

2010).

components is shown in Fig. 23.2 while a de-
tailed description is given in Cohen et al. (2010).

Collected data characteristics. This monitor provides
two types of data: narrowband and broadband.
The recorded data are separately systematized
and their processing requires different techniques.
The main characteristics of data collected by this
receiver are:
• Narrowband data. This data type provides

information about low ionospheric states.
Namely, the relevant data relate to values of
the amplitude and phase of the considered
signals which are emitted by the VLF/LF trans-
mitters a few hundred or thousand kilometers
away from the receiver. As already said, the
received signals are the so-called sky waves
(waves closer to surfaces quickly attenuate)
which are deflected from the low ionosphere
and their variations in real-time primarily re-
flect the nonstationary physical and chemical
conditions in the ionospheric plasma.
The Belgrade AWESOME receiver can simulta-
neously record 15 signals emitted by different
transmitters at fixed frequencies. This allows
monitoring of the large area and detection
of both local and global perturbations. The
quality of the received data depends on the
characteristics of the transmitter (the power of
the emitted radiation) as well as the medium
through which the signal propagates (the
length of the route, the physical and chemical
characteristics of the atmosphere, etc.). Thus,
the signal noise increases with the length of
the signal propagation path because of in-
fluences of more perturbations, while trans-
mitted power affects the recorded amplitude
level. In Table 23.2 properties of the most fre-
quently considered signals in studies based
on data collected by this VLF/LF receiver are
presented. The optimal characteristics has the
signal emitted from Germany (near Rhaud-

TABLE 23.2

Transmitters characteristics and path length of
the analyzed VLF/LF signals. The data for
transmitters are found in the file AWESOME
Transmitters.pdf on the web site http://
nova.stanford.edu/~vlf/IHY_Test/TechDocs/.

Sign Location Frequency
(kHz)

Power
(kW)

Length
(km)

DHO Rhauderfehn

Germany

23.4 800 1304

GQD Anthorn

UK

22.1 200 1935

ICV Isola di Tavolara

Italy

20.27 20 976

NRK Grindavik

Island

37.5 800 3230

NAA Cutler

Maine, USA

24.0 1000 6548

NWC North West Cape

Australia

19.8 1000 11974

erfehn) due to a relatively short propagation
path and large power of transmitted waves.
Time resolutions of the recorded data can
range from 1 ms to 1 s, which is applicable
for detection of very short-term perturbations
lasting several ms.
By default, observations are divided into two
time periods during the day. For each time pe-
riod four files are generated for one particu-
lar transmitter: one file with a high and one
file with a low time resolution for each of the
two antennas (NS and EW). So, if we monitor
all 15 signals, 120 files should be generated
per day. They are sorted in a folder indicat-
ing the receiver station, subfolder indicating
the year and, finally, subsubfolder indicating
the day of the year. The file name gives infor-
mation about the transmitter, date, and start
time, as well as the antenna and data resolu-
tion, while the obtained database can reach
several tens of gigabyte/day, i.e., several ter-
abyte/year.

• Broadband data. Much better data time reso-
lution is provided by the broadband measure-
ments which, unlike those of the narrowband
data, have data only for the amplitude and
are related to the detection of both the nat-
ural and transmitter-emitted electromagnetic
waves. The time resolution of the broadband
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FIG. 23.3 FFT of broadband data collected by NS and EW antenna of the Belgrade AWESOME

ELF/VLF/LF receiver.

data is 10 µs for waves in frequency domain
from about 1 kHz to 47 kHz, i.e., in ex-
tremely low-, very low-, and low-frequency
(ELF/VLF/LF) domains. The collected data
reach about 32 gigabyte/day, or more than
10 terabyte/year.
The collected data show amplitude of the in-
tegral power of the electromagnetic waves in
the indicated wave frequency domain. Extract-
ing data for one particular frequency (e.g.,
very narrow frequency domain) can be done
by using fast Fourier transform (FFT), which
clearly shows significantly larger amplitudes at
frequencies of the transmitter-emitted signals
(see Fig. 23.3). For this reason we can con-
nect the relevant data for the low ionospheric
properties and use them in the analyses sim-
ilarly as in the case of the narrowband data.
However, there are two important differences
in applications of these two types of data for
ionospheric studies. First, the absence of infor-
mation about phase in the broadband mon-
itoring does not allow modeling of plasma
parameters by methods based on both the am-
plitude and phase (Grubor et al., 2008) or
only on phase values (Pacini et al., 2006). On

the other side, the second difference indicates
a better applicability of the broadband data
in detections of very short-therm ionospheric
disturbances induced by, for example, light-
nings, whose durations can be significantly
shorter than 1 ms.

23.3 APPLICATION OF DATABASES IN

DETECTIONS OF ASTROPHYSICAL

AND GEOPHYSICAL EVENTS

One of the most important applications of the consid-
ered databases is in the detection of different terrestrial
and extraterrestrial events. In the following text we give
a short review of phenomena that affect the low iono-
sphere and explain why a long-time monitoring of the
low ionosphere with a good time resolution and differ-
ent considered signals related to observations of various
areas (and, consequently, big database) are necessary for
detailed analyses of the mentioned detections. We will
describe analyses of the signal perturbations in time and
frequency domains, and their connection with a partic-
ular event or phenomenon. In addition, we will point
out the importance of big databases in these investiga-
tions.
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23.3.1 Sources of the Low Ionospheric

Perturbations

As already said, the origins of events which disturb the
low ionosphere are in the Earth’s layers (atmosphere
and lithosphere) as well as in outer space. Character-
istics of their influence (intensity, durations, disturbed
area) are dependent on the properties of radiation (radi-
ation spectra, duration), medium of propagation (phys-
ical and chemical properties), and the low ionospheric
plasma (physical and chemical properties) (Nina et al.,
2018). All of these characteristics are space and time
variables and can be used in different classifications in
scientific studies (see, for example, Nina et al., 2017a
and references therein).

There are several reviews on the phenomena that dis-
turb the low ionosphere (Clilverd et al., 2009; Silber
and Price, 2017). Here we give a classification of some of
them according to induced variations important to de-
tection and, consequently, data mining in the collected
databases.
• Extraterrestrial events. The most important source

of ionospheric perturbations is the Sun. However,
some events that occurred in the deep universe can
also significantly affect the upper atmosphere. Gen-
erally, these events can produce periodical and sud-
den ionospheric disturbances whose duration could
range from 1 ms to several years.
• Periodical perturbations. These perturbations are

induced by variations in incoming solar radiation
in the atmosphere due to:
• Earth’s rotation: daily variations which pro-

vide the most intensive signal changes re-
flected in larger amplitude during nighttime
periods and increase and decrease going from
sunrise to noon and from noon to sunset,
respectively. Here it is important to point
out excitation of acoustic and gravity waves
induced by the solar terminator (Nina and
Čadež, 2013).

• Earth’s revolution: seasonal variation which
changes durations of daytime and nighttime
signals as well as the amplitude intensity.

• Solar cycle: the 11-year variations induced by
changes in the number of sunspot during this
period.

In addition to the mentioned reviews, explana-
tions of these perturbations are also given in Nina
et al. (2017).

• Sudden perturbations. These perturbations can
last from 1 ms to several hours or days. They
are induced by both terrestrial and extraterrestrial
phenomena.

• Solar X-ray flares. These events induce the
most important variations in the ionospheric
D-region, which last from a few tens of min-
utes to several hours. They can cause prob-
lems in communications by radio signals (so-
called black-out) and additional deviations of
satellite signals and variations of plasma pa-
rameters of several orders of magnitude. This
influence is the subject of numerous scientific
papers (Bajčetić et al., 2015; Nina et al., 2017;
Schmitter, 2013; Srećković et al., 2017).

• Coronal mass ejection (CME). Generally, im-
pacts of relativistic charge particles (primarily
electrons and protons) from outer space and
upper atmosphere in the low ionosphere is
significantly larger in the polar regions than in
middle and especially equatorial areas due to
properties of the geomagnetic field. These rel-
ativistic particles can induce disturbances in
ionospheric plasma, lasting several minutes
and more, which can be detected by the radio
receiver considered in this chapter (Clilverd et
al., 2007).

• Gamma ray bursts and flares. This high-
energy radiation with origin in the deep outer
space arises during a supernova or hypernova
as a rapidly rotating, high-mass star collapses
to form a neutron star, quark star, or black
hole, or appears to originate from a differ-
ent process like the merger of binary neutron
stars. The detected low ionospheric reactions
range from a few tens of ms (Nina et al., 2015)
to more than one hour (Inan et al., 2007b).

• Terrestrial events. In addition to the mentioned ex-
traterrestrial radiation, the low ionosphere can also
be affected by volcanic eruptions, earthquake phe-
nomena, and different meteorological conditions.
These events provide aperiodic perturbations whose
duration is usually shorter than in the cases of the
influences from outer space.
• Lightning-induced perturbations. They are the

most frequently analyzed perturbations induced
by processes in the Earth. Their duration is sig-
nificantly shorter than in the previous case and a
very high time resolution is usually required for
their detection. These processes can be divided in
• lightning-induced electron precipitation

(LEP),
• early VLF events, and
• long recovery events,
and their analyses are given in Silber and Price
(2017) and references therein, where they are
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connected by secondary events like sprites, elves,
etc. In addition to narrowband monitoring, these
perturbations are studied from the broadband
observations (see Cheng and Cummer, 2005 and
references therein).
Here it is also important to say that these phe-
nomena can be associated with tropical cyclones
and that lightning can be also generated during
volcanic activities (see below). For these reasons
their monitoring can be very important for inves-
tigations of natural disasters, especially because
their intensification can be a precursor for the de-
velopment of tropical depressions in hurricanes
(Price et al., 2007).

• Earthquakes. There are many studies which point
out to the ionospheric disturbance in periods
around earthquake occurrences (Hayakawa, 2007;
Pulinets and Boyarchuk, 2004). Their timescale
is different and, in some cases, ionospheric vari-
ations are detected before the earthquake occur-
rences, which indicates a practical importance of
relevant monitoring.

• Tropospheric not-short-term disturbances. These
disturbances are not induced by lightnings and
typical examples of them are periods around
tropical depression beginnings (Nina et al.,
2017b) and tropical cyclones (Kumar et al.,
2017), lasting several hours. Like in the case of
earthquakes and hurricanes there are some indi-
cations that these ionospheric disturbances can
be precursors of intensive tropospheric motions.

23.3.2 Detections of the Low Ionospheric

Perturbations

23.3.2.1 Time-Domain Analyses

To investigate signal variations and the ionospheric dis-
turbances it is necessary to know answers to some of the
following questions:
1. How do we know that the ionosphere is under the

influence of an event?
2. Can we associate detected perturbations with the ob-

served perturber?
3. How can we detect locations of local effects?
4. How can we connect perturbations with rare phe-

nomena whose impact has not been sufficiently ex-
plored?
Descriptions of the importance of big databases in

consideration of these items are explained in the text
that follows where we present procedures related to
(1) confirmation of an event occurrence, (2) associa-
tion of detected perturbation with the considered event,
(3) determinations of the local event location, and
(4) detection of rare phenomena.

1. Confirmation of an event occurrence. As said in
the introduction, the ionosphere is simultane-
ously exposed to influences of numerous natural
and artificial events. Consequently, recorded sig-
nal characteristics which indirectly reflect iono-
spheric plasma properties are subject to noise
and different tendencies which become of prime
importance in the detection of particularly weak
perturbations. Also, in addition to periodical and
sudden variations in ionospheric plasma condi-
tions, characteristics of signals like mutual loca-
tions of transmitter and receiver, power of trans-
mitted signal, and geographical area of signal
propagation affect the recorded signal properties.
Namely, the intensity of the received signal am-
plitude depends on the emission power and on
the distance between the transmitter and receiver.
In the former case, a more intense emission in-
duces a larger amplitude of the received signal
than the emitted signal with lower power, but
in the latter case the considered relationship is
not so simple because the increase of the electron
density in the low ionosphere does not necessar-
ily induce amplitude rise. The numerical mod-
eling of the signal propagation clearly indicates
possibilities of the amplitude increase, decrease,
and saturation, which is explained in detail in
Nina et al. (2017a).
For these reasons, using a database or databases
which indicate the event occurrence is neces-
sary for the analysis of possible sudden iono-
spheric disturbance (SID) detections. As exam-
ples of used databases in the low ionospheric in-
vestigations are those collected by satellites like
GOES1 and Swift,2 which provide information
about solar events and the gamma ray bursts, re-
spectively (see, for example, Selvakumaran et al.,
2015; Nina et al., 2015). Even in the case of in-
tensive SIDs and evident detection of their influ-
ences on the low ionosphere and signal propa-
gation, these database are important for research
of different influences (like, for example, peri-
odical variations in the ionosphere due to day-
time, season, and solar cycle changes) or radia-
tion properties (Cresswell-Moorcock et al., 2015;
Nina et al., 2018) on the considered detections.
Here it is important to say that inclusion of the
other databases is not always easy and, in some
cases, it is impossible. There are many reasons for

1https://satdat.ngdc.noaa.gov/sem/goes/data/.
2https://gcn.gsfc.nasa.gov/swift_grbs.html.
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that, like data availability, complicated adminis-
tration to access information, long time to access
data, and cost of data.

2. Association of detected perturbation and consid-

ered event. Despite the numerous impacts on
the ionosphere, in some cases individual events
can have a dominant influence on local plasma
properties. Although signal time evolution can
have different shapes (see the explanation in
Nina et al., 2017a), in this case the relationship
between a particular event and the corresponding
SID detection is evident. Typical examples of the
clear visible connections are sufficiently intensive
solar X-ray flares, which are the most frequently
studied influences from outer space on the day-
time ionospheric D-region.
However, in some cases intensity of the SID is
low and its effects on signal time evolution can-
not be extracted from the noise in a particular
case or the shape of the signal variation caused by
the considered event is the same as or very sim-
ilar to those induced by some other phenomena
occurring in the same time period. Also, it is pos-
sible that the reaction is very short or that it does
not induce clearly visible changes in recorded sig-
nal properties. In these cases, we cannot extract
the low ionospheric reaction induced by some
considered events but analyses of more events
and applications of adequate statistical proce-
dures can be used for confirmation of possible
effects induced by the considered phenomena.
There are different procedures for the detection of
weak SIDs. Here we present three methods based
on data processing from the VLF/LF database and
a comparison with other relevant databases: the
extraction of amplitude peaks, the comparison
perturbed with relevant quiet period, and the su-
perposed epoch technique.
• Extraction of amplitude peaks. This tech-

nique is used and described in Nina et al.
(2015), where the short-lasting low iono-
spheric reaction on gamma ray bursts is con-
firmed in statistical analysis of 54 of these
high-energy events.
The main goal of such a procedure is exam-
ination of changes in the peak numbers be-
fore and after registration of the considered
event by some other relevant measurement.
For example, in the mentioned study, the
times of gamma ray burst occurrence are ob-
tained from the database collected by the Burst
Alert Telescope (BAT) on the Swift satellite.

In this method, a significant increase in the
peak numbers after detection of the consid-
ered events indicates the existence of the low
ionospheric reaction on this phenomenon. In
addition to a pure confirmation of medium
responses, variations of the width of time bins
(used to divide the analyzed period) can be
applied for analyses of time delay in the low
ionospheric responses as well as confirma-
tions of the secondary effects of the considered
phenomenon in the ionospheric plasma.
This method is applicable to different datasets
but it cannot be used for confirmation of the
detectable variations induced by a particular
event.
The existence of big databases in this type
of analysis is important for the following
four reasons: (1) the considered phenom-
ena are generally unpredictable and measure-
ments should be continuous; (2) the low
ionospheric disturbances and, consequently,
signal peaks are very short, and hence re-
quire high time resolution of data; (3) the
frequency of studied phenomena is not nec-
essarily high, and hence a long observation
period is required to obtain an adequate num-
ber of samples for a quality statistical analysis;
and (4) the same or very similar variations of
signal characteristics can be induced by dif-
ferent phenomena and the sample used in a
study should be formed from the events which
occurred in time periods when the effects of
the other phenomena are very low, which ad-
ditionally reduces the sample and extends the
observation time period.

• Comparison of the perturbed with the re-

lated quiet period. Information about the ex-
istence of sudden disturbances of the iono-
spheric plasma can be obtained using a com-
parison of signal characteristics from time pe-
riods with practically the same conditions, but
in the absence of SIDs. This procedure is very
useful in the cases without sudden strong vari-
ations in the signal-characteristic time evolu-
tions. For this reason some large deviations of
the signal time evolution from the expected
values (estimated, for example, according to
data relevant for the same time period but for
the other, unperturbed, days) are not visible
if someone analyzes only the considered time
period.
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There are several limitations and required con-
firmations that must be taken into account in
applications of this method:
• For the consideration of signal deviations

lasting up to a few hours it is very im-
portant to choose the relevant periods for
several very close and quiet days. Namely,
in some periods typical shapes of the sig-
nal amplitudes significantly vary from day
to day (Cresswell-Moorcock et al., 2015)
and it is necessary to find these tendencies
and, according to them, to estimate the ex-
pected values for the considered time peri-
ods.

• Even if we can see unexpected time evo-
lutions it is necessary that they stop for
some time after the end of the perturba-
tion source influence.

• In some cases, when it is necessary to ana-
lyze several days or months it is important
to compare the obtained changes with pos-
sible variations during the same part of the
previous or following years due to seasonal
variations. Here we can have the influence
of the solar cycle variations and this ten-
dency should also be analyzed.

These limitations are a consequence of peri-
odical variations in the low ionospheric char-
acteristics.
For this model it is also important to per-
form a statistical analysis because similar ef-
fects on the signal propagation can be induced
by some other phenomena too. Also, simi-
larly to the previous method, this procedure
is based on comparisons of datasets within
the same database with additional use of the
database of the other type for detection of the
considered event.
As one can expect, it is very hard to make
all these steps. The reasons are different: from
technical (for example, a lack of data) to in-
fluences of many other phenomena. However,
even if they can not be completely performed,
it is very important to present parts that can
be studied, first of all, because these analyses
often refer to precursors of natural disasters.
As an example for this procedure we can quote
the analyses of the periods around the so-
lar terminator in search for a possible rela-
tionship between SIDs and tropical depres-
sions (Nina et al., 2017b) and earthquakes
(Molchanov et al., 1998). Similar changes are

recorded for more cases in a statistical analysis
presented in Nina et al. (2017b) which indi-
cates possibilities for the low ionospheric vari-
ations in the period around tropical depres-
sion beginnings and opens a need for more
detailed analyses.

• Superposed epoch technique. This technique
is applicable for a weak perturbation which is
not clearly visible in one particular case but
which is repeated under the same influence,
like, for example, the transmitter-induced pre-
cipitation of inner radiation belt electrons in
the low ionosphere (Inan et al., 2007a). It
is based on averaged sums of data (repre-
senting time series of the signal amplitude
relevant for many events) within the same
database and their comparison for time pe-
riods of occurrence and absence of the con-
sidered influences (known from some other
database). Here it is important to say that
the perturbations are not short-term with re-
spect to the considered time period. Namely,
in the case when amplitude changes are short-
term with respect to the considered time in-
terval, and not frequent, this method can-
not confirm them although their occurrences
are in the same period after the influence of
the perturber. This conclusion is obtained for
short-term responses of the low ionosphere on
gamma ray bursts (Nina et al., 2015) whose
detection is confirmed using the procedure of
extraction of amplitude peaks.

3. Determinations of local event location. In addi-
tion to the SID differences with respect to their
intensity, they can be divided into global and
local perturbations. Global SIDs result from ex-
traterrestrial events which affect a large part of the
Earth’s atmosphere. Contrarily, the local iono-
spheric perturbations are induced by terrestrial
phenomena such as lightnings and they are usu-
ally located within a relatively small area. Because
of this spatial property, intensity and times of de-
tected disturbances by various receivers are differ-
ent and can be used for estimation or determi-
nation of the considered event locations and/or
location of the perturbed low ionospheric part.
Precision of the location determination primarily
depends on the number of used receivers, i.e., col-
lected databases. Also, the procedure to do that is
different for one and several receivers. However,
in both cases we can keep in mind that the signal
propagates within the Earth–ionosphere waveg-
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uide and that some events which can significantly
ionize the atmosphere, like lightnings, affect sig-
nal propagation not only in the ionosphere but
also at lower altitudes. For this reason, when we
speak about the perturbation location we think
of longitude and latitude, and not altitude.
• Detection by a single receiver. These mea-

surements can be applied only for estimation
of perturbation locations. The procedure is
based on analyses of several signals emitted
by different transmitters located on various ge-
ographical locations which gives information
about changes within different areas. Localiza-
tion of event occurrences can bemade by com-
parison of detected disturbances in the same
(or very close) times by different signals which
can be classified in two areas with respect to
the receiver position and signal propagation
paths:
• Disturbances near a receiver. In this case

the signal perturbation is visible for all
considered paths.

• Disturbances far from a receiver. In this
case the absence of perturbations in the
signal coming from one side indicates the
SIDs above propagation paths of the per-
turbed signals.

• Detection by at least three receivers. The
possibility to use several receivers allows us
to find the perturbation location with high
precision. There are several receiver networks
whose databases are processed in the goal of
detection of some events and their application
is based on time differences in detected distur-
bances in different signals.
An example of these networks is the World
Wide Lightning Location Network (WWLLN),
which is used for lightning monitoring by
more than 70 VLF receivers and produces reg-
ular maps of lightning activity over the en-
tire Earth. This network is also used as the
global volcanic lightning monitor, which pro-
vides databases containing information about
activities of close to 2000 volcanos worldwide.

4. Detection of rare phenomena. In the case of rare,
especially local and unpredictable phenomena,
like earthquakes, big databases are required be-
cause a long time period is needed for the collec-
tion of information of enough events to perform
statistical analyses. In addition, in these studies
comparative analyses of the different databases

are important because more events can be in-
cluded in the analyses.

23.3.2.2 Frequency-Domain Analyses

The frequency-domain analyses are primarily used for
processing broadband data. However, in these analyses
we can speak about integral information of the iono-
spheric variations and different excited electromagnetic
waves because, as already said in Section 23.2.2, the
broadband data provide information about both the
natural (can be excited everywhere) and man-made
(emitted by transmitters for the ionospheric monitor-
ing) waves. There are numerous relevant studies which
analyze the detection of different phenomena related
to disturbances induced by lightnings, earthquakes
(Cohen and Marshall, 2012), etc. They are based on
application of FFT or wavelet transformations of data in
time domain.

On the other side, processing of narrowband data
and their analysis in frequency domain provides infor-
mation on hydrodynamical waves excited in the low
ionosphere by sufficient intensive events. As an exam-
ple of a perturber we can give the solar terminator which
generated acoustic and gravity waves in this ionospheric
part (Nina and Čadež, 2013). In the presented proce-
dure extraction of waves is based on the Fourier ampli-
tude increase at some frequency in the time period after
the event occurrence with respect to its value in the pe-
riod before. In this type of investigations confirmation
of induced waves by the considered phenomena is pos-
sible by using two criteria: the amplitude of the excited
wave attenuates in time after the event influence, and
the detected excitations and attenuations are repeating
at many occurrences of the considered phenomenon.

23.4 APPLICATION OF DATABASES IN

MODELING LOW IONOSPHERIC

PLASMA PARAMETERS

As said in the introduction, the ionosphere is perma-
nently exposed to influences of numerous events whose
intensity is space- and time-dependent. Consequently,
variations in the ionospheric plasma parameters can be
very large. They can reach several orders of magnitude,
which significantly changes conditions, and validity of
approximations in different models becomes question-
able. For this reason, the existence of different databases
is of crucial importance in modeling the ionospheric
parameters. In this sense, the VLF/LF databases are of
great importance in modeling which can be used not
only in scientific studies but also in practical appli-
cations (see Section 23.5). An advantages of the big
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FIG. 23.4 Schematic representation of a database application in electron density modeling.

VLF/LF databases with respect to other similar databases
is that they contain continual information about a very
large part of the low ionosphere with a good time res-
olution in long time periods. These properties allow
for the application of different numerical and analyt-
ical procedures in calculations of plasma parameters
and their responses to numerous astro- and geophysi-
cal phenomena. The major disadvantage of these data
is that they provide information about an entire area
between a transmitter and receiver. However, using var-
ious procedures in modeling can reduce imprecisions
caused by this characteristic.

23.4.1 Modeling of Low Ionospheric Plasma

Parameters

Although one can find numerical and analytical pro-
cedures for a lot of parameters, the electron density
determination is of primary importance because it is
necessary for calculations of numerous other parame-
ters. There are a few procedures for determination of
the electron density from the data collected by the
VLF/LF receiver. They are based on processing of val-
ues of amplitude values (Thomson, 1993), phase (Inan
et al., 2007a), or both amplitude and phase (Grubor
et al., 2008), and implementation of numerical mod-
els like LWPC (Ferguson, 1998) or Modefinder/Mode-
search (Morfitt and Shellman, 1976). Finally, the pa-
rameters obtained from these numerical programs are

involved in analytical expressions for calculations of
time and space electron density values.

The knowledge of Ne(h, t) allows us to use differ-
ent analytical expressions for calculations of plasma
parameters like the effective recombination coefficients
(Žigman et al., 2007; Nina et al., 2012b; Nina and
Čadež, 2014), temperature (Bajčetić et al., 2015) and,
total electron content in the D-region (Todorović Drakul
et al., 2016), as well as comparisons of their properties
with characteristics of other values such as, for example,
variation in the X-ray radiation spectrum during a solar
X-ray flare (Nina et al., 2018).

23.4.2 Example of VLF/LF Database

Application in Modeling

Here we present a procedure for the calculation of the
electron density time evolution for the D-region alti-
tudes hwithin the range between 60 km and 90 km dur-
ing disturbed periods. This procedure, shown schemati-
cally in Fig. 23.4, is based on Wait’s model of the iono-
sphere (Wait and Spies, 1964) and can be divided in
two parts: numerical determination of Wait’s parame-
ters and analytical calculation of the electron density.

23.4.2.1 Numerical Determination of Wait’s

Parameters

As one can see in Fig. 23.4, implementation of the col-
lected VLF/LF database is required in this part of the
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procedure for the electron density modeling. Namely,
the input values in the numerical program for compar-
ison of experimentally and numerically obtained val-
ues are data for the signal amplitude and phase devi-
ations from values relevant to quiet ionospheric con-
ditions (1Arec and 1Prec) obtained from the consid-
ered database. This program is based on criteria given in
Grubor et al. (2008), which allow for the determination
of time evolutions of White’s parameters “sharpness” β

and reflection height H ′. These criteria require the best
fit of the recorded and modeled (by the LWPC model)
amplitude (1Arec and 1Amod, respectively) and phase
(1Prec and 1Pmod, respectively) variations relative to
their initial conditions, i.e.,

1Amod(β,H ′) ≈ 1Arec(t), (23.1)

1Pmod(β,H ′) ≈ 1Prec(t). (23.2)

Time evolution of White’s parameters can be ob-
tained when we apply the presented procedure for a
discrete set of recorded data within the considered time
period.

23.4.2.2 Analytical Calculation of Electron

Density

The electron density time evolution N(t,h) at a fixed al-
titude h can be derived from time evolutions of White’s
parameters “sharpness” β and reflection height H ′ and
the following expression (Thomson, 1993):

Ne(h, t) = 1.43 · 1013e−β(t)H ′(t)e(β(t)−β0)h, (23.3)

whereNe is in m−3,H ′(t) and h are in km, β is in km−1,
and β0 = 0.15 km−1. One example of the obtained elec-
tron density time and altitude distribution is given in
Fig. 23.5, where we visualize the presented procedure
during the influence of the solar X-ray flare that occurred
on 5 May 2010. The collected data relate to the 23.4 kHz
signal emitted by the DHO transmitter and received by
the AWESOME receiver station located in the Institute
of Physics in Belgrade, Serbia.

The explained method is used in numerous stud-
ies (see for example references in the review paper
Radovanović, 2018). The obtained values are generally
in good agreement with those obtained from other
models or in measurements by rockets (Schmitter,
2013) especially within altitude domains around the
signal reflection height (H ′).

23.5 PRACTICAL APPLICATIONS

In addition to significance in scientific research, the
collected databases can find their important role also

FIG. 23.5 Surface plot of the electron density time and

space distribution during the analyzed solar X-ray flare. The

1t axis shows time with respect to its values for maximum

X-ray intensity recorded by the GOES-14 satellite in the

wavelength domain between 0.1 nm and 0.8 nm.

in practical applications. There are two major types of
these applications: in research and possible prediction
of natural disasters and in telecommunications.

23.5.1 Natural Disasters

Although solar activity has a dominate influence on the
ionosphere, violent processes in the Earth’s layers can be
sufficiently intensive to significantly perturb the iono-
spheric plasma. For some phenomena, like for exam-
ple lightnings, detection of these SIDs is confirmed and
many studies describe their properties. However, there
are numerous analyses which indicate the possibility of
connections of SIDs with some events. The most impor-
tant of these indications are related to natural disasters:
earthquakes and cyclones.

23.5.1.1 Earthquakes

Investigation of the SID connections with large earth-
quakes started in the second half of the 20th century
(see Hayakawa, 2007 and references therein). These
studies present variations in signal characteristics for
particular earthquake events as well as statistical anal-
yses of more events.

In the literature, we can find a few possible hypothe-
ses on the mechanism of coupling between the litho-
spheric activity and ionosphere. Primarily, they relate to
geochemical processes and acoustic waves.
• Chemical processes can result in variation of pa-

rameters like temperature and radon concentration
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near the Earth surface, which induce perturbations
in the atmospheric conductivity and further, through
the atmospheric electric field, the ionospheric dis-
turbances (Pulinets and Boyarchuk, 2004; Sorokin et
al., 2006).

• The perturbations of the parameters like temperature
and pressure at the Earth’s surface in a seismo-active
region excites oscillations in the atmosphere which
can move up to the ionospheric heights (Molchanov
et al., 2001; Miyaki et al., 2002).
Here it is interesting to mention that heating and

additional ionization can also be induced by radio
waves generated in the lithosphere. However, the analy-
sis given in Molchanov et al. (1995) indicates that this
mechanism is not so important because the electromag-
netic emission in the lithosphere is weak at all radio
frequencies.

The most important conclusion of these studies is
a possibility for earthquake prediction in the period
of several days before the disasters. Significance of this
possible practical application of the VLF/LF technology
results in a big importance of relevant databases. Inves-
tigations are based on analyses of databases collected by
a particular receiver as well as databases incorporated in
networks of VLF and LF radio receivers. These networks
are formed in the Pacific region and Europe, and their
detailed descriptions are given in Hayakawa (2007) and
Biagi et al. (2011), respectively. A global Pacific VLF/LF
network consists of receivers in Japan, Russia, and Tai-
wan. Receivers in Italy, Greece, Turkey, Romania, and
Portugal form the European VLF/LF radio network. All
of them monitor several signals emitted by different
transmitters and comparisons of the collected databases
enable a better determination of perturbation location
than in the case of a single receiver.

23.5.1.2 Cyclones

Themost important atmospheric violent motions which
induce natural disasters are tropical cyclones. Similarly
to the case of earthquake events, electrical and electro-
magnetic effects (Isaev et al., 2002; Sorokin et al., 2005;
Thomas et al., 2010) and the acoustics and gravity waves
(Xiao et al., 2007) are considered as mechanisms of the
troposphere–ionosphere links. The relevant low iono-
spheric perturbations are studied through analyses of
the VLF/LF signals variations before (Price et al., 2007)
and during (Nina et al., 2017b) a tropical depression
and during tropical cyclones (Peter and Inan, 2005;
Thomas et al., 2010; Kumar et al., 2017). So, for this
phenomenon too, there are indications that the VLF/LF
signals and, consequently, collected databases could be

used for the prediction of natural disasters of a tropical
cyclone.

In the research of both the earthquake and cyclone
events, data processing is based on different procedures,
including statistical analysis, data mining, and wavelet
transformations. The timescales of disturbances are dif-
ferent. Consequently, in some cases analyses require
high time resolutions while some of them study long
time periods. In addition, a continuous monitoring by
different transmitters and comparisons of databases ob-
tained by different receivers are necessary for these stud-
ies because of low frequencies of these events, unperi-
odical and still unpredictable occurrences, different lo-
cations, and a relatively small radius of possible SIDs.
For all of these reasons it is clear why big databases are
needed for application of this Earth observation tech-
nique.

23.5.2 Telecommunication

Generally speaking, the ionosphere is a medium which
affects propagation of electromagnetic waves. This prop-
erty is used in many practical applications, such as in-
formation transfers over thousands of kilometers by
telecommunication signals in a waveguide bordered by
the Earth’s surface and the ionosphere, and detection
of different events using telecommunication signals (see
Section 23.3).

On the other side, changes of the signal propaga-
tion paths and its attenuation can cause different types
of errors and problems in communications, including
radio black-out. These influences are altitude- and time-
dependent due to variations in electron density height
distribution. In addition, the intensity of these influ-
ences depends on signal frequency. The role of the low
ionosphere is more important for signals emitted from
the ground at the VLF and LF domains than for satellite
signals of GHz frequency which primarily deviate in the
F-region. The E-region has a smaller but still nonnegligi-
ble role in signal propagation properties while the low-
est D-region is usually ignored in corresponding model-
ing. However, during periods of intensive perturbation,
the D-region electron density can be sufficiently in-
creased so that its influence on signal deviations cannot
be ignored in modeling of the Global Navigation Satel-
lite System (GNSS) and synthetic-aperture radar (SAR).

For these reasons one can see that big VLF/LF
databases are also important in applications in telecom-
munication and, consequently, in other areas of human
activity, like geodesy and land surveying, emergency
responses, precision agriculture, and all forms of trans-
portation (space stations, aviation, maritime, railroad,
and mass transit).
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23.6 SUMMARY

This chapter presents an example of application of big
databases obtained in the Earth observations. Our at-
tention was focused on the low ionosphere, which is
the medium containing a lot of information relevant
to geo- and astrophysics as well as for different practi-
cal applications. Here we described databases which are
obtained in the low ionospheric monitoring by VLF and
LF radio waves and point out their importance for:
• detection of different astro- and geo-phenomena,
• modeling of the ionospheric plasma parameters, and
• practical application for possible natural disaster pre-

diction and in telecommunication.
In this text we showed the major reasons why big

databases obtained in observations by VLF/LF radio
waves are required. Primarily, they relate to continuous
observations of different geographical locations with
good time resolutions. Also, various procedures for pro-
cessing the observed bases and the necessity of their
connection are explained.

Finally, we want to emphasize that each of these
databases is unique in the sense that it refers to obser-
vation of certain areas. Bearing in mind the importance
of the information they contain, it is very important to
point out the need to increase the number of the related
receivers (primarily on the Southern Earth hemisphere,
where they are not too numerous), as well as the devel-
opment of their mutual connection, in order to provide
a wider and clearer picture of phenomena and processes
they describe.
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Abstract: Extraction of information in the form of oscillations from noisy data of natural phenomena
such as sounds, earthquakes, ionospheric and brain activity, and various emissions from cosmic
objects is extremely difficult. As a method for finding periodicity in such challenging data sets, the
2D Hybrid approach, which employs wavelets, is presented. Our technique produces a wavelet
transform correlation intensity contour map for two (or one) time series on a period plane defined
by two independent period axes. Notably, by spreading peaks across the second dimension, our
method improves the apparent resolution of detected oscillations in the period plane and identifies
the direction of signal changes using correlation coefficients. We demonstrate the performance of
the 2D Hybrid technique on a very low frequency (VLF) signal emitted in Italy and recorded in
Serbia in time vicinity of the occurrence of an earthquake on 3 November 2010, near Kraljevo, Serbia.
We identified a distinct signal in the range of 120–130 s that appears only in association with the
considered earthquake. Other wavelets, such as Superlets, which may detect fast transient oscillations,
will be employed in future analysis.

Keywords: numerical method; periodicity detection; VLF signal amplitude; earthquake

MSC: 37M10; 62M15

1. Introduction

Monitoring of different parts of the Earth and space collect data whose analyses can
provide numerous important pieces of information for both scientific research and practical
applications. One of the most important applications of various forms of monitoring is
in the field of natural disaster prediction. However, in many cases, the possibilities and
reliability of the corresponding predictions are still in the research phase. One of these
examples is the application of data obtained in the monitoring of the lower ionosphere with
very low frequency (VLF) signals to the prediction of earthquakes. These signals are emit-
ted by worldwide located transmitters and propagate in the so-called “Earth-ionosphere
waveguide”, while numerous receivers record the signal amplitude and phase at their loca-
tions. Variations in the characteristics of the recorded signal enable the indirect detection of
numerous phenomena, among which are those related to natural disasters. Among others,
a large number of studies based on the analysis of VLF signals investigate the possibility
of the existence of earthquake precursors in the form of ionospheric perturbations. Those
precursors are primarily associated with changes in the VLF signal amplitude and/or
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phase [1–5] and the amplitude minimum time shift during solar terminator periods (the
so-called “terminator time”) [6–10]. In addition, the most recent research suggests that
there are reductions in the noise of the VLF signal amplitude and phase a few tens of
minutes before the observed type of disaster [11–13]. Although various data processing
procedures have been applied in previous studies, there is still no way to reliably predict
an earthquake. For this reason, the application of new models in VLF signal processing
is essential.

Signals are similar to quantum systems due to wave-particle duality. The scientist who
first noticed this and prove the uncertainty principle for signals was Gabor [14], who did
so by applying to arbitrary signals the same mathematical apparatus that was employed in
the Heisenberg-Weyl [15,16] derivation of the uncertainty principle in quantum mechanics.

As it is well known, according to Heisenberg’s uncertainty principle [15] the product of
the standard deviations of position (σx) and momentum (σp) cannot be less than a non-zero
constant σxσp ≥ h

4π , involving Planck constant h. Similarly, the basic Gabor Uncertainty
Principle [see 14] states that the product of the uncertainties in frequency (σf ) and time (σt)
must exceed a fixed constant σf σt ≥ 1

4π . As a direct consequence of this, it is impossible
to know the exact time and frequency of a signal simultaneously; hence, it is impossible
to describe a signal as a point on the time-frequency (TF) plane. TF analysis of time
series is traditionally carried out by employing the Fourier spectra on successive sliding
time windows (e.g., see [17], and references therein). Wide windows offer high-frequency
resolution but low temporal resolution, and vice versa; this is where the Heisenberg–Gabor
uncertainty principle starts to have an influence. The characterization of a time series in
the frequency domain by means of the spectral density function S( f ), which establishes
the distribution of the time series variance at specific frequencies f , is one of the most
used diagnostic tools for the identification of quasiperiodic fluctuations in a time series
across disciplines. The simplest estimator of the S( f ) is the periodogram defined as the
product of the time series sampling rate divided by the number of points and the square
modulus of the discrete Fourier transform. The major issues of the periodogram are well
investigated (see [18], and references therein): (i) Because of the finite frequency resolution,
power leakage into adjacent bins occurs (ii) a bias in the estimate that was not known a
priori, and which was dependent on the time series itself and (iii) the associated variance,
that is equal to the estimate itself.

To get around the above-mentioned problems, multiscale approaches, which are also
known as multiresolution methods, have been developed. An example of one of these
methods is the continuous wavelet transform (CWT, see [19]). The CWT provides a good
relative temporal location of the signal, since it may either tighten or inflate a mother
wavelet depending on the frequency of the signal [20].

The CWT is capable of pinpointing the location of the oscillation in time, but as the
frequency increases, it sacrifices its frequency resolution [21]. However, in many instances,
it is not possible to find the difference between frequency components that are immediately
adjacent to one another. Because of this, analyses are frequently carried out making use
of a dyadic representation. One example of this is the dyadic discrete wavelet transform
(DWT), in which the T/2j wavelet amplitude coefficients arising from the j-th stage of the
DWT, and T = 2n [22] are employed. On the other hand, this representation does not do a
very good job of resolving the high frequencies.

Our hybrid method, which is based on two-dimensional (2D) correlation analysis, was
created to solve the problems that have previously been encountered (see [23,24]). It has
been validated by the utilization of optical and photometric data obtained from several
studies of active galactic nuclei, which are fueled by supermassive black holes (see e.g.,
[23,25]). The fundamental feature of these data is that they have irregular sampling, with
huge gaps, and signal with low amplitude, if it exists at all, is buried in the red noise.

The 2D Hybrid method can utilize various wavelets (e.g., CWT, DWT, Weighted
wavelet transform, high-resolution Superlets) to localize oscillations in the period-period
plane of the time series in question. The method produces a contour map of correlation
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intensity on a period-period plane defined by two independent period axes corresponding
to the two-time series (or one). The map is symmetric and able to be integrated along
any of the axes, resulting in a depiction of the level of correlation among oscillations
that is similar to a periodogram. Therefore our approach could be interpreted as the
two-dimensional distributions of correlation of the variance of time series in the time
domain, which could also be projected into the one-dimensional domain. Our goal is
to further illustrate the performance of the 2D hybrid technique and its application on
time series of highly sampled very low frequency (VLF) radio signal amplitude data. In
this study, we present computations of 2D correlation maps of the VLF signal amplitude
oscillations before, during, and after the earthquake nearby the city of Kraljevo in Serbia
on 3 November 2010. As perturbation of VLF signal amplitude is associated with the
occurrence of earthquakes, this application presents an opportunity for the acquisition of
novel insights.

2. Materials

This study is based on the processing of data recorded in the low ionosphere moni-
toring by the 20.27 kHz VLF radio signal emitted by the VLF transmitter (whose name is
ICV, see e.g., [26]) located in Italy (Isola di Tavolara, Sardinia, latitude 43.74◦ N, longitude
20.69◦ E) and recorded by the Absolute Phase and Amplitude Logger (AbsPAL) receiver in
Belgrade, Serbia (latitude 44.8◦ N, longitude 20.4◦ E). The time intervals are determined in
relation to the time of the earthquake that occurred near Kraljevo (Serbia) on 3 November
2010 at 00:56:54.4 Universal Time (UT). In Figure 1, we show the path of the observed VLF
signal and the location of the Kraljevo earthquake epicenter [27] for which the data are
given in http://www.emsc-csem.org/Earthquake/ (accessed on 25 June 2018) .
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Figure 1. Propagation path of the VLF signal recorded by the Belgrade receiver station (BEL) in Serbia
and emitted by the ICV transmitter in Isola di Tavolara, Sardinia, Italy (solid line). The location of the
Kraljevo earthquake epicenter is shown as a star.

In this study, we consider data series showing VLF signal amplitude values recorded
with a sampling of 0.1 s in five time intervals starting 2 h and 1 h before the Kraljevo
earthquake, at the moment of its occurrence, and 1 h and 2 h after that time. To compare
the obtained results with those relevant for periods without seismic activity, we addi-
tionally analyze the time intervals in the same season period but about one year earlier
(1–2 November 2009). These periods are chosen to exclude the effects of daily and seasonal
changes that are visible in the VLF signal amplitudes and that may affect the observed
comparison. In addition, it was taken into account to eliminate the potential influences
of other natural phenomena with origin in the atmosphere and from space as well as
non-natural causes of variations in the emission and reception of the considered signal
(these influences are described in detail in [11,13]). For this reason, the reference intervals
are chosen in periods when no significant disturbances in meteorological, geomagnetic, and
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space weather conditions were recorded, and when approximately the same values of the
amplitude and its noise were recorded as in the quiet period before the Kraljevo earthquake.

3. Methods

Here, we are presenting a detailed view of the 2D Hybrid method, where the main
steps of this process are depicted, while we provide excerpts of the algorithm in pseu-
docode for revealing additional important details (see Algorithm A1, in Appendix A). To
start, we review some of the fundamental ideas and information associated with wavelet
analysis (see Section 3.1). The overall concept of the 2D Hybrid method is presented in
Section 3.2, along with a detailed description of the period’s uncertainty (Section 3.2.1) and
significance (Section 3.2.2) estimate. In conclusion, Section 3.2.3 presents the wavelet that
was implemented in our 2D Hybrid method.

3.1. Summary of Wavelet Concept

A wavelet function (abbreviated wavelet) is a function belonging to the space of all
square-integrable functions ψ ∈ L2(R), averaged

∫
R ψ = 0, and normalized ‖ψ‖ = 1 (see

more details in [19,28]). When we compare the wavelet approach to the Fourier method,
we find that the Fourier analysis disassembles a signal into a set of sinusoids defined with
distinct frequencies, but the wavelet method unwinds a signal into the shifted or scaled
shapes that originate from a mother wavelet. Wavelet maps a signal into a time-scale plane
which is the same as the time-frequency plane in the short-time Fourier transform, so that
each scale represents a certain frequency range of the time-frequency plane [29]. Given the
signal f (t), its CWT at time u and scale s is defined as:

CW f (u, s) =
1√

s

∫ +∞

−∞
f (t)ψ?

(
t− u

s

)
dt s ∈ R− 0, u ∈ R (1)

The result of the CWT is a matrix (scalogram) filled with wavelet coefficients located
by scale and position:

S(s) = ‖CW f (u, s)‖ =
( ∫ +∞

−∞
‖CW f (u, s)‖2du

)1/2

. (2)

The aforementioned equation could be interpreted as the amount of energy, denoted by
CW f present at scale s, provided that the condition S(s) ≥ 0 holds. When seen in this
context, the same equation enables us to determine the scales that contribute the most to
the overall energy of the signal.

In most cases, we are only interested in searching for oscillations inside a predeter-
mined time span such as [tmin, tmax], and because of this, we can define the windowed
scalogram that corresponds to this interval as follows:

S[tmin ,tmax ](s) = ‖CW f (u, s)‖|tmax
tmin

=

( ∫ tmax

tmin

‖CW f (u, s)‖2du

)1/2

(3)

In actuality, any time series f that is appropriate for wavelet analysis needs to be
defined over a limited time interval [tmin, tmax] and sampled with a specified resolution to
obtain discrete data. In terms of sampling, any discrete signal can be studied in a discrete
domain by utilizing discrete wavelets, or in a continuous manner by employing neural and
Gaussian process models of discrete series with gaps.

If we are given two-time series, f and f ′, we can examine their respective scalograms,
S and S ′, to determine whether or not they exhibit patterns that are comparable to one
another. For instance, we can perform an absolute comparison of scalograms using the
formula ‖S − S ′‖ [30].
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3.2. General Description of 2D Hybrid Method

Now, we are ready to present our 2D Hybrid approach, which compares the scalograms
of two different (or one) series by using correlation. Given a scalogram S with dimensions
M × N and another scalogram S ′ with dimensions P × Q, the two-dimensional cross-
correlation (?) of these scalograms is the matrix C = S ? S ′ with dimensions [M + P− 1]×
[N + Q− 1], which has following elements:

C(k,l) =
M−1

∑
m=0

N−1

∑
n=0
S(m, n)S ′(m + k, n + l) (4)

where S ′ stands for complex conjugate of S ′ and −(P− 1) ≤ k ≤ M− 1,−(Q− 1) ≤ l ≤
N − 1.

As the cross-correlation of scalograms is defined on the field of complex numbers,
both the real and imaginary components of the complex cross-correlation function are
referred to as the synchronous and asynchronous 2D correlation spectra, respectively
(see [31]). Since we are only interested in physical phenomena whose correlation can be
tracked in the field of real numbers, we only supply the mathematical formulation of
synchronous 2D correlation spectra [32]

M =
Cov(S̃ , S̃ ′)

σσ′
(5)

where Cov stands for covariance and σ and σ′ are standard deviations of scalograms S̃ and
S̃ ′ of two time series, respectively.

Notably, in the discrete formulation of cross-correlation, a synchronous 2D correlation
map is simply defined as the inner product of the S̃ and S̃ ′ [32]:

M = S̃TS̃ ′ (6)

The resemblance between oscillations in two different (or one) time series is measured
via a 2D correlation map (which we will also refer to as a heatmap). A high positive
correlation value shows that periodic signals vary in a coordinated manner, implying that
the signals have a common or related origin [23].

The two-dimensional correlation map is presented as a contour map of correlation
strength on a period plane that is defined by two axes that are independent of one another.
When done in this fashion, plotting a synchronous spectrum results in a map that is
symmetric in relation to the primary diagonal line of the map. The correlation of two (or
one) time series at the same period refers to the intensity of the correlation that may be
found at the main diagonal of the map. As a result, peaks that are located on the main
diagonal line are referred to as auto-peaks. The intensities of auto-peaks are representative
of the total extent of the signals’ dynamic fluctuations [23]. It is important to note that a
two-dimensional correlation map can be summed with the absolute value of C(k, l) along
any of the dimensions. This is because a negative correlation can also appear for some
signals which should not be canceled in the summation. This integration provides an
interpretation similar to a periodogram, with the horizontal axis counting periods and the
vertical axis standing for the degree of correlation peaks.

3.2.1. Concept of Estimating Uncertainty of Detected Periods

To find the uncertainty of detected periods, we first calculate the full-width half max-
imum of the peak in a periodogram-like image, and then use the mquantile module in
Python to estimate points that fall between the 25th and 75th quantiles. The upper and
lower error estimates are represented by these points. The reason behind using quantiles is
that peaks in periodogram-like structure do not conform to the theoretical normal distribu-
tion, actually they are skewed. In this particular situation, quantiles provide more suitable
information than the standard deviation. The sample quantile is based on order statistics
and calculated regardless of the underlying distribution. The p-th quantile of a set of values
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represents a summarizing quantity having less than or equal to p, where, 0 ≤ p ≤ 1. Similar
to the median, which is the value below which 50% of all values in the sample lie, we might
define that the first quartile (25th quantile) as the value below which 25% of all values in the
sample lie and the third quartile (75th quantile) as the value below which 75% lie.

Our period error method is inspired by ’post mortem analysis’ by [33], which requires
the so-called Mean Noise Power Level (MNPL) in the vicinity of the detected period.
The 1-sigma confidence interval on period then is equal to the width of the line at the
period—MNPL level.

3.2.2. Concept of Estimating Significance of Detected Periods

The significance of detected period σP, we estimated following the approach outlined
in [34]. After shuffling the dates of each and every observation and its magnitude, the
period was recalculated across this newly updated data set, and the power of the highest
peak in this uncorrelated data set was compared to that of the initial simulated data. After
performing this procedure a total of one hundred times (presumably due to the large
computing time needed for highly sampled VLF signals), the significance level was finally
calculated as:

σP =
x
N

(7)

where x represents the number of times that the peak power of the period in the original
data was greater than that of the uncorrelated ensemble and N is the total number of
shuffles (100). This formula, therefore, has a maximum of 1, corresponding to a 100 percent
recovery rate. When multiple periods are found in an original curve, the significance of
each peak is measured by comparing the power of peaks in shuffled curves found at the
place of detected periods to the power of peaks in the original curve.

3.2.3. Wavelets Used in 2D Hybrid Method

The effective implementation of the 2D Hybrid approach is going to be demonstrated
in the next Section by making use of Weighted Wavelet Z-transform (WWZ) wavelets [35].
This wavelet approach can be utilized on data that has been sampled both regularly
and irregularly. The WWZ wavelets are defined on a basis that consists of functions:
cos[ω(t− τ)], sin[ω(t− τ)], I(t) = 1. In addition, the projection of data via WWZ makes
use of weights that take the form exp(−cω2(t− τ)2), where c is a parameter that can be
adjusted according to the data set.

The tuning constant c, whose value determines the window’s width, can have a variety
of choices. For instance, the value c = 0.0125 was initially suggested in [35], to improve the
time resolution on shorter parts of the data. However, the value of c might go as high as
0.005, and it is used to improve frequency resolution.

In the former scenario, this translates to the wavelet decaying by e−1 in ∼1.4 cycles,
while, in the latter scenario, this translates to the wavelet deteriorating in ∼2.4 cycles. In
our study, we used c ∼ 0.003. This value can be compared to e.g., c = 0.001 used in [36,37]
for longer data sets than the one used here.

Because each of the analyzed time series has 36,000 points, the application of our 2D
Hybrid method takes 45 min to complete on the google.colab computing platform, which
has a CPU: 1× single core hyper threaded Xeon Processors 2.2 GHz (1 core, 2 threads) and
RAM: ∼13 GB. It takes about 70 h on the same platform to calculate the significance of a
detected period using 100 artificial time series.

4. Results and Discussion

As the amplitude fluctuation of the VLF signal during the Kraljevo earthquake is
known to be difficult to analyze using Fourier periodicity, we decided to demonstrate our
method using this data. We computed 2D hybrid maps and their integrated versions for
each segment of the time series for the date of the earthquake occurrence (see Figure 2) and
for the same date but one year earlier as a control case (see Figure 3). For each time series
segment, we kept the same parameters of WWZ wavelets: c = 0.003, range of frequencies
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[1/150,1/30 ] s−1, and the number of points in the frequency grid (200). Table 1 provides a
summary of the detected periods for the date of earthquake occurrence, whereas Table 2
provides the values for those detected periods for the control date one year earlier.

Table 1. Summary of detected periods on the date of the earthquake. Periods are measured from the
integrated version of the 2D Hybrid map (bottom marginal panels) in Figure 2. Columns: series part
with respect to earthquake beginning time, detected periods, lower and upper errors.

Series ID Period [s] −err [s] +err [s] Significance [%]

−2 h 147.06 56.8 60.0 99
86.2 4.2 5.8 99
80.6 15.5 18.8 99
63.02 11.3 12.8 99
50.33 9.7 10.7 99

−1 h 121.0 10.0 0.9
35.9 0.7 0.2 99

0 h 131.6 7.4 1.1
47.2 0.9 0.3 99
35.5 0.5 0.2 99

+1 h 121.0 7.8 1.3 99
69.4 2.5 1.7

+2 h 85.2 3.9 1.0 99
58.6 2.0 0.25 99
38.9 0.8 0.2 99

The heatmaps show the prominent oscillations in time series segments which are
plotted on the top of the heatmap. The frequencies are displayed in s−1 along both the x
and y axes of the plot. The degree of correlation between the oscillations in the time series
is represented by the color of the heatmap cell for each pair of values (x, y). According to
the color bar scale that can be seen to the right of each plot, the hues of the heatmap are
related to the correlation coefficients. It is important to note that the topology of heatmaps
varies across different time series segments.

Table 2. Summary of detected periods in control case corresponding to the same date as earthquake
occurrence but one year earlier. Periods are measured from integrated versions of 2D Hybrid maps
(bottom marginal panels) in Figure 3. Columns: series part with respect to nominal earthquake
beginning time, detected periods, lower and upper errors.

Series ID Period [s] −err [s] +err [s] Significance [%]

−2 h 140.4 2.7 2.7 99
47 0.07 0.07 99

−1 h 92.6 3.6 1.1 99
60.5 1.5 0.5 99

0 h 83.3 2.9 0.9 99
74.2 2.3 0.7 99
56.4 1.3 0.4 99
39.9 0.8 0.03 99

+1 h 101.3 5.2 0.3 99
41.4 0.7 0.2 99

+2 h 111.9 6.5 0.1 99
79 2.6 0.3 99

57.7 1.5 0.2 99
40.8 0.7 0.2 99
33.8 0.5 0.2 99
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Figure 2. 2D Hybrid maps of oscillations in VLF signal amplitude data. Each plot shows a portion of
the time series relative to the beginning of the earthquake (top marginal panel), a 2D Hybrid map
(middle panel), and a projected 2D Hybrid map (bottom marginal plot), the color bar represents
correlation coefficients on map. Top row: time series 2 h before earthquake (left) and 1 h before
earthquake (right); middle row: 0 h from earthquake; bottom row: 1 h after earthquake (left) and 2 h
after earthquake (right).
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Figure 3. The same as Figure 2 but for date 1 year earlier.

At 2 h before the earthquake (shown in Figure 2 top row, left plot) we observe several
signals of ≥80 s with correlation coefficients larger than 0.5 (shown in the bottom marginal
plot of heatmap integrated projection), but there is only one peak above 100 s (located at
147 s, see also Table 1). All of the other oscillations have been muted by the passage of time,
so that only the oscillation of 120 s that occurred 1 h before the earthquake is clearly visible
in the top right panel of Figure 2.
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During the earthquake, at 0 h from the event (middle plot), our approach records an
oscillation at 131 s, with an amplitude that is approximately 20 percent lower than the peak
that was recorded at 120 s during the hour-long interval preceding the earthquake (top
right plot). In addition, there is one more signal at 35 s (middle plot).

After an hour has passed since the occurrence (bottom left plot), the oscillation at 121 s
and 70 s once again appears. Finally, two hours after the earthquake (bottom right plot),
the signals lasting longer than one hundred seconds vanished, and the graph once again
began to show oscillations in the 80–90 s range, just as it had done in the period lasting two
hours before the earthquake (top left plot).

One hour after the event, once again appears oscillation at 121 s, and 70 s. Finally, two
hours after the earthquake the signals above 100 s disappeared, and once again comes to
display oscillations around ∼80–90 s as in the period of two hours before the earthquake.
Interestingly, only time series segments corresponding to −2 h (the top left panel) and +2 h
(the bottom right panel) have a topology that is comparable to one another.

As it can be seen in Table 1, there are some ionospheric periodical oscillations of the
order of one to two minutes. It is a question of this oscillation and its physical origin. One of
the possibilities is that the electron density in the ionosphere is following periodical changes
in the electromagnetic field which are registered close to the epicenters of earthquakes (see
e.g., [38–41]), or that be generated by acoustic waves (see e.g., simulations in [38]). However,
the true nature and physical background of the short-period oscillations given in Table 1
should be investigated in more detail, which is out of the scope of this paper.

In the scenario when there is no earthquake (the same date but one year earlier), the
topology of the 2D hybrid maps Figure 3 looks very different from the topology of the
maps corresponding to the record for earthquake date (Figure 2). The primary diagonal
is where the majority of the correlation clusters are arranged. The VLF signal amplitude
variation can be seen as switching between a dominated correlation cluster at −2 h (top
row-left), +1 h (bottom row, left), and a more granular structure (at +2 h (bottom row-right),
and −1 h (top row-right). This variation in topology cannot be seen during earthquake
occurrence (see Figure 2). On top of this, we observe a dominating core cluster present at
0 h (middle panel). On the other hand, the values of detected periods are less than 111 s
(at +2 h, +1 h, 0 h, and −1 h, see Table 2). It is interesting to note that a period of 140 s is
captured in the −2 h time series segment, which is comparable to a period of 147 s that was
captured in the −2 h segment when the earthquake occurred (Table 1).

A comparison of the obtained results with those given in [11] (based on the application
of the Fast Fourier transform (FFT) to the data in the relevant time intervals of 1 h) shows
that the agreement is better before the earthquake. For the first observed interval starting
2 h before the earthquake, the agreement is good for the obtained values below 1.5 min,
while, in both studies, these values decrease to similar values for the interval of the next
hour. After an earthquake, the FFT method gives lower values of the period of excited
waves than the method presented in this paper. Wave excitations with wave periods of
about 2 min obtained in the first 4 observed intervals are also visible in the study presented
in [11] for intervals starting about 2 h before the earthquake and in the first hour after it.
The post-earthquake wave periods obtained in this study are also in agreement with those
shown in [42] which indicate values from less than 10 s to a few hundred seconds.

As previously, mentioned notable characteristics of our two-dimensional hybrid
method include the simplification of complex spectra of detected oscillations that are
composed of many overlapping peaks in Fourier periodograms, the enhancement of ap-
parent spectral resolution through the spreading of peaks over the second dimension, and
the establishment of the direction of changes in signal through correlation coefficients. The
normal VLF signal amplitude seen in the control case one year before the earthquake
shows a more coherent topology of maps and oscillations below 111 s, whereas, during the
event of an earthquake, perturbations occur so that maps have more features off-diagonal.
This is in stark contrast to the observable oscillations of 120 and 130 s during the earth-
quake. Moreover, as oscillations of 140–147 s are documented in the earthquake and quiet
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daytime series data occurring 2 h before the nominal earthquake occurrence, we predict
this oscillation as usual behavior.

Finally, we will take a moment to reflect on the ways in which our study could be
expanded. For the purpose of this investigation, we made use of the WWZ wavelet,
which is defined in terms of trigonometric functions. However, to test for the presence of
non-sinusoidal oscillations, it is essential to use wavelets on a base that does not involve
trigonometry. In light of this, we believe that Superlets will prove to be the most suitable
option for the continuation of our research. Superlet is a spectral estimator enabling
time-frequency super-resolution which uses sets of wavelets with increasingly constrained
bandwidth. These are combined geometrically to maintain the good temporal resolution
of single wavelets and gain frequency resolution in upper bands. The normalization
of wavelets in the set facilitates the exploration of data with scale-free, fractal nature,
containing oscillation packets that are self-similar across frequencies. Importantly, they can
reveal fast transient oscillation events in single trials that may be hidden in the averaged
time-frequency spectrum by other methods.

5. Conclusions

In this work, we explored the use of our 2D Hybrid technique for detecting oscillations
in VLF signal amplitude time series in the time vicinity of the Kraljevo earthquake in Serbia in
2010. Furthermore, we demonstrated how the approach captures the difference between time
series in the time vicinity of an earthquake and a control day one year earlier, which can be
utilized to establish topology differences between certain ionosphere occurrences.

The cross-correlation of scalograms of time series, which can be further integrated,
is a crucial principle in our approach. This has two significant advantages. First, the
method simplifies complex spectra with numerous overlapped peaks in periodograms, i.e.,
increasing apparent spectral resolution by spreading peaks over the second dimension. For
example, we were able to detect various oscillation patterns at various time series segments.

The second advantage is the usage of correlation coefficients to determine the direction
of signal changes. This enabled us to distinguish between the cohesive topology of 2D
maps during a calm day and more dispersed correlation clusters during the Kraljevo
earthquake. We discovered that oscillations in the 120–130 s range appear 1 h before
the earthquake, continue to exist during the earthquake, and disappear 1 h after the
earthquake. Fluctuations of the order 140–147 s occur 2 h before the nominal start of the
earthquake during the calm day and can be interpreted as normal oscillations in the VLF
signal amplitude. Finally, we briefly described how we could extend our research by using
Superlets, which can reveal fast transient oscillation events that other types of wavelets
may mask in averaged time-frequency scalograms.
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the Republic of Serbia. L.Č.P. acknowledges the funding provided by the Astronomical Observatory
(the contract 451-03-68/2022-14/ 200002), through the grants by the Ministry of Education, Science,
and Technological Development of the Republic of Serbia. M.R. acknowledges the funding provided
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Appendix A. Pseudocode of 2D Hybrid Method

In case readers would like to implement the 2D Hybrid method, we have provided
the implementation-agnostic pseudocode of our algorithm in Algorithm A1.

Algorithm A1 Pseudocode of 2D Hybrid method

Initialization:
import wavelet module
import Gaussian process module
import time series 1 −y1
import time series 2 −y2
Initialize parameters for Gaussian process modeling if needed, otherwise set parameters
as 0
Compute Gaussian process model of y1 and y2 if parameters for modelling are nonzero
procedure 2D HYBRID MAP(yinput1, yinput2)

compute scalogram S∞ of y_input1
compute scalogram S∈ of y_input2
compute 2D correlation map as M = Cov(S∞, S∈)
Integrate 2D map along axis 1 I1 = ∑i Mij
Integrate 2D map along axis 2 I2 = ∑j Mij
return (S∞, S∈, I1, I2)

end procedure
Calculate error of periods: determine FWHM of peaks in I1 and I2 with correlation larger
than 0.5, and determine 25th and 75th quantiles, so that array of lower errors are 25th
quantiles, and an array of upper errors are 75th quantiles
Calculate significance of period: set number of shuffling N = 100
ynew = zeros(2,:)
for j ∈ (1, 2) do

for i ∈ (N) do
ynew[j,:,:] = random.shuffle(yj)

end for
S [1, :, :], S [2, :, :], I[1, :, :], I[2, :, :] =procedure 2D Hybrid map (ynew[1,:,:], ynew[2,:,:])

end for
counter1 = 0, counter2 = 0
for P1, P11 in zip(Peak(I1),Peak(I[1, :, :])) do

if P1 > P11 then
counter1 = counter1 + 1

end if
end for
for P2, P22 in zip(Peak(I2),Peak(I[2, :, :])) do

if P2 > P22 then
counter2 = counter2 + 1

end if
end for
signi f icance1 = counter1/N, signi f icance2 = counter2/N
print P1, P2, lower error, upper error, signi f icance1, signi f icance2
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increases prior the earthquake.

• Excitations/attenuations of
acoustic and gravity waves are
detected.
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A B S T R A C T

We analyse the lower ionosphere disturbances in the time period around the Mw 5.4 Kraljevo earthquake
(EQ), which occurred on 3 November 2010 in Serbia. The results presented herein are based on analysis of
the amplitudes of three VLF signals emitted in Italy, UK, and Germany and recorded in Serbia whose varia-
tions primarily result from changes in the electrical properties of the lower ionosphere at a distance more
than 120 km from the epicentre of the EQ. The primary goals of this study are to reveal specific variations as
possible EQ precursors as well as disturbances following the EQ event recorded by the observational equip-
ment, and to investigate whether better time resolution data can affect the analysis of the lower ionosphere
disturbances possibly connected to the EQ. We process two sets of data with sampling periods of 1 min and
0.1 s. As the first analysis indicates the absence of long-term disturbances, which can clearly be connected
to the Kraljevo EQ, our attention is focused on the study of short-period noise amplitude and the excitation
and attenuation of acoustic and gravity waves in the lower ionosphere. Processing of the amplitudes of
three VLF signals during the nights of the four EQs with magnitude greater than 4 that occurred in Serbia,
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as well as EQs of all magnitudes during the three days of 3, 4, and 9 November, indicates that the detected
ICV radio signal noise amplitude reduction starting before the Kaljevo EQ is also observed for 13 additional
EQ events near the signal propagation path, and occurred during all three days (for all EQs with magnitude
greater than 4 and several less intensive events). Excitation and attenuation of acoustic waves are also
found for all these EQ events with a magnitude greater than 4.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

The complexity of processes on our planet is a consequence of
both permanent and variable influences of outer space phenomena
on the Earth system (Radovanović, 2018; Srećković et al., 2017; Šulić
and Srećković, 2014; Šulić et al., 2016) and the coupling between
different terrestrial layers (Dragović et al., 2014; Georgoulias et al.,
2016; Kastelis and Kourtidis, 2016; Ke et al., 2018; Kumar et al., 2017;
NaitAmor et al., 2018; Nina et al., 2017; Perrier et al., 2005; Petrović
et al., 2018; Tanaka et al., 2010). Many investigations show con-
nections in physical and chemical changes at locations separated by
several thousands of kilometers. These connections can be induced
by various mechanisms such as propagation of different types of
radiation, electric or magnetic fields, and they are often a combi-
nation of several processes. For these reasons, research of possible
connections of different disturbances is a very complex task, and, in
many cases, it still requires proper theoretical explanations.

Phenomena, whose research is of crucial importance for practical
applications, including the saving of human lives, are possible pre-
cursors of natural disasters. In this research, a very important role is
played by the investigation of ionospheric disturbances that are con-
nected with, for example, tropical cyclones (Ke et al., 2018; NaitAmor
et al., 2018; Nina et al., 2017; Price et al. 2007), and earthquakes
(Molchanov et al., 1998; Pulinets and Boyarchuk, 2004; Pulinets and
Ouzounov, 2011).

Studies of ionospheric disturbances are based on observational
data obtained by different methods tailored to different altitudes.
For example, measurements by ionosondes are relevant for altitudes
between approximately 110 km and the height of electron density
maximum in the F-region; monitoring of very low frequency and low
frequency (VLF/LF) radio signals is applicable for the lower ionosphere
studies; and satellite signals (such as GPS - Global Positioning System)
can provide integral information about propagation paths within the
ionosphere.

When discussing ionospheric variability, we deal with different
types of variability depending on the particular spatial (latitude,
longitude, altitude) and temporal (daily, seasonal, solar cycle etc.)
domains that are considered. There were several attempts to quan-
tify the ionospheric variability (Bradley and Cander, 2002; Forbes et
al., 2000; Rishbeth and Mendillo, 2001). Unfortunately, due to the
predominance of publications focused on the GPS total electron con-
tent (TEC), the majority of attention is drawn to the positive and
negative variations of TEC, which is an overall integrated view of
the ionosphere. However, many details remain beyond the scope of
consideration because of the lack of information about the vertical
structure of the electron concentration profile. For example, during a
geomagnetic storm, we deal with the plasmasphere inflation (positive
TEC variation) while at the height maximum of the F2 (HmF2) layer,
we may have negative variations (negative phases of the geomagnetic
storm) (Balan et al., 2010). Under some special conditions, additional
layers can be observed (Depuev and Pulinets, 2001). A redistribution
of the vertical profile before EQs is observed in Hirooka et al. (2011).
In this regard, the study of the variability of the D-region before the
occurrence of earthquakes sensed by the VLF subionospheric prop-
agation anomalies technique (but not sensed by GPS TEC) is of great
importance.

To identify the pre-earthquake anomalies, it is important to use
additional techniques and different types of precursor analyses such
as terminator-time for the VLF propagation, and the acoustic and
gravity wave (AGW) generation before and after earthquakes (Titova
et al., 2019). Such types of analyses will be provided in this paper
where attention will be focused on the comparison of anomalies in
the lower ionosphere, which is recognized as the medium with pos-
sible precursor changes for large EQ events (Hayakawa, 2007), and
the GPS TEC variations before and after an EQ.

There are many studies which indicate and model the time shift
of the amplitude minimum during solar terminator periods (the so-
called “terminator time”) a few days before EQ events (Hayakawa,
1996; Molchanov et al., 1998; Yamauchi et al., 2007), signal ampli-
tude variations (Biagi et al., 2001a,b; Rozhnoi et al., 2010), and
periodic fluctuations (Biagi et al., 2006; Hayakawa et al., 2010; Miyaki
et al., 2001; Molchanov et al., 2001; Ohya et al., 2018; Rozhnoi et al.,
2004). The possible importance of the lower ionosphere monitoring
in the EQ predictions was the motivation for the integration of sev-
eral receivers in European (Biagi et al., 2011) and Pacific (Hayakawa
et al., 2010) networks to search for earthquake precursors and to
develop procedures for extracting anomalies in the VLF/LF signals
as the precursors of an EQ (Popova et al., 2018).

Research studies of the lower ionosphere disturbances to estab-
lish their connection to EQ events are primarily based on the com-
parison of variations detected on different days, and they are based
on VLF/LF data with sampling rates greater than 1 s (usually 1 min).
However, research presented by Ohya et al. (2018) shows the exci-
tation of waves with periods shorter than 30 s after the Mw 9.0
Tokyo EQ. Although this EQ was very strong, these waves were
recorded more than 400 km to 500 km away from the EQ epicentre;
this opens the question: can such variations be detected earlier, i.e.
should short-term variations of the lower ionosphere be considered
as possible EQ precursors?

In this study, we analyse variations in the electrical properties of
the atmosphere between altitudes of 60 km and 90 km (i.e. the lower
ionospheric disturbances) before and after the earthquake EQ03/11 of
magnitude 5.4, that occurred near Kraljevo, Serbia, on 3 November,
2010 (the seismotectonic model of this event is presented in Knezevic
Antonijevic et al. (2013)) using data collected by the VLF radio signals
emitted by transmitters located in Italy (ICV), the UK (GQD), and
Germany (DHO), and received in Serbia by the Absolute Phase and
Amplitude Logger (AbsPAL) receiver located at the Institute of Physics
Belgrade. We use datasets of the recorded signal amplitudes with
different time samplings to analyse the signal variations with the
aim of exploring both long- and short-period perturbations of the
lower ionosphere before and after the Kraljevo earthquake, and to
determine whether better time sampling resolutions can provide
more information about the relationship between the earthquake
and disturbances in the considered atmospheric layer. To study the
localisation of the lower ionospheric disturbances, the influence of
periodic daily variations, and the EQ magnitude on the detected types
of variations in the case of the Kraljevo EQ, we additionally study the
signal amplitudes in periods around several other EQ events. These
analyses are done to examine our research hypothesis that better
time resolution of the collected VLF/LF amplitudes can provide new
types of precursors and aftershocks of EQs.
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The paper is organized as follows: In Sections 2 and 3, we describe
the observations (study area and data) and the methodology of the
study. Results are presented in Section 4. The conclusions of this
study, including the description of analyses that need to follow the
presented research, are given in Section 5.

2. Study area and data

2.1. Analysed EQ events

According the database given in http://www.emsc-csem.org/
Earthquake/, four earthquakes of magnitude greater than 4 occurred
in Serbia between 7 October and 4 November 2010. As one can see
in Table 1, these events were during night-time periods and, accord-
ing their locations (shown in Fig. 1), they can be divided into two
groups: G1 (EQ03/11 and EQ04/11) and G2 (EQ07/10 and EQ11/10). These
characteristics allow us to compare the lower ionosphere variations
related to these events and to study the localisation of analysed
disturbances.

In this work, we focus attention on the most intensive of these EQ
events, which occurred on 3 November at 00:56.54 UT near Kraljevo,
Serbia (EQ03/11), while analyses of the other EQs are done in order
to research the influence of EQ location on detection of specific
variations registered in the case of EQ03/11.

In addition, we analyse variations recorded during three days
(3, 4, and 9 November 2010) when 46 EQs (excluding the 29 that
occurred in the hours after EQ11/03 when extraction of their influence
is not possible) were detected with epicentres not far from the ICV
signal propagation path (see Section 2.2 and Fig. 1).

2.2. Monitoring of the lower ionosphere

One of the most important techniques for the lower ionosphere
observation is based on the propagation of the VLF signals. Specif-
ically, variations in the recorded amplitude and phase primarily
reflect changes in the electric properties of the lower ionosphere. In
this paper, the research of lower ionosphere disturbances is based
on analysis of the amplitudes of three VLF signals detected by the
AbsPAL receiver in Belgrade, Serbia (44.8 N, 20.4 E) which are emit-
ted by transmitters ICV (Isola di Tavolara, Italy, 40.92 N, 9.73 E),
GQD (Anthorn, the UK, 54.91 N, 3.28 W), and DHO (Rhauderfehn,
Germany, 53.08 N, 7.61E). As one can see in Fig. 1, the VLF signal
whose propagation path lies the closest to the EQ03/11 location (43.74
N, 20.69 E) is the 20.27 kHz signal emitted from Italy (see Fig. 1 and
Table 1 where the shortest distances of all four EQ epicentres from
the ICV signal path are given). For this reason, we focus our attention
on research of its properties while the other two signals at 22.1 kHz
and 23.4 kHz emitted from the UK and Germany, respectively, are
analysed to research the influence of the distance between the EQ
epicentre and signal path on recorded amplitude variations.

Time resolutions of data recorded by the Belgrade AbsPAL
receiver are 1 min and 0.1 s. The former resolution is more appro-
priate for analysis of long-term periods lasting from several days to
a few months, which, as mentioned in the Introduction, were the
subject of previous investigations of the lower ionosphere distur-
bances possibly connected with EQ events. In this study, we use
datasets with 1-min resolution to check the existence of amplitude
profiles, which have already been noticed as possible EQ precursors.
Here, we point out that the Kraljevo EQ is not a strong EQ like those
usually analysed in earlier studies. Furthermore, the shortest dis-
tance between its epicentre and the ICV signal path is not very small
(more than 120 km). The second time resolution is better for study
of the short-term time variations during periods of several hours,
which are still insufficiently investigated and which are the focus of
this research.

3. Methodology

Because of the numerous influences on the considered area and
the differences in the quality of information which can be provided
by the 1-min and 0.1-s time resolution data collected by monitoring
the VLF signals, analyses of new types of disturbances require study
of these effects before proceeding with signal variation analyses. For
this reason, the methodology of this study can be summarized as
follows:

• Checking for the presence of non-ionospheric disturbances
which can perturb the VLF signal;

• Preliminary analysis of different time sampling resolutions;
• Processing of selected datasets to investigate the disturbances

in the time and frequency domains.

As will be shown in the text that follows, the study of the second
item showed that the 0.1-s resolution dataset is more appropriate
for analyses of recorded disturbances, and the third, the key part of
study, is based on processing and analyses of this type of dataset.
We present analyses in both the time and frequency domains. In the
first case, we focus research on variations in the short-period noise
amplitude, while in the second case, we provide a study of acoustic
and gravity waves.

3.1. Non-ionospheric influences on signals

Before we give a detailed analysis of short-term variations of the
VLF signal amplitudes, we want to emphasize that they represent
short-term variations related to rapid variations of the medium in
which these signals are propagating. As these signals propagate like
channelledwavesinawaveguideboundedbythetroposphere-ground
and lower ionosphere, the variations happen mainly in that region. In
addition to the atmospheric influence, the noise intensity in the radio
signals could be produced continuously or occasionally by sources
such as electric or electronic devices operating nearby the receiver,
electric cables without good shielding, amateur radios operating in
the zone, an improperly grounded receiver, or natural electromag-
netic emissions from nearby faults or micro-fractured zones, among
others. To examine the possible influence of these sources on our
research, we first consider the non-ionospheric sources that can cause
signal instability and that are not connected with EQs: the transmit-
ter, receiver, meteorological conditions, and geomagnetic conditions
(Biagi et al., 2011).

• Transmitter influence. In the case that noise changes are
due to variations in the signal emission, they should also be
detected by other receivers. To check this, we analyse data with
the same sampling of 0.1 s recorded by another receiver (Kilpis-
jarvi ULTRA Data, http://psddb.nerc-bas.ac.uk/data/access/
download.php?menu=1,_7&bc=1,_4,_7,_8,_9&source=1&
class=37,_110,_232&type=ULTRA&site=Kilpisjarvi&year=
2010&day=307&month=11&graph=main) for which we can
exclude the Kraljevo EQ influence due to the large distance
between the EQ epicentre and the signal propagation path.
Visualization of this amplitude time evolution confirms the
absence of noise variations; this allows us to exclude the
transmitter influence from our conclusions.

• Receiver influence. In the case that some other sources of elec-
tromagnetic waves affect the reception of the VLF signal or if
some technical problem occurs in the receiver, it is reasonable
to expect variations in other recorded signals at the same time
interval due to their similar frequencies. This is not the case
in our analysis, and, for this reason, we can assume that our
receiver is not the source of the VLF signal changes.
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Table 1
List of the earthquakes of magnitudes greater than 4 occurring near the Kraljevo EQ event location in the period of 1 October to 30 November, 2010. Data are given in http://www.
emsc-csem.org/Earthquake/.

Date Time (UTC) Latitude (o) Longitude (o) dEQ - ICV (km) Magnitude

2010-10-07 20:23:10.9 42.4 21.62 290.1 4.3
2010-10-11 00:34:35.6 42.42 21.59 287.2 4.5
2010-11-03 00:56:54.4 43.74 20.69 126.0 5.4
2010-11-04 21:09:05.5 43.78 20.62 120.7 4.4

• Influence of meteorological conditions. Due to the absence
of storm events over Europe (except for a heavy rain in
Sardinia on 10–11 October when the ICV signal amplitude is not
perturbed) during periods relevant for the principal conclusions
of this study (according European Severe Weather Database
(https://www.eswd.eu/cgi-bin/eswd.cgi)),wecanconcludethat
meteorological conditions did not significantly affect changes
in signal propagation and, consequently, we can neglect them
in our analysis.

• Influence of geomagnetic conditions. Keeping in mind that
variations in Earth’s magnetic field are not recorded near the
signal propagation path in the period around the Kraljevo
EQ (the plot is available in Monthly magnetic bulletin of the
Castello Tesino Observatory http://roma2.rm.ingv.it/download/
userfiles/public/datimagnetici/Bulletins/CTS/2010/November.
pdf), we exclude the possibility of a substantial geomagnetic
influence on the recorded signal variations.

According to this analysis of possible influences of non-ionospheric
sources on signal properties, and the fact that VLF signal variations
due to natural properties of the propagation medium are primarily
coming from the ionosphere, we assume that the analysed signal
variations are probably a consequence of changes in the ionosphere.

3.2. Preliminary analysis of datasets with different time sampling

As indicated in Section 2.2, the AbsPAL receiver records data with
two time sampling resolutions of 1 min and 0.1 s. The former dataset
is more appropriate for long term analyses that have been the subject
of most of the previous studies, while the latter dataset can provide
more information related to the short-term disturbances. Here, we
first give a short preliminary analysis of these data for the ICV signal
in the period around the EQ03/11 event.

3.2.1. Time resolution of 1 min
Visualizations of the amplitude time evolution and the solar

terminator shift (used in previous studies for detection of the iono-
spheric disturbances) in the period of two months around the EQ03/11
event show that the connection between the recorded variations and
the EQ03/11 event are not clear. Namely, the recorded changes cannot
relate to the EQ event because a very similar amplitude profile has
also been recorded during the same period of the previous year.

The reduction of the short-period atmospheric noise after approx-
imately 0.5 h before the EQ induces a smoother amplitude time
evolution recorded with 1-min time sampling, as well as a wave-like
profile in the ICV signal amplitude evolution after the EQ occurrence
(see the white line in the upper panel of Fig. 2). In comparison with
the bottom panel, which presents the amplitude evolution during the
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Fig. 1. Propagation paths of the VLF signals recorded by the Belgrade receiver station (BEL) in Serbia and emitted by the transmitters ICV in Italy (solid line), GQD in the UK (dashed
line), and DHO in Germany (dotted line). Locations of the earthquakes are classified into groups G1 (EQ03/11 and EQ04/11) and G2 (EQ07/10 and EQ11/10). Locations of additional EQs
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Fig. 2. Time evolutions of the ICV signal amplitude recorded in Belgrade, Serbia during night-time 2–3 November 2010 when EQ03/11 occurred (upper panel), and during the quiet
night-time on 1–2 November 2009 (bottom panel). Time resolutions of the presented data are 1 min (white line) and 0.1 s (black line). The vertical dashed line indicates the time
of occurrence of the EQ03/11 event.

period of one night one year ago, it can be seen that these changes are
not expected under quiet conditions, i.e. that the 1-min resolution
sampling data indicates the presence of an ionospheric disturbance
before the EQ event. However, due to the relatively short time interval
being considered, we process the 0.1-s resolution dataset to analyse
these variations.

3.2.2. Time resolution of 0.1 s
Contrary to the absence of the recorded long-term signal ampli-

tude variations in processing the dataset with a time resolution
of 1 min presented above, the relevant dataset with the 0.1-s time
resolution provides visible changes in its evolution. It is clearly visible
in Fig. 2, where we show the time evolution of the ICV signal amplitude
during the night-time period (2–3 November 2010) when the EQ03/11
event occurred (upper panel) and during the night-time period (1–2
November 2009) in the absence of EQ events (the bottom graph).
Here, the following variations are clearly visible:

• A significant reduction of the signal’s short-period noise
amplitude which began more than half 0.5 h before the EQ event,
and

• A wave-like temporal evolution of the amplitude immediately
after the EQ event.

These variations are the major subjects of the analysis that
follows, which can be divided in two parts:

1. Analysis of short-term variations which includes determina-
tions of the short-period noise amplitude, and

2. Analysis of excitation and attenuation of acoustic and gravity
waves within different wave period domains.

3.3. Analysis of the dataset with 0.1-s sampling time

According to the analyses given in Sections 3.2.1 and 3.2.2, we
further continue to study the dataset of the 0.1-s sampling time. As

discussed at the beginning of Section 3, the analyses are performed in
both the time and frequency domains where research is focused on
short-term variations, and acoustic and gravity waves, respectively;
these analyses are the primary subjects of this study.

3.3.1. Short-term variations: short-period noise amplitude
Determination of the short-period noise amplitude (Anoise) is done

using the procedure which is explained in detail in Nina et al. (2015).
This procedure is based on calculation of dA(t) = A(t) − Abase(t) rep-
resenting the deviation of the signal amplitude A(t) from the basic
amplitude Abase at time t. Here, Abase(t) is obtained as the mean value
of amplitudes in the defined time bins around time t. The short-
period noise amplitude Anoise(t) is determined as the maximum of
|dA| after elimination of the largest p percent of its values.

The explained procedure is first applied to amplitudes recorded
during the night-time periods. In this way, we exclude the influence of
the Sun’s radiation, which significantly affects signal characteristics.

Keeping in mind that the medium through which a signal prop-
agates is under the permanent influence of numerous phenomena,
the observed variations cannot be a-priori connected to the Kraljevo
EQ. For this reason, we consider the following two questions:

• Are these variations also visible in the cases of the three
additional EQs that occurred at the very close location (EQ04/11)
and the relatively close locations (EQ07/10 and EQ11/10) in the
night-time periods?

• Are these variations typical for the night-time during the
considered period?

To answer these questions, we applied the presented procedures
in two analyses:

• First, we analyse night-time periods when all considered EQ
events occurred. This research provides information about
amplitude variations in the period around the considered EQ
events and allows us to compare detected changes.
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• Second, to compare the obtained values for the EQ nights with
other days, we performed the same analyses for nights during a
two month period between 1 October and 30 November 2010.
In this way, we can compare the increases and decreases of the
values obtained during the EQ nights with the variations for the
other days.

Additionally, as shown in Section 3.1, significant non-ionospheric
effects (induced by natural or artificial sources) on the signal were
not present during the observed periods. Finally, we analyse the
24 h time evolution of the short-period noise amplitude to examine
regular daily variations and solar radiation influences on the noise
parameter. We chose three days when many EQ events occurred
close to the ICV signal propagation path. This allows us to provide
an additional brief statistical analysis to check the relevance of the
presented procedure for detection of the noise amplitude changes
during the entire day and for weak EQ events.

3.3.2. Acoustic and gravity waves: excitations and attenuations
In the analysis of oscillation characteristics, we assume the

quasilinear approximation and a dominant influence of the lower
ionosphere on signal oscillations (see explanation in Section 3.1). The
study of AGWs in periods around an EQ event is based on the fast
Fourier transform (FFT) applied to the recorded amplitude values in
the time domain. Keeping in mind that the FFT provides information
about frequencies of waves (i.e. wave periods) within the considered
time interval, this procedure cannot be used for exact determination
of the time when a wave is excited or attenuated. The decrease in
the considered time interval requires a more precise analysis. On the
other hand, this interval affects the maximum of observable wave
period. For these reasons we present the Fourier amplitude (AF) anal-
ysis for different window time intervals (WTIs). We consider only the
night-time period, which restricts the number of WTIs depending on
their duration and overlap.

The AGWs in the lower ionosphere are already studied in Nina
and Čadež (2013), where the excitation of both acoustic and gravity
waves was shown to be possible during solar terminator periods. To
analyse their existence in periods around the EQ03/11 event, we first
estimate t0 and tBV corresponding to the acoustic cut-off (periods
when the acoustic waves have lower values) and the Brunt-Väisälä
oscillation period (periods when the gravity waves have larger values),
respectively:

t0 =
4p
c

vs

g
, tBV =

2p
NBV

, (1)

where c is the standard ratio of specific heats, g is gravitational
acceleration, v2

s is the adiabatic sound speed squared, and NBV is the
Brunt-Väisälä frequency given as N2

BV = (c − 1)g2/v2
s . The quan-

tity v2
s can be calculated from v2

s = ckBT0/ma, where ma is mass
of atoms and the Boltzmann constant kB = 1.3807 • 10−23 J/K. For
details of the derivations, see, for example, Yeh and Liu (1972) or
Goedbloed and Poedts (2004). According to the International Ref-
erence Ionosphere - IRI-2012 ionospheric model (https://ccmc.gsfc.
nasa.gov/modelweb/models/iri2012_vitmo.php), the gas tempera-
ture T0 is between 238.0 K and 209.7 K for the area above the EQ
epicentre at heights between 60 km and 85 km on 3 November 2010
at 01:00 UT. In our calculation, we use T0 = 220 K. Mass ma and c

are assumed to be 10−25 kg and 5/3, respectively. Keeping in mind
that the expected reflection height of VLF waves is below approxi-
mately 85 km during the night, we assume that g = 9.6 m/s2 (this
is a valid value for the altitudes between approximately 52 km and
85 km; i.e. we can assume that the value used represents the entire
lower ionosphere domain where the VLF waves propagate).

The obtained values indicate waves with periods T <
t0 = 176.7 s and T > tBV = 180.4, representing acoustic and
gravity modes, respectively.

4. Results and discussions

This study aims to research the disturbances of the ICV signal
amplitude recorded by the Belgrade receiver AbsPAL before and after
the Kraljevo earthquake (EQ03/11).

Because the analysis given in Section 3 shows the absence of long-
term variations of the ICV signal amplitude, but does indicate the
detection of short-term variations in the signal amplitude, we focus
our study on the short-term variations. The following analysis can
be divided into two parts. Namely, as Fig. 2 shows, two types of vis-
ible variations in the ICV signal amplitude are recorded: (1) changes
in the short-period noise amplitude and (2) excitation of AGWs.
Analyses of these properties for the considered signals are given in
Sections 4.1 and 4.2, respectively.

The study of the spatial characteristics of short-term variations
in the time domain is done by (1) applying the related procedures
on two additional signals emitted by the transmitters GQD and DHO
located in the UK and Germany, respectively (see Fig. 1) and (2)
examining if the recorded data to determine if variations are detected
in the other three EQ events (EQ07/10, EQ11/10 and EQ04/11). In addition,
the presence of regular daily variations in the short-period noise
amplitude is checked in comparison with their time evolutions during
three days.

4.1. Noise amplitude

Analysis of variations in the noise amplitude is performed in three
steps:

1. We determine the expected values for the three signals under
quiet conditions in the period of the EQ03/11 occurrence.

2. We analyse the time evolution of the short-period noise
amplitude at night-times when the analysed EQ events
occurred.

3. We check for periodic variations by comparing the time
evolution of the signals during three days. As will be seen, this
will also give information about additional EQ events, which
were frequent in the considered time period.

In the following analyses, we use the procedure explained in
Section 3 to calculate the deviation dA = A(t) − Abase(t) of the
recorded ICV signal amplitude (dA) from its baseline (Abase) values
and short period noise amplitude Anoise.

4.1.1. Short-period noise amplitude under quiet conditions
To determine the expected values under quiet night-time con-

ditions, we first analyse the short-period noise amplitude in time
periods between 1 October and 30 November. We consider one-hour
intervals (30 min before and after the time of EQ03/11 (00:56:54.4
UT)) for the considered days. Here we notice that some days with a
lack of data are excluded from the analysis. In the cases of the ICV,
DHO, and GQD signal recordings, the number of these days is 3, 6, and
2, respectively (out of total 61 considered days), and they do not sig-
nificantly affect the study because of time differences between these
days and the EQ day.

The results presented in Fig. 3 show the mean, maximum
and minimum values of the short-period noise amplitude within
the considered time period. The expected night-time values of
Anoise are calculated as the median of the mean values; they are
2.5377 dB, 0.0827 dB and 0.0777 dB for the ICV, GQD and DHO
signals, respectively.
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Fig. 3. The short-period noise amplitude within 10-min time windows for time peri-
ods of 1 h around 00:54 UT (the EQ03/11 time) in the period 1 October–30 November
for the ICV (upper panel), GQD (middle panel) and DHO (bottom panel) signals. Mean
values are denoted by the solid lines while the dotted lines represent maximum and
minimum of the short-period noise amplitude. The vertical dashed line indicates the
EQ03/11 day.

The complex shapes of the presented time evolutions indicate
disturbances a few days before and after the day of EQ03/11. We
notice here that storm events over Europe during these nights are not
reported in the European Severe Weather Database (https://www.
eswd.eu/cgi-bin/eswd.cgi). Amplitude variations are the most pro-
nounced for the ICV signal and can be categorized into two groups:
(1) increased values in the short-period noise amplitude recorded
two days before and one day after the day of the considered EQ,
and (2) significantly lower values obtained on this EQ day and six
days thereafter. Both of these two indicated variations are impor-
tant. Namely, in the first case, the shown increase is recorded not
only during the considered one-hour intervals but also during long
night-time periods (see, for example, Fig. 6, the middle panel). Fur-
thermore, we point out that the increase in night-time variations a
few days before an EQ is also shown in previous analyses (Maekawa
et al., 2006; Maurya et al., 2016). On the other hand, the additional
analysis including EQ events of all magnitudes and areas around the
entire signal propagation path from the ICV transmitter to Belgrade
showed that two EQs occurred in the period of the second decrease
of Anoise, first in Central Italy (01:32:14 UT; 42.23 N, 13.01 E; Mw
2.5) and then in Serbia (02:24:24 UT; 43.76 N, 20.69 E; Mw 3.2).
More details about these EQ events are given in Section 4.1.2. Here
we only point out that although the first EQ had small intensity, its
epicentre was under the signal propagation path, which allows us
to consider any connection between its occurrence and the recorded
signal deviation.

The short-period noise amplitude values of the GQD and DHO sig-
nals are more than one order of magnitude lower than those of the
ICV signal and their time evolutions are less stable. As we will see
in the text below, these properties, together with those explained in
Sections 4.1.2 and 4.1.3, indicate that there are no detected changes
in the GQD and DHO signals that can be attributed to EQ events.

4.1.2. Short-period noise amplitude during night-time of the
considered EQ events

Keepinginmindthat the ionosphere isexposedtomanyinfluences,
it is difficult to extract its response to a particular event of moderate
intensity like those related to an earthquake occurrence. For this
reason, it is very important to exclude the known effects, particularly
solar radiation. Because all the considered EQ events occurred during
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Fig. 4. The short-period noise amplitude Anoise within time windows lasting 10 min
with time difference Dtws with respect to the EQ03/11 time for the ICV (upper panel),
and the GQD and DHO (bottom panel) signals. The thicker lines indicate the EQ night,
while thinner ones refer to the reference quiet night. Vertical lines represent the
expected night-time values of Anoise under quiet conditions obtained by the procedure
explained in Section 4.1.1.

the night-time period, we are able to focus on night-time conditions
from approximately 6 h before to 3 h after the EQ03/11 occurrence.

The obtained time evolution of dA, shown in Supplementary Fig. 1
(upper panel), visualizes a rapid decrease of the recorded ICV ampli-
tude deviation from its basic values starting before the EQ03/11 event
with a tendency to slowly increase after the EQ03/11 occurrence. As
seen in Fig. 2 (bottom panel) and as it will be shown in Section 4.1.3,
these rapid decreases are not recorded at the beginning of the days
with quiet conditions, while the analyses of periods around several
EQ events during three days confirm the same trends. Observations
of the other two considered areas (defined by the signal propagation
paths) indicate that changes are also detected in the GQD (middle
panel) and DHO (bottom panel) signals but with different character-
istics: (1) a reduction of the GQD signal short-period noise amplitude
is also detected but its minimal values are recorded at the end of the
considered time interval with a tendency to further decrease; maxi-
mum values are recorded several minutes before the EQ occurrence,
and (2) the increase of the DHO signal amplitude started approxi-
mately 5 h before the considered event and, for this signal, a decrease
of the short-period noise amplitude is not visible before the end of
the considered time interval, i.e. before the sunrise. Although varia-
tions of dA are also recorded in these two signals, detailed analyses
show that very similar changes are recorded during two additional
days, which indicates regular daily variations.

The presented changes in short-period noise amplitude, which are
possibly related to EQ03/11 processes, are better visualized in Fig. 4.
Here we present values obtained in calculations of the short-period
noise amplitude Anoise within time windows of 10 min starting Dtws

before and after the EQ03/11 occurrence for the ICV (upper panel), the
GQD and the DHO (bottom panel) signals. We can see that values
for the ICV signal at the beginning of the considered time period
are similar to those during quiet days but that they differ from the
expected values during periods of several hours starting before the
EQ occurrence. On the other hand, the presented time evolutions
are very similar in the EQ and referent quiet nights for the GDQ and
DHO signals (see bottom panel). Here we note that we additionally
check the increase before and the decrease after the EQ event for the
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GQD signal in the analysis for whole days. We found that a similar
increase exists on 9 November, also before the EQ event, but because
of a very small noise amplitude, we cannot connect them with the
considered phenomenon without a detailed statistical analysis. On
the other hand, a decrease is also recorded during 4 November in
the absence of an EQ event in this period, which also does not allow
us to confirm variations for periods around the earthquake.

As one can see in Fig. 5 (upper panel) and Supplementary
Fig. 2 (upper panel), a significant reduction in the short-period noise
amplitude is also recorded for the second EQ in group G1 (EQ04/11).
This reduction lasts approximately 0.5 h and begins approximately
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Fig. 6. Time evolutions of Anoise of the ICV signal for three days: 3 November (upper
panel), 4 November (middle panel), and 9 November (bottom panel), 2010. Vertical
lines indicate the time of recorded EQs that can be related to reduction of dA: the ticker
lines indicate EQ events with magnitudes larger than 4, dashed and dotted lines relate
to EQ with the epicentres near Kraljevo and Central Italy, respectively, while dashed-
dotted lines indicate EQs in Tyrrhenian Sea (3 November) and Western Mediterranean
Sea (9 November).

10 min before the EQ event. Contrary to the events from group G1,
these variations are not visible in Fig. 5 (bottom panel) and in the
middle and bottom panels of Supplementary Fig. 2, which are related
to the EQs from group G2 (at a greater distance from the signal
propagation path). Although the calculation of the short-period noise
amplitude Anoise shows an increase (40 min after the EQ event) fol-
lowed by a decrease (2 h 10 min after the EQ event) for the EQ07/10
event and, although in the case of the EQ11/10 the maximum value of
Anoise is recorded 2 h 20 min after the EQ event (analysis of later val-
ues is not possible because of the sunrise), these variations are very
small, and we cannot say that they confirm signal reactions relevant
to an EQ from group G1.

In addition, it is very important to pay attention to the differences
due to EQ intensity. Comparison of EQ03/11 (Mw 5.4) with EQ04/11
(Mw 4.4) which occurred at practically same locations shows that
the reduction of the noise amplitude lasts longer for the first, more
intensive event.

4.1.3. Short-period noise amplitude during whole days
The third step in this study is related to the analysis of the short-

period noise amplitude during whole days. This time extension from
the night-time to 24 h allows us to examine the regular daily vari-
ations in the noise amplitude (important for the extraction of the
sudden variations from periodic variations), the solar radiation influ-
ence on its values and, consequently, the possibility for applying the
suggested procedure to the entire day. Keeping in mind that many EQ
events occurred not far from the ICV signal propagation path during
these time periods, we chose three days which provide us an addi-
tional brief statistical analysis that is important for detecting changes
in the short-period noise amplitude during the whole days and for
detecting EQ events of small intensity.

The daily evolutions of the short-period noise amplitude are
compared for three days: 3, 4 and 9 November. These days are cho-
sen because the analysed EQ events with detected noise amplitude
reduction occurred in the first two days while the low values of Anoise

in the upper panel in Fig. 3 are recorded on 9 November.
As one can see in Supplementary Fig. 3, the regular daily noise

amplitude variations for the ICV signal are not recorded. However,
the presence of many noise reductions in different day periods indi-
cates the possibility for a brief additional analysis to examine similar
detections in signal properties for several other EQ events. Namely,
during the considered days, 46 EQs (excluding 29 that occurred
in a few hours after EQ11/03 when extraction of their influence is
not possible) were detected with epicentres not far from the ICV
signal propagation path. This analysis which covers all EQ magni-
tudes and areas around the entire ICV signal propagation path, shows
the occurrence of 13 EQ events (listed in Supplementary Table 1
and represented by vertical lines in Supplementary Fig. 2 and Fig. 6)
which can be related to the recorded noise reductions. Keeping in
mind that only 11 of these 46 EQs had magnitudes greater than 3
(two have Mw > 5, two events are between 4 and 5, and seven events
are between 3 and 4) and that many epicentre locations are more
than 150 km away from the signal propagation path, the number of
13 events is very important.

According to the recorded EQ evens given in Supplementary Table
1 and their epicentres (see Fig. 1) and magnitudes, one can see:

• The short-period amplitude reduction starting before the EQ
event is recorded for all 4 detected EQs with magnitude greater
than 4.

• In addition to the considered two EQ events that occurred near
Kraljevo, the noise reduction is recorded for the other 6 EQ
events at practically the same epicentre locations and with a
minimum magnitude of 2.5. Here we indicate that 8 of 10 EQs
near Kraljevo (i.e. 80%) with magnitude greater than 2.5 are
connected with the noise amplitude reduction.
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• Very interesting are the detections of the short-period ampli-
tude reductions connected with EQs of small magnitudes
whose epicentres were in Central Italy. Namely, the signal
propagation path passes above their epicentre locations, which
indicates a possibility of occurrence of lower ionospheric dis-
turbances related to very low EQ magnitudes. Here we point
out that the results indicate the influence of other conditions
for these detections. Namely, in addition to 4 EQs of magni-
tudes from 2.2 to 2.5 which are related to the noise reductions,
there were two Mw 2.2 and one Mw 2.3 EQs which cannot be
related to ionospheric perturbations.

• Thirteen out of a total of 15 (or 87%) decreases of the short-
period noise amplitude can be related to EQ events.

• Reductions of the short-period noise amplitude are recorded in
all day periods.

This brief analysis shows that the reduction of the short-period
noise amplitude recorded in the case of EQ11/03 is also recorded in
several other EQ events. The obtained results indicate the need for
detailed analyses in longer time periods with larger sample sizes and
sufficient events to allow the formation of different types of subsam-
ples whose analyses will be statistically significant and which should
analyse influences of different parameters on detections of the noise
amplitude reductions that can be connected with EQ events.

On the other hand, applying the same analysis on the GQD and
DHO signal amplitudes shows that the recorded variations in the case
of the EQ11/03 event are similar to those recorded during other days.
For this reason, and due to analyses given in Sections 4.1.1 and 4.1.2,
which show very small noise amplitudes and their variations during
the period of two analysed months, we can conclude that the types
of changes considered in these two signals are not recorded.

4.2. Acoustic and gravity waves

To analyse the excitation of AGWs in periods around the EQ time
we apply the fast Fourier transform (FFT) on the time series of the
recorded ICV signal amplitude. As discussed in Section 3.3.2, the time
interval over which the FFT is applied affects the precision of the
analysis and the interval of the considered wave periods. For these
reasons, we present analyses of the Fourier amplitude (AF) for the
time domain windows whose intervals (WTI) are 20 min, 1 h and 3 h.
In this way, we focused separately on the short, middle and long peri-
ods (T = 1/f) of the waves with frequency f, allowing the analysis
of the duration of excited waves with particular periods. The time
step of the window’s beginning is 10 min for all three cases, while
Dtws indicates the time of the interval’s start with respect to the EQ
time. For better visibility of results, we divide the 3D graphs into two
domains of period T with different scaling of AF.

In these graphs, both the excitation and attenuation of the
waves are visible, as well as their combinations within three spe-
cific domains of the wave periods T in time intervals around the EQ
occurrence:

• Wave excitations (WE) are visible for very small wave periods
(time period 1 - TP1) 0.03 < T < 0.08 min. These waves are
excited approximately 0.5 h before the EQ, which is visible in
the left upper panel of Fig. 7 describing the WTI of 20 min. For
all WTIs, it is found that the wave excitations do not attenu-
ate before the end of the analysed time period. This indicates
long-term oscillations on the considered frequencies whose
attenuation cannot be visible because of the intensive influence
of solar radiation at sunrise.

• Wave attenuations (WA) are detected for particular wave
periods within the domain of TP2 (0.1–1.3 min). The visualiza-
tion shows that these wave attenuations are completed before
the EQ occurs.

• Combinations of attenuations and excitations of waves are
detected for T > 2 min (TP3). Contrary to the previous two
wave period domains, in this case, a more complex time evo-
lution of waves is clearly visible at most of the relevant fre-
quencies. Namely, for these wave periods, the attenuations
are recognizable by the three properties of AF behaviour: (1)
attenuation of wave amplitude before the EQ, (2) their small
values in the period around the EQ and (3) excitation with AF

larger than those before the indicated attenuation. In the upper
and middle right panels we can see that for T <= 20 min
these excitations start after the EQ and their attenuations occur
within the time period before the sunrise. These variations
are clearly visible in Supplementary Fig. 4 where we present
the wavelet transform for the time period from approximately
70 min before the EQ to approximately 100 min after the EQ. As
one can see, the most important variations are detected during
the time period between 40 min and 1 h after the EQ.

In the bottom right panel in Fig. 7 there are visible excitations of
waves with time periods T ≈ 0.5 h and �1 h. To find a more pre-
cise wave period, we additionally fitted the function DA(t) obtained
as the deviation of the amplitude A(t) from its mean value in the con-
sidered time period of 3 h after the EQ03/11 event. This is done using
the following sine series:

A(t) =
N∑

i=1

ai sin(bit + ci) (2)

where N = 8. The obtained fitted curve is shown in Supplementary
Fig. 5 (upper panel) while coefficients are given in Supplementary
Table 2. Comparison of this curve with the fitted function of DA(t)
in the period of 3 h before the EQ (middle panel) is presented in the
bottom panel where one can see larger values of the amplitude a
for periods after the EQ and a significant increase of waves with the
period of 1 h.

As one can see in Supplementary Table 2, the obtained time peri-
ods Ti = 2p/bi ≤ 1.5 h are 59.9 min, 31.5 min, 18.5 min, 23.5 min,
26.7 min and 16.0 min (these periods are at least 2 times smaller than
the considered time period and can be taken into consideration in
the wave analyses).

According to the analysis of AGWs given in Section 3.3.2, where
we determined that their wave periods are less than 2.9 min and
more than 3 min, respectively, we can conclude that both types of
these waves are excited during the EQ03/11 event.

To compare the obtained periods of excited/attenuated AGWs
with other signals and cases, we applied the previously explained
procedure to the GQD and DHO signal amplitudes for the EQ03/11
event and to the ICV amplitude for three EQ events given in Sup-
plementary Table 1 with magnitude greater than 4. In the first case,
similar excitations are recorded only for the wave period of approx-
imately 1 s, but they are significantly less pronounced. On the other
hand, the analyses of the other three EQs show very similar exci-
tations and attenuations in TP1 and TP2, respectively, in all three
cases. Keeping in mind that these properties are not visible under
quiet conditions of the referent night, we can infer that these acoustic
waves are probably attributed to the considered EQ events and that
their appearance should be investigated in future statistical studies.

Although analyses of waves with larger wave periods cannot be
useful for comparison because of different time intervals of the noise
amplitude reduction, fitting of the recorded data gives very similar
wave periods like those in the case of the EQ03/11 event (except for
the largest one of approximately 1 h) for 2 of 3 cases. However, fit-
ting of the amplitude time evolution during the referent quiet night
(1–2 November 2009) shows the existence of waves with wave peri-
ods of 35.7 min, 60.1 min, 19.5 min, 19.4 min and 23.8 min. For this
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reason, we cannot be sure that the gravity waves with wave periods
indicated in Supplementary Table 2 (lower than 1 h) are a conse-
quence of the considered EQ events, and their relationship should be
investigated in future studies.

4.3. Comparison with previous observations

As we indicated in the Introduction, there are many studies of the
relationships between the earthquakes and ionospheric disturbances.

They are based on different measurement techniques (first, on GPS
and VLF signals relevant for upper and lower ionosphere, respec-
tively); they are usually based on datasets with time sampling larger
than 1 s.

In this study, we analyse two sets of VLF data with time resolutions
of 1 min and 0.1 s. Examination of the presence of changes indicated in
Hayakawa (1996), Molchanov et al. (1998), and Yamauchi et al. (2007)
(time shift of the “terminator time” a few days before the EQ events)
and Biagi et al. (2007, 2001a), Hayakawa (2011), Rozhnoi et al. (2015),
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and Solovieva et al. (2015) (signal amplitude variations) with the
1-min resolution dataset show that the changes cannot be confirmed
in the case of EQ03/11 due to seasonal variations. This can be explained
by the moderate EQ intensity and the greater distance between the
EQ epicentre and the considered signal propagation path.

On the other hand, the primary subject of this study, related to
the processing of the 0.1-s resolution datasets, indicates variations
starting only a few minutes or a few tens of minutes before the EQ
occurrence, contrary to most of the recorded disturbances in differ-
ent ionospheric regions considered as EQ precursors recorded a few
days earlier. As one can see in Section 4.1.3, the presented procedure
also gives the noise amplitude reduction for several other EQ events,
including those of magnitudes lower than 3. This result indicates a
possible method for the earthquake prediction that is more sensitive
than those that can be found in the literature. This is very important
because the inclusion of EQ events with moderate to small mag-
nitudes allows statistical analyses that are not possible in the case
of very strong earthquakes whose statistical analyses require sam-
ples of events occurring within long time intervals and at different
locations thereby not allowing examination of influences of different
parameters on signal disturbance detection. In this sense, the present
study can be considered as a pioneer study, which reveals the need
for further statistical research.

It is important to say that some of the obtained wave periods of
induced AGWs are lower than 30 s, which agrees with results pre-
sented in Ohya et al. (2018). Additionally, the short-period noise
amplitude increase observed two days before the Kraljevo EQ agrees
with the increases in night-time variations before the EQ presented
in Maekawa et al. (2006) and Maurya et al. (2016).

5. Conclusions

In this paper, we presented an analysis of variations in the VLF
signals, used for the lower ionosphere observations and detection of
changes in the electrical properties of this atmospheric layer, in a
period around the Mw 5.4 earthquake that occurred on 3 November
2010 near the town of Kraljevo in Serbia. We focused our attention
on variations in the ICV signal amplitude whose propagation path is
close to the EQ epicentre, and we analysed time evolutions of datasets
with 1-min and 0.1-s resolution. To check the obtained conclusions
and influence the localisation of recorded changes, presumably in the
lower ionosphere, we applied the described procedures to the GQD
and DHO signals and considered the properties of the ICV signal in
night-time periods around three additional EQs. Moreover, to exam-
ine regular daily variations in the noise amplitude and solar radiation
influence on its values to check the possibility of applying the sug-
gested procedure during the entire day, we analysed cases of three
whole days. The days were chosen within the period of frequent earth-
quake events occurrences, allowing us to conduct a brief statistical
study, which indicated the need for more detailed analyses in future
research.

The obtained conclusions are:

• Detection of signal variations, probably induced by the lower
ionospheric disturbances, depends on the time resolution of
recorded data. In the case of the 1-min sampling data, useful
for analysis of long-term signal disturbances (daily variations)
which can be attributed to an EQ event, we did not record
changes in the global daily amplitude trends that are indicated as
EQ precursors in previous studies; or their possible occurrences
(terminator time shift) are masked by seasonal variations. An
noise amplitude reduction is only visible after the earthquake.
This reduction provides a clearer view of the wave-like time
evolution of the amplitude than can be observed during quiet
night. On the other hand, a better time resolution provides
clearly visible short-term changes before and after the EQ.

• We detected short-term signal variations, which probably
reflect the lower ionospheric disturbances. They are visualized
as variations in the signals’ short-period noise amplitude which
starts before the EQ and can be considered as an EQ precursor.
These changes are also detected for a few days before and after
the EQ.

• These variations are recorded only for the ICV signal, which
points to local ionospheric disturbances.

• Reductions of the short-period noise amplitude are recorded
for all day periods during the three analysed days. In this anal-
ysis, which includes many EQ events occurring at moderate
and small distances from the ICV propagation path, we find:
(1) Thirteen out of a total of 15 (or 87%) decreases of the short-
period noise amplitude can be attributed to EQ events; (2) The
short-period noise amplitude reduction starting before the EQ
event is recorded for all four detected EQs with magnitude
larger than 4; (3) Eight of 10 analysed EQs near Kraljevo (i.e. 80%)
with magnitudes larger than 2.5 are connected with the noise
amplitude reduction; (4) Reductions of the short-period noise
amplitude are recorded in several cases of weak EQ events in
Central Italy which indicates a possible very large sensitivity of
the proposed method in the case when the signal propagation
path passes above the EQ epicentre.

• Acoustic wave excitations and attenuations at wave periods
0.03 < T < 0.08 min and 0.1 < T < 1.3 min, which are detected
in the case of the Kraljevo EQ are also recorded in three other
EQ events with magnitude larger than 4. The recorded gravity
waves cannot be a-priori connected with the considered EQ
events because of the excitation of waves with similar periods
during quiet nights. Their relationship should be investigated
in future studies.

To conclude, we point out that the fundamental question opened
in this study is: Can improving the time resolution of the observed
data provide us with a new technique for EQ forecasting? Keeping
in mind that the obtained variations fall within one hour before
the considered EQ and that the used observational method is based
on continuous monitoring, the obtained indications are of great
importance and should be investigated in the forthcoming research.
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Abstract: This study is a continuation of pilot research on the relationships between seismic activity
and changes in very low frequency (VLF) signals starting a few minutes or a few dozen minutes
before an earthquake. These changes are recorded in the time and frequency domains and their
duration can be influenced not only by the strongest earthquake but also by others that occur in a
short time interval. This suggests that there are differences in these changes in cases of individual
earthquakes and during the period of intense seismic activity (PISA). In a recent study, they were
validated in the time domain by comparing the amplitude noise reductions during the PISA and
before earthquakes that occurred in the analysed periods without intense seismic activity (PWISA).
Here, we analyse the changes in the VLF signal amplitude in the frequency domain during the PISA
and their differences are compared to the previously investigated relevant changes during PWISA.
We observe the signal emitted by the ICV transmitter in Italy and received in Serbia from 26 October
to 2 November 2016 when 907 earthquakes occurred in Central Italy. The study is based on analyses
of the Fourier amplitude AF obtained by applying the fast Fourier transform (FFT) to the values of
the ICV signal amplitude sampled at 0.1 s. The obtained results confirm the existence of one of the
potential earthquake precursors observed during PWISA: significantly smaller values of AF for small
wave periods (they can be smaller than 10−3 dB) than under quiet conditions (the expected values are
larger than 10−2 dB). Exceptions were the values of AF for wave periods between 1.4 s and 2 s from a
few days before the observed PISA to almost the end of that period. They were similar or higher than
the values expected under quiet conditions. The mentioned decrease lasted throughout the observed
longer period from 10 October to 10 November, with occasional normalisation. It was many times
longer than the decreases in AF around the considered earthquakes during PWISA, which lasted up
to several hours. In addition, no significant wave excitations were recorded at discrete small values of
the wave periods during the PISA, as was the case for earthquakes during PWISA. These differences
indicate the potential possibility of predicting the PISA if the corresponding earthquake precursors
are recorded. Due to their importance for potential warning systems, they should be analysed in
more detail in future statistical studies.

Keywords: earthquake precursors; VLF signal; wave excitations/attenuations

1. Introduction

The decades-long efforts of researchers to find a mechanism for the detection of earthquake
precursors have been focused on the investigation of numerous phenomena [1–3]. These
include studies of changes in the ionosphere [4–14] and the electromagnetic signals used to
monitor it [15–18].

This paper analyses the characteristics of a very low frequency (VLF) radio sig-
nal used to monitor the lower ionosphere. As numerous studies show, there are sev-
eral different changes in the characteristics of VLF and low-frequency (LF) signals that
can occur before an earthquake. They are mostly detected a few days or weeks before
strong earthquakes [19–21], and are manifested in a significant increase/decrease in the
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signal amplitude/phase [22,23], in the shift of the terminator time during sunrise and
sunset [8,20,24,25] and in variations in the wavelet power spectrum [22,26]. These investi-
gations are mainly based on amplitude/phase processing of VLF/LF signals sampled with
a time interval of not less than 1 s.

In 2020, the first relevant research based on the analysis of VLF signal amplitudes
recorded with a time resolution of 0.1 s was published [27]. This improvement in resolution
led to the discovery of new potential earthquake precursors observed in the time and
frequency domains. In the time domain, the corresponding changes are manifested by
reductions in the amplitude and phase noises. In the frequency domain, the analysis
of the Fourier amplitude obtained by applying the fast Fourier transform (FFT) to the
time evolutions of the signal amplitude and phase shows its increases at discrete low
values of wave periods and its decreases at other, also low-value, wave periods. The first
investigations of these changes in signal characteristics have been published in several
studies [27–31]. One of the basic conclusions is that it is possible to connect several
earthquakes that occur in a short time interval in some localised area with one change in
the signal, i.e., that several events occur during one continuous disturbance. This has led to
the conclusion that the detection of the mentioned changes is influenced by the duration of
seismic activity. This has been confirmed in the case of the amplitude noise reduction in the
time domain in the analysis of the period of intense seismic activity (PISA) in Central Italy
when almost 1000 earthquakes were registered in a period of 10 days. Namely, the results
of the study presented in [29] show that one amplitude noise reduction that occurs before
one earthquake can continue without normalisation and without additional reductions
during the period of occurrence of other earthquakes.

The aim of this research is to examine the changes in the VLF signal amplitude during
the seismically active period in the frequency domain, which is a continuation of the
analysis of the corresponding changes in the time domain given in [29]. We observe the
amplitude characteristics of the ICV signal emitted in Italy and received at the Institute of
Physics Belgrade in Belgrade, Serbia. The focus of the analysis is on the eight-day period
from 26 October to 2 November 2016. Here, we use the same methods as those described in
the studies of earthquakes that occurred during periods without intense seismic activity
(PWISA) [27,30]. In addition, the daily values of the parameters relevant to the study
during a one-month interval (10 October–10 November 2016) are presented in order to
determine the beginnings and endings of the observed changes. Detailed analyses are also
conducted for 3 October 2010 and 25 October 2016, which are taken as reference days in the
analyses of the considered changes.

This paper is organized as follows. Section 2 describes the events that took place in the
observed period and the signal whose characteristics are analysed. The signal processing
is explained in Section 3, and the obtained results and their discussion are presented in
Section 4. The conclusions of this study are set out in Section 5.

2. Observations

According to the data provided on the Euro-Mediterranean Seismological Centre
website [32], earthquakes in Central Italy were registered every day (except on 18 October
2016) during a one-month interval from 10 October to 10 November 2016. The total
number of earthquakes and the number of earthquakes with a minimum magnitude of
four (hereafter referred to as stronger earthquakes) that occurred in that time interval are
given in the upper and lower panels of Figure 1, respectively. Here, we note that the
magnitudes on the mentioned website are given in the moment magnitude [33], body-
wave magnitude [34], and Richter [35] scales. As in the previous relevant studies, here,
we considered earthquakes with a minimum magnitude of four on any of these scales
and used M as a common term for all given magnitudes. The obtained time evolutions
indicated that the total number of earthquakes increased sharply on 26 October. On that
day, six earthquakes of minimum magnitude four were recorded, including earthquakes of
magnitudes Mw 5.5 and Mw 6.1. For these reasons, 26 October was the beginning of the
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period that was the focus of this study. The highest seismic activity was on 30 October with
268 earthquakes, including 14 stronger earthquakes with a maximum magnitude of Mw
6.5. The calming of the ground tremors in Central Italy after that maximum was slower
than its intensification, but the recorded magnitudes were not large. It can be assumed
that the series of earthquakes with M ≥ 4 ended on 3 October. Namely, only one such
earthquake occurred in the following week (on 7 November). Based on this and the fact
that the analysed signal was bad during a significant part of 3 October, 2 November was set
as the end of the period in which the data that were the focus of this study were recorded.
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Figure 1. The total number of earthquakes (upper panel) and earthquakes with minimum magnitude
of 4 (bottom panel) that occurred in the period from 10 October to 10 November 2016. The displayed
data are taken from the Euro-Mediterranean Seismological Centre website [32]. The boxed part
indicates the time period considered in detail in this study.

In this study, we used a VLF signal that monitors the low ionosphere to investigate
earthquake precursors. The importance of this technique in research of sudden events such
as earthquakes lies in the continuous observation of a large area. Namely, it is based on the
operation of numerous transmitters and receivers of VLF signals that are distributed all
over the world. In addition, the time resolution of the recorded data can be of the order of
milliseconds. This ensures (a) the ability to detect short-term changes that last less than
1 s, and (b) the analysis of somewhat longer changes (lasting several seconds or minutes)
that require a lot of data during the disturbance period. Otherwise, the receivers can record
the electrical or magnetic component of VLF and LF signals, depending on whether the
antenna is electrical or magnetic. Some of them record both the amplitude and the phase of
the signal, while others record only one of these signal parameters.

As in previous analyses of excitations and attenuations of small-period waves in the
time intervals around the considered earthquakes [27,29,30], we examined the changes
in the amplitude characteristics of the VLF signal emitted by the ICV transmitter located
in Isola di Tavolara, Sardinia, Italy (40.92 N, 9.73 E) and received by the Absolute Phase
and Amplitude Logger (AbsPAL) receiver in Belgrade, Serbia (44.8 N, 20.4 E). The ICV
transmitter emits at 20.27 kHz with a power of 20 kW. The used receiver (located at the
Institute of Physics Belgrade) has an electrical antenna and records both the amplitude
and the phase of VLF/LF signals. It can monitor five signals simultaneously and provides
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two data sets with time sampling resolutions of 0.1 s and 1 min. In this study, we used
the first data set. The route of this signal and the epicentres of all earthquakes that were
recorded in its vicinity during the observed time interval are shown in Figure 2. The
locations of the epicentres show that they were dominantly concentrated in a localized
area in Central Italy. The classification of the considered earthquakes according to their
magnitudes is visualised by the different colours of the dots representing the locations
of their epicentres (see explanation in the caption of Figure 2). It indicates that only two
stronger earthquakes did not occur in Central Italy (they were registered in Bosnia and
Herzegovina and Southern Italy). The characteristics of all shown stronger earthquakes are
given in Table 1, where the two highlighted in grey are mentioned.
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Figure 2. Map of the observed area around the path of the signal transmitted by the ICV transmitter
located in Italy and received in Belgrade, Serbia. The epicentres of the earthquakes of magnitudes
M < 3, 3 ≤ M < 4, 4 ≤ M < 5, 5 ≤ M < 6, and M ≥ 6 that occurred in the period from 26 October to
2 November 2016 are represented by black, cyan, blue, green, and red dots, respectively.

Table 1. List of the considered earthquakes with magnitudes M ≥ 4. Data for dates, times, epicentres
(latitudes and longitudes), magnitudes, and the corresponding scale (the symbols Mw, mb, and ML
denote the moment magnitude [33], body-wave magnitude [34] and Richter [35] scales, respectively)
are given in [32].

No Date Time (UT) Latitude (◦) Latitude (◦) Magnitude

DAY 1

1 26 October 2016 17:10:36 42.88 13.13 Mw 5.5
2 26 October 2016 19:16:57 42.88 13.16 ML 4.3
3 26 October 2016 19:18:07 42.92 13.13 Mw 6.1
4 26 October 2016 21:24:51 42.87 13.08 mb 4.1
5 26 October 2016 21:42:02 42.86 13.13 Mw 4.7
6 26 October 2016 23:52:32 42.82 13.14 mb 4.0

DAY 2

7 27 October 2016 00:21:32 42.96 13.06 mb 4.2
8 27 October 2016 03:19:27 42.84 13.15 mb 4.4
9 27 October 2016 03:50:24 42.99 13.13 Mw 4.2
10 27 October 2016 08:21:46 42.87 13.10 Mw 4.4
11 27 October 2016 17:22:23 42.84 13.10 ML 4.2
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Table 1. Cont.

No Date Time (UT) Latitude (◦) Latitude (◦) Magnitude

DAY 3

-

DAY 4

12 29 October 2016 11:58:07 0.09 15.79 ML 4.3
13 29 October 2016 16:24:33 42.81 13.10 mb 4.4

DAY 5

14 30 October 2016 06:40:18 42.84 13.11 Mw 6.5
15 30 October 2016 06:55:40 42.74 13.17 ML 4.1
16 30 October 2016 07:00:40 42.88 13.05 ML 4.1
17 30 October 2016 07:05:56 42.79 13.16 ML 4.1
18 30 October 2016 07:13:06 42.73 13.16 ML 4.5
19 30 October 2016 07:07:54 42.70 13.17 mb 4.2
20 30 October 2016 07:34:47 42.92 13.13 ML 4.0
21 30 October 2016 08:35:58 42.83 13.08 mb 4.6
22 30 October 2016 10:19:26 42.82 13.14 ML 4.1
23 30 October 2016 11:21:09 43.06 13.08 ML 4.1
24 30 October 2016 11:58:17 42.84 13.06 ML 4.0
25 30 October 2016 12:07:00 42.84 13.08 ML 4.6
26 30 October 2016 13:34:54 42.80 13.17 ML 4.6
27 30 October 2016 18:21:09 42.79 13.15 ML 4.2

DAY 6

28 31 October 2016 03:27:40 42.77 13.09 mb 4.3
29 31 October 2016 07:05:45 42.83 13.17 Mw 4.2
30 31 October 2016 09:38:13 43.26 17.88 ML 4.2

DAY 7

31 1 November 2016 07:56:39 43.00 13.16 Mw 4.9

DAY 8

32 2 November 2016 19:37:52 42.89 13.11 ML 4.0

3. Data Processing

The investigation of the excitations and attenuations of small-period waves by pro-
cessing the amplitude of the VLF signal in this study is based on the procedures applied in
previous relevant studies [27,28,30]. For this reason, we only list the main features of these
procedures in this section. In addition, Figure 3 provides a flowchart that visually explains
the processing steps.
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INPUT DATA

Recorded VLF signal amplitude
(time resolution of 0.1 s)

Data preprocessing

● Removal of very small values 
(absence of detection of the observed signal)

● Removal of values around the minimum amplitude in the periods 
of sunrise and sunset (for certain analyses)

TIME TO FREQUENCY DOMAIN CONVERSION

(application of the FFT to the input data)

DATA ANALYSIS

Changes in A
F
 

with WTIs for 
all T

Time 
evolutions of 
A
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periods 
around T

e
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of A
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F
 values 
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Time evolutions 
of A
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 for 

domain of T  
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F
 values 

are higher than 
the surrounding 

ones 

DETERMINATION OD THE CONSIDERED TIME PERIOD

(determination of PISA based on 

the European Severe Weather Database)

Figure 3. A flowchart explaining the processing steps in this study: (a) determination of the considered
time period using the Euro-Mediterranean Seismological Centre [32], (b) determination of the input
VLF data and corresponding data preprocessing, (c) time- to frequency-domain conversion using
the fast Fourier transform (FFT), and (d) data analysis. Data analysis relates to time dependencies of
(i) the Fourier amplitude AF for all values of wave periods T, (ii) AF for wave periods around values
of Te for which wave excitations are visible around the time of earthquakes that occurred during
PWISA, (iii) mean values AFwm of AF, and (iv) daily mean values AFdm of AFwm in the window
time intervals (WTIs) in the domain of T for which higher values are observed compared to the
surrounding ones.

3.1. Input Data

The input data were the values of the ICV signal amplitude recorded by the AbsPAL
receiver in Belgrade, Serbia. The time resolution of these data was 0.1 s.

Bearing in mind that not all values of the input data are relevant due to artificial
influences (e.g., the signal was not broadcast in certain periods) or due to the dominant
influence of other natural phenomena such as sunrise and sunset on their variations,
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the data were preprocessed before the analysis in the frequency domain. It consisted in
eliminating the data (i.e., replacing them with NaN values) recorded in the periods:

• In which the amplitude values were too low (this indicated the absence of ICV signal
detection). This process was carried out for all shown analyses.

• Around the amplitude minima that are characteristic during sunrise and sunset. These
data were only eliminated in cases where the increase in AF was significant and only
in determining the mean daily values of the considered parameters.

3.2. Frequency Domain

The analysis in the frequency domain is made possible by applying the FFT to the
input data recorded in the time domain. As in previous studies, the FFT was applied to
window time intervals (WTIs) of 20 min, 1 h, and 3 h. In this study, the WTIs were shifted
by steps of:
• Ten minutes in all three cases in 3D representations of the AF(T, tws) dependence;
• Twenty minutes for analyses based on determining mean values in 20 min intervals

(so all recorded data were included in the analysis, and due to the non-overlapping
WTIs, a single value was included in the mean value representing only one WTI).

As in the mentioned earlier relevant studies, the Fourier amplitude AF was represented
as a function of the wave period T, which corresponds to the reciprocal value of the
frequency f obtained directly by applying the FFT to the input data (T = 1/ f ). A minimum
value of T of 0.2 s was determined as twice the time resolution of the recorded data, and
its maximum values depended on the observed WTIs and were half of their values, i.e.,
10 min, 30 min, and 90 min.

We emphasise at this point that although we observe dependencies on T, we use the
term “frequency domain” in this, as well as in previous relevant studies, because it is the
most common term found in the relevant literature and because of the very simple and
well-known relationship between these two physical quantities.

3.3. Data Analysis

The data analysis in this study can be divided into four parts:
• Visualisation of the changes in AF with WTIs which are represented by the times

of their beginnings tws for all values of T. The error in the determination of tws
is equal to the time resolution of the recorded data (0.1 s). Bearing in mind that
it is significantly smaller than the value of tws, it can be considered approximately
negligible. This also applies to other analyses in which this parameter is used. In the
case of an error in the determination of T, there are two cases that depend on the values
of T. This explanation is given in [30] and is based on the fact that by applying the FFT
to data recorded at equidistant time intervals, equidistant values of f are obtained.
Given that T = 1/ f , the distance between neighbouring values of T increases with
it. The distance for small values of T can be calculated as ∆T = ∆ f / f 2 = T2∆ f
where ∆ f = 1/WTI and has values of 8.3333 × 10−4 Hz, 2.7778 × 10−4 Hz, and
9.2593 × 10−5 Hz for WTIs of 20 min, 1 h, and 3 h, respectively. The error for the
higher periods is determined by the absolute difference between a certain value of
T and the first larger discrete value of this parameter. In this study, only a visual
analysis was performed for higher values of T, so that error was only determined in the
first way.

• Analysis of AF in WTIs starting at tws for wave periods around values of Te for
which wave excitations are visible around the time of earthquakes that occurred
during PWISA. We performed analyses for all values of Te that are specified in [30]:
0.2000 s, 0.2333 s, 0.3500 s, 0.4677 s, 0.7001 s, and 1.400 s. In order to take into account
the possibility of more significant changes in very close periods, we considered the
maximum value A∗

F of AF values for the considered Te and for 5 of its closest larger
and smaller values in WTI starting at tws:
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A∗
F(tws) = max{A∗

F(Te(ie − 5 : ie + 5), tws)}, (1)

where ie is the ordinal position assigned to the element that represents Te in the data
array for T. Taking into account the analysis of the error in the determination of T
in the previous point and the fact that this analysis is relevant for WTI = 20 min, it
can be approximately assumed that in this case, ∆Te = 5 × 8.3333e−4T2

e s, where Te is
expressed in s.

• Analysis of the mean values AFwm of AF in WTIs starting at tws in the domain of
T for which higher values are observed compared to the surrounding ones. This
parameter was calculated as follows:

AFwm(tws) =
∑N

i=1 AF(i, tws)

N
, (2)

where N is the total number of AF values in the considered WTI for the chosen T
domain, and i is the ordinal position of a particular value in this array.

• Analysis of the time evolution of daily averaged values AFdm of AFwm in the domain
of T for which higher values are observed compared to the surrounding ones. This
parameter was calculated by the following expression:

AFdm =
∑D

j=1 AF(j)

D
, (3)

where D is the total number of relevant AF values in the considered day, and j is the
ordinal position of a particular value in this array. We emphasise here that incorrect
data were not considered in the respective analyses, so that D was not the same for all
days. The analyses were performed both for its absolute values in the considered T
domain and for its corresponding relative values r in relation to the reference domain
with Fourier amplitude Aref

Fdm:

r =
AFdm

Aref
Fdm

. (4)

In this way, we analysed the localisation of the observed differences, which is signifi-
cant because, as seen in Section 4, in some cases, it is clearly visible, while in others, it
is not. From this, we can conclude that the corresponding changes in the value of AF
over time have different causes.

The time evolutions of the mentioned parameters related to AF were also compared
with the corresponding time evolutions of the relevant noise amplitude (denoted as Anoise
when referring to a particular WTI, and Anoisedm = ∑D

j=1 Anoise(j)/D when referring to a
particular day). The determination of Anoise is explained in detail in [36] and used in [30]
and the relevant references therein.

4. Results and Discussion

The investigation of the ICV signal amplitude changes in the frequency domain, which
can possibly be linked to processes in the lithosphere during the PISA in Central Italy from
26 October to 2 November 2016, was carried out in two phases. To distinguish the periodic
changes that occurred during the day, we first performed an analysis for a quiet period
(Section 4.1). Then, we studied the results of the FFT application on the signal amplitude
values recorded on the analysed days. In these analyses, AF and the corresponding pa-
rameters are shown (a) for whole days, for all values of T (the dependences AF(T, tws)
are shown in 3D graphs), for the selected values around Te for which wave excitations
were observed in the periods around the considered earthquakes that occurred during
PIWSA [30] (we present time evolutions of A∗

F and AFwm), and (b) for a one-month period
that included the eight-day period as well as the periods before and after (we present time
evolutions of AFdm).
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In the presented analyses, we excluded the intervals in which the recorded amplitude
values were visibly disturbed by unnatural influences (e.g., the time periods in which no
signal was emitted). In the analyses covering a period of one month, we also omitted the
intervals during sunrises and sunsets in which the amplitude noise was increased. In this
way, the influence of these factors on the analyses in the frequency domain was avoided,
which is important as they are not always clearly visible on the presented graphs.

4.1. Quiet Conditions

In this analysis, the determination of the characteristics of the considered VLF signal
under quiet conditions was complex. Namely, the seismic activity in Central Italy was
intensified aver a long time period. Therefore, it was not possible to single out an entire
day immediately before or after the eight-day interval analysed in this study during which
there were no earthquakes. For this reason, the analysis of the reference periods which are
intended to show the periodic changes in AF was carried out for two days:

• On 3 October 2010, when the conditions were quiet and not a single earthquake
was recorded.

• On 25 October 2016 (the day before the analysed period), during which the amplitude
noise was stable with values around 2 dB except for a short period during the afternoon
when an earthquake of magnitude ML 3.9 occurred in Central Italy [29].

It is important to emphasise here that both selected days were in October, as was the
beginning of the observed eight-day period. In this way, possible seasonal variations in the
amplitude characteristics in the frequency domain were avoided.

4.1.1. First Reference Day: 3 October 2010

The dependence AF(T, tws) during 3 October 2010 is shown in Figure 4.

Figure 4. Fourier amplitude AF of waves with period T obtained by applying the FFT to the ICV
signal amplitude recorded on 3 October 2010 with window time intervals (WTIs) of 20 min (upper
panels), 1 h (bottom left panel), and 3 h (bottom right panel) starting at tWS.
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In the upper left panel, which shows the time evolution of AF (obtained by applying
the FFT to data in WTIs of 20 min) up to T = 5 s, no significant changes can be seen. In
other words, the potential changes in these domains cannot be periodic daily changes. In
the other three panels (upper left panel for WTI = 20 min, and lower left (WTI = 1 h) and
right (WTI = 3 h) panels), periodic changes are visible for T greater than about 2 min. They
are manifested by increases in the AF values during the sunrise and sunset periods with
the highest values before 5 UT as well as after 15 UT and towards the end of a day.

The lack of changes for T ≤ 5 s is consistent with the results in the quiet period
from 19:00 UT on 3 November 2009 to 4:00 UT on 4 November 2009 [30]. Moreover, the
mentioned variations for T longer than a few minutes are consistent with those obtained in
the corresponding analyses related to the time periods around the analysed earthquake
near Kraljevo (3 November 2010) [27] and the earthquakes near Kraljevo (4 November),
in the Tyrrhenian Sea and in the Western Mediterranean Sea [30]. We emphasise here
that although these are periods in which earthquakes with a magnitude greater than four
occurred, no additional changes due to seismic activity were observed for the mentioned
wave periods.

4.1.2. Second Reference Day: 25 October 2016

The dependencies of AF(T, tws) during 25 October 2016 are shown in Figure 5. Com-
paring the obtained graphs with the corresponding ones from the previous figure, it can
be noticed that the descriptions of the observed variations are very similar, except for the
reduction in AF in the afternoon, when the noise amplitude is also reduced (as already
mentioned, this reduction can be associated with an earthquake in Central Italy). The only
significant difference is the higher AF values in the T domain between about 1.4 s and 2 s
compared to the values for the other T values during the day.

Figure 5. Fourier amplitude AF of waves with period T obtained by applying the FFT to the ICV
signal amplitude recorded on 25 November 2016 with window time intervals (WTIs) of 20 min (upper
panels), 1 h (bottom left panel), and 3 h (bottom right panel) starting at tWS.
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4.1.3. Comparisons of the Time Evolutions of AF for Narrow Domains of T during the
Observed Reference Days

In previous analyses of earthquakes that occurred during PWISA, wave excitations
were observed at discrete Te values. In addition, higher values of AF were observed in the
domain of T values between 1.4 s and 2 s on the second reference day (Section 4.1.2). To
analyse the expected values of AF under quiet conditions for these specific T, we compared
their time evolutions for the considered two days, and their shapes with those of the
amplitude noise Anoise during the corresponding time periods. The following parameters
are shown in Figure 6:

• Upper panels: Maximum AF values for each tws for six sets of 11 discrete T values
determined around the values 0.2000 s, 0.2333 s, 0.3500 s, 0.4677 s, 0.7001 s, and 1.400 s,
respectively (these values and their five closest lower and higher values). Based on the
explanation in Section 3, ∆T s for the given T in these analyses are 0.0002 s, 0.0003 s,
0.0006 s, 0.001 s, 0.003 s, and 0.009 s, respectively.

• Middle panels: mean AF values for T between 1.4 s to 2 s for each tws.
• Bottom panels: the time evolutions of Anoise given in [29].

3/10/2010 25/10/2016

Upper panels: T = 0.2000 s, T = 0.2333 s, T = 0.3500 s, T = 0.4677 s, T = 0.7001 s, T = 1.400 s
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Figure 6. Time evolutions of the maximum values of the Fourier amplitude A∗
F for the observed wave

periods Te and the five closest high and low values (upper panels), the mean values of the Fourier
amplitude AFwm for the wave periods T in the domain 1.4–2 s (middle panels), and the amplitude
noise Anoise (bottom panels) in each window time interval (WTI) starting at tws for the reference
days 3 October 2010 (left panels) and 25 October 2016 (right panels).

In the upper left panel, it can be seen that all displayed dependencies for the first
reference day vary around very similar values throughout the day. This indicates that
there is no significant influence of solar radiation and its changes on the observed values
of A∗

F, AFwm and Anoise. In this case, all values of A∗
F are approximately within one order

of magnitude. Comparing the values of Anoise in the lower panels shows that its value
is slightly lower for the second reference day. A more significant difference for the two
observed days is visible in the upper panels. Namely, during the second day, a decrease
in A∗

F is visible for all Te except for Te = 1.4 s. This difference increases with a decrease
in Te and is more than 10 times greater for Te = 0.2 s. In the case of AFwm, higher values
are observed for the second reference day. In other words, these comparisons for a quiet
day outside the PISA and quiet parts of a day just before the PISA show a decrease in AF
values for the considered T < 1 s and their increase for the T domain from 1.4 s to 2 s for
the second considered day.

In the analysis of the second day, it is interesting to note that the reduction in Anoise
in the afternoon is followed by a decrease in A∗

F for all observed values of Te, except for
its lowest value (0.2 s) where an increase in A∗

F is observed (this corresponds to the wave
excitation at this wave period). This is important to emphasise because this reduction in
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the amplitude noise can be related to the earthquake that occurred during its duration.
However, the wave excitation at this Te in periods around earthquakes that occurred during
PWISA were only registered for one event in the amplitude and phase analyses, which is
why they could not be associated with seismic activity based on previous analyses.

In addition, it can be seen that the effects of sunrise and sunset during the second
reference day, which are seen as peaks in the time evolution of Anoise, cause increases in A∗

F
for lower values of Te, while no pronounced changes are seen for the highest observed Te
and for the domain of T from 1.4 s to 2 s.

4.2. Seismic Active Period

As in previous relevant studies [27,28,30] and in Section 4.1, the analysis of ICV signal
amplitude characteristics in the frequency domain was performed by applying the FFT
to data sets recorded with a time resolution of 0.1 s, and to WTIs of 20 min, 1 h, and 3 h.
The time evolutions of the processed signal amplitude during the observed days (from
26 October to 2 November 2016) are given in [29].

Bearing in mind that each displayed data point refers to the entire considered WTI,
the accuracy of determining the time of occurrence of changes depends on its duration,
and it was the best for WTI = 20 min and worst for WTI = 3 h. For this reason and due
to the fact that the maximum relevant values of T are equal to half of the time interval to
which the FFT is applied, the analysis of the changes was performed separately for three
domains of T. These domains were between 0.2 s and 10 min (small wave periods), 10 min
and 30 min (medium wave periods), and 30 min and 90 min (large wave periods), where
AF was obtained by applying the FFT to WTIs of 20 min, 1 h, and 3 h, respectively.

In the following analyses, the incorrect values were discarded as follows:

• The data in the period 9:00 UT–12:20 UT on 31 October were not processed in all
analyses, as no ICV signal was detected in that period. This can be seen from the time
evolution of its amplitude which is shown in [29]. For the same reason, the data from
parts of several days that were considered for examining the beginnings and ends of
multi-day changes were removed.

• In the case of an increased AF, the recorded data in the periods of sunrise and sunset
were not taken into account in the analyses of the daily values of AFwm and Anoise.

In this way, the influence of changes in the signal characteristics due to clearly visible
artificial influences and other phenomena that occurred at sunrise and sunset was avoided.
In the time periods relevant to the second case, AF was displayed in 3D graphics to
visualise the effects of changes in incident radiation in the morning and evening. This is
also interesting because in previous studies, no differences were visible for small values of
T in these periods of the day compared to others.

4.2.1. Small Wave Periods

Based on the results of previous studies and the changes presented in Section 4.1, it
can be concluded that analysing wave changes in the small-wave-period domain is the
most important. In this domain, we analysed the following:

• The existence of wave excitations at Te of 0.2333 s, 0.3500 s, 0.4677 s, 0.7001 s, and
1.400 s, which were visible in the cases of the previously analysed earthquakes that
occurred during PWISA;

• Values of AFwm for the domain T from 1.4 s to 2 s, which were higher than other close
values of T on almost all days from 26 October to 1 November;

• Attenuations of the waves at low wave periods.

Analyses of 3D graphs: The 3D graphs obtained by applying the FFT to the WTI of
20 min are shown in Figure 7 in two parts for each day, as the AF values for lower and
higher values of T were very different. The threshold value was T = 5 s. Low values are
shown on the left, and higher values on the right.
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Figure 7. Cont.
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Figure 7. Dependencies of the Fourier amplitude AF on the wave period T and the start time tws of
the window time intervals (WTIs) from 26 October to 2 November 2016. The results of applying the
fast Fourier transform to the WTI of 20 min for T ≤ 5 s and T > 5 s are shown in the left and right
panels, respectively.
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Before analysing the wave excitations and attenuations, it is important to note the
following changes compared to the results of the analyses of the reference days in Section 4.1
and the studies presented in [27,30]:

• With the exception of time intervals of a few hours on 26, 29, and 31 October and on
1 November, the AF values for 2 s < T ≤ 5 s were significantly lower than the values
given for the reference days in Figures 4 and 5. During the isolated intervals, Anoise
was approximately equal to the values recorded on quiet days (see [29] and Figure 8).

• Although it is not noticeable on the 3D graphs due to the significantly smaller values
of AF compared to their maximum, the values of this parameter for a small T were
about an order of magnitude smaller than the values recorded on the first reference
day (3 October 2010), which was also true for the values recorded on 25 October 2016
(the second reference day). This can be clearly seen in Figure 8.

• When the AF values were small in the periods of sunrise and sunset, smaller increases
in AF were observed for T ≤ 5 s in the short term.

From the 3D graphs presented in Figure 7, it can be seen that there are no long-
term pronounced increases in AF at discrete values of T, including those for which wave
excitations with onset prior to the observed earthquakes were visible in previous studies.
Although short increases in AF compared to its surrounding values were observed on all
days, the obtained values were lower than those observed on quiet days.

Higher values of AF in the domain of T from 1.4 s to 2 s compared to the others for
T < 5 s were observed on all days from 26 October to 1 November with shorter interrup-
tions on 26, 27, and 30 October. However, these higher values were only approximately
comparable to those obtained on quiet days , except in short-term periods when significant
increases were visible. These increases were observed on all days except 30 October and
are analysed in more detail in the description of Figure 8.

On the last observed day, the AF values were very low throughout the day, with the
exception of shorter intervals for the isolated domain T (around 9 UT and 17 UT). In the
second case, AF reached the highest values in the observed eight-day interval (about 1 dB).

In addition to the mentioned variations, a shift of higher AF values from the mentioned
domain to the domain of T values from about 0.4 s to about 1 s was observed. In the
observed time interval, this change was only registered on 30 October. The largest number
of earthquake occurred on that day (268, see Figure 1). However, they occurred throughout
the day and it is not possible to establish a connection between the aforementioned changes
and the occurrence of an earthquake. On the other hand, the time evolutions of the
signal amplitude and its noise indicated a sharp decrease in the value of both these signal
parameters (amplitude noise reduction of Type 3) in the period of the shift of higher AF
values to smaller wave periods. The ends of the mentioned changes in all three parameters
were towards the end of that day when the higher values of AF returned to the original
domain of T with higher values.

The comparison of time evolutions of AF for small wave periods for T > 5 s (right
panels in Figure 7) with corresponding graphs for reference days (upper right panels in
Figures 4 and 5) shows that there are no significant changes that can be associated with
the PISA. Namely, the largest increases in AF for these values of T were before 5 UT, after
15 UT, and toward the end of a day or around midnight, which was already registered
during the two observed days in Section 4.1. The only changes could be observed on
1 November, when the latter two mentioned increases were not observed due to lower
values of AF in that period of the day than in other cases, but they coudl not be associated
with seismic activity.
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Figure 8. Time evolutions of the maximum values of the Fourier amplitude A∗
F for the observed wave

periods Te and the five closest higher and lower values (upper panels), the mean values of the Fourier
amplitude AFwm for the wave periods T in the domain 1.4–2 s (middle panels), and the amplitude
noise Anoise (bottom panels) in each window time interval (WTI) starting at tws for the period from
26 October to 3 November 2016. The shown blue, green, and red vertical lines indicate the times of the
earthquakes with magnitudes between 4 and 5, between 5 and 6, and greater than 6, respectively.
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Analyses of A∗
F for the wave periods Te and AFwm between 1.4 s and 2 s. To visualise

and compare the described changes in the Fourier amplitude more clearly and to compare
the changes in the frequency and time domains, we show the relevant dependencies in
Figure 8. The time evolutions of A∗

F for Te and the mean values AFwm of AF for T in
the domain 1.4–2 s are presented in the upper and middle panels, respectively. The time
evolution of Anoise is given in the lower panels, where the times of the earthquakes in
Central Italy given in Table 1 are marked with vertical lines. The values for A∗

F and AFwm
are determined using the procedure explained in Section 3, while the procedure for the
determination of Anoise is developed in [36] and explained in earlier studies (see [30] and
references therein).

As one can see in the middle panels of Figure 8, significant short-term increases
in the AFwm values were observed on all days except 30 October. Their maxima were
sometimes preceded by the maxima of A∗

F at all Te (except in some cases for its maximum
value). However, due to the occurrence during the larger values of Anoise and due to the
end before the shown times of stronger earthquakes, these wave excitations had different
characteristics than those recorded in previous studies at Te (they lasted throughout the
reduction in the signal amplitude noise and end after the considered earthquake). Moreover,
there was no regularity in their occurrence with respect to the occurrence of stronger
earthquakes, which is why they are probably the consequence of other phenomena.

The analysis of the shapes of the displayed dependencies indicated that there were
no wave excitations at low periods Te and in the observed domain T from 0.4 s to 2 s in
the periods around the stronger shown earthquakes. At the same time, it can be seen that
these shapes were more similar to the shape of the time evolution of Anoise. In addition, if
we compare their values with the relevant values obtained for the reference days, we can
conclude that they are more similar to the reference day that preceded the observed PISA.
This is very important because it opens the question of whether the PISA can be predicted
on the basis of these parameters (or whether long-term seismic activity can be expected
after the first strong earthquake). This possibility should be examined in the analyses of
the beginnings of a statistically significant number of PISAs.

Long-term analysis of AFdm for T between 1.4 s and 2 s. As already mentioned,
seismic activity was present in Central Italy before and after the observed PISA. In addition,
the analysis of the amplitude noise in [29] in October 2016 (end of 24 October) showed
that its values were below 2 dB, which differed from the expected state in quiet conditions.
Only two multi-hour periods were observed in this interval (approximately from 3 UT to
8 UT on 13 October and from 6 UT to 11 UT on 15 October), which can be provisionally
considered as quiet periods.

In this study, we investigated the daily mean values of AFwm in the T domain from
1.4 s to 2 s, denoted as AFdm, in a one-month time interval from 10 October to 10 November
2016. In addition to analysing the absolute values of this parameter, we give their ratio
(r = AFdm/Aref

Fdm) to the corresponding values of Aref
Fdm in the reference domain T, which

was taken from 2.4 s to 3 s (no deviations in AF in this domain from the corresponding
values for the surrounding values of T were recorded). The obtained results are shown in
Figure 9, where the bottom panel shows the daily mean averaged values of the amplitude
noise (this time evolution was added to compare the changes in the time and frequency
domains). In contrast to the analysis in [29], all shown values were determined only for
intervals in which their values were not influenced by other known factors (see Section 4).

In the upper panel of this figure, the variations in AFdm with the maximum value
of 0.4517 dB (17 October) can be seen. Bearing in mind that the corresponding value for
3 October 2010 and the first half of 25 October 2016 (when no earthquakes were recorded)
were 0.0929 dB and 0.1236 dB, respectively, it can be concluded that AFdm was smaller than
the expected values during quiet conditions in the entire considered period. The smallest
values were found at the beginning and at the end of the observed interval, when larger
relevant values were obtained for the reference T domain (seen in the middle panel (r < 1)).
The peak values were visible throughout the entire observed interval, so they could not
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be associated with the PISA. On the other hand, higher values of AFdm were obtained
in relation to Aref

Fwm during the entire considered PISA (more significant deviations were
obtained on 6 out of 8 days), which was not the case in the periods before and after. Namely,
the relevant increase was only visible on 13 and 23 October, while the considered values
were similar for other days (r was approximately one). If we compare the upper and middle
panels with the bottom one where the values of Anoisedm are given, we can see similar
shapes of the changes in AFdm in the frequency domain with the specified parameter in the
time domain. Looking at the variations in r, it can be concluded that the changes in the
time domain are more visible at the lower observed values of T.
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Figure 9. Time evolutions of the daily average values of AFwm in the T domain from 1.4 s to 2 s,
denoted as AFdm (upper panel), its ratio (r) to the corresponding values of Aref

Fwm in the reference
domain T, ranging from 2.4 s to 3 s (middle panel), and the daily mean amplitude noise Anoisedm

(bottom panel) for the period from 10 October to 10 November 2016.

The mentioned changes before and during the PISA are potential precursors of this
period in the frequency domain. Their differences from the changes recorded before the
earthquake during PWISA are very significant as they can indicate long-term earthquake
hazards. As in previous relevant studies, these assumptions should be tested in statistical
analyses. Analysing other independent data is also necessary to explain the detected
changes. Namely, VLF signals spread between transmitters and receivers located several
hundred or thousand kilometres apart in the Earth-ionosphere waveguide, which is over
70 km high during the daytime and over 80 km high during the nighttime. As the amplitude
and phase values recorded by a receiver provide information about the integral changes of
a signal in this entire space, it is not possible to spatially localise the cause of the detected
changes using these measurements alone.

4.2.2. Medium and Large Wave Periods

To analyse medium (10–30 min) and long (30–90 min) wave periods, we used the results
of the FFT application on WTIs of 1 h and 3 h, which are shown in Figures 10 and 11. The
conclusions from comparing these graphs with the corresponding graphs in Figures 4 and 5 are
the same as those mentioned in Section 4.2.1 for 5 s < T ≤ 10 min. In other words, no changes
that can be associated with seismic activity were observed in these T domains compared to the
reference days.
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28/10/2016 29/10/2016
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1/11/2016 2/11/2016

Figure 10. Dependencies of the Fourier amplitude AF on the wave period T and the start time tws of
the window time intervals (WTIs) of 1 h from 26 October to 2 November 2016.
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26/10/2016 27/10/2016

28/10/2016 29/10/2016

30/10/2016 31/10/2016

1/11/2016 2/11/2016

Figure 11. Dependencies of the Fourier amplitude AF on the wave period T and the start time tws of
the window time intervals (WTIs) of 3 h from 26 October to 2 November 2016.
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We point out here that the upper limit of T of the domain in which AF values are lower
than expected in a quiet period is several minutes or in the domain of medium wave periods.
Its exact determination is not possible due to the long time period of the aforementioned
reduction and variability in AF, and also due to the fact that the determination of this
parameter is approximately possible even for short time intervals of a few dozens of
minutes.

4.3. Analysis of the Reliability of the Relationship between Recorded Signal Changes and Seismic
Activity and Possible Influences of Other Phenomena

Changes in VLF signals used to monitor the ionosphere can be the result of numerous
influences from processes and phenomena both from space and from the Earth’s layers.
They relate to meteorological and geomagnetic conditions (influences of changes in the
atmosphere on VLF signals are shown in numerous papers, see, e.g., [37] and references
therein), as well as to extraterrestrial radiation (changes in the VLF signal are most strongly
influenced by solar X-ray flares [38–43], and the possibility of a multi-hour influence of
gamma ray bursts on these signals has also been confirmed [44]).

In some cases, changes in VLF signals caused by different phenomena have the same
or very similar characteristics. In addition, the detection of some phenomena depends on a
large number of parameters, leading to differences in their characteristics. Therefore, statis-
tical studies are necessary to confirm certain correlations. In the case of earthquakes, this
confirmation is very complex because the perturbations are local, and there are numerous
parameters that can influence detection. They relate to:

• Earthquake characteristics (characteristics of the location where it occurred, the depth
at which it occurred, its magnitude);

• The occurrence of other earthquakes (near the epicentre of the observed earthquake or
at distant locations that are also near the propagation path of the observed signal) and
their characteristics;

• The epicentre position in relation to the propagation path of the observed signal (their
mutual distance, the epicentre position in relation to the considered transmitter and receiver);

• The state of the atmosphere during the analysed period;
• Characteristics of the observed signal, including parameters relevant to the observed

transmitters and receivers.

For these reasons, research into the relationship between changes in the VLF signal
and seismic activity should be divided into the following phases:

• Phase I: diagnostics of changes that can be regarded as potential precursor of an
earthquake given the defined characteristics of the recorded parameters.

• Phase II: determining the parameters that characterise these changes based on the
smaller number of earthquakes in the case of PWISA, or the smaller number of PISAs,
and the appropriate criteria to distinguish them from other potentially similar changes
caused by other phenomena.

• Phase III: analysis of these parameters and criteria using a statistically significant
number of appropriate samples for one signal.

• Phase IV: appropriate statistical analyses for several transmitters and receivers, which
should (a) verify the results obtained in the previous phase and reveal possible dif-
ferences for different signals and receivers and (b) provide detailed analyses of the
observed changes in space.

The development of suitable warning systems can begin only after the potential
confirmation of the observed connections, the definition of relevant parameters and criteria
for different conditions in the mentioned phases, and the development of software for the
automatic detection of defined changes.

Relevant studies on VLF signal changes a few minutes or dozens of minutes before an
earthquake are recent (the first paper was published in 2020) and can be considered as pilot
studies. In the case of the earthquake precursor analyses during PWISA, there are studies
relevant for Phase I and II, and investigations for Phase III are ongoing. In the case of the PISA,
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the studies in Phase I are still ongoing. Our plan is to continue this research in all remaining
phases, which includes not only analysing the data but also forming a new network of relevant
receivers and involving other researchers and/or groups in further work.

It is important to emphasise that there were no significant impacts of other natural
phenomena during the observed period. This analysis is given in [29] and refers to the
influence of meteorological and geomagnetic conditions. These checks were carried out on
the basis of the data presented in [45–47]. In addition, technical problems during reception
were excluded in the aforementioned study.

5. Conclusions

This study presented an analysis of the VLF signal amplitude in the frequency domain
during a period of intense seismic activity in Central Italy, where 907 earthquakes were
registered from 26 October to 2 November 2016. The presented research was carried out
within the framework of the investigation of new potential earthquake precursors, which
manifest themselves in changes in VLF signal amplitude and phase characteristics in the
time (reduction of amplitude/phase noise) and frequency (excitation and attenuation of
waves at small periods) domains. In general, the contribution of this investigation to the
relevant studies on earthquake precursors is the result of the improvement of the observed
data time resolution from the usual several dozens of seconds or minutes to 0.1 s. This
made it possible to see the following:

• A reduction in the VLF signal amplitude and phase noises;
• The detection of excitations and attenuations of waves at small wave periods, which

can be less than 1 s.

These were not observed with the previously used data. These changes started only
a few minutes or a few dozens of minutes before an earthquake, which is a significantly
more accurate prediction than other methods that detect changes a few days before an
earthquake. In addition, the existence of differences in the observed changes indicated the
potential possibility of predicting long-term earthquake hazards.

In this study, relevant analyses in the frequency domain related to the seismically
active period were presented for the first time. They represented a continuation of the
research given for the time domain, in which the changes before earthquakes in that period
were already shown in the form of long-term reductions in the amplitude noise.

The results presented in this study were obtained by processing the amplitude values
of the signal emitted by the ICV transmitter in Italy and received in Belgrade, Serbia. They
showed changes in the observed amplitude characteristics compared to quiet conditions
and differences compared to changes observed in periods around earthquakes that did not
occur during the period of intensive seismic activity in the localized area. The conclusions
of the presented research are as follows:

• Changes in the observed period relative to quiet conditions were visible for small
values of the considered wave periods. This is consistent with previous analyses of
earthquakes that did not occur under the considered seismic conditions.

• Reduced values of the Fourier amplitude (indicating wave attenuation) were visible
in a longer time interval (a longer time interval was observed from 10 October to
10 November). Therefore, it was not possible to determine whether this change was
related to seismic activity or caused by some other influence.

• In the domain of wave periods from 1.4 s to 2 s, higher values of the Fourier amplitude
(close to the values expected in quiet conditions) were observed compared to its values
for near wave periods. This increase was evident during and just before the observed
period, indicating the possibility of a link with seismic activity.

• Wave excitations at discrete values of wave periods below 1.5 s, found in previous
studies associated with earthquakes that did not occur during intense seismic activity,
were not registered.
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Even if there is no correlation with seismic activity, it is interesting that the Fourier
amplitude for wave periods of less than 5 s increased in the periods around the minimum
signal amplitude during sunrise and sunset. These values were much smaller than those
recorded during quiet days, which is why the corresponding changes were not observed
under quiet conditions.

Since the changes compared to quiet conditions were noticeable and different from
those observed in the analyses of earthquakes that did not occur during periods of intense
seismic activity, this study indicates the possibility of predicting relevant hazardous periods.

The main limitation of this study is the fact that only one period of intense seismic
activity was considered. For this reason, it is necessary to perform the presented analyses
for a larger number of these periods in order to obtain statistically significant conclusions
and to be able to make a more reliable comparison with changes in VLF signal amplitude
characteristics before earthquakes that occur during and outside of these periods. To study
the possibility of defining the relevant parameters related to the reduction in the Fourier
amplitude and the occurrence of their higher values in certain domains of the wave periods
is of utmost importance for the prediction of the duration of the earthquake hazard. For this
reason, it is important to point out that it is necessary to include the relevant databases of
as many groups as possible in this investigation in order to collect a statistically significant
number of these periods.
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Abstract: In this paper, we complete pioneering research that indicates the very low frequency (VLF)
signal amplitude and phase noise reductions, and short-period wave excitations and attenuations as
new potential earthquake precursors. We consider changes in the VLF signal broadcast in Italy by
the ICV transmitter and recorded in Serbia that start a few tens of minutes before earthquakes. The
sampling interval of the analyzed data is 0.1 s. The main objectives of this study are (1) to complete
this research in the time and frequency domains during the periods of the four earthquakes analyzed
in the previous studies, and (2) to define the parameters of the VLF signal amplitude and phase in
both domains that should be further examined in statistical analyses of the aforementioned potential
earthquake precursors. In the first part of this study, we analyze the ICV signal amplitude in the
frequency domain during the period around three earthquakes that occurred in November 2010
near the considered signal propagation path. Here, we apply the Fourier transform to the relevant
recorded data. In the second part, we compare characteristics of the signal amplitude and phase
noise reductions in the time domain, and wave excitations and attenuations in the frequency domain.
The results of these comparisons indicate the parameters that should be analyzed in subsequent
studies to confirm the connection of the considered VLF signal changes with seismic activity before
earthquakes, and potentially establish procedures for their detection are: (a) the start and end times of
the noise reductions in the time domain and the excited/attenuated waves in the frequency domain,
(b) the differences in the corresponding times, and (c) the wave periods of wave excitations of both
the signal amplitude and phase.

Keywords: earthquake; VLF signal; noise reduction; precursor; wave excitations/attenuations

1. Introduction

The application of electromagnetic signals in ionospheric observations allows obtain-
ing sets of various types of data. Their processing produces results important to both
research in several scientific disciplines and research that has practical applications. One of
the directions in the analysis of these data refers to the examination of possible ionospheric
disturbances that precede earthquakes. Although the first studies on this topic were pub-
lished in the sixties of the last century [1,2], the most important goal of these studies, the
establishment of a sufficiently reliable method for predicting this natural disaster, has not
yet been achieved. The most important reasons for that are the complexity of the cause-
and-effect relationships between processes in the lithosphere and atmosphere, the existence
of numerous processes in the Earth’s layers and outer space that simultaneously affect
the area at ionospheric heights and also the lack of observational data with the necessary
temporal and spatial resolutions. However, the importance of this goal makes these studies
actual in all previous decades [3,4]. Moreover they have been intensified at the global level
in recent years [5–7].

One of the techniques for monitoring the ionosphere is based on the propagation of
very low frequency (VLF) radio signals. These signals propagate in the so-called Earth-
ionosphere waveguide from transmitters to receivers that are distributed around the world.

Remote Sens. 2024, 16, 397. https://doi.org/10.3390/rs16020397 https://www.mdpi.com/journal/remotesensing
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The emission of these signals is continuous, and the data can be detected with a time
resolution of several ms, which makes it possible to obtain information related to both
short-term disturbances (e.g., caused by lightning [8]) and unpredictable phenomena,
among which earthquakes are included [9–11].

In previous research, the variations in VLF signals before earthquakes indicate a
time shift of the characteristic minima of their amplitudes in the periods of sunrise and
sunset [4,12,13], and a significant increase or decrease in these values as well as their
oscillatory temporal evolution in some periods [14–18]. These changes are generally noted
a few days or weeks before strong earthquakes, and, as in the case of seismic process
research in other scientific disciplines (see for example [19]), they can be detected in time
and frequency domains.

In addition to analyses of the main tendencies of some physical quantities or character-
istics of signals used for the corresponding observations, analyses of the noise of relevant
parameters can also be used to investigate phenomena such as seismic processes [20,21].
The recent analyses of both VLF signal parameters (amplitude and phase) in the time and
frequency domains indicate potentially new effects that occur a few minutes or tens of
minutes before an earthquake: (a) the reductions in the amplitude and phase noises (visible
in the time domain and defined as the maximum absolute values of the deviations of the
recorded amplitude and phase values from the relevant smoothed curves obtained after
elimination p percent of their largest and lowest values in the considered time intervals),
and (b) the wave excitations and attenuations (visible in frequency domain) [11,22]. In these
two studies, the ICV signal emitted in Italy and received in Serbia is analyzed in the periods
around the four earthquakes of magnitude greater than 4 that occurred in Serbia near
Kraljevo (K1) and in the Tyrrhenian Sea (TS) on 3 November 2010, near Kraljevo (K2) on
4 November 2010, and in the Western Mediterranean Sea (WMS) on 9 November 2010.
The obtained results show the following:

• Time domain: the reductions in the amplitude and phase noises are visible before all
four earthquakes ([11] and [22], respectively);

• Frequency domain: the excitations and attenuations of waves manifested as increases
and decreases in the Fourier amplitude before the earthquake at different wave periods
are recorded for

– the amplitude in the case of the K1 earthquake [11], and
– the phase for all four considered cases [22].

These two studies are the first studies that investigate the reductions in the VLF signal
amplitude and phase noises, as well as the excitations and attenuations of waves with
small periods in their time evolutions before earthquakes. In other words, we can consider
them as pilot studies of these potential earthquake precursors. However, these studies
do not provide a complete analysis of the VLF signal changes before the observed four
earthquakes because the amplitude analysis in the frequency domain is given only for the
period around the K1 earthquake. For this reason, we complete this research in the first
part of this study giving analyses of the recorded wave extinctions and attenuations in the
periods around the remaining three earthquakes.

Although these two studies are based on a small number of earthquakes, the obtained
results clearly indicate specific types of changes which, bearing in mind the importance of
earthquake prediction, should be statistically examined in future studies. For this reason,
in the second part of this study, we define the parameters for determining the described
changes in a VLF signal that should be analyzed in investigations of possible earthquake
precursors in the following studies. Here, we used the results obtained in the first part of
this study, and in [11,22]. In that way, this study concludes the described pilot investigation
and provides guidance for appropriate further research.

This paper is organized as follows. The observations, and data processing are de-
scribed in Section 2. The obtained results are presented in Section 3. In particular, the results
related to the analysis of the amplitude in the frequency domain in the periods around
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the TS, K2, and WMS earthquakes and their comparisons with previous results are given
in Section 3.1, while the determination of the signal amplitude and phase parameters
that should be analyzed in future statistical studies of the indicated possible earthquake
precursors are shown in Section 3.2. Finally, the conclusions of this study and guidance for
appropriate further statistical analyses are given in Section 4.

2. Observations and Data Processing
2.1. Observational Setup and Studied Earthquake Events

This paper provides an analysis of the amplitude of the 20.27 kHz VLF signal emit-
ted by the ICV transmitter located in Isola di Tavolari, Sardinia, Italy (40.92°N, 9.73°E).
The presented data are recorded at the Institute of Physics Belgrade in Belgrade, Serbia,
(44.8°N, 20.4°E) by the Absolute Phase and Amplitude Logger (AbsPAL) VLF receiver
with sampling periods of 0.1 s during 3, 4 and 9 November 2010. This receiving setup
is developed by the Radio and Space Physics Group of Otago University, New Zealand,
and consists of the electric VLF antenna, the GPS antenna, the VLF preamplifier, feed cables,
the Service Unit, and the DSP (digital signal processor) card for the computer.

The map with the locations of the used transmitter and receiver and the signal prop-
agation path is given in Figure 1. In this figure, stars represent the epicenters of the
considered four earthquakes with magnitude:

• Mw 5.4 that occurred near Kraljevo (K1; 43.74°N, 20.69°E) on 3 November 2010;
• mb 5.1 that occurred in the Tyrrhenian Sea (TS; 40.03°N, 13.2°E) on 3 November 2010;
• ML 4.4 that occurred near Kraljevo (K2; 43.78°N, 20.62°E) on 4 November 2010 (since

this location is very close to the location of the K1 earthquake epicentre, the same star
refers to both these earthquakes);

• ML 4.3 that occurred in the Western Mediterranean Sea (WMS; 42.25°N, 6.77°E) on
9 November 2010.
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Figure 1. The VLF signal propagation path from the ICV transmitter to the Belgrade receiver station
in Serbia. The red stars represent the epicenters of the considered earthquakes in the Tyrrhenian Sea
(TS), Western Mediterranean Sea (WMS), and the two earthquakes near Kraljevo K1 and K2 (the same
star shows them).
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The above data are provided on the website of the Euro-Mediterranean Seismological
Centre [23]. The symbols Mw, mb and ML denote the moment magnitude [24], body-wave
magnitude [25] and Richter [26] scales, respectively. The relations between their values are
complex [27], and some of them are shown in statistical studies (see, for example, [28,29]).

The shortest distances of the epicenters of the mentioned earthquakes from the ob-
served VLF signal propagation path are 126 km, 219 km, 114 km and 287 km, respectively.

2.2. Data of the ICV Signal Amplitude Analyzed in Detail in This Study

The time evolutions of the ICV signal amplitude, A, recorded by the AbsPAL receiver
during the periods around the TS, K2, and WMS earthquakes are shown in Figure 2.
The vertical lines indicate the times of all earthquakes that occurred close to the observed
signal path (data on these earthquakes and the distances of their epicenters from the path
of the observed signal are given in [22,23]). The times of occurrences of the considered
three events are indicated by the vertical red dash lines.

16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00

40

60

TS - 03/11/2010

21:00 00:00 03:00

A
 (

d
B

)
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Kraljevo - 04/11/2010

t (UT)

15:00 16:00 17:00 18:00 19:00 20:00

30
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WMS - 09/11/2010

Figure 2. The ICV signal amplitude for time periods around the TS (upper panel), K2 (middle panel)
and WMS (bottom panel) earthquakes. The vertical dashed red lines indicate these earthquakes,
while the vertical black lines indicate additional earthquakes with magnitudes below 2.5 (thin dotted
lines), between 2.5 and 3 (thin dashed lines), and between 3 and 4 (tick dotted line).

In Figure 2, it can be seen that the amplitude noise reduction is most pronounced
before the strongest earthquakes in all three observed time intervals. Additional two,
and four earthquakes during 3 and 4 November, respectively, occurred during the period
of visible amplitude noise reduction in relation to its values at the beginnings and ends of
the respective time intervals. In the third time interval, the amplitude noise reduction is
visible only before the strongest earthquake, but it is interrupted during a shorter period
(including the time of the earthquake). This interrupted part may indicate the existence of
a short-term additional source of the noise, or that the corresponding connection should
be established only with the second noise amplitude reduction. The delay of minutes of
this amplitude noise reduction in relation to the time of the earthquake can potentially be
explained by the greater distance of the epicenter from the signal path, and/or the fact that
it is moved from that route in the sense that the shortest considered distance is the one to
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the transmitter. The most pronounced amplitude noise reduction is visible in the case of
the first observed earthquake with the strongest magnitude.

2.3. Data Processing

As stated in the Introduction, analyses of VLF and LF signals show changes in both
their parameters (amplitude and phase) before the occurrence of an earthquake. In this
paper, analyses of the characteristics of changes in both these parameters of the ICV signal
are provided in the time and frequency domains. These procedures are described in detail
in the first study of the appropriate amplitude noise reduction [11]. Here, we will only list
their basic characteristics.

2.3.1. Data Analyses in the Time Domain

To determine changes in the time domain, the time evolutions of the amplitude A(t)
and the phase P(t) are processed. Although the processing of these data for determining
the amplitude noise Anoise using the method given in [11] consists of two phases (1. de-
termining the deviation of the recorded values from the relevant smoothed curve dA,
and 2. determining the Anoise defined in [30] as the maximum absolute values of dA after
removing p percent of their highest values due to the elimination of potential short-term
influences of other phenomena), only the first part is applied in this study. The reason is
the better precision in the estimation of the time of the observed changes because Anoise is
calculated for certain time intervals, and not for every time t. This is especially important
in the cases where the intervals in which the amplitude and phase noise decrease are
only a few minutes. Because the observed changes are not instantaneous, their times
are set at 30 s. In other words, the error of determining the start and end times of the
amplitude and phase noise reductions is 30 s. Bearing in mind that the critical values of the
parameters characterizing the noise level reduction must be determined in analyses with
a statistically significant sample, in this study the reduction in the amplitude and phase
noises are determined visually.

2.3.2. Data Analyses in the Frequency Domain

As we said in the Introduction, in the first part of this study, we provide a detailed
analysis of the ICV signal amplitude in the frequency domain for the time periods around
the TS, K2, and WMS earthquakes. As in the relevant analyses given in [11,22], we apply the
Fast Fourier Transform (FFT) to the data shown in Figure 2 (recorded in the time domain)
in the windows time intervals (WTIs) of 20 min, 1 h, and 3 h. In all three cases, the steps
between two neighboring WTIs are 10 min. The obtained results represent the Fourier
amplitudes AF that depend on the wave period T = 1/ f , where f is frequency, while the
increase and decrease in its values in time indicate the excitation or attenuation of the wave
at the observed T, respectively. The analysis of these changes in the frequency domain
is the focus of the first part of this study, while the obtained results are included in the
second part, where the parameters relevant for statistical analyses of the amplitude and
phase noise reductions and the obtained changes in AF for all four events are compared
to define parameters which should be analyzed as a possible earthquake precursor in the
forthcoming statistical studies.

To obtain the considered times with the lowest error we determine them from the
results for WTI = 20 min. In this case, errors in the determination of the time t, wave period
T, and Fourier amplitude AF are:

• The error in the time determinations is the step between two WTIs, e.g., 10 min.
• The error in the determination of T is not the same because these values are not

equidistant (in FFT the values of frequency f are equidistant), and depends on its
values. It can be determined in two ways:

– In the case of high frequencies, e.g., low wave periods (here, we consider the
maximum value for this case of 1 min) for which the differences of adjacent
values are small, an approximate determination of the error ∆T is made from
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the relationship between the wave period and frequency (T = 1/ f ), and the
error of frequency ∆ f : ∆T = ∆ f / f 2 = T2∆ f where ∆ f = 1/WTI (for WTI of
20 min, 1 h and 3 h, the values of ∆ f are 8.3333 × 10−4 Hz, 2.7778 × 10−4 Hz,
and 9.2593 × 10−5 Hz, respectively).

– In the case of lower frequencies, i.e., the wave periods longer than 1 min, the error
is determined by the absolute difference of a certain value of T and the first more
discrete value of this parameter.

• For the same reason as in the case of determining the reduction of the amplitude and
phase noise, the increasing and decreasing of AF is determined visually.

2.4. Comparisons of the Parameters Relevant for the Statistical Analyses Related to the Considered
Possible Earthquake Precursors

As stated in the Introduction, the determination of the parameters that are relevant for
the statistical analyses of the amplitude and phase noise reductions, and the excitation and
attenuation of short-period waves is based on the comparisons of the results presented in
the first part of this study as well as in [11,22]. An overview of the data sources for the ICV
signal amplitude and phase in the time and frequency domains in the periods around the
considered K1, TS, K2, and WMS earthquakes is given in Table 1.

Table 1. Data sources for the ICV signal amplitude and phase for the analyses in the time and fre-
quency domains in the periods around the considered K1, TS, K2, and WMS earthquake occurrences.

Earthquake Time Domain Frequency Domain

Amplitude

K1 [11] [11]

TS [11] this study

K2 [11] this study

WMS [11] this study

Phase

K1 [22] [22]

TS [22] [22]

K2 [22] [22]

WMS [22] [22]

Based on the previous two indicated studies, these changes are manifested as:

• The reductions in the VLF signal amplitude and phase noises in the time domain;
• The excitations of waves at discrete low values of wave periods (below 1.5 s) and the

attenuations of waves at other wavelengths that may have upper limit values after
which changes are not observed. These effects are visible in the frequency domain.

In order to determine the parameters that should be further analyzed in statistical
studies (they are the main results of this overall pilot research), we compare the times of the
beginnings and endings of the mentioned changes in both domains, and the characteristic
values of the wave periods in which changes are observed in the frequency domain.

3. Results and Discussion

As we stated in the previous text, the results of this research and their analyses are
presented in two parts. In the first part (Section 3.1), we present the investigation of the
signal amplitude in the frequency domain during the periods around the earthquakes that
occurred in the Tyrrhenian Sea (TS earthquake) on 3 November 2010, near Kraljevo (K2
earthquake) on 4 November 2010, and in the Western Mediterranean Sea (WMS earthquake)
on 9 November 2010. Comparisons of the results given in [11,22], and Section 3.1 and
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related to the ICV signal amplitude and phase in the time and frequency domains for all
four considered earthquakes are presented in Section 3.2.

3.1. Analysis of the Signal Amplitude in the Frequency Domain

The dependences AF(T, ∆tws) obtained by applying the procedure described in Section 2
to the data recorded during a quiet period, and the periods around the TS, K2, and WMS
earthquakes (presented in Figure 2) are shown in Figures 3, 4, 5 and 6, respectively. In these
figures, we consider the window time intervals (WTIs) of 20 min, 1 h and 3 h. The x-axes
show the times of the beginnings of those intervals in relation to the time when the main
analyzed earthquake in the considered day is registered (∆tws). In the case of the shortest
WTI of 20 min, the obtained dependencies are divided into two graphs in order to separate
the dependencies for T ≤ 5 s and T > 5 s due to the large difference in AF values.

3.1.1. Analysis of the ICV Signal Amplitude in a Quiet Period

To rule out the influence of periodic variations on signal propagation characteristics,
we apply the FFT to the time evolution of the ICV signal amplitude from 19:00 UT on
3 November 2009, to 4:00 UT on 4 November 2009, when there were no significant impacts
of sudden events (including earthquakes) on the considered VLF signal [11]. The obtained
results presented in Figure 3 show the following:

• Increases and decreases in AF in time are not recorded in the upper panels showing
the results for WTI = 20 min. In other words, excitations and attenuations of waves
with a wave period below 10 min are not visible.

• AF has higher values during the periods of sunset and sunrise, which is a consequence
of intense variations in the signal amplitude time evolution, which include pronounced
minima (see, for example, [31,32]). Here, we emphasize that the variations in AF last
for a long time because specific data provide integral information for the relevant time
interval WTI to which the FFT is applied.
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Figure 3. The Fourier amplitude of waves with the period T obtained by applying the FFT to the
ICV signal amplitude recorded in the quiet period from 19:00 UT on 3 November 2009 to 4:00 UT on
4 November 2009, with the window time intervals (WTI) of 20 min (upper panels), 1 h (bottom left
panel), and 3 h (bottom right panel) which begin with a ∆tWS shift with respect to the midnight.
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Figure 4. The Fourier amplitude of waves with the period T obtained by applying the FFT to the ICV
signal amplitude recorded in time around the TS earthquake occurred on 3 November 2010, with the
window time intervals (WTI) of 20 min (upper panels), 1 h (bottom left panel), and 3 h (bottom right
panel) which begin with a ∆tWS shift with respect to the TS earthquake time.
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Figure 5. The Fourier amplitude of waves with the period T obtained by applying the FFT to the ICV
signal amplitude recorded in time around the K2 earthquake occurred on 4 November 2010, with the
window time intervals (WTI) of 20 min (upper panels), 1 h (bottom left panel), and 3 h (bottom right
panel) which begin with a ∆tWS shift with respect to the K2 earthquake time.
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Figure 6. The Fourier amplitude of waves with the period T obtained by applying the FFT to the
ICV signal amplitude recorded in time around the WMS earthquake occurred on 9 November 2010,
with window time intervals (WTI) of 20 min (upper panels), 1 h (bottom left panel), and 3 h (bottom
right panel) which begin with a ∆tWS shift with respect to the WMS earthquake time.

Bearing in mind these conclusions in the case of a quiet period, we will exclude the
mentioned variations on larger wave periods for WTI of 1 h and 3 h from the following
analyses related to the time periods around the considered three earthquakes.

3.1.2. Analysis of the ICV Signal Amplitude in the Period around the TS Earthquake

The TS earthquake occurred in the Tyrrhenian Sea at 18:13:10 UT on 3 November 2010.
In the considered time period around this earthquake (16:00 UT–23:00 UT on 3 November
2010), the three smaller ones are recorded near the propagation path of the considered ICV
signal (the two before and the one after the TS earthquake). Their characteristics are given
in Table 2.

Table 2. Characteristics of the earthquakes that occurred in the considered period around the TS
earthquake: the occurrence time t, the latitude (LAT) and longitude (LON) of the epicenter positions,
the magnitude, and the locations. The shown data are given in [23] and used in [22].

t (UT) Position (LAT/LON) Magnitude Location

17:12:30 (42.4°N, 13.35°E) ML 2 Central Italy

17:48:04 (43.75°N, 20.7°E) ML 2.5 near Kraljevo

18:13:10 (40.03°N, 13.2°E) mb 5.1 TS

18:47:23 (43.73°N, 20.67°E) ML 2.1 near Kraljevo

The visualization of wave excitations and attenuations in this time period is given
in Figure 4 which shows the time evolutions of AF at discrete values of T. The following
characteristics of the most pronounced changes visible in this figure are:

• As in the studies presented in [11,22], the wave excitations are visible at small discrete
values of the wave periods below 1.5 s. They can be seen in the upper left panel for
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WTI = 20 min (for smaller values of T) in the time interval starting (40 ± 10) min
before the TS earthquake and ending (130 ± 10) min after it. The specific values
of the periods of the excited waves Texc are (0.2333 ± 0.0001) s, (0.2800 ± 0.0001) s,
(0.3500 ± 0.0002) s, (0.4667 ± 0.0002) s, (0.7001 ± 0.0005) s, and (1.400 ± 0.002) s.
The stated errors are determined based on the explanation given in Section 2. A clearer
representation of the AF jumps representing the indicated wave excitations is shown
in Figure 7 where the dependencies AF(T) (in moments when wave excitations are
visible) are given for all four considered cases.

• The wave attenuations, manifested as decreases in AF, are recorded for all values of
T from its minimum value to 15 min except for those at which the indicated wave
excitations are visible. They occur in similar time intervals as the mentioned excitations
(determined on the panels for WTI = 20 for the best accuracy). The value of 15 min is
determined in the graph for WTI = 1 h (lower left panel in Figure 4) because of better
precision than in the case for WTI = 3 h (lower right panel). Here, we emphasize that
this determination is not relevant for WTI = 20 min since the maximum value of T in
that case is 10 min (half of WTI).

0.5 1 1.5 2
0

0.1

0.2
K1

0.5 1 1.5 2
0

0.5
TS

0.5 1 1.5 2
0

0.2

0.4
K2

T (s)
0.5 1 1.5 2

A
F
 (

d
B

)

0

0.5
WMS

Figure 7. The Fourier amplitude AF obtained by applying the FTT to the ICV signal amplitude
during excitations of waves with periods less than 2 s in the time intervals around the K1, TS, K2,
and WMS earthquake occurrences (panels are shown, respectively, from top to bottom) with period T.

The time period in which the mentioned wave excitations occur includes the times
of the TS earthquake and the second and third earthquakes given in Table 2. In addition,
the weaker increases in AF are visible in the time interval when the first earthquake listed
in the mentioned table occurred.

3.1.3. Analysis of the ICV Signal Amplitude in the Period around the K2 Earthquake

The K2 earthquake occurred near Kaljevo in Serbia at 21:09:05 UT on 4 November 2010.
As can be seen in Table 3, the five smaller ones (the one before, and the four after the K2
earthquake) are recorded near the propagation path of the considered VLF signal during
the considered time period (20:00 UT on 4 November–05:10 UT on 5 November 2010).
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Table 3. Characteristics of the earthquakes that occurred in the considered period around the K2
earthquake: the occurrence time t, the latitude (LAT) and longitude (LON) of the epicenter positions,
the magnitude, and the locations. The shown data are given in [23] and used in [22].

t (UT) Position (LAT/LON) Magnitude Location

20:33:01 (43.75°N, 20.7°E) ML 1.9 near Kraljevo

21:09:05 (43.78°N, 20.62°E) ML 4.4 near Kraljevo

21:55:40 (45.81°N, 7.55°E) ML 1.2 Northern Italy

23:43:05 (43.78°N, 20.62°E) ML 3.3 near Kraljevo

00:16:14 (43.74°N, 20.64°E) ML 2.8 near Kraljevo

01:38:48 (43.76°N, 20.69°E) ML 2.5 near Kraljevo

The obtained values of AF for the considered three WTIs are shown in Figure 5. As in
the previous case, the excitations and attenuations of the waves, which can be considered
as potential earthquake precursors, are visible in multiple time intervals: the first can be
associated with the earliest earthquake, the second includes the time of the K2 earthquake
and the longest third during which the remaining four earthquakes were recorded. This is
very important to note because of two facts:

• By the analyses of the signal characteristics in the periods of other earthquakes,
the lasting of the wave excitation/attenuation period can be related to the number of
earthquakes that occur within a relatively short time period.

• The magnitudes of the additional earthquakes are below 3.5 because that indicates that
the dependence of the earthquake intensity and the excited/attenuated waves charac-
teristics are not simple and that their examinations require the analyses of statistically
significant samples with the inclusion of additional parameters that characterize the
considered earthquakes, positions of their epicenters relative to the considered signal
propagation path, signal, and states of the atmosphere.

The characteristics of the excitations and attenuations of the waves that start before
the K2 earthquake are:

• The wave excitations are visible in the time interval starting (20 ± 10) min be-
fore the K2 earthquake and ending (10 ± 10) min after it at the wave periods Texc
of (0.2333 ± 0.0001) s, (0.2000 ± 0.0001) s, (0.2800 ± 0.0001) s, (0.3500 ± 0.0002) s,
(0.4667 ± 0.0002) s, (0.7001 ± 0.0005) s, and (1.400 ± 0.002) s. As in the first case, Texc
is determined from the upper left panel of the corresponding figure (WTI = 20 min),
and the stated errors are determined based on the explanation given in Section 2. Also,
a clearer representation of the AF jumps representing the indicated wave excitations is
shown in Figure 7.

• As in the first case, the wave attenuations, manifested as decreases in AF, are visible in
similar time intervals as the mentioned excitations for all values of T from its minimum
value to 6.667 min except for those at which the indicated wave excitations are visible
(see the both upper panels for WTI = 20 min, and the bottom left panel for WTI = 1 h).

3.1.4. Analysis of the ICV Signal Amplitude in the Period around the WMS Earthquake

The WMS earthquake occurred in the Western Mediterranean Sea at 18:23:36 UT
on 9 November 2010. In this case, one additional earthquake occurred before it in the
considered time period (15:00 UT–20:10 UT on 9 November 2010). Their corresponding
characteristics are given in Table 4, while the obtained dependencies AF(T, ∆tWS) are
presented in Figure 6.
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Table 4. Characteristics of the earthquakes that occurred in the considered period around the WMS
earthquake: the occurrence time t, the latitude (LAT) and longitude (LON) of the epicenter positions,
the magnitude, and the locations. The shown data are given in [23] and used in [22].

t (UT) Position (LAT/LON) Magnitude Location

16:45:13 (43.59°N, 12.36°E) ML 2.3 Central Italy
18:23:36 (42.25°N, 6.77°E) ML 4.3 WMS

In this case, the two time periods when the already explained wave excitations and
attenuations exist are visible. The first of them occurs before the WMS earthquake but also
ends before it. The other typical changes occur soon after. A possible explanation for this
interruption could be some source of noise in that period. In addition, the position of this
earthquake with respect to the signal path differs from those in the previous two cases:
(a) the distance of the location of its epicenter from the signal path is the greatest, (b) the
closest part of the signal path to it is the ICV transmitter. Also, it should be emphasized
that the WMS earthquake is preceded by a weak earthquake. However, although noise
amplitude reductions are also recorded in cases of earthquakes of magnitude below 3 [11],
in this case, the reduction is detected after that earthquake, which is why it cannot be
considered as its precursor. Of course, this does not exclude the possibility of a subsequent
change in the characteristics of the VLF signal, but connecting them requires better statistics.
In the following analysis, we assume that both mentioned periods are associated with the
WMS earthquake.

The characteristics of the explained excitations and attenuations (determined in the
same way as in the previous two cases) are:

• The wave excitations are visible in the time interval starting (100 ± 10) min before
the WMS earthquake and ending (30 ± 10) min after it at the wave periods Texc
of (0.2333 ± 0.0001) s, (0.2800 ± 0.0001) s, (0.3500 ± 0.0002) s, (0.4667 ± 0.0002) s,
(0.7001 ± 0.0005) s, and (1.400 ± 0.002) s (see Figure 7).

• As in the first case, the wave attenuations manifested as decreases in AF, are visible in
similar time intervals as the mentioned excitations for all values of T from its minimum
value to 5.455 min except for those at which the indicated wave excitations are visible
(see both upper panels for WTI = 20 min, and the bottom left panel for WTI = 1 h).

3.1.5. Comparisons of the Obtained Results

The common characteristics of the observed changes in all three cases are:
• The beginnings of changes in AF are recorded before the time of the earthquake;
• Wave excitations are most pronounced for discrete values of period T below 1.5 s;
• The best representation of wave excitations is obtained for minimum time intervals of

20 min;
• Wave attenuations during those time intervals are pronounced for other periods below

several minutes.

The obtained conclusions are in accordance with those obtained in the analysis of the
ICV signal amplitude in the period around the earthquake near Kraljevo of magnitude
5.4 that occurred on 3 November 2010 [11]. A comparison with the results of the Fourier
transformation of the ICV signal phase in the periods around these four earthquakes
presented in [22] show similar time periods when excitations/attenuations are visible,
similar values of T for which wave excitations are recorded, but also significantly larger
domains of T for which the attenuation in waves of phase is visible.

3.2. Defining of VLF Signal Amplitude and Phase Parameters in the Time and Frequency Domains
as Potential Earthquake Precursors

Based on the results presented in Section 3.1, and the studies given in [11,22], the changes
in the VLF signal amplitude and phase can be classified
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• In the time domain according to:

– Characteristics of the amplitude/phase noise reduction,

• In the frequency domain according to:

– Characteristics of excited waves before an earthquake at discrete values of the
wave periods lower than 1.5 s,

– Characteristics of attenuated waves on other wave periods with or without
visible limitations in the upper limit of the observed domain.

To determine directions in further research of possible earthquake precursors man-
ifested in the reduction in the VLF signal amplitude and phase noises, and the wave
excitations and attenuations at small wave periods, we provide the following comparisons
and we analyse the effects of other earthquakes on the duration of the mentioned changes.

• In the time domain:

– The start time ∆trs of the amplitude/phase noise reduction in relation to the time
of the considered earthquake,

– The end time ∆tre of the amplitude/phase noise reduction in relation to the time
of the considered earthquake;

• In the frequent domain:

– The start time ∆tes of the wave excitation/attenuation in relation to the time of
the considered earthquake,

– The end time ∆tee of the wave excitation/attenuation in relation to the time of
the considered earthquake,

– Discrete values of Texc of the excited waves,
– The upper limit of the wave period domain within the wave attenuation is visible;

Here, we emphasize once again that this analysis is a pilot study and that its goal is to
determine the parameters that, based on the observed sample, indicate possible changes
that are potential precursors of earthquakes, their relationship and comparison of the
quality and clarity of their detection. In addition to these parameters, future statistical
studies should also include additional ones whose analysis requires a larger number of
events. Here, we primarily mean the influence of earthquake characteristics (magnitude,
depth) and the relative position of the earthquake epicentre and the path of the observed
signal, the state of the atmosphere (primarily daytime, nighttime and solar terminator
periods) on the characteristics of signal disturbances.

3.2.1. Intervals of Changes in the Time and Frequency Domains

Comparisons of the considered start and end times of changes in the time (∆trs and ∆tre,
respectively) and frequency (∆tes and ∆tee, respectively) domains for the amplitude and
phase are shown in Table 5, where it is assumed that the time intervals of the wave excitation
and attenuation are the same for an earthquake (based on the obtained dependences
AF(∆tws, T)). To obtain the most accurate results, the displayed times are determined from
the analysis of the graphs obtained for the smallest considered WTI of 20 min. As we
stated in Section 2.3, the errors of determining the analyzed times in the time and frequency
domains are 30 s and 10 min, respectively.

The following can be concluded from this table:

• The times ∆trs and ∆tre are the same (in three cases) and similar (in the last case) in
the time evolutions of the amplitude and phase of the ICV signal, while the time
intervals in which the increases in the Fourier amplitude AF are observed are the
same for both signal parameters. Discrepancies in ∆trs and ∆tre for the amplitude and
phase of 20 min and 2 min, respectively, are recorded in the case of an earthquake that
differs from the others in the position of its epicenter in relation to the signal path
(the distance is the greatest and it is located to the west of the transmitter), and in the
type of the noise amplitude reduction which, according to the study given in [33],
indicates the displacement of the amplitude values after the reduction of its noise
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(it is a reduction in Type II in contrast to other cases where they are reductions in
Type I). For this reason, the characteristics that should be the subject of analysis in
statistical studies are the relationships between the times ∆trs and ∆tre for the signal
amplitude and phase, as well as the connection of the discrepancy of these times with
the reduction type.

• The times ∆tes and ∆tee are the same for the amplitude and phase for all cases.
• The times ∆trs and ∆tre, and ∆tes and ∆tee are not the same for different events.

Although they depend on the occurrence of other earthquakes, the investigation of
these parameters depending on the magnitude and depth of the earthquake, and the
position of its epicentre in relation to the observed VLF signal propagation path is of
essential importance for the analyses of the considered changes as possible precursors
of earthquakes. Of course, a sample of a significantly larger number of events that can
be observed independently is necessary for that and, as stated earlier, this issue will
be the subject of future research.

• The start and end times of disturbances are not the same in the time and frequency
domains. Here, it should be kept in mind that the resolution in the second case is
worse due to the shift in the time intervals on which the Fourier transform is applied
in steps of 10 min, and due to the fact that the results of transformation refer to the
entire observed time intervals ∆tws. Although the comparison of the mentioned times
is not relevant due to the given reasons, it is noticeable that the obtained differences
are different in different cases. This variation indicates the need for more detailed
statistical analysis to determine the existence or non-existence of their dependence on
the characteristics of earthquakes and signals.

Table 5. The start and end times (with respect to the times of the K1, TS, K2, and WMS earth-
quakes) of the noise reductions (NR) in the time (t) domain (∆trs and ∆tre, respectively), and ex-
citations/attenuations in the frequency ( f ) domain (∆tes and ∆tee, respectively) of the ICV signal
amplitude (A) and phase (P). The errors in determining the analyzed times in the time and frequency
domains are 30 s and 10 min, respectively.

Earthquake Domain Parameter Start End
A P A P

K1 t ∆trs/∆tre −45 min −45 min 5 h 50 min 5 h 50 min
f ∆tes/∆tee −50 min −50 min 5 h 50 min 5 h 50 min

TS t ∆trs/∆tre −25 min −25 min 2 h 23 min 2 h 23 min
f ∆tes/∆tee −40 min −40 min 2 h 10 min 2 h 10 min

K2 t ∆trs/∆tre −6 min 30 s −6 min 30 s 13 min 30 s 13 min 30 s
f ∆tes/∆tee −20 min −20 min 10 min 10 min

WMS t ∆trs/∆tre −1 h 35 min −1 h 15 min 35 min 33 min
f ∆tes/∆tee −1 h 40 min −1 h 40 min 30 min 30 min

3.2.2. Characteristics of the Wave Excitations and Attenuation Periods

In addition to the duration of observed disturbance time intervals, two more parame-
ters relevant for the frequency domain can be analyzed as precursors of earthquakes: the
periods of wave excitation Texc, and the maximum period Tmax at which wave attenuation
is noticeable in the period around the considered earthquake occurrence.

The values of Texc are the wave periods for which the AF is increased in time intervals
starting before the moment when the observed earthquake occurred. These increases are
visible in the 3D graphics in Figures 4–6 in this study, and in the relevant figures shown
in [11,22]. In order to more clearly show the values of T at which the peaks in AF are
observed, we give the dependences of AF(T) for the signal amplitude and phase (at the
moments when wave excitations are present) in Figures 7 and 8, respectively.

These values are given in Table 6. In cases where excitations are present for several
close periods, the values with the highest AF are taken.
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Figure 8. The Fourier amplitude AF obtained by applying the FTT to the ICV signal phase during
excitations of waves with periods less than 2 s in the time intervals around the K1, TS, K2, and WMS
earthquake occurrences (panels are shown, respectively, from top to bottom) with period T.

Table 6. The wave periods of wave exciatations Texc obtained for the ICV signal amplitude A and
phase P for the K1, TS, K2, and WMS earthquakes.

Earthquake A/P
Texc (s)

0.2000 ± 0.0001 0.2333 ± 0.0001 0.2800 ± 0.0001 0.3500 ± 0.0002 0.4667 ± 0.0002 0.7001 ± 0.0005 1.400 ± 0.002

K1
A + + + + +

P + + + + + 1 + +

TS
A + + + + + +

P + + + + + +

K2
A + + + + + 1 + +

P + + + + + +

WMS
A + + + + + +

P + + + + + +

1 The peak is not significant, but it is visible and, given that it is detected in all other cases, it was included in
the analysis.

Comparisons of T obtained by Fourier transformation of the A and P time evolutions
show the following:

• The periods of the excited waves recorded in the analysis of both the signal ampli-
tude and phase for all four earthquakes are (0.2333 ± 0.0001) s, (0.2800 ± 0.0001) s,
(0.3500 ± 0.0002) s, (0.4667 ± 0.0002) s, and (0.7001 ± 0.0005) s. Waves with the period
of (1.400 ± 0.002) s are excited in all cases except in the case of the amplitude during
the period around the K1 earthquake. (Here, we observe all excitations in contrast to
the study given in [22] where only the most significant ones are listed.)

• Wave excitations with T = (0.2000 ± 0.0001) s are recorded only in the phase analysis
for the K1 earthquake, and in the amplitude analysis for the K2 earthquake.
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The differences in the obtained characteristics of the Fourier amplitudes obtained
from the A and P time evolutions are most noticeable in Tmax. In the case of amplitude,
these values are significantly smaller and there are no clearly noticeable transitions in
the T domains between parts where attenuations are clearly visible, and where they are
not significant or do not exist (because of that the relevant values given in Table 7 are
estimated). In contrast, reductions in AF obtained by applying the FFT to P(t) are clearly
visible for all observed values of T for the K1, TS, and WMS earthquakes. Bearing in mind
that the maximum value of WTI is 3 h, the maximum of T shown on the presented graphs
is 90 min. For this reason, for these three earthquakes, we can only state that Tmax is at
least 90 min, but that it most likely reaches higher values. In the case of the K2 earthquake
no attenuation is visible for T = 90 min, which is a consequence of the short time interval
within which noise reduction is visible. However, in this case, clear attenuations are also
visible for periods of 90 min after this earthquake, when three weaker earthquakes are
recorded at locations close to the K2 earthquake epicenter.

Table 7. The maximum wave periods at which wave attenuation obtained from the amplitude (TmaxA )
and phase (TmaxP ) time evolutions are noticeable in the period around the considered K1, TS, K2,
and WMS earthquake occurrences.

Earthquake TmaxA (min) TmaxP (min)

K1 ≈6.67 at least 90

TS ≈15 at least 90

K2 ≈6.667 60–90

WMS ≈5.455 at least 90

4. Conclusions

In this paper, we complete the first investigation that indicates (a) the reductions
in the VLF signal amplitude and phase noises, (b) the excitations of waves in the signal
amplitude and phase time evolutions at discrete wave periods below 1.5 s, and (c) the
attenuations of waves in the signal amplitude and phase time evolutions at small wave
periods as new potential earthquake precursors. This investigation is based on processing
the VLF signal amplitude and phase in the time periods around the four earthquakes with
magnitudes greater than 4 when the observed signal is not already affected by intensive
seismic activities connected with previous strong earthquakes.

In the previous two studies, changes are visible as the noise reduction in both the
amplitude and phase in the time domain (analyses are given for all four cases), and as the
wave excitations and attenuations in the frequency domain (amplitude analyses are given
for the strongest earthquake, and phase analyses are provided for all four cases).

The presented study consists of two parts:

1. Completing the analysis of the 20.27 kHz ICV signal amplitude in the frequency do-
main for the time periods around the remaining three earthquakes (in the Tyrrhenian
Sea on 3 November 2010, near Kraljevo on 4 November 2010, and in the Western
Mediterranean Sea on 9 November 2010) that occurred near the path of the observed
radio signal emitted by the ICV transmitter in Italy and recorded in Serbia.

2. Determination of VLF signal amplitude and phase parameters in the time and fre-
quency domains that can be considered as potential earthquake precursors from
comparisons of specific changes in the ICV signal amplitude and phase during the
time period around the analyzed four earthquakes.

The obtained results in the first part indicate the same conclusions as in the corre-
sponding analysis of the VLF signal amplitude for the Kraljevo earthquake that occurred
on 3 November 2010:

• Excitation of waves with the wave periods below 1.5 s before the earthquake;
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• Attenuation of waves for other periods below several minutes;
• The choice of the time interval on which the Fourier transformation is performed

affects the clarity of the observed excitations and attenuations displayed. The best
visibility is obtained for the shortest observed window time intervals of 20 min.

Comparisons of the ICV signal amplitude and phase characteristics in the time and
frequency domains during the periods around the mentioned four earthquakes, which are
presented in the second part of the study, indicate:

• The start and end times of the noise reduction in the time evolutions of the ICV signal
amplitude and phase are the same in the three cases where the amplitude reduction is
the reduction in Type I (the amplitude noise reduction is a consequence of increasing
the minimum and decreasing the maximum values of the signal amplitude), and dif-
ferent in the case of the earthquake for which the noise reduction is the reduction in
Type II (the amplitude noise reduction is a consequence of increasing the minimum
values of the signal amplitude) and whose epicenter is farthest from the signal path
and located west from the ICV transmitter;

• The time intervals in which the observed Fourier amplitude excitation is the same for
both signal parameters;

• The start and end times of disturbances in relation to the time of the earthquake are
various for different events;

• The start and end times of disturbances are not the same in the time and frequency
domains and these differences are not the same for different events;

• The periods of the excited waves match for all considered earthquakes and both
signal parameters for (0.2333 ± 0.0001) s, (0.2800 ± 0.0001) s, (0.3500 ± 0.0002) s,
(0.4667 ± 0.0002) s, and (0.7001 ± 0.0005) s, while the wave excitations with the period
of (1.400 ± 0.002) s are absent only in the case of the amplitude for the Kraljevo
earthquake that occurred on 3 November 2010;

• The wave period domains of wave attenuations are much more pronounced for the
Fast Fourier transform of the phase time evolution, where they are not limited in the
observed ranges if the time period of the change is large enough. In the case of the
Fast Fourier transform of the signal amplitude, the attenuation is present on smaller
wave periods, and their upper limit of a few minutes is not clearly defined.

Bearing in mind that the obtained conclusions are based on a small sample, this study
cannot confirm the connection between the analyzed changes in the characteristics of the
VLF signal and the seismic activity. However, the goal of this study, based on pilot research
on a smaller sample that is completed, determines significant parameters for statistical
analyses that would potentially confirm the mentioned relationship is achieved. Based
on the obtained conclusions, we propose statistical analyses of the dependencies of the
following signal parameters on earthquake characteristics:

• The start and end times of the VLF signal amplitude and phase noise reductions in the
time domain, their comparisons, and connecting the (non)existence of corresponding
differences with the type of noise amplitude reduction;

• The start and end times of the excited/attenuated waves of the amplitude and phase
in the frequency domain;

• Differences in the start and end times of corresponding disturbances in the time and
frequency domains;

• The wave periods of the amplitude and phase wave excitations in the frequency domain.

All the above analyses will be the subjects of our next studies.
In the end, we would like to point out that the presented study refers to the VLF signal

analysis in the periods around earthquakes when the seismic activity is not intense in the
considered localized area. Bearing in mind the possibility of the influence of previous
seismic activity on the detection of earthquake precursors due to the already present
reduction in the signal amplitude/phase noise, the analyses shown in this study should
also be performed for periods of intense seismic activity and, by comparing the obtained



Remote Sens. 2024, 16, 397 18 of 19

conclusions, possible differences in the respective analyses should be established. This
investigation will also be the focus of our research in the coming period.
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Abstract: Many analyses of the perturbed ionospheric D-region and its influence on the propagation
of ground-based and satellite signals are based on data obtained in ionospheric remote sensing by
very low/low frequency (VLF/LF) signals. One of the most significant causes of errors in these
analyses is the lack of data related to the analysed area and time period preceding the considered
perturbation. In this paper, we examine the influence of the estimation of the quiet ionosphere
parameters on the determination of the electron density (Ne) and total electron content in the D-
region (TECD) during the influence of a solar X-ray flare. We present a new procedure in which
parameters describing the quiet ionosphere are calculated based on observations of the analysed
area by a VLF/LF signal at the observed time. The developed procedure is an upgrade of the
quiet ionospheric D-region (QIonDR) model that allows for a more precise analysis of the D-region
intensively perturbed by a solar X-ray flare. The presented procedure is applied to data obtained in
ionospheric remote sensing by the DHO signal emitted in Germany and received in Serbia during
30 solar X-ray flares. We give analytical expressions for the dependencies of the analysed parameters
on the X-ray flux maximum at the times of the X-ray flux maximum and the most intense D-region
perturbation. The results show that the obtained Ne and TECD are larger than in the cases when the
usual constant values of the quiet ionosphere parameters are used.

Keywords: VLF/LF signals; remote sensing; ionospheric D-region; electron density; total electron
content; solar X-ray flares

1. Introduction

In addition to the importance of ionospheric D-region modelling in scientific studies
(see, for example, [1–6]), knowledge of properties of this atmospheric layer is necessary for
the analysis of the electromagnetic signal propagation. Consequently, this modelling can
have practical application in technologies based on the propagation of satellite and ground-
based signals, such as space geodesy and telecommunications. Namely, during intense
perturbations of the D-region, its influence on the satellite signal delay is not negligible [7],
which is consequently reflected in the determination of the ionospheric influence in many
measurements (see, for example, [8]). Due to lower frequencies of ground based signals,
the importance of D-region modelling is more pronounced in the determination of the char-
acteristics of their propagation, which is significant in, for example, telecommunications.

Monitoring of the ionospheric D-region is based on three techniques: rocket measure-
ments, radar sounding, and propagation of very low/low frequency (VLF/LF) signals in
the Earth–ionosphere waveguide. The latter technique is most commonly used for the
corresponding studies. The two main reasons for this are: (1) the global system for these
observations consists of numerous worldwide distributed transmitters and receivers, thus
ensuring good coverage of the lower ionosphere, and (2) data are recorded continuously
with the possibility of time sampling of only a few milliseconds, which allows the detection
of sudden and short-term variations. However, this technique requires a large distance
between a transmitter and a receiver that is a minimum of several hundred kilometres. Due
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to the spatial and time variations of this atmospheric layer caused by both periodic changes
and unpredictable sudden effects of numerous terrestrial and extraterrestrial phenomena
and processes, it is necessary that observational data relevant to the observed area and time
period be included in modelling. Even in studies of perturbations affecting the entire signal
propagation path (induced by some phenomena from the outer space such as solar X-ray
flares), it is necessary to introduce several approximations. The most significant of them
are the horizontal uniformity of the ionosphere (either along the entire signal propagation
path or partially along its sections) and the estimation of the quiet ionosphere parameters
in the time period preceding the considered perturbation. The first approximation is good
for a not too long signal propagation path and for daytime periods of a few hours around
midday in absence of intensive local disturbances. Estimations of the quiet ionosphere
parameters are given in several studies [9–13]. However, there are no studies on the in-
fluence of the choice of the quiet ionosphere parameters on D-region modelling during
disturbances. That analysis is in the focus of this study.

In this research, we present a new methodology for calculating the parameters of
the perturbed D-region, which refers to the analysed time period and the observed area.
We analyse the “sharpness” (β), the signal reflection height (H′), the D-region electron
density (Ne), and the total electron content in the D-region (TECD). The first two parameters
describe the so-called Wait model of the ionosphere, and their common name is Wait’s
parameters. As a source of ionospheric perturbation, we observe solar X-ray flares. They
can induce intense D-region perturbations which can last from several tenth of minutes
to over one hour. This astrophysical phenomenon can induce an increase in the D-region
electron density by more than one order of magnitude (see, for example, [14]). This analysis
is a continuation of the research given in [13] in which the quiet ionospheric D-region
(QIonDR) model is presented. The motivation to develop the presented procedure was the
need for more precise determination of the initial state in both the considered time period
and the observed area for modelling of the perturbed D-region. Namely, the QIonDR model
provides a procedure for estimating the dependencies of ionospheric parameters on the
solar cycle period and season, as well as the equations relevant to a part of Europe. That
analysis is relevant for quiet conditions, but the equations obtained by fitting the estimated
values in the analysed periods give the values with certain errors which, consequently,
affects modelling of ionospheric parameters during perturbations. In the presented study,
we give the following three analyses: first, we describe the influence of the choice of
Wait’s parameters in the quiet state on the determination of their time evolutions during
perturbations; second, we present a procedure for the determination of these parameters
before perturbations caused by solar X-ray flares; and, third, we model the considered
ionospheric parameters during perturbation using the Long-Wave Propagation Capability
(LWPC) numerical model [15] and the initial values of Wait’s parameters estimated by the
presented procedure. We apply the developed procedure to (1) the entire time period of a
perturbation caused by a single flare and (2) the times of the X-ray flux maxima recorded by
the geostationary operational environmental system (GOES) and the times of the D-region
perturbation maxima determined by the times of the TECD maxima for 30 events. Here, it
is important to emphasise that, although the D-region disturbance is most intense some
time after the considered X-ray flux maximum, the previous statistical studies are primarily
related to the values of ionospheric parameters at the time of the X-ray flux maximum.
In other words, the maximum effects of X-ray flares on both the D-region parameters and
the propagation of electromagnetic waves in this area have not been investigated from a
statistical point of view.

We observe variations caused by solar X-ray flares that are sources of intense D-region
disturbances. The impact of these events on the atmosphere is global and for several hours
around noon it causes similar variations at the same altitude along relatively short VLF/LF
signal paths that extend in the low and mid latitude areas. For this reason, we are able to
apply an approximation of the horizontally uniform ionosphere. The presented analysis
is based on the data recorded by the receiver station in Belgrade, Serbia, and refers to the
DHO signal emitted in Rhauderfehn, Germany.
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The paper is organised as follows. After describing the analyses of observations and
events in Section 2, we present our proposed methodology in Section 3. Section 4 shows
the results of the presented procedure applied to the considered class-C and -M solar X-ray
flares at the times of the X-ray flux and the D-region perturbation maxima. The conclusions
of this study are given in Section 5.

2. Observational Setups, Studied Area, and Considered Events

The procedure presented in this study is based on data collected by a VLF/LF receiver
while the observed periods are selected based on GOES satellite measurements.

In this study, we use data recorded by the atmospheric weather electromagnetic
system for observation modelling and education (AWESOME) receiver [16] located in
Belgrade, Serbia, relating to the VLF signal emitted by the DHO transmitter in Germany.
This receiver was a part of the Stanford/AWESOME Collaboration for Global VLF Research
(http://waldo.world/narrowband-data/, accessed on 5 November 2021). As in many
previous studies (see, for example, [7,8,17]), we analyse the DHO signal because of the best
quality of the recorded data. Consequently, the analytical expressions obtained in this study
refer to the D-region over the part of Europe included within the transmitter (Rhauderfehn,
Lower Saxony, Germany) and receiver (Belgrade, Serbia) locations.

The observed time periods are selected based on X-ray flux data recorded by the
GOES satellites. Datasets of the X-ray fluxes recorded by the GOES satellites are available
on the National Oceanic and Atmospheric Administration’s (NOAA’s) National Centers
for Environmental Information website (http://satdat.ngdc.noaa.gov/sem/goes/data,
accessed on 7 September 2021). A GOES satellite provides data recorded by two detectors
in the energy channels A (0.05 nm–0.4 nm) and B (0.1 nm–0.8 nm), which better describe the
influence of an X-ray flare in the bottom and upper D-region, respectively [17]. Bearing in
mind that the electron density increases with the D-region altitude, i.e., the upper D-region
provides the dominant contribution to TECD, we assume that the flux representing the
X-radiation (Φ) is the flux recorded by the GOES channel B. The data recorded through this
channel are also used in many previous studies of the solar X-ray flare perturbed D-region
(see, for example, [18–20]).

In this study, we consider the time period from 2010 to 2016 that includes both the
minimum and maximum of the 24th solar cycle. We analyse 30 flares whose characteristics
(dates, start times, and flare classes) are shown in Table 1. The last two columns list the
daily smoothed sunspot number (σ) and season parameter (χ = DOY/365, where DOY
is the day of year). These two parameters show that the obtained numbers of sunspots
are in a wide range and that the events took place throughout the year. This allows us
to analyse the impact of variations during the solar cycle and seasonal changes on the
observed parameters.

These flares are selected based on the following criteria:

• The DHO signal amplitude and phase are recorded by the AWESOME receiver in
Belgrade during the period when the D-region is perturbed by a solar X-ray flare.
Significant changes in amplitude and phase resulting from the influence of other
phenomena or technical problems in signal emission/reception are not recorded
during the period significant for the presented analysis;

• The impact of an X-ray flare is in the midday period. This condition makes it possible
to avoid the effects of diurnal changes which are more pronounced during the morning
and afternoon when an approximation of the horizontally uniform ionosphere cannot
be taken during the whole period of perturbation;

• The X-ray flare class is from C1 to M5. The lower limit is set because weaker flares
do not cause clear changes in the signal characteristics, while the upper limit is
introduced because modelling of the electron density by the procedure given in [21] is
more appropriate for not too intensive flares.
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Table 1. Dates, times, and classes of the considered X-ray flares, the daily smoothed sunspot number
(σ), and season parameter (χ = DOY/365, where DOY is the day of year).

No Date Time (UT) Flare Class σ χ

1 5 May 2010 11:37 C8.8 10.714 0.345
2 13 July 2010 10:43 C2.6 18.381 0.534
3 14 July 2010 12:11 C1.4 18.524 0.537
4 14 January 2012 12:00 C4.1 96.952 0.038
5 16 January 2012 10:31 C5.5 101.190 0.044
6 21 March 2012 12:38 C2.9 86.333 0.222
7 9 April 2012 12:12 C3.9 71.000 0.274
8 25 April 2012 12:07 C3.7 83.238 0.318
9 2 May 2012 11:32 C3.2 107.952 0.337

10 29 June 2012 09:13 M2.2 72.952 0.496
11 30 June 2012 10:48 C2.7 72.857 0.499
12 8 October 2012 11:05 M2.3 78.524 0.773
13 20 November 2012 12:36 M1.7 88.571 0.890
14 5 November 2013 11:51 C8.0 130.905 0.849
15 8 January 2014 11:56 C6.1 124.571 0.022
16 18 January 2014 11:57 C6.0 122.000 0.049
17 1 February 2014 10:43 C3.5 106.048 0.088
18 3 February 2014/2/3 10:58 C4.4 105.810 0.093
19 2 March 2014 11:55 C2.4 149.571 0.170
20 1 July 2014 11:05 M1.4 102.714 0.501
21 29 October 2014 11:02 C5.3 86.048 0.827
22 7 November 2014 10:13 M1.0 107.905 0.855
23 15 November 2014 11:40 M3.2 100.143 0.877
24 13 December 2014 10:49 C3.8 108.810 0.953
25 6 January 2015 11:40 C9.7 112.571 0.016
26 21 January 2015 11:32 C9.9 87.619 0.058
27 6 May 2015 11:45 M1.9 84.857 0.348
28 4 June 2015 09:36 C8.1 60.238 0.427
29 17 September 2015 09:34 M1.1 53.952 0.715
30 14 May 2016 11:28 C7.4 68.619 0.370

To show the influence of the choice of Wait’s parameters in the quiet state (β0 and H′0)
on modelling of the considered parameters during the entire period of perturbation, we
analyse the D-region perturbed by an X-ray flare that occurred on 18 January 2014. The time
evolution of the solar X-ray flux Φ recorded by the GOES satellite is shown in Figure 1
(upper panel), while the time evolutions of the signal amplitude and phase changes with
respect to their value in quiet conditions are presented in the bottom panel.
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Figure 1. Time evolutions of the energy X-ray flux (Φ) (upper panel), and the recorded amplitude
(∆A) and phase (∆P) changes with respect to quiet conditions (bottom panel) during a solar X-ray
flare that occurred on 18 January 2014.
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3. Methodology

In this section, we present a methodology for modelling β, H′, Ne, and TECD dur-
ing the influence of a solar X-ray flare. It takes into account the different states of the
quiet ionosphere before the observed perturbations and provides a new procedure for the
determination of Wait’s parameters β0 and H′0.

3.1. Determination of Wait’s Parameters

In this section, we (1) describe the procedure for the determination of the time evo-
lutions of β and H′, (2) describe how the choice of β0 and H′0 affects the determination of
Wait’s parameters during a disturbance caused by a solar X-ray flare, and (3) give criteria
for the estimation of β0 and H′0 before a particular X-ray flare event.

• Determination of the time evolutions of Wait’s parameters.
Modelling of these dependencies is based on observational data and the LWPC nu-
merical model [15]. For the considered VLF/LF signal and receiver location, the input
parameters in this numerical program are Wait’s parameters, and its outputs are the
modelled amplitude (Amod) and phase (Pmod). The presented procedure for the deter-
mination of β and H′ at time t is based on the comparison of the observed changes in
the recorded signal amplitude (∆A) and phase (∆P) with respect to quiet conditions
with the corresponding modelled changes:

∆A(t) = Amod(β(t), H′(t))− Amod(β0, H′0) (1)

and
∆P(t) = Pmod(β(t), H′(t))− Pmod(β0, H′0). (2)

In these expressions, β0 and H′0 are considered known, while β(t) and H′(t) are deter-
mined based on the best agreement of the left and right sides of Equations (1) and (2)
at time t. This procedure is well known and used in many papers [19,22], but it
differs according to the mentioned criteria and the taken values β0 and H′0. In some
studies, these criteria are not clearly defined, while β0 and H′0 are usually taken as
constants. The consequence of the last approximation is the neglect of daily and
seasonal variations, variations during a solar cycle, as well as variations due to various
sudden influences.
In this paper, the criterion for the best agreement of the recorded and modelled changes
in the signal characteristics (for pre-estimated values β0 and H′0) is the minimum
value of the sum of the corresponding differences normalised to the corresponding
maximum recorded values.

β(t) = β∗, H′(t) = H′∗ : G(β(t), H′(t)) = min
{

G(β∗, H′∗)
}

, (3)

where
G(β∗, H′∗) = |Amod(β∗ ,H′∗)−Amod0(β0,H′0)−∆A(t)|

∆Amax

+
|Pmod(β∗ ,H′∗)−Pmod0(β0,H′0)−∆P(t)|

∆Pmax
.

(4)

Here, β∗ and H′∗ are all possible values of Wait’s parameters.
In this paper, special attention is paid to the choice of parameters β0 and H′0. We
propose a new methodology for their determination that represents an upgrade of the
QIonDR model. An explanation of the significance of this analysis and a description
of the proposed methodology are given in the following text.

• Description of the influence of Wait’s parameters describing quiet ionosphere before
the considered solar X-ray flare on modelling of their values under the disturbed
conditions.
As it can be seen from Equation (4), the pair (β0, H′0) affects the value of G and, con-
sequently, the value of the pair (β, H′) obtained by applying the criterion given by
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Equation (3). To better explain this impact, we analyse the results of modelling by the
LWPC numerical program for two pairs (β0, H′0) and for the given registered ampli-
tude ∆A and phase ∆P changes of 3 dB and 30o, respectively. The surfaces presented
in Figure 2 show Amod and Pmod (left and right panel, respectively) correspond-
ing to all combinations of the considered values of Wait’s parameters. The isolated
points (blue and red diamonds) correspond to the two combinations of β0 and H′0:
(0.4 km−1, 72 km) and (0.3 km−1, 74 km), respectively. The points that form the blue
and red “lines” indicate the pairs of Wait’s parameters for which the modelled ampli-
tude (left panel) and phase (right panel) are approximative 3 dB and 30o larger than
the corresponding values obtained for the two considered initial states, respectively.
Although there are a number of pairs (β, H′) for which one of the modelled changes
is approximately equal to the corresponding given change, there are only a few com-
binations of Wait’s parameters (for one observed initial state) that give approximate
agreement of both signal characteristics changes. It can be seen in Figure 3, where
the obtained modelled pairs are presented in the 2D Wait’s parameter space. The es-
timated intersection points on the left and right panels ((0.48 km−1, 68.2 km) and
(0.38 km−1, 68.4 km), respectively) represent Wait’s parameters obtained for their
initial combinations (0.4 km−1, 72 km) and (0.3 km−1, 74 km), respectively. Based
on the estimated pairs of Wait’s parameters, the electron density values at 65 km,
75 km, and 85 km are 1.8× 108 m−3, 4.9× 109 m−3, and 1.3× 1011 m−3, in the first
case, and 2.3× 108 m−3, 2.3× 109 m−3, and 2.3× 1010 m−3, in the second case, while
the corresponding values of TECD are 0.2 TECU and 0.03 TECU, respectively (the
procedures for modelling these parameters are given in Sections 3.2 and 3.3). A com-
parison of these values indicates a significant influence of the choice of β0 and H′0 on
modelling of the perturbed D-region. In order to better understand its significance,
it is necessary to emphasise that the given changes in the signal characteristics are
not too large and that the selected pairs of initial Wait’s parameters represent their
real values that are not quiet close to the corresponding intervals limits. In other
words, the obtained differences may be more pronounced in some other, also realistic,
conditions.
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Figure 2. Surface plots of the modelled amplitude (Amod) (left panel) and phase (Pmod) (right panel)
on the Wait’s parameters “sharpness” (β) and signal reflection height (H′). The isolated points
(blue and red diamonds) correspond to the two combinations of β0 and H′0: (0.4 km−1, 72 km) and
(0.3 km−1, 74 km), respectively. Blue and red circles indicate the pairs of Wait’s parameters for which
the modelled amplitude (left panel) and phase right panel) are approximative 3 dB and 30o larger
than the corresponding values obtained for the two considered initial states, respectively.
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Figure 3. Pairs of the Wait’s parameters, “sharpness” (β) and signal reflection height (H′), for
which the modelled amplitude (left panel) and phase (right panel) are approximative 3 dB and
30o larger than the corresponding values obtained for the two initial combinations of Wait’s param-
eters (0.4 km−1, 72 km) (upper panel) and (0.3 km−1, 74 km) (bottom panel). The filled and open
circles relate to the modelled amplitude and phase, respectively. These scatters correspond to those
shown in Figure 2.

• Criteria for estimation of Wait’s parameters in the quiet state before the considered
solar X-ray flare.
Intensification of a D-region disturbance causes an increase/decrease in β and H′,
respectively, while the tendencies of these time evolutions are opposite during the
return to the steady state of the ionosphere [2,13,17]. However, the choice of β0 and
H′0 significantly influences the shapes of their time evolutions, which allows us to
introduce criteria for choosing the combination that gives the best dependences β(t)
and H′(t). To better explain the differences in the time evolutions of Wait’s parameters,
we present four different shapes for an X-ray flare that occurred on 18 January 2014
(see Figure 4). In the presented graphs, the points represent the corresponding values
obtained at time t using the criterion given by Equation (3), while the lines show their
smoothed values.
As it can be seen in the upper panels, there are values of pairs (β0, H′0) for which the
time evolutions of β decrease (upper left panel) or reach the maximum possible value
in a longer time period (right panel) which is not in accordance with the expected
form. These discrepancies allow us to exclude all combinations (β0, H′0) for which
the corresponding forms are similar to those shown on these two panels. In addition,
many combinations (β0, H′0) give β(t) dependences that fall very quickly to the initial
values with respect to the time evolutions of H′, A, and P, which also excludes the
corresponding pairs (β0, H′0). One such example is given in the bottom left panel.
An example of the shape of function β(t) that can describe the time evolution of this
Wait’s parameter is given in the bottom right panel.
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Figure 4. Examples of the four different shapes of the time evolutions of Wait’s parameters for an
X-ray flare that occurred on 18 January 2014.

To estimate the initial conditions and model the time evolutions of Wait’s parameters
we use the following criteria:

1. The obtained values of β cannot be greater than 0.6 km−1. We take this value
based on the studies presented in [10–13,21,23].

2. The shape of the smoothed time evolution of β is characterised by an increase
to the maximum value (occurs after the maximum X-ray flux in the period,
when H′ reaches minimum value) followed by a decrease. Deviations from
this shape are possible if the corresponding characteristics are observed in the
signal amplitude/phase but, in that case, we consider only events in which
these variations do not affect the analysis, i.e., when these variations occur after
extreme values of Wait’s parameters.

3. The relaxation of β to its value in the quiet state after the considered disturbance
should be as similar as possible to the signal amplitude relaxation. For this reason,
we introduce the condition that the time when β reaches values corresponding to
quiet conditions should be after the time when ∆A falls to some given value. This
value is not unique due to differences in the characteristics of various impacts
on the observed area during the analysed time period. Based on the presented
analysis, the estimated value of this parameter is between 0.5 dB and 1 dB.

4. Generally, there are several combinations of β0 and H′0 that meet criteria 1 and 2
and have a similar time when β reaches values corresponding to quiet conditions.
Therefore, we introduce an additional criterion that allows us to determine the
combination (β0,H′0) that deviates the least from Wait’s parameters, βQIonDR

0 and
H′QIonDR

0 , predicted by the QIonDR model. This deviation (δ) is calculated by
the following expression:

δ = min





∣∣∣β0 − βQIonDR
0

∣∣∣
εβ0

+

∣∣∣H′0 − H′QIonDR
0

∣∣∣
εH′0



, (5)
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where dependencies of midday Wait’s parameters on the daily smoothed sunspot
number (σ) and the seasonal parameter (χ) estimated by the QIonDR model are
given by following equations [13]:

βQIonDR
0 = 0.2635 + 0.002573 · σ− 9.024 · 10−6σ2 + 0.005351 · cos(2π(χ− 0.4712)) (6)

and

H′0
QIonDR

= 74.74− 0.02984 · σ+ 0.5705 · cos(2π(χ− 0.4712) + π). (7)

Here, εβ0 = 0.1 km−1 and εH′0
= 4 km are the estimated maximal absolute

deviations of β0 and H′0 from βQIonDR
0 and H′QIonDR

0 , respectively. These values
are estimated based on the maximum absolute deviations of Wait’s parameters
from their fitted values for data shown in [10] (0.03 km−1 and 1.5663 km), [19]
(0.07 km−1 and 1.8 km), and [13] (0.08 km−1 and 3.6 km). We note that the fitted
functions for the first two sets of data are given in [24].
Here, it is important to emphasise that the values of εβ0 and εH′0

are estimated
and that they can influence the choice of pairs (β0, H′0) if the analysed deviations
are similar for multiple combinations of initial Wait’s parameters. In this case, it
is necessary to check which values of Wait’s parameters at the time of the X-ray
flux maximum fit best with those obtained in other cases. In our study, this
correction procedure is applied in only three cases (10% of the total number of
the analysed cases). The correction for these class-C4.1, -C6.1, and -C8.0 solar
X-ray flares is made due to the excessive value of β (0.59 km −1, 0.55 km −1, and
0.57 km −1, respectively) at the X-ray flux maximum obtained before correction.

3.2. Determination of the Electron Density

As in many previous papers (see, for example, [25–27]), we calculate the time evolution
of the D-region electron density Ne at the altitude h using Equation [21]:

Ne(h, t) = 1.43 · 1013e−β(t)H′(t)e(β(t)−0.15)h, (8)

where Ne, β, and H′ and h are given in m−3, km−1, and km, respectively.

3.3. Determination of the D-Region Total Electron Content

The determination of TEC in the entire ionosphere has both practical and scientific
significance. The contribution of the D-region to TEC is very often neglected in these
calculations or the presence of its perturbations is not taken into account [28–32]. However,
a recent study, presented in [7], shows that neglecting the impact of this ionospheric layer
on satellite signals due to its low electron density is justified in quiet conditions, but it can
result in significant errors in space geodesy during intensive ionospheric perturbations.
For this reason, we further analyse TECD using the expression [24]:

TECD(t) =
∫ ht

hb

Ne(h, t)dh = 1000
Ne(ht, t)− Ne(hb, t)

β(t)− β0
, (9)

where hb = 60 km and ht = 90 km are the bottom and upper D-region boundary, respectively.
The factor 1000 is introduced because β and TECD are given in km−1 and m−3, respectively.

4. Results and Discussions

The presented methodology for the estimation of β, H′, Ne, and TECD is applied to
30 flares of classes C and M. We present two analyses relating to: (1) the time evolutions
of the considered ionospheric parameters during a solar X-ray flare which occurred on
18 January 2014 and (2) the statistical analysis of their dependencies on the maximum X-ray
flux in the times of the radiation maximum and the most intense D-region disturbance.
To show the importance of the choice of initial conditions, we compare the obtained
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dependences with those obtained for the initial values of Wait’s parameters which were
commonly used in previous studies. In the second analysis, the comparisons with results
presented in previous studies are also given.

4.1. Time Evolutions of the Considered Ionospheric Parameters during a Single Flare

In this section, we present the application of the procedure described in Section 3 to an
individual event. We analyse the considered parameters during the perturbation induced
by an X-ray flare that occurred on 18 January 2014. The time evolutions of the X-ray flux,
and the DHO signal amplitude and phase registered by the AWESOME receiver in Serbia
during this period are shown in Figure 1.

The first step in this analysis is to determine β0 and H′0, using the following procedure:

• The time dependences β(t) and H′(t) are determined for all combinations of Wait’s
parameters in quiet conditions in the ranges 0.2 km−1 to 0.55 km−1 with a step of
0.01 km−1 for β and 65 km to 76 km with a step of 0.1 km for H′.

• Wait’s parameters β0 and H′0 are determined by applying criteria 1–4 given in Section 3
to the obtained dependences β(t) and H′(t).

To obtain the time evolutions β(t) and H′(t), we include the obtained pair of initial
values of Wait’s parameters (0.43 km−1, 71.8 km) in the LWPC numerical model and apply
the criterion given by Equation (3) to the analysed datasets related to the changes in the
registered signal amplitude and phase. These time evolutions are shown in Figure 5.
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Figure 5. Time evolutions of the “sharpness” (β) (upper panel) and the signal reflection height (H′)
(bottom panel) obtained for the initial values of Wait’s parameters determined by the procedure
developed in this study (blue lines) and for commonly used β0 = 0.3 km −1 and H′0 = 74 km.

In order to compare the obtained time evolutions of Wait’s parameters (represented
by blue lines in Figure 5) with those obtained for commonly used β0 = 0.3 km −1 and
H′0 = 74 km, we show the corresponding dependencies in the second case by red lines.
In the top panel, it can be seen that β(t) is higher for the initial parameters estimated in the
procedure presented in this study and that the difference between the corresponding two
presented time evolutions is very similar for the entire considered time period. In other
words, this difference does not significantly vary during the perturbation with respect to
the pre-disturbance value. On the other hand, H′(t) is smaller in the first case during the
entire time period. This difference decreases significantly with increasing perturbation
intensity. After the minimum of H′(t), the difference increases again and reaches the initial
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value at the end of the considered perturbation. These conclusions are in line with the
results obtained in the statistical analysis presented below (see Section 4.2).

The electron density time variations, obtained from Equation (8), and the calculated
time evolutions of Wait’s parameters for both considered pairs of β0 and H′0 are shown in
Figure 6. In these two cases, the altitude-time dependencies look similar, but the obtained
values are different. The values obtained in the procedure presented in this paper (upper
left panel) are higher than those obtained for β0 = 0.3 km−1 and H′0 = 74 km (upper right
panel) in the middle and upper part of the D-region, while this relationship is opposite in
the bottom part of this ionospheric layer. Going to the lower boundary of the D-region,
the considered difference decreases and, from some height, the values in the second case
become larger than in the first case. The absolute values of this difference are shown in the
bottom left panel where it can be seen that they increase with the perturbation intensity
and with h above around 70 km. The obtained differences in the D-region bottom part are
significantly smaller than at its highest altitudes, which is in line with the increase in Ne
with h.
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Figure 6. Surface plots of the logarithm of the electron density values given in m−3 obtained for the
initial Wait’s parameters determined by the procedure developed in this study (upper left panel)
and for commonly used β0 = 0.3 km −1 and H′0 = 74 km (upper right panel). The absolute values of
the corresponding differences are shown in the bottom left panel. The time evolutions of the total
electron content in the D-region, TECD, obtained for the analysed initial Wait’s parameters are shown
in the bottom right panel.

The time evolutions of TECD for both cases are obtained from Equation (9). As can be
seen in the bottom right panel, the values of TECD obtained by the procedure developed in
this study are significantly higher (one order of magnitude) than the corresponding values
obtained in the second case. Although the difference is similar throughout the observed
time period, its increase with the perturbation intensity is noticeable.

4.2. Statistical Analysis

In this section, we study the influence of the X-ray flare class represented by the X-ray
flux maximum in the wavelength domain 0.1 nm–0.8 nm, Φmax, on β, H′, Ne, and TECD.
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We study the 30 X-ray flares listed in Table 1, applying the procedure shown in Section 4.1
to each individual event, and analyse β0, H′0, and all observed parameters at the times of
the X-ray flux maximum (tΦmax ) and the TECD maximum (tTECDmax ).

The influence of the solar cycle period and season on the observed dependences is
included via β0 and H′0. Namely, these parameters are determined in a procedure based
on the QIonDR model (see details in Section 3) which gives the dependences of Wait’s
parameters in the midday period on the day of year and sunspot number. To analyse
the effects of these periodic changes in the times tΦmax and tTECDmax , different seasons are
represented with blue squares (winter), green triangles (spring), red circles (summer),
and yellow diamonds (autumn), while the increase in their size corresponds to the increase
in parameter σ.

Wait’s Parameters

The obtained values of β0 and H′0, and their comparisons with the corresponding
values modelled by the QIonR and International Reference Ionosphere (IRI)—2016 [9] (for
the observed times and geographical coordinates of the DHO signal mid-path) models, are
shown in Figure 7. In the latter case, we model Wait’s parameters from electron density
altitude distributions determined from both the IRI-95 [33] and Faraday-International
Reference Ionosphere (FIRI) [34] D-region models, which are included in the IRI-2016
ionosphere model ( https://ccmc.gsfc.nasa.gov/modelweb/models/iri2016_vitmo.php,
accessed on 11 December 2021) and which are based on rocket data. As it can be seen in the
upper panel, β0 agrees well with the values obtained by the QIonDR model and the IRI-2016
model when the D-region electron density is calculated by the FIRI model. The values
of β0 that are obtained by the IRI-2016 model using the IRI-95 model of the D-region
are approximatively constant which differs from the other three cases. The agreement of
H′0 obtained by the presented procedure with the values obtained using the other three
considered models is good. The results obtained for both parameters are within the ranges
expected from the results shown in [18,23,35].
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Figure 7. The “sharpness” (β0; upper panel) and the signal reflection height (H′0; bottom panel)
describing the quiet ionosphere before the considered solar X-ray flares. The results obtained by the
presented procedure, and the QIonDR and IRI-2016 (which includes modelling of the D-region by the
IRI95 and FIRI models) models are represented by blue circles, red squares, green triangles, and black
diamonds, respectively.

A detailed analysis of the differences in the results obtained by the procedure presented
in this study and the QIonDR model is given in Supplementary Materials.
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The dependences of Wait’s parameters on log10(Φmax) at the time tΦmax (βtΦmax
and

H′tΦmax
) and at the time tTECDmax (βtTECDmax

and H′tTECDmax
) are shown in Figures 8 and 9 (left

panels). The values of Φmax are given in W/m2.
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Figure 8. Dependencies of the “sharpness” (β) (left panels) and its changes with respect to the initial
value (∆β) (right panels) on the logarithm of the X-ray flux maximum given in W/m2 (log10(Φmax))
at the times of the X-ray flux maxima (tΦmax ) (upper panels) and the D-region perturbation maxima
(tTECDmax ) (bottom panels). The values obtained in this study are presented by blue squares (X-ray
flares occurred in winter), green triangles (X-ray flares occurred in spring), red circles (X-ray flares
occurred in summer), and yellow diamonds (X-ray flares occurred in autumn). The results presented
in [18,23,35] are represented by “x”, “+”, and “*”, respectively. The black lines show fitting of the
obtained values for the X-ray flares whose flux maxima are greater than 5× 10−6 Wm−2 and which
occurred on days for which the daily smoothed sunspot number is greater than 50.
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Figure 9. Dependencies of the signal reflection height (H′) (left panels) and its changes with respect
to the initial value (∆H′) (right panels) on the logarithm of the X-ray flux maximum given in
W/m2, (log10(Φmax)) at the times of the X-ray flux maxima (tΦmax ) (upper panels) and the D-region
perturbation maxima (tTECDmax ) (bottom panels). The values obtained in this study are presented by
blue squares (X-ray flares occurred in winter), green triangles (X-ray flares occurred in spring), red
circles (X-ray flares occurred in summer), and yellow diamonds (X-ray flares occurred in autumn).
The results presented in [18,23,35] are represented by “x”, “+”, and “*”, respectively. The black
lines represent fitting of the obtained values for the X-ray flares whose flux maxima are greater than
5× 10−6 Wm−2 and which occurred on days for which the daily smoothed sunspot number is greater
than 50.

Based on the presented data, we can conclude the following:

• The dispersion of points on the graph β(log10(Φmax)) is greater at the time tTECDmax ,
which can be explained by the additional influence of differences in the radiation
characteristics after the maximum of its flux. This difference is not significant for H′.

• The dispersion of the obtained values decreases with log10(Φmax), which indicates
a decrease in the influence of the initial state of the ionosphere on the considered
parameters during disturbance with the flare class. This can be explained by the fact
that the solar X-radiation dominates the solar hydrogen Lyα and cosmic radiation
(these two radiations are the most important sources of ionisation in the unperturbed
D-region) in electron gain processes at the time of the X-ray flux maximum [36]. This
dominance increases with Φmax and, consequently, the considered differences in Wait’s
parameters decrease with Φmax.

• The effect of variations in the radiation intensity during a solar cycle on β at times
tΦmax and tTECDmax is significant in the period around the solar cycle minimum. In the
cases of the two X-ray flares of classes C1.4 and C2.6, which occurred in this period,
β has significantly less values than those estimated for the other analysed flares of
the similar classes. This difference is reduced for the stronger flare of class-C8.8.
The values of H′ for all three events which occurred during this period are similar to
the corresponding values for the other analysed events.

• The influence of seasonal changes on the observed parameters is not visible for less
intense flares. In the case of more intense flares (starting with class-C5), there is
indication that βtΦmax

and βtTECDmax
are slightly higher during the winter (blue squares)

and autumn (yellow diamonds) periods than during the second part of year (green
triangles and red circles). However, these differences are not significant which is why
we analyse all these flares together (see the next item).

• The dispersion of the obtained values is significant for the considered weak X-ray
flares of low intensity. Therefore, and due to the mentioned differences in βtΦmax

and
βtTECDmax

for events which occurred in the period around the solar cycle minimum,
we fit the obtained values for the X-ray flares whose maximum flux is greater than
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5× 10−6 Wm−2 and which occurred on days for which σ > 50. The fitted functions
have the form:

f = aΦb
max + c, (10)

where f is the considered parameter. The corresponding values of a, b, and c are given
in Supplementary Materials (Table S2).

To see the significance of the choice of parameters β0 and H′0, we show the values of
the corresponding parameters obtained for the commonly used values β0 = 0.3 km−1 and
H′0 = 74 km [17–19,22] and applying the selection criteria given by Equation (3) (open circle
in Figures 8 and 9). Comparing the results of these two analyses, it can be concluded that
the differences are more pronounced for β, and at time tTECDmax . The values obtained in this
study are larger for β and smaller for H′ at both times. The differences are more noticeable
for the first parameter. Contrary to the results of the presented model, the dispersion of the
values of Wait’s parameters for β0 = 0.3 km −1 and H′0 = 74 km are more pronounced for
flares of higher intensities.

Bearing in mind that previous statistical studies primarily refer to the dependences
of Wait’s parameters on Φmax at the time of the X-ray flux maximum, we present compar-
isons of the values obtained in this study for the time tΦmax with those given in previous
studies [23,35] (also used in [10,18]). As in the previous comparison, the differences are
more noticeable for βtΦmax

. They are similar in the entire observed X-ray flux domain in
contrast to the differences in the dependences H′tΦmax

which decrease with log10(Φmax).
The choice of the initial values of Wait’s parameters at the time tΦmax has a dominant

influence on the differences in the obtained values. This can be seen from the comparison
of the results related to the same year and the same D-region area, as well as from the
comparison of the results of studies based on data recorded in different periods of a solar
cycle and in observations of different areas.

• In the first case, we compare studies presented in [18,35] that analyse solar X-ray
flares that occurred in 2011 (medium solar cycle conditions) and the D-region area
monitored by the NWC signal emitted in Australia and recorded in India. The pairs
of Wait’s parameters (β0, H′0) used in [18,35] are (0.43 km−1, 71 km) and (0.3 km−1,
74 km), respectively. A comparison of these values (presented in the upper left panels
in Figures 8 and 9) shows that β0 is higher and H′0 is less in the first case.

• In the second case, we compare Wait’s parameters in the time tΦmax obtained in [23]
with those shown in [18,35]. The study presented in [23] analyses perturbations
caused by X-ray flares which occurred during the solar cycle minimum and medium
(1994–1998). It is based on data related to the NPM and NLK signals from USA
recorded in New Zealand. The values shown in [23] are between the values given
in [18,35]. They are very similar to those given in [35] which corresponds to similar
values of β0 (this value is 0.39 km−1) and the same value of H′0.
Finally, the agreement of the results obtained in this study with those given in the
previous three can be explained in the same way as in the previous analysis: agreement
is best with the results of analyses in which the pair (β0, H′0) has similar values to
those estimated for a single observed event analysed in this research. The values
of βtΦmax

shown in [35] are greater than the corresponding values shown in [18,23].
Consequently, they are in the best agreement with the results obtained in this study
for events that occurred since 2012, i.e., for events for which the values of β0 are higher
and the values of H′0 are less than the corresponding values during the minimum of
the solar cycle. The agreement of the results of this study is better with those given
in [18] in the cases of weak flares that occurred in 2010, i.e., in the period around the
solar cycle minimum. In these cases, the initial values of Wait’s parameters are similar
in both studies.
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In all three analyses in which the pair (β0, H′) is the same for all cases, the dependences
of Wait’s parameters on log10(Φmax) are linear in the observed domain of X-ray flux. In this
analysis, it is shown that the variations of this pair induce the deviations of the considered
dependences from the corresponding linear functions. Moreover, the influence of the pair
(β0, H′) on Wait’s parameters at the time tΦmax is so pronounced in cases of weak flares that
fitting is not relevant for the analysis of the dependences of Wait’s parameters on the X-ray
flux maximum. Fitting of the obtained values that describe the considered flares for which
Φmax > 5× 10−6 Wm−2 and σ > 50 indicates a decrease in changes of Wait’s parameters
with log10(Φmax). The tendency towards saturation is more pronounced for βtΦmax

in the
observed X-ray flux domain.

4.3. Determination of the Electron Density

Knowledge of Wait’s parameters allows us to calculate the D-region electron density
at the times tΦmax and tTECDmax using Equation (8). The corresponding values at 65 km,
75 km, and 85 km are shown in Figure 10, where the left and right panels refer to the times
tΦmax and tTECDmax , respectively.
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Figure 10. Dependencies of the electron density (Ne) at 85 km (upper panels), 75 km (middle panels),
and 65 km (bottom panels) on the logarithm of the X-ray flux given in W/m2 (log10(Φmax)) at the
times of the X-ray flux maxima (tΦmax ) (left panels) and the D-region perturbation maxima (tTECDmax )
(right panels). The values obtained in this study are presented by blue squares (X-ray flares occurred
in winter), green triangles (X-ray flares occurred in spring), red circles (X-ray flares occurred in
summer), and yellow diamonds (X-ray flares occurred in autumn). The black lines represent fitting of
the obtained values for the X-ray flares whose flux maxima are greater than 5× 10−6 Wm−2 and which
occurred on days for which the daily smoothed sunspot number is greater than 50. The red lines
indicate the corresponding values obtained by applying Equation (8) to the fitted Wait’s parameters.

The obtained graphs show the following:

• As in the case of Wait’s parameter β, the dispersion of the obtained values of Ne is
greater at the time tTECDmax .

• The influence of the ionospheric initial state is more manifested in the cases of weak
flares, which is reflected in more pronounced dispersion of the obtained values at all
heights for the corresponding part of the observed flux domain.

• Deviations of points representing weak flares that occurred during periods near the
solar cycle minimum are visible at 85 km for both the considered times.

• Fitting of the modelled values refers to the considered flares for which
Φmax > 5× 10−6 Wm−2 and σ > 50. The obtained fitted functions, shown by black
lines in Figure 10, have the form given by Equation (10), where the corresponding
parameters a, b, and c are given in Supplementary Materials (Table S2).

• The changes in Ne within the considered flux domain are greater at the time tTECDmax .
This is expected because the perturbation intensity is the most pronounced at that time.

Knowledge of the time evolutions β(t) and H′(t) allows us to calculate the D-region
electron density time–altitude distribution using Equation (8). In some analyses, the elec-
tron density time evolution needs to be fitted. If this fitting is required for many values of
h, it is easier to apply Equation (8) to the fitted functions β(t) and H′(t) than to perform a
fitting of the electron density time evolution for each of the considered heights. Since the
agreement of the corresponding time evolutions obtained by these two ways cannot be
confirmed a priori, it is necessary to examine whether it is possible to use the first, easier,
method with acceptable accuracy. In Figure 10, we show the time evolutions Ne calculated
from the fitted values of Wait’s parameters by red dashed lines. A comparison of these lines
with the black ones representing the results of the second fitting method shows that they
practically coincide at the bottom D-region heights. By increasing the height, the values
obtained in the first way are less than those obtained by fitting of the originally calculated
values Ne. However, these deviations are small. This can be shown by the ratio of the
values obtained by the first and second method (rN) given in Figure 11. Although the form
of the dependence rN(log10Φmax) changes with height, it can be seen that the deviations are
most significant in the upper D-region part for the largest observed X-ray fluxes. However,
these deviations do not exceed 27%, which is not significant considering that the plasma
parameters in this atmospheric region are estimated in procedures based on numerous
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approximations. For this reason, we can conclude that electron density calculation based
on fitted values of Wait’s parameters can be used in analyses.
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Figure 11. Dependencies of the coefficient rN on the logarithm of the X-ray flux given in W/m2,
log10(Φmax), at the times of the X-ray flux maxima (tΦmax ).

4.4. Determination of the Total Electron Content in the D-Region

The obtained dependencies TECD(log10Φmax) at times tΦmax and tTECDmax are shown
in Figure 12 (left and right panels, respectively). The obtained graphs show the following:
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Figure 12. Dependencies of the total electron content in the D-region (TECD) on the logarithm of
the X-ray flux given in W/m2 (log10(Φmax)) at the times of the X-ray flux maxima (tΦmax ) (left panel)
and at the times of the D-region perturbation maxima (tTECDmax ) (right panel). The values obtained
in this study are presented by blue squares (X-ray flares occurred in winter), green triangles (X-ray
flares occurred in spring), red circles (X-ray flares occurred in summer), and yellow diamonds (X-ray
flares occurred in autumn). The results obtained from Wait’s parameters presented in [18,23,35] are
represented by “x”, “+”, and “*”, respectively. The black lines show fitting of the obtained values for
the X-ray flares whose flux maxima are greater than 5× 10−6 Wm−2 and which occurred on days for
which the daily smoothed sunspot number is greater than 50.

• The values of TECD are higher at the time tTECDmax . This is consistent with the change
in the intensity of the D-region perturbation which is the largest at this time.

• Due to the additional influence of the differences in the X-ray flux time evolutions
after the analysed flare intensity maxima, the dispersion of the shown points is more
pronounced at the time tTECDmax .

• The influence of seasonal variations is not pronounced.
• The effect of the X-ray flux variation during a solar cycle is visible only for the consid-

ered weak flares that occurred in the period around the solar cycle minimum.
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• The dispersion of points representing weak flares is expressed at both times due to the
significant influence of the initial conditions on the characteristics of the correspond-
ing perturbations.

• The influence of initial conditions on a perturbation decreases with the X-ray flux.
This reduces the dispersion of the obtained points and, consequently, allows the fit-
ting of points that represent flares for which Φmax > 5× 10−6 Wm−2 and σ > 50
(black lines on the chart). In both cases, the fitted function has the form given by
Equation (10), where the corresponding parameters a, b, and c are given in Supple-
mentary Materials (Table S2).

• As in the case of the parameter β, the values of TECD obtained by the presented
procedure are greater than those obtained for the initial values of Wait’s parameters
β0 = 0.3 km−1 and H′0 = 74 km in both observed times (except in one case). The ten-
dency of the dependence TECD(log10Φmax) is more pronounced in the first than in
the second case.

• Compared to the studies presented in [18,23,35], the values obtained in this paper are
in good agreement with:

– The values obtained from Wait’s parameters presented in [23,35] for X-ray flares
of mid-intensity class-C;

– The values obtained from Wait’s parameters presented in [18] for two weak X-ray
flares that occurred in the period around the solar cycle minimum (2010).

The values obtained in this study are greater in the cases of the other considered weak
X-ray flares and in the cases of more intense ones.

• Unlike the shown dependences obtained on the basis of the data presented
in [18,23,35], the dependences obtained in this paper are not linear, and the given
fittings are not relevant for weak flares due to the significant dispersion of the
obtained values.

As in the case of the electron density at higher D-region altitudes, the values obtained
by fitting the points determined for the individual considered cases (black lines in Figure 12)
are in very good agreement with those calculated on the basis of fitted dependences of
Wait’s parameters (red lines in Figure 12), except for the most intense flares at time tΦmax

where a small deviation is visible. The ratio of the obtained values in the second and
first case (rTECD) at the time tΦmax is shown in Figure 13 where one can see that it does
not exceed 25%. This deviation is not great considering the necessity of using numerous
approximations in ionospheric models. Therefore, we can conclude that the fitted functions
of Wait’s parameters can be used to determine the dependence TECD(log10Φmax).
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Figure 13. Dependencies of the coefficient rTECD on the logarithm of the X-ray flux given in W/m2

(log10(Φmax)) at the times of the X-ray flux maxima (tΦmax )
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5. Conclusions

This study presents an upgrade of the quiet ionospheric D-region model. The pre-
sented procedure, based on the data obtained by remote sensing of the analysed area during
the considered time period, allows for a more precise modelling of the D-region intensively
perturbed by a solar X-ray flare. Its most significant contribution refers to a method for
the determination of the quiet ionosphere parameters describing the observed area in the
period preceding the analysed perturbation. In addition, the developed procedure allows
us to reduce the required number of very low/low frequency signals (i.e., transmitters
that emit them) to monitor the ionosphere from two (as required in the quiet ionospheric
D-region model) to just one. In this way, the observation area is more localised and, conse-
quently, the obtained values of the considered quiet ionosphere parameters are more precise
which is, as shown in this study, significant for modelling of the perturbed ionosphere.

In this study, we analyse the “sharpness”, the signal reflection height, the D-region
electron density, and the total electron content in the D-region. The obtained results show
the following:

• The choice of Wait’s parameters describing the quiet ionosphere affect the time evolu-
tions of the considered parameters during the entire period of a perturbation induced
by an X-ray flare.

• The influence of the quiet ionosphere state in the period preceding perturbation on
the electron density and total electron content in the perturbed D-region is significant
for weak X-ray flares.

• The influence of the initial conditions on the considered ionospheric parameters at the
times of the radiation maximum and the most intense D-region perturbation decreases
with the X-ray flux.

• Significant differences caused by the variations in the radiation intensity during the
24th solar cycle are obtained for:

– The “sharpness”—the obtained values are significantly lower for events that
occurred in the period around the solar cycle minimum;

– The electron density in the D-region upper part—the obtained values are signifi-
cantly lower for weak solar X-ray flares that occurred in the period around the
solar cycle minimum;

– The total electron content in the D-region—the obtained values are significantly
lower for weak solar X-ray flares that occurred in the period around the solar
cycle minimum.

The stated differences are obtained at the times of the X-ray flux maximum and the
most intense D-region disturbance. The variations in the radiation intensity during
the 24th solar cycle do not affect the signal reflection height.

• The influence of the seasonal variations on the analysed parameters is not significant
at the times of the X-ray flux maximum and the most intense D-region disturbance.

• Due to the pronounced influence of the quiet ionosphere state before perturbation
on the analysed parameters in the cases of weak flares, the dispersions of the points
describing these events on the corresponding graphs are large. For this reason, we fit
only the obtained values describing the X-ray flares of class-C5 or stronger. Due to the
differences induced by the variations in the radiation intensity during a solar cycle,
the presented fits are relevant for the events which occurred during the days when the
smoothed daily sunspot number is greater than 50.

• The obtained results indicate the need to correct the linear dependences of the observed
parameters on the logarithm of the X-ray flux maximum obtained in the cases when
the initial conditions are considered the same for all analysed cases. The dependences
obtained by the method presented in this study indicate a tendency towards saturation
of the observed values with the logarithm of the X-ray flux maximum.

• The dispersion of points representing the dependences of the observed parameters on
the logarithm of the X-ray flux is higher at the time of maximum D-region perturbation
than at the time of maximum X-ray flux. This can be explained by the additional
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influence of the difference in the time evolutions of the X-ray flux after its maximum
on the ionosphere.

• The fitted functions of Wait’s parameters can be used to determine the fitted depen-
dences of the electron density and total electron content in the D-region.

To conclude, the obtained results show that taking into account the specificity of the
initial conditions in an individual case gives more intense perturbations of the solar X-ray
flare perturbed D-region than in the case when the initial conditions are considered the
same in different time periods. Consequently, this result indicates more significant influence
of the perturbed D-region on electromagnetic signals. This study confirms the need to
include observations of the intensely perturbed D-region in the modelling of satellite signal
propagation indicated in recent studies. This is important for the accuracy of satellite data
used in many modern technologies and indicates the possibility of practical applications of
space weather research.

Supplementary Materials: The following are available at https://www.mdpi.com/article/10.339
0/rs14010054/s1, Table S1: Wait’s parameters obtained by the Quiet ionospheric D-region model
(βQIonDR

0 and H′QIonDR
0 ) and by the procedure presented in this study (β0 and H′0) for the considered

X-ray flares, Table S2: Parameters a, b and c required for the calculations of the “sharpness” (β), the
signal reflection height (H′), the electron density (Ne) at 60 km, 65 km, 70 km, 75 km, 80 km, 85 km,
and 90 km, and the total electron content in the D-region (TECD) by Equation (10).
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Acknowledgments: The author thank Vladimir Čadež and Tamal Basak for very useful suggestions
and comments.

Conflicts of Interest: The author declare no conflict of interest.

References
1. Raulin, J.P.; Trottet, G.; Kretzschmar, M.; Macotela, E.L.; Pacini, A.; Bertoni, F.C.P.; Dammasch, I.E. Response of the low

ionosphere to X-ray and Lyman-α solar flare emissions. J. Geophys. Res. Space Phys. 2013, 118, 570–575. [CrossRef]
2. Schmitter, E.D. Modeling solar flare induced lower ionosphere changes using VLF/LF transmitter amplitude and phase

observations at a midlatitude site. Ann. Geophys. 2013, 31, 765–773. [CrossRef]
3. Ammar, A.; Ghalila, H. Ranking of Sudden Ionospheric Disturbances by Means of the Duration of Vlf Perturbed Signal in

Agreement with Satellite X-ray Flux Classification. Acta Geophys. 2016, 64, 2794–2809. [CrossRef]
4. Kumar, S.; Kumar, A.; Menk, F.; Maurya, A.K.; Singh, R.; Veenadhari, B. Response of the low-latitude D region ionosphere to

extreme space weather event of 14–16 December 2006. J. Geophys. Res. Space Phys. 2015, 120, 788–799. [CrossRef]
5. Kumar, S.; NaitAmor, S.; Chanrion, O.; Neubert, T. Perturbations to the lower ionosphere by tropical cyclone Evan in the South

Pacific Region. J. Geophys. Res. Space Phys. 2017, 122, 8720–8732. [CrossRef]
6. Zhao, S.; Shen, X.; Liao, L.; Zhima, Z.; Zhou, C.; Wang, Z.; Cui, J.; Lu, H. Investigation of Precursors in VLF Subionospheric

Signals Related to Strong Earthquakes (M > 7) in Western China and Possible Explanations. Remote Sens. 2020, 12, 3563.
[CrossRef]



Remote Sens. 2022, 14, 54 22 of 22
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24. Todorović Drakul, M.; Čadež, V.M.; Bajčetić, J.; Popović, L.Č; Blagojević, D.; Nina, A. Behaviour of electron content in the

ionospheric D-region during solar X-ray flares. Serb. Astron. J. 2016, 193, 11–18. [CrossRef]
25. Hayes, L.A.; Gallagher, P.T.; McCauley, J.; Dennis, B.R.; Ireland, J.; Inglis, A. Pulsations in the Earth’s Lower Ionosphere

Synchronized With Solar Flare Emission. J. Geophys. Res. Space Phys. 2017, 122, 9841–9847. [CrossRef]
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Recent research shows reductions in the VLF signal noise amplitude that begin

before particular earthquakes whose epicentres are more than 100 km away from

the signal propagation path. In this paper, we extend this research to studying the

noise amplitude during periods of intense seismic activity in a localized area. We

analyse variations in the VLF signal noise amplitude over a period of 10 days

(25 October–3 November 2016) when 981 earthquakes with the minimum

magnitude of 2 occurred in Central Italy. Out of these events, 31 had the

magnitude equal or greater than 4, while the strongest one had the magnitude

of 6.5. We observe the VLF signal emitted by the ICV transmitter located in Sardinia

(Italy) and recorded in Belgrade (Serbia). Bearing in mind that the trajectory of this

signal crosses the area inwhich the observed earthquakes occurred, we extend the

existing research to study of variations in the noise amplitude of the signal

propagating at short distances from the epicentres of the considered

earthquakes. In addition, we analyse the impact of a large number earthquakes

on characteristics of the noise amplitude and its reductions before particular

events. In order to examine the localization of the recorded changes, we

additionally analysed the noise amplitude of two reference signals emitted in

Germany and Norway. The obtained results show the existence of the noise

amplitude reduction preceding individual strong or relatively strong earthquakes,

and earthquakes followed by others that occurred in a shorter time interval.

However, the additional noise amplitude reductions are either not pronounced

or they do not exist before the considered events in periods of the reduced noise

amplitude remain fromprevious earthquakes. Reductions in noise amplitudes for all

observed signals indicate a larger perturbed area through which they spread or its

closer location to the receiver. The analysis of daily values of parameters describing

the noise amplitude reveals their variations start up to 2weeks before the

seismically active period occurs.
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1 Introduction

In a large number of scientific studies published in this and

the previous century, different types of ionospheric disturbances

that precede earthquakes (EQs) are shown (Davies and Baker,

1965; Leonard et al., 1965; Yuen et al., 1969; Calais and Minster,

1998; Maekawa et al., 2006; Sasmal and Chakrabarti, 2009;

Chakrabarti et al., 2010; Oyama et al., 2016; Xiong et al.,

2021; He et al., 2022; Molina et al., 2022). The repetition of

the same or very similar characteristics of these disturbances

indicates the possibility that they are precursors of earthquakes,

which is why a relevant both theoretical and experimental

research is of great importance. In the first case, studies

provide several theoretical explanations for the relationship

between ionospheric disturbances and lithospheric processes

associated with earthquakes, and they are based on thermal

and chemical mechanisms as well as on generation of acoustic

and electromagnetic waves, and quasi constant local electric field

(Sorokin and Yashchenko, 1999; Pulinets and Boyarchuk, 2004;

Liperovsky et al., 2008; Korepanov et al., 2009; Pulinets and

Ouzounov, 2011; Fu et al., 2015). On the other hand, the

observations are based on remote sensing of the high (using

ionosonde/digisonde and radar) and lower (using very low/low

frequency (VLF/LF) radio signals) ionosphere as well as integral

information about the entire ionosphere obtained by the Global

Navigation Satellite System (GNSS) signals (Biagi et al., 2001b,

2011; Hegai et al., 2006; Perrone et al., 2018). In addition,

measurements by satellites orbiting in the ionosphere (e.g.,

Detection of Electro-Magnetic Emissions Transmitted from

Earthquake Regions (DEMETER) satellite) are used for

relevant studies (Němec et al., 2009).

Previous studies indicate that typical perturbations

(variations of the electron density (positive and negative) at

specific altitudes of the ionosphere registered by ionosondes,

the total electron content (TEC) variations registered by GNSS

receivers, changes in the VLF/LF signal amplitude (or phase),

its periodic fluctuations and the “terminator time” shift) are

registered in all ionospheric regions mostly a few days before

the occurrence of stronger earthquakes (Hayakawa, 1996;

Molchanov et al., 1998; Biagi et al., 2001b, 2006; Miyaki

et al., 2001; Molchanov et al., 2001; Pulinets and

Boyarchuk, 2004; Rozhnoi et al., 2004; Yamauchi et al.,

2007; Hayakawa et al., 2010; Liu et al., 2018; Perrone et al.,

2018; Pulinets et al., 2022). However, recent research

presented in Nina et al. (2020) and Nina et al. (2021a)

points out a possibility for a new type of precursor that

occurs up to a few tens of minutes before an EQ (including

some cases of weak earthquakes whose magnitude can be less

than 3) and manifests itself through a reduction in the VLF

signal amplitude and phase noise, respectively. These studies

present analyses of several EQs whose epicentres were

relatively close to the considered signal propagation path.

In these analysed cases, the detected individual reductions can

be clearly associated with individual EQs. In other words, the

disturbance in the environment in which the signal propagates

either ends quickly enough and do not affect disturbances that

could potentially be associated with further EQs or is further

amplified before an another event. A possible explanation for

this may be the fact that the analysed earthquakes occurred in

several remote locations (Serbia, Italy, Tyrrhenian Sea and

Western Mediterranean Sea). However, the question arises as

to how a large number of EQ events whose epicentres are

located in close locations and that occur in a relatively short

time period affect the signal noise properties. The importance

of this issue can be seen in the fact that in the DHO and GQD

signals with a small noise amplitude during the time periods

observed in the study Nina et al. (2020) no reduction of the

noise amplitude was recorded, which, consequently, requires

the examination of the existence of an additional reduction of

this parameter if it is already significantly reduced by some

previous EQ. The analysis of this issue is the main aim of this

paper. In addition, the aims of this research are to explore the

VLF signal prior the considered EQs in order to confirm our

finding of the noise amplitude reduction in the case of EQs

that occurred during the period when the noise amplitude

corresponds to that in quiet conditions and, for the first time,

to explore the daily characteristics of the VLF signal noise

amplitude in time periods before, during and after the

considered intensive seismic activity.

In this study, we analyse the time evolution of the noise

amplitude of the ICV signal transmitted in Italy and recorded in

Serbia in the period from 25October to 3November 2016whichwas

the time period of intense seismic activity (PISA). During this period

there were 981 earthquakes in Central Italy of minimummagnitude

2, out of which there were 31 cases with magnitudes equal or greater

than 4. In addition, we analyse daily characteristics of the noise

amplitude in the time period from 1 October to 22 December in

order to examine long-term variations around intense seismic

activity located at a small area. To study localization of the

perturbed atmospheric part, we analyse two additional VLF

signals emitted by the DHO (Germany) and JXN (Norway)

transmitters and received in Belgrade, Serbia.

The paper is organised as follows. The descriptions of

observations, considered events, and the applied procedures

for data processing are presented in Section 2. Section 3

shows the obtained results and their discussion. Finally, the

conclusions of this study and the list of the opened questions

are given in Section 4.
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2 Observations and data processing

2.1 Observational setup and study area

The study presented in this paper is based on the processing

of the VLF signal amplitudes recorded by the Absolute Phase and

Amplitude Logger (AbsPAL) receiver in Belgrade, Serbia (44.8 N,

20.4 E). The data recorded by this receiver are used in many

analyses (Žigman et al., 2007; Grubor et al., 2008; Kolarski et al.,

2011). Here, we analyse three signals emitted by the ICV, DHO

and JXN transmitters located in Isola di Tavolara, Sardinia, Italy

(40.92 N, 9.73 E), Rhauderfehn, Germany (53.10 N, 7.60 E) and

Kolsas, Norway (59.91 N, 10.52 E), respectively. Their

propagation paths are shown in Figure 1A.

The focus of this research is on the ICV signal amplitude

processing because, as the map shows, its propagation path to

Belgrade is closest to the epicentres of the observed set of

earthquakes marked as blue, red and black points depending

of their magnitudes (a zoomed map view of the signal

propagation area is given in the upper right panel). In

addition, a study given in Nina et al. (2020) indicates the

appropriate noise amplitude reductions for this signal, and,

consequently, shows that it is suitable for relevant analyses.

This is important because the influence of the signal

characteristics on the possibility of detecting the considered

specified form of amplitude change has not been investigated

yet, and by choosing this signal we eliminate the possibility of no

detection of the observed change due to e.g. insufficient

sensitivity of the selected signal to atmospheric noise variations.

We analyse the signals emitted by the DHO and JXN

transmitters in order to examine the influence of the receiver,

and electronic and electrical devices close to it on the signal noise

amplitude, and the localization of the detected changes. Here, we

point out that variations in the signal emission relevant for the

study are eliminated by analysing its amplitude recorded by the

receiver located in Kilpisjärvi, Norway (see Section 2.3).

FIGURE 1
(A): Propagation paths of the VLF signals recorded by the Belgrade receiver station (BEL) in Serbia and emitted by the ICV, DHO and JXN
transmitters located in Italy, Germany and Norway, respectively (solid pink lines). (B): Zoomed view of the left map for the ICV signal. Blue, red and
black dots mark the epicentres of earthquakes of magnitude 4 ≤ M < 5 (blue dots), 5 ≤ M < 6 (red dots) and M ≥ 6 (black dots) that occurred in the
period from 25 October to 3 November 2016. The areas in Central Italy where the epicentres of the earthquakes recorded in the observed
period are located aremarked with CI-1 and CI-2. (C): Distribution of the distance of the earthquake epicentre from the ICV signal propagation path.
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2.2 Analysed events

In the detailed analysis of the ICV signal amplitude, we

observe the time period from 25 October to 3 November

2016 when seismic activity in Central Italy was very intense.

In Figure 1, we show a map of the area where the observed signal

propagates, and the epicentres of EQs that occurred during the

analysed time period, out of which 981 (with the magnitude, M,

equal or greater than 2) occurred in Central Italy. For clarity, we

show the epicentres of earthquakes of minimum magnitudes 3.9

(blue dots), 5 (red circle) and 6 (black circles) on this map. As can

be seen in the map, these epicentres are grouped into two

localized areas marked as CI-1 and CI-2 (the maximum

earthquake magnitude in this area is 3.9, so we included this

value in the epicentre display in the map). The histogram of the

distances d between the epicentres of all considered EQs and the

signal propagation path is shown in Figure 1C where one can see

that d is smaller than 100 km in almost all (more than 99%) cases.

The number of the EQ events with 40 km < d< 90 km is

963 which is 98.2% of the total number of observed EQs. The

distance d is bigger than 100 km in only 8 cases and corresponds

to the events that took place at the CI-2 area.

Considering that the epicentres of EQs that occurred in the CI-

2 area are significantly further from the signal propagation path (d

is between 168 and 259 km) than those occurred in the CI-1 area (d

is below 100 km), and that their magnitudes are below 4, we focus

on evens in the CI-1 area. A zoomed view of the map for this area

with 31 EQ epicentre locations (forM ≥ 4) and part of the observed

signal path are given in the left panel, while the numbers of EQ

events per day with magnitudes between 2 and 3, 3 and 4, 4 and 5,

5 and 6, and greater than 6 are shown in Figure 2B. The list of

analysed 31 earthquakes (magnitudes of 4) with their

characteristics (times of their events, epicentre locations, depths,

magnitude values and types, and epicentre distances from the ICV

signal propagation path) is given in Table 1.

As one can see in the map shown in Figure 1, the upper right

panel, two additional EQs also occurred relatively close to the

considered signal propagation path (in Bosnia and Herzegovina).

Their magnitudes are 4.2 (31 October 2016, 09:38:13 UT,

(43.26N,17.88E)) and 3.9 (3 November 2016, 15:04:03 UT,

(44.82N,17.3E)). In the first case, no reduction of Anoise is

recorded, while in the period around the second event the ICV

signal is not recorded in Belgrade. In the observed period, there

were additional two EQs of magnitudes of 2.6 and 2.5 in Bosnia and

Herzegovina, and Serbia, respectively. In the first case, the analysed

reduction is not recorded, while, in the second case, the time of EQ

is in the period of occurrences of two EQs of higher magnitudes

(4.6 and 3.9) in the CI-1 area which are much more likely to be

associated with the corresponding detected Anoise reduction. The

strongest EQ outside Central Italy of magnitude 5.8 occurred in the

Tyrrhenian Sea (28October, 20:02:49UT, (39.35N,13.44E)). As will

be seen in Section 3, Anoise is low throughout the day and although

its slight reduction in the period around this EQ is visible, it is not

possible to reliably link these two phenomena.

FIGURE 2
(A): A zoomed view of the map shown in Figure 1 that includes the earthquake epicentres in the CI-1 area and a part of the ICV signal
propagation path between the transmitter in Sardinia, Italy, and the receiver in Belgrade, Serbia. (B): Time evolution of the number of earthquakes of
magnitudes 2 ≤M < 3 (x), 3 ≤M < 4 (green triangles), 4 ≤M < 5 (blue squares), 5 ≤M < 6 (red diamond) and 6 ≤M (black circles) in the CI-1 area during
the observed time period.
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Based on the previous analysis, it can be concluded that the

noise amplitude reductions can be related to the EQs that

occurred in the CI-1 area and that other EQ events do not

significantly affect the presented analysis.

In addition to the detailed analysis of the ICV signal

amplitude for the indicated 10 days, we analysed the period

from 1 October to 22 December to examine long-term

variations around the seismological active period.

2.3 Analysis of other potential influences
on the signal amplitude

As stated in the literature (Biagi et al., 2011; Nina et al., 2020),

there are numerous causes of variations in signal characteristics.

They refer both to natural sources of disturbances and to

technical changes in the emission and reception of signals due

to, for example, electric or electronic devices operating nearby the

receiver, electric cables without good shielding, amateur radios

operating in the zone, an improperly grounded receiver, or

natural electromagnetic emissions from nearby faults or

micro-fractured zones. For this reason, it is necessary to check

the presence of influence of these factors on the signal

characteristics important for this study.

• Natural conditions. The main potential natural causes of

changes in a VLF signal propagation are related to

meteorological and geomagnetic conditions, and

variations in radiation from the Sun and other sources

in the Universe.

TABLE 1 List of themain studied earthquakes. Data for EQ date, time t, epicentre locations (latitude (LAT) and longitude (LON)) andmagnitudes (M) are
given in http://www.emsc-csem.org/Earthquake/. Distances between the EQ epicentres and signal propagation path are indicated as d.

No Date Time
UTC

Latitude Longitude Depth Magnitude
Type

Magnitude Distance

1 2016/11/03 00:35:01 43.03 13.05 8 Mw 4.8 85.0

2 2016/11/02 19:37:52 42.89 13.11 10 ML 4 68.9

3 2016/11/01 07:56:39 43 13.16 10 Mw 4.9 78.0

4 2016/10/31 07:05:45 42.83 13.17 20 Mw 4.2 60.7

5 2016/10/31 03:27:40 42.77 13.09 11 mb 4.3 57.7

6 2016/10/30 18:21:09 42.79 13.15 10 ML 4.2 57.5

7 2016/10/30 13:34:54 42.8 13.17 9 ML 4.6 57.8

8 2016/10/30 12:07:00 42.84 13.08 10 ML 4.6 65.1

9 2016/10/30 11:58:17 42.84 13.06 10 ML 4 65.8

10 2016/10/30 11:21:09 43.06 13.08 2 ML 4.1 86.9

11 2016/10/30 10:19:26 42.82 13.14 11 ML 4.1 60.9

12 2016/10/30 08:35:58 42.83 13.08 10 mb 4.6 64.1

13 2016/10/30 07:34:47 42.92 13.13 10 ML 4 71.1

14 2016/10/30 07:13:06 42.73 13.16 10 mb 4.5 51.2

15 2016/10/30 07:07:54 42.7 13.17 2 ML 4.2 47.9

16 2016/10/30 07:05:56 42.79 13.16 8 ML 4.1 57.1

17 2016/10/30 07:00:40 42.88 13.05 10 ML 4.1 70.1

18 2016/10/30 06:55:40 42.74 13.17 13 ML 4.1 51.8

19 2016/10/30 06:40:18 42.84 13.11 10 Mw 6.5 63.9

20 2016/10/29 16:24:33 42.81 13.1 11 mb 4.4 61.3

21 2016/10/27 17:22:23 42.84 13.1 9 ML 4.2 64.3

22 2016/10/27 08:21:46 42.87 13.1 9 Mw 4.4 67.3

23 2016/10/27 03:50:24 42.99 13.13 9 Mw 4.2 78.1

24 2016/10/27 03:19:27 42.84 13.15 9 mb 4.4 62.5

25 2016/10/27 00:21:32 42.96 13.06 10 mb 4.2 77.7

26 2016/10/26 23:52:32 42.82 13.14 10 mb 4 60.9

27 2016/10/26 21:42:02 42.86 13.13 10 Mw 4.7 65.2

28 2016/10/26 21:24:51 42.87 13.08 9 mb 4.1 68.0

29 2016/10/26 19:18:07 42.92 13.13 8 Mw 6.1 71.1

30 2016/10/26 19:16:57 42.88 13.16 8 ML 4.3 66.1

31 2016/10/26 17:10:36 42.88 13.13 9 Mw 5.5 67.2
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• Meteorological conditions can cause disturbances in

signal characteristics of different durations. However,

typical signal variations caused by lightning (see, for

example, Wang et al. (2020) and references therein) do

not have the same characteristics as those analysed in

Nina et al. (2020) as a potential EQ precursor. In

addition, there were no significant meteorological

events in the area near the ICV signal route from

Sardinia to Belgrade in the observed period according

to the European Severe Weather Database (https://eswd.

eu/cgi-bin/eswd.cgi). The only recorded north wind was

on 2 November 2016.

• Geomagnetic conditions. The values of the Kp index

were below 5 during this time, except in seven and three

three-hour periods when they were ≥ 5 and ≥ 6,

respectively ((Matzka et al., 2021), https://www-app3.

gfz-potsdam.de/kp_index/Kp_ap_Ap_SN_F107_since_

1932.txt). Although the values of 5 and 6 in the NOAA

scale are indicators of minor and moderate geomagnetic

storms, respectively (https://www.swpc.noaa.gov/noaa-

scales-explanation), the comparison of these periods

with the time evolution of the noise amplitude show

the indicated storms cannot be related to variations in

the intensity of this parameter.

• Extraterrestrial electromagnetic radiation. Changes in the

D-region electron density (the plasma parameter that is

significant for a VLF signal propagation) are dominantly

influenced by the solar hydrogen Lyα line in quiet

conditions (Mitra, 1974; Nina et al., 2021b) and the

soft X-radiation produced during solar X-ray flares

(Thomson et al., 2005; Kolarski et al., 2011; Basak and

Chakrabarti, 2013; Schmitter, 2013; Ammar and Ghalila,

2016; Chakraborty and Basak, 2020). In both cases, these

impacts are significant during the daytime period. Based

on the obtained noise amplitude values in Nina et al.

(2020), it can be concluded that the noise amplitude of the

observed signal is not affected by the daily variations of

the mentioned Lyα radiation. In addition, during the

observed period, no solar X-ray flares of class C and

stronger, which can affect VLF signal characteristics,

were recorded (https://hesperia.gsfc.nasa.gov/goes/goes_

event_listings/). Based on this, we can conclude that solar

radiation cannot be the cause of the significant variations

in the noise amplitude analysed in this study.

The changes in the signal that are indicated as the detection

of gamma ray burst in Inan et al. (2007) are not recorded, while

those shown in Nina et al. (2015) do not correspond to the

changes analysed in this study.

• Non-natural conditions. Amplitude variations that result in

reductions of its noise amplitude can also be consequences

of variations in the signal emission and/or reception. In

order to eliminate the presence of these influences, we

analyse the amplitude of the ICV signal recorded by the

Kilpisjärvi ULTRA Data receiver (to check variations in the

emission of the observed ICV signal) and the DHO and JXN

signals emitted in Germany and Norway, respectively, and

received by the AbsPAL receiver in Belgrade (to check

variations in the reception of the signal by the used

receiver). Comparisons with the analysed ICV signal

noise amplitude recorded in Belgrade show the following:

• Signal emission. In contrast to the noise amplitude of the

ICV signal recorded in Belgrade, which does not have

typical daily variations, the noise amplitude of this signal

recorded in Kilpisjärva is greater during daytime than

during nighttime conditions. Ignoring these periodic

changes, the obtained values do not show noise

amplitude reductions that match those visible in the

data recorded in Belgrade. This suggests that the

analysed reduction does not occur in the signal emission.

• Signal reception. In addition to the influence of changes in

the signal emission, variations in its reception can occur

due to changing characteristics of the environment in

which it spreads, and technical problems (including the

influence of additional electric and electronic devices near

the receiver) during its reception. Bearing in mind that

this is one of the pioneer studies and that we cannot a

priori assume the borders of the area of potential influence

of seismic changes on the atmosphere, we compare the

noise amplitude of the ICV signal with the corresponding

values related to two additional signals recorded by the

same receiver in Belgrade. A detailed analysis of this

comparison, given in Section 3.1.2, shows that the

noise amplitudes reductions recorded for ICV signal

also occur for other signals (in all cases for EQs of

magnitude over 5, and for the DHO signal for EQs of

magnitude below 5 (during October 27)). However, the

intensities of these reductions are different, and their

relationships cannot be established either with the

intensity of the signal amplitudes or with the noise

amplitudes corresponding to quiet conditions. For this

reason, we can conclude that these reductions are most

likely due to changes in the atmosphere, i.e. they do not

result from technical problems in reception.

Based on the previously presented checks, we are now able to

present the following analysis of the potential relationship of the

recorded noise amplitude reductions with the considered EQs.

2.4 Data processing

The procedure for the determination of the noise amplitude,

Anoise, used in this study is described in Nina et al. (2015) and

applied in the studies of the noise reductions in the amplitude
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and phase presented in Nina et al. (2020) and Nina et al. (2021a),

respectively. It is based on processing of the signal amplitude A

recorded by the AbsPAL receiver with time resolution of 0.1 s,

and on determining of:

• The basic amplitude Abase(t) at the time t as the mean value

of the amplitude values in the time bin (t − Δt, t + Δt):

Abase t( ) � 1
it+Δt − it−Δt + 1

∑
i�it+Δt

i�it−Δt
A i( ) (1)

where it is the ordinal number of the element in the array of the

recorded amplitude values corresponding to the time t.

• The deviation of the signal amplitude A(t) from the basic

amplitude Abase at the time t using expression:

dA t( ) � |A t( ) − Abase t( )|. (2)

• The noise amplitude Anoise in the defined time bins as the

maximum of the array B obtained by reducing the array |dA|

ofN values to the array ofN* values by eliminating p percent

of the highest values (B(1 : N*) = sort(|dA|)(1 : N*)):

Anoise � max B( ). (3)

As in the study presented in Nina et al. (2020) and Nina et al.

(2021a), in this analysis we assumed that p = 5% (the study given

in Nina et al. (2015) indicates that the choice of this value has no

essential significance for relevant analyses).

In this study, the examination of variations in daily noise

amplitude characteristics is based on the analysis of its minimum,

maximum,mean andmedian values, as well as the standard deviation

from 0 to 24 h for the period from 1 October to 22 December.

3 Results and discussions

In this study, we investigate the existence of the VLF signal

noise amplitude reductions lasting from several tens of minutes to

several hours during the time periods around earthquakes

(described in Nina et al. (2020)). Bearing in mind that almost

1000 EQs (31 of themhadmagnitudes 4 or greater) were registered

in Central Italy in just 10 days, we also analyse the presence of

long-term variations in the noise amplitude. Therefore, the

obtained results and their analysis are presented in two parts

related to the noise amplitude time evolution (Section 3.1) and

daily characteristics of the noise amplitude (Section 3.2).

3.1 Time evolution of the noise amplitude

During the period from 26 October to 3 November,

31 earthquakes with the minimum magnitude of 4 were

registered in the CI-1 area. In this Section we study

characteristics of the ICV signal amplitude (Section 3.1.1) and

compare the obtained amplitude noise reduction with those

corresponding to two referent signals (Section 3.1.2) in order

to examine localization of the considered changes.

3.1.1 Time evolution of the ICV signal noise
amplitude

In Figure 3, we show time evolutions of the recorded ICV

signal amplitude, A, its deviation from the corresponding basic

curve, dA, and the noise amplitude, Anoise, for this period and

for 1 day that precedes it in order to show the analysed

parameters during relatively quiet conditions. The vertical

lines in the lower panels indicate the time of the considered

EQ occurrences and the horizontal ones (given for a better

overview of the Anoise reductions and their easier comparison

during the observed time interval) represent the noise

amplitude values of 1.5 and 1 dB (they are determined as

values which are about 0.5 and 1 dB lower than the ICV

signals noise amplitude in the “quiet” time period before

PISA which is about 2 dB). In these panels one can notice:

(1) the absence of mid-term (of several tens of minutes and

longer) periodic daily variations of Anoise (that is in agreement

with the analysis given in Nina et al. (2020)), (2) short-term

increases of this parameter during the solar terminator periods

(ignored in the further analysis relevant to the potential

connection of the considered signal characteristics and

earthquakes), and (3) three profiles of the noise amplitude

reduction behaviour (seen in Figure 4):

(1) Type I (left panel)—the amplitude noise reduction is a

consequence of both the increasing lower and decreasing

higher amplitude values. In this case, the tendency of the

Abase time evolution does not change. This type is also

recorded in the case of Kraljevo EQ (Nina et al., 2020).

(2) Type II (middle panel)—the amplitude noise reduction is a

consequence of increasing lower amplitude values. In this

case, the highest amplitude values do not decrease, which

affects the increase of the basic amplitude values.

(3) Type III (right panel)—the amplitude noise reduction is a

consequence of decreasing the upper amplitude values to

previously minimum values or even lower. In this case, the

lower amplitude values do not increase and the basic

amplitude decreases.

The analysis of the presented parameters shows the

following:

• 25 October. During this day, no strong EQs were recorded

in the CI-1 area. A several-hour Anoise reduction that is

visible in the afternoon corresponds to the time period

around EQ of magnitude 3.9 in the CI-2 area. In other

periods, the approximate value of Anoise is 2 dB, and it can

be considered as Anoise in quiet conditions.
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FIGURE 3
The time evolutions of the recorded amplitude A (A), its deviation, dA, from the base curve (B), and the noise amplitude, Anoise, (C) for the period
of 25 October to 3 November 2016. Vertical lines indicate the times of earthquakes of magnitude 4 ≤M < 5 (blue dot lines), 5 ≤M < 6 (red line) and 6 ≤
M (black lines). Horizontal magenta and cyan lines indicate the amplitude of 1 and 1.5 dB, respectively. The beginnings of the amplitude noise
reductions of Type I, II and III are indicated by the magenta, blue and cyan arrows, respectively.
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• 26–28 October. The expected values of Anoise under quiet

conditions are visible at the beginning of 26 October. Its

reduction to values below 1 dB begins a little after 3UT, which

is about 14 h before the first considered large EQ of

magnitude 5.5. This reduction is followed by an increase of

Anoise to values between 2 and 3 dB in a period of about 3 h

starting at about 10:40 UT. After that, Anoise drops again back

to values below 1 dB (at approximatively 13:40 UT). This

second reduction starts about 3.5 h before the mentioned EQ

at 17:10 UT. Both of these Anoise reductions are of Type I.

However, in the case of the first one, no earthquakes were

recorded near the considered signal propagation path, which

open the question: Can more reduction of Anoise occur before

a strong earthquake or more (relatively) strong earthquakes

(in this case, EQs of magnitudes of 5.5 and 6.1 and 7 EQs of

magnitudes of 4–4.7 in a period shorter than 11 h)? The

values ofAnoise continued to be low for the next 2 days. In that

period, 5 EQs (of magnitudes of 4.2 (three events) and of 4.4

(two events) were recorded on October 27, while there were

no earthquakes of magnitude greater than 4 on October 28. It

is important to note here that there were no additional

significant reductions that could be linked with the

mentioned five EQs.

• 29–31 October. Anoise exceeds 2 dB at the beginning of

29 October and it is very unstable until about 20 UT.

During that period, four reductions of Anoise below 1.5 dB

(Type 3) that cannot be associated with EQs (not even

those of magnitude less than 4) and one of Type

1 preceding EQ of magnitude 4.4 are visible. During the

period of this reduction, a large number of less intense EQs

were recorded. After 20 UT, Anoise is stabilized between

1.5 and 2 dB until around 14 UT on 30 October. During

this time period, an EQ of magnitude 6.5 and 12 EQs of

magnitude between 4 and 4.6 occurred. Before the

FIGURE 3
Continued.

Frontiers in Environmental Science frontiersin.org09

Nina et al. 10.3389/fenvs.2022.1005575



strongest of them, an additional noise amplitude reduction

of Type I is recorded. After it, two small additional

reductions of Type I which can be connected with EQs

are visible. They are followed by one long-lasting

additional reduction of Type III, during which four

more EQs of magnitudes between 4.2 and 4.9 (two on

30 October and two on 31 October) occurred. The

connection of these five EQs with the mentioned

reduction is not fully possible to harmonize with the

expected possible connections based on the explanation

of the previous cases and those given in Nina et al. (2020).

Namely, increases in Anoise are expected after each of the

first three EQs due to their lower intensity and several

hours apart from the next one. However, a large number of

weaker earthquakes occurred in this period and their

impact on the considered signal should not be excluded

a priori (the potential connection of weaker earthquakes

with Anoise reductions is reported in Nina et al. (2020)).

• 1–3 November. Before the last three EQs in the observed

period,Anoise is around 2 dB and higher for a certain period

of time and, in all three cases, reductions of this parameter

is visible (the first reduction is of Type 1, and the second

two also correspond mostly to this type).

Based on the above analysis, one can conclude that the reduction

of Anoise with the characteristics described in Nina et al. (2020) is

recorded in the case of all three earthquakes of magnitudes over 5

(5.5, 6.1 and 6.5) (Cheloni et al., 2017; Galli et al., 2017). The

earthquakes of magnitudes from 4 to 5 mostly (25 out of 28 cases)

occurred after these 3 higher intensity earthquakes when Anoise is

already reduced. In those cases, the additional observed reduction is

either weakened or absent. In three cases when Anoise is around 2 dB

or higher in the period before the change, visible reductions ofAnoise

are recorded. A corresponding reduction is also recorded before the

magnitude 3.9 earthquake with the epicentre in the CI-2 area during

the first analysed day (without stronger earthquakes in the CI-1

area). In other words, the obtained results indicate that the

detectability of the noise amplitude reduction is reduced if its

value is previously reduced due to the influence of other earlier

EQ events. This conclusion opens up an additional question: Are

signals with low noise amplitude suitable for analyses of its reduction

as a potential precursor of earthquakes? In addition, the obtained

results indicate the necessity to exclude the temporally close EQs

from statistical analyses of effects of various parameters related to the

characteristics of the analysed earthquakes, VLF signal and the

environment in which it spreads to the noise amplitude reduction

properties as such frequent EQs could simultaneously affect the

signal.

The analysis of the connection between the Anoise reductions

of the mentioned types and the occurrence of earthquakes whose

magnitude is not less than 4 shows that the majority of Type I

reductions (8 out of 10, i.e. 80%) and the only recorded Type II

reduction are accompanied by observed phenomenon, which is

in agreement with the study given in Nina et al. (2020). Although

an earthquake was recorded after the Type III reduction on

30 October 2016, the previous analysis and the absence of that

connection in the paper Nina et al. (2020) indicate that these

phenomena are most likely not related.

In order to compare the presented analysis for PISA and

periods without EQs, we additionally analyse the 6 days before

and 6 days after those considered in this study. Based on the

corresponding graphs and the detailed analysis given in the

Supplementary Material, it can be seen that the reductions of

all three types are also visible in these periods. However, out of a

total of 18 reductions, 8 (4 of Type I, 3 of Type II and 1 of Type

III) are in periods when the intensity of the amplitude is changed

(e.g. in ST periods), 3 (all of Type III) are in the period of bad

meteorological conditions, 1 (of Type II) in the period when the

amplitude is unexpectedly low for the corresponding part of the

day), while 4 (1 of Type I and 3 of Type II) have the same value as

during most of the day but are preceded by short-term increases

in Anoise. The only two Anoise reductions that have the properties

of those described for PISA and in Nina et al. (2020) are

reductions of Type III that, based on the previous analysis,

cannot be considered as potential earthquake precursors.

3.1.2 The comparison of time evolutions of three
VLF signal amplitude characteristics

The analysis presented in the previous section shows that the

noise amplitude reductions can be clearly associated with the

strongest earthquakes that occurred on 26 and 30 October, as

well as the three earthquakes recorded from 1 to 3 November. In

FIGURE 4
Display of the time evolution of the VLF signal amplitude A(t) during the amplitude noise reductions of Type I (A), Type II (B) and Type III (C).
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FIGURE 5
The time evolutions of the recorded amplitude A (upper panels), its deviation, dA, from the base curve (middle panels), and the sum amplitude,
Anoise, (lower panels) for the DHO (A) and JXN (B) signal on 26 (upper panels), 27 (middle panels) and 30 (bottom panels) October 2016. Vertical lines
indicate the times of earthquakes ofmagnitude 4 ≤M< 5 (blue dot lines), 5 ≤M< 6 (red line) and 6 ≤M(black lines). Horizontal magenta and cyan lines
indicate the amplitude of 1 and 1.5 dB, respectively. The beginnings of the amplitude noise reductions of Type I, II and III are indicated by the
magenta, blue and cyan arrows, respectively.
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the following analysis we examine localization of the

perturbations by processing two additional signal amplitudes

in the case of the three strongest EQs, and during 27 October

when no earthquake of magnitude greater than 5 was recorded.

We consider the DHO and JYN signals that spread in the areas

from their transmitters located in Germany and Norway,

respectively, to the receiver in Belgrade. As one can see in

Figure 1A the ICV signal propagation path is closest to the

CI-1 area and it is located south of the seismic active zone. The

paths of the other signals pass through areas north of the

epicentres of the observed earthquakes.

The time evolutions of these signals for the mentioned 3 days

are shown in Figure 5. In the case of the first day, the two noise

amplitude reductions (for the ICV signal) associated in the

previous Section with the EQs of magnitudes of 5.5 and

6.1 are visible in both reference signals. The Anoise reductions

are almost twice smaller for the farthest signal from the CI-1 area

(JXN) than for the ICV signal, while in the case of the DHO

signal, the increase in Anoise between these reductions is

significantly smaller than for the ICV signal, which decreases

the intensity of the second reduction. In the case of the EQ of the

6.5 magnitude that occurred on 3 November, the Anoise

reductions are similar for all signals, except that the least

pronounced is the JYN signal, which, in addition to being the

furthest from the seismically active area, also has the largestAnoise

during quiet conditions.

Based on this analysis, we can conclude that the Anoise

reduction is visible in all three signals in the case of the strongest

observed earthquakes. This indicates the possibility that the

perturbed area has larger dimensions or that it is drifted closer

to the receiver (in this way, more observed signals pass through

a smaller area). Here it is important to point out that the

existence of differences in the changes of Anoise, as well as the

impossibility of establishing connections between their values,

and the values of the signal amplitudes (e.g., the time evolutions

of Anoise are similar for the ICV and DHO although the

amplitude of the DHO signal is significantly higher than the

other two) or Anoise (e.g., the difference in Anoise between the

two reductions visible on 26 October between the DHO signal,

and the ICV signal although their previous Anoise are very

similar) are important for this study. Namely, they indicate

that, although they are recorded for several signals, these

changes are probably not the result of an unstable reception,

but rather reflect variations of atmospheric parameters that can

be spatially variable. This conclusion is supported by the

difference in the time evolutions of the Anoise of the JXN

signal from those of the other signals (first of all, the

absence of the Anoise reduction at the end of October 27 in

the case of the JXN signal, although they are similar for the

remaining two signals), as well as the fact that the observed

reductions occurred at different parts of the day when the same

influence of man-made factors is not expected.

FIGURE 6
(A): the time evolutions of mean, median, minimum andmaximum values of Anoise during the day and their standard deviations. (B): the ratio of
the mean values and the standard deviation of Anoise labelled as k1 (upper panel), and the ratio of minimum values and standard deviation of Anoise
labelled as k2 (bottom panel).
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3.2 Daily characteristics of the noise
amplitude

To examine the long-term variations of the signal amplitude,

we analyse the time evolutions of noise amplitude characteristics

on a daily basis for the time period from 1 October to

22 December (data for some days are missing due to absence

of detection of the ICV signal by the AbsPAL receiver in

Belgrade). Figure 6A shows the mean, median, minimum, and

maximum noise amplitude values during day, as well as the

corresponding standard deviation. The displayed values are

obtained after eliminating the data during the period when

either the signal was not detected by the AbsPAL receiver in

Belgrade, or the noise amplitude is unusually high (indicating

periods of solar terminators or the presence of some sudden

disturbance). For the shown values, the criterion for this

elimination is Anoise = 3 dB (this value is by 1 dB higher than

Anoise in quiet conditions, which makes it possible to eliminate

the consideration of perturbations that are a consequence of the

mentioned causes which are not related to seismic processes).

The essential influence of the choice of this value on the obtained

conclusions is excluded by an additional check of the limiting

values of 2.5 and 3.5 dB.

The obtained time evolutions of the observed parameters

show the following:

• The mean and median values of Anoise start to increase on

October 12 (13 days before PISA). The end point of this

period cannot be exactly determined due to lack of data, but

it is evident that from 7 December these values are reduced

to those at the beginning of the shown period. In addition to

the increases of the considered parameters, the dispersions

of the displayed points are also increased in this period.

Variations of the standard deviation of the Anoise values

before PISA are more clearly defined, and its saturation is

visible in the last consideredweek (later than the dependence

of daily mean and median values of Anoise.

• The minimum values of Anoise are very similar during the

entire observed time interval with clearly observed peaks at

5–8 days before and 10 days after PISA, respectively.

• Themaximum values ofAnoise are reduced at the beginning

and end of the observed time interval as well as during

3 isolated days (1 during PISA and 2 after it).

• The times of the expressed peaks of the mean, median and

minima of Anoise values before and after PISA correspond

to the expressed minima of the standard deviation. This

can be clearly seen in the form of pronounced maxima in

the right panels in Figure 6 that show the time evolutions of

the ratio of the mean values and the standard deviation of

Anoise, indicated as k1 (upper panel), and the ratio of

minimum values and standard deviation of Anoise

indicated as k2 (lower panel).

The above conclusions point to changes in the daily

characteristics of Anoise that begin about 2 weeks before PISA

and end no later than about a month after PISA.

FIGURE 7
(A): Spatial distribution of ACP on 29October 2016 at 00:00 UT. (B): The positive ionosphere anomaly detected over the area of the Norcia M6.5
earthquake preparation zone at 02:00 UTC. White cross – the epicentre position.
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3.3 Comparisons with other studies

The presented analysis of the noise amplitude in a localized

area during PISA is a pioneer study and the confirmation of the

obtained conclusions requires additional case studies or

statistical research which should be carried out in future.

However, a comparison of the study of the VLF signal

characteristics related to separated relatively strong EQs given

in Nina et al. (2020) and Nina et al. (2021a) indicates similarities

with conclusions obtained in this study for the corresponding

periods. The potential horizontal displacements and

enlargements of the area related to the seismic zone indicated

in this study are also shown in the studies of the atmospheric

chemical potential (ACP) and TEC. Although they refer to

atmospheric areas near the surface and, primarily, in the

upper ionosphere, respectively, their comparisons with

variations in VLF signals propagating between Earth surface

and the lower ionosphere are relevant because the seismo-

ionospheric anomalies are not limited by some fixed altitude

of the ionosphere but are continued to the upper altitudes into

the magnetosphere forming the field-aligned irregularities of

electron concentration (Pulinets et al., 2002). The physical

nature of ACP, and the physical interfaces of the lithosphere-

ionosphere coupling (generation of ACP) and atmosphere-

ionosphere coupling (generation of TEC anomalies) are

described in, for example, Pulinets et al. (2015a) and Pulinets

et al. (2018b). The common agent of the link between the ACP

and TEC are the complex ions formed in the process of the Ion

Induced Nucleation (INN). The sharp (hyperbolic) growth of

large complex ions concentration and their hydration leads to the

growth of ACP. Simultaneously the same complex ions sharply

decrease the conductivity of the atmospheric column between the

ground and ionosphere increasing the ionospheric potential (IP)

and formatting the positive anomalies of TEC. The physical

mechanism of the seismo-ionospheric coupling and statistical

proofs of connection of an earthquake with TEC variations is

described in Pulinets and Boyarchuk (2004); Pulinets et al.

(2015b); Pulinets et al. (2018); Liu et al. (2018). In addition,

the observed diurnal changes exhibit some characteristics similar

to those identified in many studies describing different types of

ionospheric disturbances. In the following text, we point out

these similarities and agreements.

3.3.1 The noise amplitude reductions
As stated in Section 3.1.1, the Anoise reductions connected with

the EQs that occurred during the period when the noise amplitude

corresponds to that in quiet conditions have characteristics very

similar to those shown in Nina et al. (2021b) for all EQs of

magnitudes M ≥ 4 as well as for 9 EQs of magnitudes M ≤ 4.

Contrary to the results presented in Nina et al. (2021b) where

the noise amplitude reductions are visible only for the ICV signal,

the analysis performed in this study shows corresponding

changes for several VLF signals. As stated in Section 3.1.2,

this may be due to a larger area influenced by seismic activity

or its drifting towards the location of the receiver. Both

mentioned phenomena have already been presented in the

literature (Biagi et al., 2012). The study presented in Sanchez-

Dulcet et al. (2015) indicates a combination of both possibilities

as well as the temporal variability of the spatial distribution of

atmospheric disturbances. The larger perturbed area through

which the considered VLF signals propagate is also consistent

with the spatial distribution of ACP around the time of the

Norcia M6.5 earthquake that occurred on 30 October 2016 (see

Figure 7A). This parameter is the so-called integrated parameter

actually been the proxy of the radon activity and its measurement

at the 100 m altitude can be used for estimation od the disturbed

area (Pulinets et al., 2015). The considered anomaly activity

shown in this map covers (and exceeds) the whole region of

Italian seismic activity during 2009–2017 presented in Soldati

et al. (2020) (Soldati et al., 2020). Finally, the spatial distribution

of TEC, presented in Figure 7B, shows a large disturbed area

which includes the region around the receiver location.

3.3.2 Daily characteristics of the noise amplitude
As stated in Introduction, studies in the literature primarily

point to ionospheric variations that start a few days or several

hours before major earthquakes. These variations apply to both

the low and high ionosphere. Variations detected by VLF/LF

signals occur in the form of the amplitude minimum time shift

during solar terminator periods (the so-called “terminator

time”) (Hayakawa, 1996; Molchanov et al., 1998; Yamauchi

et al., 2007; Yoshida et al., 2008; Maurya et al., 2016), signal

amplitude variations (Biagi et al., 2001a,b; Zhao et al., 2020),

and periodic fluctuations (Miyaki et al., 2001; Molchanov et al.,

2001; Rozhnoi et al., 2004; Biagi et al., 2006; Hayakawa et al.,

2010; Ohya et al., 2018). These variations can be detected using

different methods such as analyses of the standard deviation,

the Wavelet spectra, the terminator time, deviations from mean

values, and the Principal Component Analysis (Hayakawa,

1996; Biagi et al., 2012). Analyses of the GNSS signals

indicate variation in TEC a few days before the considered

EQ events. Examples of these changes can be seen in, for

example, Pulinets and Davidenko (2018a) and Abdennasser

and Abdelmansour (2019). In addition, it is found that the pre-

seismic anomalies related to the acoustic-gravity waves, energetic

particle burst in radiation belt, magnetic field, electron density,

electron temperature and surface latent heat flux are recorded

several days before EQs (see, for example, Sasmal et al. (2021);

Chowdhury et al. (2022); Ghosh et al. (2022)).

The results obtained in this study are in agreement with those

reported in the literature. Namely, as stated in Section 3.1.2, the

beginnings of changes in the time evolution of the analysed

parameters that describe the noise amplitude are visible about

2 weeks (increases in mean and median values of Anoise and

dispersion of relevant points in plots of the corresponding time

evolutions), a week (peaks of minimum values of Anoise, and values
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of parameters k1 and k2), and on the day of the beginning of PISA

(increasing the dispersion of the standard deviation Anoise).

Based on the comparison mentioned inSections 3.3.1, 3.3.2,

we can conclude that the presented analysis shows a confirmation

of the previously presented variations of VLF signals, which are

stated as possible precursors of earthquakes.

4 Conclusion

In this paper, we presented an analysis of VLF signal noise

amplitude variations during the period of intense seismic activity in

Central Italy from 25 October to 3 November 2016. It is a

continuation of the study of possible connection between the

noise amplitude reduction and earthquakes that can be analysed

independently of other relevant connections due to a sufficiently

large time interval between earthquake events and, in some cases,

large spatial distances between their epicentres. In this study we

analysed additional particular earthquake events and extended the

global research to examination of a possible influence of the intense

seismic activity to the observed signal characteristic changes. That

was possible because we observed a time period when almost

1000 earthquakes (31 of them had a magnitude of 4 or greater,

and themaximummagnitudes were 5.5, 6.1 and 6.5) were registered

in a small area in Central Italy within only 10 days.

In this study we processed the amplitudes of the ICV, DHO

and JXN signals emitted in Italy, Germany, the USA and Norway,

respectively, and recorded in Belgrade, Serbia. The main analysis

is performed for the ICV signal amplitude, while examination of

other signal amplitude characteristics was done in order to

analyse the localization of changes and possible variations in

the noise amplitude due to problems in signal reception.

We presented analyses of: (1) the noise amplitude reduction

which were first pointed out as potential precursors of earthquakes

in the case of the Kraljevo earthquake that occurred in Serbia on

3 November 2010; (2) the daily characteristics of the VLF signal

noise amplitude in the period from 1 October to 22 December,

performed for the first time in this study.

Based on the results of the presented research, we can

conclude the following facts:

• A significant reduction in the noise amplitude that can be

associated with one or more earthquakes affects the

possibility of detecting isolated significant reductions

that can be associated with a particular earthquake.

• The noise amplitude reduction is recorded for all three

earthquakes of magnitudes greater than 5, which is in

agreement with the results shown for the earthquakes near

Kraljevo, and the Tyrrhenian andWesternMediterranean Sea

(presented in the first study that examines the considered

correlations). It is important to emphasize that two of these

three earthquakes occurred within about 2 h and can be

related to the same reduction of the noise amplitude.

• Earthquakes of magnitudes between 4 and 5 that do not

follow more intense earthquakes can also be connected

with clear specific reductions in the noise amplitude, unlike

those after more intense earthquakes for which additional

reductions of already low noise amplitudes are small or

completely absent.

• There are three types of the noise amplitude reduction

depending on whether the noise amplitude reduction is a

consequence of the increasing lower and/or decreasing

higher amplitude values. Based on the analyses shown in

this study and in Nina et al. (2020), correlations between

these reductions and earthquakes can be established in cases

of the increasing lower and decreasing higher amplitude

values (Type I), or when the increase of the lower amplitude

values is recorded (Type II). In the cases of decreasing higher

amplitude values (Type III), an appropriate correlation with

the occurrence of earthquakes was not established.

These conclusions indicate the importance of the noise

amplitude value in quiet conditions for the detection of its

reduction which can be potentially connected with an

earthquake. In other words, the application of low noise

amplitude signals for the detection of potential precursors of

these natural disasters is questioned. In addition, this study opens

more questions that require statistical studies. They relate to the

possibility of more the noise amplitude reduction before a strong

earthquake or more (relatively) strong earthquakes, increase the

unperturbed area through which the VLF signals propagate

during the long-term intensification of seismic activity (i.e. a

large number of earthquakes in a relatively short period),

displacement of the area under influence of the seismic

activity relative to the seismically active area, and existence of

changes in daily noise amplitude characteristics several days

before the intensification of seismic activity (an increase in the

noise amplitude mean and median values, clearly defined

oscillations of its standard deviation followed by an increase

in the dispersion of points in the graph of its time evolution at the

beginning of the period of the earthquake series, the short-term

(1 day to a few days) peaks of the ratio of the mean/minimum

noise amplitude values and its standard deviation before and

after the period of intense seismic activity, and the increase of its

minimum values). Analyses of these issues should be the focus of

future studies. In addition, due to the complexity of the analyzed

connection caused by the possibility of the influence of a large

number of parameters describing the earthquake, the VLF signal

and the environment in which it spreads, it is necessary to carry out

a larger number of studies in order to (if possible) define the criteria

(in different conditions) for establishing a connection between the

noise amplitude reductions and earthquake occurrences.

Here, we point out that analyses of the VLF signal

characteristics are not sufficient to obtain the necessary

information about localization (vertical and horizontal) of

perturbed area. For this reason, it is necessary to do more
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studies based on different kinds of observation data so that

theoretical analyses and models can be provided. This issue

will be subject of future investigation, too.

At the end, we emphasize that the results of this, the second,

study of examining the possibility that the noise amplitude

reduction of VLF signals is a precursor of earthquakes

contribute to the statistic that indicates that such a conclusion

is quite realistic. Namely, as in the case of the first relevant study

where the observed type of connection was recorded for all

recorded earthquakes with magnitude greater than 4 and with

epicentres close to the observed signal path (4 events), this

analysis also shows that such a connection is detectable in all

cases when there is no influence of other events (all 6 events

including two events close in time which are connected with the

same reduction). This confirmation gives even more importance

to the continuation of the relevant research.
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Quiet Ionospheric D-Region

(QIonDR) Model Based on VLF/LF

Observations. Remote Sens. 2021, 13,

483. https://doi.org/10.3390/

rs13030483

Academic Editor: Benedikt Soja

Received: 2 December 2020

Accepted: 26 January 2021

Published: 29 January 2021

Publisher’s Note: MDPI stays neu-

tral with regard to jurisdictional clai-

ms in published maps and institutio-

nal affiliations.

Copyright: © 2021 by the authors. Li-

censee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and con-

ditions of the Creative Commons At-

tribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Institute of Physics Belgrade, University of Belgrade, 11080 Belgrade, Serbia; novovic@ipb.ac.rs
2 Istituto per le Applicazioni del Calcolo (IAC), Consiglio Nazionale delle Ricerche (CNR), 70126 Bari, Italy;

g.nico@ba.iac.cnr.it
3 Department of Cartography and Geoinformatics, Institute of Earth Sciences, Saint Petersburg State University

(SPSU), 199034 Saint Petersburg, Russia; g.nico@spbu.ru
4 Novelic, 11000 Belgrade, Serbia; mitar027@beotel.net
5 Astronomical Observatory, 11060 Belgrade, Serbia; vcadez@aob.rs (V.M.Č.); lpopovic@aob.rs (L.Č.P.)
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Abstract: The ionospheric D-region affects propagation of electromagnetic waves including ground-
based signals and satellite signals during its intensive disturbances. Consequently, the modeling
of electromagnetic propagation in the D-region is important in many technological domains. One
of sources of uncertainty in the modeling of the disturbed D-region is the poor knowledge of its
parameters in the quiet state at the considered location and time period. We present the Quiet
Ionospheric D-Region (QIonDR) model based on data collected in the ionospheric D-region remote
sensing by very low/low frequency (VLF/LF) signals and the Long-Wave Propagation Capability
(LWPC) numerical model. The QIonDR model provides both Wait’s parameters and the electron
density in the D-region area of interest at a given daytime interval. The proposed model consists
of two steps. In the first step, Wait’s parameters are modeled during the quiet midday periods as a
function of the daily sunspot number, related to the long-term variations during solar cycle, and the
seasonal parameter, providing the seasonal variations. In the second step, the output of the first step
is used to model Wait’s parameters during the whole daytime. The proposed model is applied to
VLF data acquired in Serbia and related to the DHO and ICV signals emitted in Germany and Italy,
respectively. As a result, the proposed methodology provides a numerical tool to model the daytime
Wait’s parameters over the middle and low latitudes and an analytical expression valid over a part of
Europe for midday parameters.

Keywords: ionosphere; D-region; VLF/LF signals; remote sensing; quiet conditions; modeling

1. Introduction

The ionosphere is the upper atmospheric layer that, due to its electrical properties,
affects the propagation of electromagnetic waves [1,2]. This property is of high significance
in many fields that include application of data obtained by different kinds of microwave
signals (like the Global Navigation Satellite System (GNSS) [3–8] and Synthetic aperture
radar (SAR) interferometry meteorology [9]), and both signal and ionospheric character-
istics have influence on changes in signal propagation within this medium. For example,
telecommunication signals emitted from the ground are affected by the ionosphere below
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the signal reflection height, while satellite signals are primarily affected by the F-region
due to the largest values of electron density in the altitude domain located in this region.

Research of ionospheric properties is a very complex task because of permanent
influences coming from outer space and different terrestrial layers. For this reason, it is of
crucial importance to include as many observational data as possible in their modeling.
For example, although the unperturbed D-region has not visible influences on satellite
signal propagation, the recent results presented in Reference [10] show the importance of
inclusion of its effects during intensive disturbances that are not considered in existing
models (see, for example, References [11–13]).

Application of the specific technique for remote sensing of the ionosphere depends on
the altitude domain. In addition, the choice of a particular analysis methodology depends
on temporal and spatial characteristics of the collected data. The remote sensing of the
lower ionosphere based on the propagation of very low/low frequency (VLF/LF) radio
signals is an effective means to collect continuous observations the covering areas. These
signals can propagate several thousand kilometres within the Earth-ionosphere waveguide,
and the global observational setup is based on numerous worldwide located transmitters,
and receivers. The VLF/LF receivers have the possibility of simultaneous monitoring
of several signals coming from different directions with time sampling shorter than 1 s.
For this reason, the databases collected by a particular receiver contain information that
can be used in analyses of local and global, short and long-term variations. Because of
these properties, this type of remote sensing is used in studies of how many terrestrial
and extraterrestrial phenomena influence the lower ionosphere and, consequently, the
propagation of electromagnetic waves which can significantly be affected by the disturbed
D-region [14–21].

There are several models for modeling the VLF/LF propagation in the Earth iono-
sphere waveguide, such as the Long-Wave Propagation Capability (LWPC) program [22],
finite-difference time-domain (FDTD) method [23], coupled beams and effective complex
impedance model [24], and Modefinder [25]. These models are used in many studies
for determination of ionospheric parameters where characteristics of the considered area,
the ionospheric state and properties of the analyzed disturbances affect the possibility of
applying certain approximations. For example, during quiet conditions or during distur-
bances that do not affect the horizontal uniformity of the observed D-region it is possible
to assume only altitude variations of the ionospheric plasma parameters, while, in the case
of local disturbances caused by for example day-night transitions along the propagation
path and lightnings, it is necessary to take into account both the vertical and horizontal
variations of these parameters. The horizontal uniform ionosphere is analyzed in many
papers using the LWPC and Modefinder models [10,26–31]. As an example, some local-
ized perturbations of the ionosphere are considered in Reference [32]. FDTD method was
used to model the day-night transitions along the propagation path (see, for example,
Reference [23]). Effects of the geomagnetic field and its variations which can induce the
need to include gyrotropy and anisotropy into account are most important in analyses of
the high-latitude lower ionosphere, while, in the mid-latitude areas, effects of variations
in the geomagnetic field should be taken into account during large geophysical distur-
bances of the Lithosphere-Atmosphere-Ionosphere-Magnetosphere system caused by large
magnetic storms, hurricanes, etc. [24]. In this paper, we present a model of the daytime
D-region parameters under quiet conditions which is based on data recorded in ionospheric
remote sensing by VLF/LF signals and LWPC program that simulates their propagation.
The chosen time period, in absence of local intensive geophysical disturbances (induced by,
for example, solar terminator, lightnings, and hurricanes) which are followed by signifi-
cant anisotropy, allows us to assume a horizontally uniform ionosphere. In addition, we
consider mid- and low-latitude domains where influence of the magnetic field variations
on the considered signals (the presented model is relevant for not too long propagation
paths of VLF/LF signals which are reflected at altitudes below 76 km) is not significant
under quiet conditions. To calculate the quiet D-region parameters, we also include into
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the consideration the analysis of disturbances induced by solar X-ray flares during the
mid-day period when the indicated approximations are also justified and already used in
many previous studies [10,26–31]. This is possible because solar X-ray flares do not cause
local disturbances and induce practically horizontally uniform perturbations, especially
within not too large areas, during the mid-day period.

Modeling of the solar X-ray flare perturbed D-region based on data obtained in its
remote sensing by the VLF/LF signals assumes two approximations: (1) the lower iono-
sphere is usually considered as a horizontal uniform medium, and (2) the parameters in
quiet conditions are considered as known quantity in which values are determined in
previous statistical studies that, generally, do not represent the considered periods and
areas. As we already said, the first approximation is good for a not too long propagation
path of the considered signal and for daytime periods of a few hours around midday (this
period depends on the season) in absence of intensive local disturbances. However, the
second approximation can significantly affect the modeling, and this task was a subject of
several studies which focused attention on the electron density and Wait’s parameters (the
“sharpness” and signal reflection height). There are several methodologies used in these
studies. They are based on the broad-band detection of radio atmospherics in periods of
lightning activities and detection of the narrow-band VLF signals. A technique to measure
the local mid-latitude daytime D-region parameters from the Earth-ionosphere waveg-
uide mode interference pattern in spectra of radio atmospherics launched by lightning
discharges, presented in Reference [33], is limited to periods of lightning activities. In
the cases based on the analysis of narrow-band VLF signals, properties of modeling and
necessary approximations which affect certainty of its applications strongly depend on
geographical location of the considered transmitters and receivers. Namely, if the propaga-
tion path of the considered VLF signal is very long, as, for example, in the case of studies
based on data recorded by receiver located in New Zealand from which transmitters are
more than 10,000 km away [34–36], it is necessary to include changes in Wait’s parameters
along the length of the path [34,35]. These changes provide additional possibilities for
errors in modeling due to necessary approximations and changes in the ionosphere due to
periodical and sudden events. Of course, increasing the propagation path length induces
more effects of local disturbances which also affect the model certainty. Analyses of more
receivers and transmitters can reduce these problems. A procedure for these ionospheric
parameters modeling is given in Reference [37], where data for three signals recorded by
six receivers are considered. In the mentioned studies, related to the considered areas,
there are presented dependencies of the daytime Wait’s parameters on zenith angle during
the solar maximum and minimum [34,35], on both zenith angle and local time [33], and
dependencies of the signal reflection height on zenith angle for different seasons [35].
Expressions which provide dependencies of Wait’s parameters on more variables (zenith
angle, season, smoothed sunspot number, latitude, and geomagnetic field) is presented in
Reference [38]. However, the equations related to calculation of the signal reflection height
cannot be applied to the newer sunspot datasets because one of these equations includes
the Zürich sunspot number which refers to production of the sunspot number before 1981.

All these problems and the importance of determination of the quiet D-region param-
eters for many technologies motivate us to develop a model of the D-region which can be
applied to shorter signal paths which significantly reduces disadvantages induced by the
long distance signal propagation, and that includes the influences of:

• long-term variations (about 11 years) in solar radiations during solar cycle;
• seasonal variations (due to Earth’s revolution);
• daytime periodical changes; and
• sudden mid- and short-term influences

on the D-region properties. In other words, the aim of this study is to develop a procedure
that will make it possible to take advantage of densely spaced VLF/LF transmitters and
receivers, like those in Europe, to accurately model the D-region parameters in the area of
interest and for the considered time period.
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In this paper, we present the Quiet Ionospheric D-Region (QIonDR) model which
provides a procedure for the determination of the D-region plasma parameters in quiet
conditions using the VLF/LF observational data for the considered area in mid- and
low-latitude domains, and the considered time period. The QIonDR model provides an
analysis of the Wait’s parameters “sharpness” and signal reflection height. Determination
of these parameters is important because knowing them allows computation of the D-
region electron density N and, consequently, many other parameters, using different
models [28,31,33,34,39,40]. As a result, in this study we also show the modeled electron
density. To visualize the QIonDR model output, we apply it to data for the DHO and ICV
signals emitted in Germany and Italy, respectively, and recorded in Serbia.

The article is organized as follows. The proposed methodology is presented in
Section 2, while the analyses of observations and events are given in Section 3. Appli-
cation of the QIonDR model on the DHO and ICV signals recorded in Belgrade is shown in
Section 4, and conclusions of this study are given in Section 5.

2. Methodology

In this section, we describe a methodology for modeling Wait’s parameters β0 and
H′0 and the electron density Ne0 in the quiet ionospheric D-region. This methodology is
based on data obtained by the VLF/LF remote sensing of this atmospheric layer, using
two VLF/LF signals, and the satellite X-ray flux data needed to determine the periods of
ionospheric disturbances induced by solar X-ray flares.

To model propagation of the VLF/LF signal, we use the LWPC program. It models
characteristics of the chosen signal considering its propagation in the Earth-ionosphere
waveguide. Properties of the bottom boundary are based on the Westinghouse Geophysics
Laboratory conductivity map [41], while the upper boundary is characterized by a con-
ductivity that may be specified by the user. In this paper, we used Wait’s model of the
ionosphere [42] which describes the horizontally homogeneous exponential conductivity
profile by conductivity parameter ωr:

ωr(h) = ω2
0(h)/ν(h), (1)

where ω0(h) and ν(h) are the electron plasma frequency and effective electron-neutral
collision frequency, respectively. The first parameter can be obtained from the electron
density Ne (ω2

0(h) ≈ 3180Ne), while dependency of the collision frequency ν on the
altitude h is given by an approximative equation based on experimental data presented in
References [43,44]:

ν(h) = 1.82× 1011e−0.15h, (2)

Finally, according to the obtained vertical profiles of ωr shown in Reference [42], an
approximative equation for this parameter is given in the following form:

ωr(h) = 2.5× 105eβ(h−H′), (3)

where the parameters β and H′ are known as Wait’s parameters and called “sharpness”
and signal reflection height, respectively. These parameters are input parameters in the
LWPC program. ωr is used for calculation of the reflection coefficient (the phase of the
reflection coefficient is referred to the level where ωr = 2.5 × 105 s−1) which is also
dependent on the magnetic field. In Reference [42], it is assumed that the geomagnetic
field is purely transverse. This approximation is possible because, for arbitrary directions
of propagations, it has been indicated that transverse component of the geomagnetic field
is most important for reflection of VLF radio waves at highly oblique incidence. Finally,
the reflection coefficient is used in a mode theory calculations, which are described in
Reference [42]. The output of LWPC program are the modeled amplitude and phase for
input parameters and observed signal. Detailed descriptions of the LWPC and Wait’s
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models are given in References [22,42], while their application in the QIonDR model is
described in detail in this Section.

Figure 1 shows the work-logic of the proposed methodology. It is split in the following
two procedures related to the time period of the analysis of ionospheric parameters: (1) the
Midday procedure (MDP), and (2) the Daytime procedure (DTP), detailed in Sections 2.1
and 2.2, respectively.

Figure 1. Diagram of the proposed methodology. It consists of two procedures, Midday procedure
(MDP) and Daytime procedure (DTP), which are used for the midday and daytime periods. The
VLF/LF signals and GOES data are given in input to MDP, which is split in two sub-procedures
Sub-MDP-1, to estimate Wait’s parameters before a solar X-ray flare, and Sub-MDP-2 to model the
dependency of these parameters on the solar cycle period and season at midday. To a finer detail,
Sub-MDP-1 is further split in Sub-MDP-1a and Sub-MDP-1b, corresponding to the analyses of a
signal s and a disturbed state i of an X-ray flare XF, and determination of Wait’s parameters in quiet
conditions before a solar X-ray flare XF, respectively. DTP requires as input both the output of MDP
and VLF/LF signals to model the daytime evolution of Wait’s parameters.

2.1. Midday Periods

First, we analyze the changes in the midday ionospheric parameters induced by solar
X-ray flares detected by the GOES satellite which occurred in midday periods. We process
the recorded amplitudes and phases of both main and auxiliary VLF/LF signals in order
to determine changes of these values at two different times during the solar X-ray flare
influence with respect to their values before the disturbance (see Section 2.1.1). These
changes are further used as input parameters in MDP (Section 2.1.2) which consists of two
sub-procedures, first to determine Wait’s parameters before a solar X-ray flare, and second
to estimate the dependency of these parameters on the solar cycle period and season at
the midday. The first sub-procedure is further split in Sub-MDP-1a and Sub-MDP-1b,
corresponding to the analyses of a signal s and a disturbed state i of an X-ray flare XF (XF
in general is notation for particular flare; as an example see Table 1), and the determination
of Wait’s parameters in the quiet conditions before a solar X-ray flare XF, respectively.
The output of Sub-MDP-1 consists of Wait’s parameters for all considered X-ray flares.
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Their values are further fitted in Sub-MDP-2 which provides two functions describing the
dependencies of Wait’s parameters on the solar sunspot number and season. These two
analytical expressions are the output of MDP, and they are used to model the daytime
evolution of Wait’s parameters in DTP using the amplitude and phase of VLF/LF signals
(Section 2.2).

2.1.1. VLF/LF Signal Processing

When an X-ray flare occurs, the main and auxiliary VLF/LF signals are processed,
taking both the amplitude and phase, in order to detect changes with respect to their values
in quiet conditions before an X-ray flare. Figure 2 shows an example of temporal evolutions
of signals’ amplitude and phase, where their values in quiet and pertubed conditions are
emphasized. These amplitude and phase values are needed in processing steps described
in the following:

1. Determination of the amplitude AXFs
0 of signal s in a quiet state before an X-ray

flare XF. To find this value for both VLF/LF signals, we consider three time bins
of length ∆tbin (in our processing we use ∆tbin = 20 s) within a time window of a
few minutes before the signal perturbation. The amplitude AXFs

0 is defined as the
minimum of median values of recorded amplitudes in each bin, while the maximal
absolute deviation of the recorded amplitudes in the considered bins from the median
value is used as a figure for its absolute error dAXFs

0 . In the following, we use “d” for
the absolute error and “∆” to denote the difference between the amplitudes at two
different times during the disturbance and quiet state.

2. Determination of the reference phase PXFs
ref of a signal s during an X-ray flare XF.

The recorded phase of a VLF/LF signal represents the phase deviation of the consid-
ered signal with respect to the phase generated at the receiver. For this reason, the
recorded phase has a component of constant slope that should be removed. A linear
fit is performed through five points, three before the signal perturbation and two at
the end of the considered observation interval, is performed. Phase values at these
points are determined in the same way as in the procedure for amplitude estimation
as described in point 1). For each time bin ∆t, we compute the median value of phase
samples. Furthermore, the largest deviation of phase values within each bin is used
to estimate the absolute error dPXFs

ref of the reference phase.
It is worth noting that disturbances induced by a solar X-ray flare can last from several
tenth of minutes to over one hour. For this reason, quiet conditions can be different
before and after disturbances. In addition, it is possible that some sudden events or
some technical problem affect at least one signal in a time interval starting after the
one used in this study. For instance, in Figure 2, we show a visible increase in the
“quiet” visible increase in the “quiet” phase of about 15◦ and 5◦ for the DHO and ICV
signals, respectively.

3. Determination of differences in the amplitude ∆AXFsi and phase ∆PXFsi of the
signal s during a disturbance induced by a solar X-ray flare XF in state i with
respect to quiet conditions. To avoid any dependence of results on the selection
of time, we perform twice the analysis of changes in the signal parameters with
respect to the initial, unperturbed state, by selecting two different times which are
emphasized by vertical dashed and dotted lines in right panels in Figure 2 displaying
time evolutions of the amplitude (∆AXFsi = AXFs(ti)− AXFs

0 ) and phase (∆PXFsi =
PXFs(ti)− PXFs

ref (t)) changes for both signals during the disturbance induced by the
solar X-ray flare occurred on 17 September 2015.
The absolute errors dAXFs1 and absolute errors dAXFs2 of amplitudes AXFs1 and AXFs2,
and dPXFs1 and dPXFs2 of phases PXFs1 and PXFs2, respectively, are determined as for
the quiet state, i.e.: (1) we calculate AXFs1, AXFs2, PXFs1 and PXFs2 as median values in
two bins of width ∆tbin = 20 s around times t1 and t2; (2) we define absolute errors
dAXFs1 and dAXFs2, and dPXFs1 and dPXFs2 in terms of maximal absolute deviations
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of the corresponding quantities within the bins. The total absolute errors are obtained
as follows:

d(∆AXFsi) = dAXFs
0 + dAXFsi, (4)

d(∆PXFsi) = dPXFs
ref + dPXFsi. (5)

where i = {1, 2}.
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Figure 2. Time evolutions of the recorded amplitude and phase of DHO and ICV signals during the disturbance induced by
the solar X-ray flare occurred on 17 September 2015 (left panels), and their deviations from the corresponding values in
quiet conditions before the disturbance (right panels). The upper panels refer to the DHO signal, while the ICV signal data
are shown in the bottom panels.

As a result of the above processing, the changes in amplitude and phase at the two
times during the disturbance are obtained with respect to their values in quiet conditions.

2.1.2. Modeling

As shown in Figure 1, the procedure for modeling Wait’s parameters describing the
quiet conditions in midday periods (denoted with MDP in Figure 1) is split into two sub-
procedures that provides estimations of: (1) their values for a particular event, and (2) their
dependencies on the solar cycle period, described in terms of smoothed daily sunspot
number σ, and season parameter χ = DOY/365, where DOY is the day of year. Here, we
approximate the tropical year lasting 365 days (instead 365.24255 days).

Sub-MDP-1: Estimation of Wait’s parameters in quiet conditions before a solar X-ray flare.
As can be seen in Figure 1 this procedure consists of two following sub-procedures:

• Sub-MDP-1a. This sub-procedure provides values of Wait’s parameters in the

quiet ionosphere for which the amplitude ∆Asqd
mod and phase ∆Psqd

mod changes are
similar to the corresponding recorded values, ∆AXFsi and ∆PXFsi, respectively.
It is based on determination of changes in two sets of the modeled amplitude
∆Asqd

mod = Asd
mod − Asq

mod and phase ∆Psqd
mod = Psd

mod − Psq
mod of the signal s, and

their deviations from the corresponding recorded values ∆AXFsi and ∆PXFsi

for the signal s and disturbed state i. These sets, representing the modeled
quiet and disturbed states, q and d, respectively, are performed in simulations
of the considered VLF/LF signal propagation using LWPC numerical model
developed by the Space and Naval Warfare Systems Center, San Diego, CA,
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USA [22]. The input parameters of this numerical model are Wait’s parameters
“sharpness” and signal reflection height, while the modeled amplitude and phase
are its output (see the diagram in Figure 3).

Figure 3. Diagram of sub-procedure MDP-1a.

According to the results presented in literature (see References [26,27,31,33–35]),
Wait’s parameters can be considered within intervals 0.2 km−1–0.6 km−1 for β,
and 55 km–76 km for H′, where the quiet conditions can be described within
intervals 0.2 km−1–0.45 km−1 for βq, and 68 km–76 km for H′q. To model the
parameter values representing a disturbed state d, βd and H′d, given those
describing a quiet state q, we use conditions βq < βd and H′q > H′d which are
based on many studies [26,27,31]. In the following, we use these intervals with
steps of 0.01 km−1 and 0.1 km, respectively, as input in the LWPC numerical
program.
The first output of the Sub-MDP-1a are the pairs of Wait’s parameters referring
to the quiet state before a solar X-ray flare XF (βXFq, H′XFq) for which the LWPC
model can calculate the amplitude and phase differences for both main (m) and
auxiliary (a) signals (s = m, a) and for both disturbed state (i = 1, 2) that satisfy
the conditions:

d(∆AXFsiqd
mod ) = abs(∆Asqd

mod − ∆AXFsi) < d(∆AXFsi), and (6)

d(∆PXFsiqd
mod ) = abs(∆Psqd

mod − ∆PXFsi) < d(∆PXFsi), (7)

where d(∆AXFsi) and d(∆PXFsi) are the absolute errors in the recorded signal
characteristics.
The second output of Sub-MDP-1a are errors in modeling, e.g., the absolute de-
viations of the modeled changes in the amplitude and phase from their recorded
values: d(∆AXFsiqd

mod ) and d(∆PXFsiqd
mod ). Both outputs are used in Sub-MDP-1b.
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• Sub-MDP-1b. The goal of this sub-procedure is to find the pair of Wait’s param-

eters (β
XFmidday
0 ,H′XFmidday

0 ), from those (βXFq, H′XFq) extracted in Sub-MDP-1a,
which provides the best agreement between the modeled and measured ampli-
tude and phase changes of the VLF/LF signals. To do that, we analyze both
the observation and modeling absolute errors, i.e., d(∆AXFsi) and d(∆PXFsi),
for observations and d(∆AXFsiqd

mod ) and d(∆PXFsiqd
mod ) for modeling. These values

are used to quantify the observed wXF
obs and modeled wXFq

mod weights for each ex-
tracted pair of Wait’s parameters. Details about the estimations of these weights
are provided in Appendix A, while an example of representation of the extracted
pairs in the 2D Wait’s parameter space is shown in the left panel of Figure 4.
Each pair of Wait’s parameters is represented as a point. The color of points
describes their observation and modeling precisions. To find points (i.e., pairs
of Wait’s parameters) which best model the amplitude and phase changes, the
region around each candidate point is analyzed as follows. The weight of each
point, describing the overall observation and modeling precisions, is computed
as the product of observed and modeled weights, i.e., wXF

obswXFq
mod.
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Figure 4. Left panel: Visualization of pairs of Wait’s parameters “sharpness” and signal reflection
height (βXFq, H′XFq) in quiet state q that satisfy conditions given by Equations (6) and (7) for an
X-ray flare XF occurred on 12 June 2010. The color of each point denotes the category of the
corresponding pair. Each category includes pairs having all the four relative errors lower than c·10%
(see Equation (A1)). Colors black, magenta, red, blue and cyan indicate the c-values increasing from
1 to 5 in steps of 1. The green diamond indicates the pair (β

XFmidday
0 , H′XFmidday

0 ) which provides
the best agreement of modeled and recorded amplitude and phase changes for the considered X-ray
flare. Right panel: Region of Wait’s parameter space around the point "*" with the visualization of the
neighbor system. The first neighbors (n = 1) are colored pink, the second ones (n = 2) orange, and
the most distant neighbors considered in the procedure (n = nmax) are colored yellow.

Furthermore, the weight wXFq
n is introduced to quantify the influence of each

point within the region around the candidate point. This weight is defined as

wXFq
n = Σk

{
1

nqk wXFk
obs wXFk

mod

}
, (8)

where nqk is the distance between the quiet states q and k which refer to pairs
(βXFq, H′XFq) and (βXFk, H′XFk), respectively.
The total weight wXFq

tot for the pair (βXFq, H′XFq) is computed as:

wXFq
tot = wXFq

obs wXFq
mod + wXFq

n . (9)

Finally, the pair of Wait’s parameters (β
XFmidday
0 , H′XFmidday

0 ) describing the
quiet D-region before a solar X-ray flare XF, which provides the best agree-
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ment of the considered modeled and observed amplitude and phase changes,
is obtained as the pair with the largest total weight WXF

tot = maxq{wXFq
tot }. The

estimation errors [eβXF
0−, eβXF

0+] and [eH′XF
0−, eH′XF

0+] of these parameters are ob-
tained from distribution of pairs (βXFq, H′XFq) which satisfy conditions (6) and
(7). For instance, the error for β

XFmidday
0 are computed as follows. For the pair

(β
XFmidday
0 , H′XFmidday

0 ) represented by green diamonds in Figure 4, the inter-
val [eβXF

0−, eβXF
0+] is estimated by taking the smaller and larger values of βXFq

estimates, for the given H′XFmidday
0 . In the same way, we estimate the error for

H′XFmidday
0 .

Sub-MDP-2: Modeling of Wait’s parameters in terms of sunspot number and season.
The aim of this subroutine is to model the behaviour of Wait’s parameters by fitting
the (β0

XFmidday, H′XFmidday
0 ) pair. This requires a deeper understanding of the X-ray

influences on the D-region. During quiet conditions, the solar hydrogen Lyα radiation
has a dominant influence on ionization processes in the ionospheric D-region (see, for
example, Reference [45]). The intensity of this radiation varies periodically during
the solar cycle and its variation depends on the sunspot number. Because of that, we
use the smoothed daily sunspot number σ to represent the intensity of the incoming
solar radiation in the Earth’s atmosphere. The intensity of this radiation decreases
with the solar zenith angle due to larger attenuations in the atmosphere above
the considered locations. Generally, the zenith angle changes are due to seasonal
and‘daily variations. However, this study focuses on time intervals around middays
which allows us to assume that the seasonal changes represent the zenith angle
variations. We introduce the seasonal parameter χ = DOY/365 where DOY is the
day of year. This parameter has values between 0 and 1. Some authors report on
possible influences of the geomagnetic field on the Wait’s parameter [38,46]. However,
this is is more pronounced at polar and near polar areas due to shapes of geomagnetic
lines that allows charge particle influences on the ionospheric properties. As this
study is focused on the low and mid latitude ionosphere, we neglect these effects.

Dependencies of Wait’s parameters at midday on solar cycle and seasonal variations
can be given as functions:

β
midday
0 = f (σ, χ) (10)

and
H′0

midday
= g(σ, χ). (11)

These relations are not general and have yet to be determined for the location of
interest and the time to which the recorded data refer to.

The knowledge of these functions allow us to calculate the vertical distribution of the
Wait’s horizontally uniform ionosphere, Ne0(h, σ, χ), using the equation given in Refer-
ence [34] for different values of σ and χ:

Nmidday
e0 (σ, χ, h) = 1.43 · 1013e−βmidday(σ,χ)H′midday(σ,χ)e[β

midday(σ,χ)−0.15]h, (12)

where Nmidday
e0 and βmidday are given in m−3 and km−1, respectively, and H′midday and

altitude h are given in km. This equation was used to determine the temporal (H′0(t, h))
and energy (H′0(ε, h)) distributions of the D-region electron density perturbed by a solar
X-ray flare (see, for example, References [31,47,48]).

2.2. Daytime Variations of Ionospheric Parameters

The determination of the daytime variation of Wait’s parameters and electron density
is based on the comparison of observational and modeling data as for the analysis of
midday variations. However, the DTP procedure considers only one VLF/LF signal, e.g.,
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the main one. The reason for that is that the approximation of a horizontally uniform
ionosphere during the entire daytime period (far from the sunrise and sunset) can be used
when the size of the observed area corresponds to a relatively short propagation path of
the signal.

2.2.1. VLF/LF Signal Processing

The goal of this procedure is to find the amplitude and phase variations relative
to their values in the midday period. We consider data recorded during the daytime
period, far from the sunrise and sunset. The midday period is estimated from tendency
of the amplitude time evolution A(t). Namely, it rises until the midday and decreases
afterwards which allows us to assume the period around the amplitude maximum as the
midday period. The duration of this period is a few minutes and it depends on the season
and possible existence of unperiodical disturbances which should be excluded from the
analysis.

To exclude the short-term amplitude picks that do not represent periodic daily varia-
tions, the midday amplitude Amidday is estimated as the median amplitude value in the
midday period.

Similarly to the analysis in Section 2.1.1, the time evolution of the phase is determined
by estimating the linear phase trend obtained by interpolation of phase values estimated
within time bins in quiet conditions. The midday phase Pmidday is estimated from the
obtained phase evolution P(t) in the same way like for the midday amplitude.

The final step of this processing is the calculation of amplitude and phase deviations
from their reference values, i.e., ∆A = A− Amidday and ∆P = P− Pmidday.

2.2.2. Modeling

The modeling of daytime temporal evolution of Wait’s parameters is based on com-
parison of deviation of observational and modeled changes with respect to their midday
values. The modeled midday values Amidday

mod and Pmidday
mod are obtained from β

midday
0 and

H′midday
0 , while the modeled amplitude Amod and phase Pmod are outputs of the LWPC

program for the given pair of Wait’s parameters. Wait’s parameters (β(t), H′(t)) at time t
are estimated as those that best satisfy the conditions

A− Amidday = Amod − Amidday
mod (13)

and
P− Pmidday = Pmod − Pmidday

mod . (14)

Finally, the electron density Ne0(t, σ, χ) is obtained from Equation (15):

Ne0(t, h, σ, χ) = 1.43 · 1013e−β(t,σ,χ)H′(t,σ,χ)e(β(t,σ,χ)−0.15)h, (15)

where the parameters are given in the same units as in Equation (12).

3. Studied Area and Considered Events

To give an example of this model application, we apply it to data recorded in Belgrade
in the lower ionosphere observations by the VLF signals emitted in Germany and Italy,
while the information of the X-ray flares occurrences was taken from the website https:
//hesperia.gsfc.nasa.gov/goes/goes_event_listings/. For a better understanding of the
presented procedure, we will first describe observations and then (in Section 4) we present
the application of the model to the observed data.

3.1. Remote Sensing of Lower Ionosphere

The lower ionosphere observations are performed by two VLF signals of frequencies
23.4 kHz and 20.27 kHz emitted by the DHO transmitter in Germany (Rhauderfehn, 53.08 N,
7.61 E) and the ICV transmitter in Italy (Isola di Tavolara, 40.92 N, 9.73 E), respectively.
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Amplitudes and phases of these signals are recorded by the AWESOME (Atmospheric
Weather Electromagnetic System for Observation Modeling and Education) receiver [49]
located in Belgrade, Serbia, which was a part of the Stanford/AWESOME Collaboration
for Global VLF Research (http://waldo.world/narrowband-data/). The locations of the
considered transmitters and receiver, as well as the propagation paths, are shown in
Figure 5.
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Figure 5. Propagation paths of the main and auxiliary VLF signals emitted by the DHO (Germany)
and ICV (Italy) transmitters, respectively, and received in Belgrade (BEL). The stars indicate the
locations of the path midpoints.

The best properties of the recorded VLF/LF signals in the Belgrade receiver station
are those of the DHO signal. That can be explained by a not too long propagation path and
a large emitted power (800 kW). This is why the DHO signal is used in many studies based
on data collected by the Belgrade receiver station (see, for example, References [10,50]).
Although the distance between the Italian transmitter and Belgrade receiver is shorter than
the path in the first case, its emitted power is 40 times lower than that of the signal emitted
in Germany. For this reason, we rank the DHO and ICV signals as the main and auxiliary
ones, respectively.

3.2. Considered X-ray Flares

As one can see in Section 2, the presented model assumes a horizontally uniform
Wait’s ionosphere [42] for the area where both signals propagate. That assumption requires
analyses of the time period when solar influences is similar above the considered part of
Europe, e.g., periods around the midday. In addition, modeling of the electron density
by the procedure given in Reference [34] is more appropriate for not too intensive flares.
For this reason, we consider flares of up to class M5 (like in Reference [10]). Due to
absence or insignificant ionospheric disturbances induced by low intensive flares, we
consider events of classes larger than C5.0. In our collected database, we find 9 not
too intensive events for which the differences in solar zenith angles, ∆θ = θDHO − θICV
(calculated using the website https://www.esrl.noaa.gov/gmd/grad/solcalc/azel.html
for the latitude/longitude points of the middle propagation paths DHO-BEL (49.28 N,
14.00 E) and ICV-BEL (42.81 N, 15.06 E), obtained in calculations by the program given
at the website https://www.gpsvisualizer.com/calculators) satisfy the first mentioned
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condition. As one can see in Table 1, classes of the considered flares are between C6.1 and
M3.2, while differences in the solar zenith angles of the DHO and ICV signal mid-paths,
θDHO and θICV, respectively, are lower than 6.4◦.

Table 1. Dates, times, and classes of the considered X-ray flares, and zenith angles θDHO and θICV for
the latitude/longitude points of the middle propagation paths DHO-BEL and ICV-BEL, respectively.
Differences of these angles, ∆θ, are given in the last column. The positions of the considered VLF
signal mid-paths, and corresponding angles θDHO, θDHO and ∆θ are calculated using tools given at
https://www.gpsvisualizer.com/calculators and https://www.esrl.noaa.gov/gmd/grad/solcalc/
azel.html, respectively.

Flare XF Date Time (UT) Flare
Class

θDHO (◦) θICV (◦) ∆θ (◦)

F1 5 May 2010 11:37 C8.8 33.79 27.88 5.91
F2 12 June 2010 09:20 C6.1 35.39 31.25 4.14
F3 3 November 2014 11:23 M2.2 64.84 58.61 6.23
F4 15 November 2014 11:40 M3.2 53.57 51.35 2.22
F5 6 January 2015 11:40 C9.7 72.05 65.76 6.29
F6 21 January 2015 11:32 C9.9 69.25 62.88 6.37
F7 29 January 2015 11:32 M2.1 53.07 50.65 2.42
F8 17 September 2015 09:34 M1.1 50.31 44.28 6.03
F9 14 May 2016 11:28 C7.4 37.50 35.31 2.19

4. Results and Discussion

The proposed methodology is applied to data obtained in observations described in
Section 3. Here, we present the results of:

1. Modeling the ionospheric parameters in midday periods over the part of Europe
included within the location of transmitted signals (Sardinia, Italy, for the ICV signal)
and (Lower Saxony, Germany for the DHO signal) and the receiver in Belgrade, Serbia,
with respect to the daily smoothed sunspot number and season. This part consists of
the following steps:

• Modeling of pairs of Wait’s parameters which satisfy conditions given by Equations (6)
and (7) by the LWPC numerical program and determination pair (β0

XF, H′0
XF) that

provides the best fit of observational data for the considered X-ray flares.
• Determination of dependencies of the midday Wait’s parameters, β0

midday and
H′0

midday, and the electron density, Nmidday, from parameters that describe the
solar activity and Earth’s motion: the smoothed daily sunspot number σ, and
parameter χ describing seasonal variations.

2. Modeling of daytime variations of ionospheric parameters for a particular day. This
procedure consists of:

• Modeling of time evolutions of Wait’s parameters from comparisons of the
recorded and modeled amplitude and phase changes with respect to their values
in the midday.

• Modeling of the electron density time evolution for the D-region heights during
daytime.

For both analyses, it is necessary to know the modeled amplitude and phase of the
considered signals. For this reason, we first present the description of their determination.

4.1. Modeling of the DHO and ICV Signal Amplitudes and Phases by the LWPC
Numerical Program

As noticed in Section 2, the LWPC program simulates propagation of the VLF and
LF signals from a particular transmitter to a particular receiver of these waves. Wait’s
parameters, the “sharpness” β and signal reflection height H′ are the input values for this
program, while the modeled amplitude Amod and phase Pmod are its outputs. In this study,
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we perform analysis for input values of β and H′ in domains 0.2 km−1–0.6 km−1 and
55 km–76 km, respectively, with corresponding steps of 0.01 km−1 and 0.1 km.

Results of modeling by the LWPC program for location of the Belgrade receiver and
the DHO and ICV transmitters are shown in Figure 6. Here, it is important to pay attention
to the fact that these panels represent the modeled amplitudes and phases (within the
domain from −180◦ to 180◦), while the procedure for comparison of recorded and modeled
signal characteristics, described in Section 2.1.2, requires changes of these values in the
disturbed with respect to quiet conditions. The dependencies of these changes on the input
Wait’s parameters have the same distributions as the presented corresponding graphs
because they have lower than those modeled by the LWPC program for a constant value of
modeled amplitude or phase in quiet conditions.

Figure 6. Surface plots of the modeled (by Long-Wave Propagation Capability (LWPC) program) amplitude (upper panels)
and phase (lower panels) of the DHO (left panels) and ICV (right panels) signal for receiver located in Belgrade, Serbia, as
functions of Wait’s parameters β and H′.

As one can see in Figure 6, there is no unique pair of Wait’s parameters that produce
specific LWPC output values. That is why only one presented panel, even though the
modeled amplitude/phase in quiet conditions are given, it cannot be used for determi-
nation of the input pair that provides the best fit of the observed data. The fact that it is
impossible to determine a unique combination of Wait’s parameters from a single value of
signal characteristic was noticed by other authors (see, e.g., Reference [36]).

4.2. Midday Values—Solar Cycle and Seasonal Variations

The procedure for determination of the considered midday values during the solar
cycle and year consists of two parts:

• Determination of pairs (βXFq, H′XFq) which describe quiet states before the considered
X-ray flares (Section 4.2.1).

• Determination of dependencies of Wait’s parameters and the electron density in
midday quiet conditions on σ and χ (Section 4.2.2).

4.2.1. Determination of Pairs (βXFq, H′XFq)

Comparison of the recorded and modeled changes in amplitude and phase of the
DHO and ICV signals using the procedure described in Section 2.1.2 gives pairs of Wait
parameters (βXFq, H′XFq) which satisfy the conditions given by Equations (6) and (7). These
values are presented for all considered events in Figure 7. To better visualize the precision
in comparisons, we divide the extracted pairs in ten categories depending on relative errors
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in modeling of both amplitude and phase of the DHO and ICV signals. The category c = 1,
2, 3, ..., 10 indicates that all relative errors defined by Equation (A1) for pairs (βXFq, H′XFq)

have values less than c · 10%. The values of (βXFq, H′XFq) which have the largest total
weight calculated by Equation (9), i.e. values (β

XFmidday
0 , H′XFmidday

0 ) for a X-ray flare XF,
are indicated by green diamonds.
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Figure 7. Visualization of pairs of Wait’s parameters “sharpness” and signal reflection height (βXFq, H′XFq) in quiet state
q that satisfy conditions given by Equations (6) and (7) for an X-ray flare XF that occurred on the date indicated on the
corresponding panel (see Table 1). Categories c = 1, 2, 3..., 10, describing relative errors defined by Equation (A1), are
shown with different scatters: black, magenta, red, blue, cyan, green and yellow filled circles, x, +, and ·, respectively.
The pair (βXFq, H′XFq) which has the largest total weight calculated by Equation (9) for a particular event, i.e., value
(β

XFmidday
0 , H′XFmidday

0 ) for a X-ray flare XF, is indicated by green diamonds.

According the number of neighbors (see Figure 7) that also satisfy the conditions
given by Equations (6) and (7), stability of the obtained pairs (β

XFmidday
0 and H′XFmidday

0 )
is good in 8 out of 9 cases. It can be also seen in Table 2 showing the relevant domains
with higher eβXF

0+ and eH′XF
0+ , and lower eβXF

0− and eH′XF
0− values of Wait’s parameters with

respect to β
XFmidday
0 and H′XFmidday

0 (for fixed other parameter), respectively. Visualization



Remote Sens. 2021, 13, 483 16 of 24

by different scatters shows that 6 cases have the highest precision of modeling for c = 1,
while the lowest precision occurs for c = 3. The weights WXF

tot , calculated by Equation (9)
and given in Table 2, show large differences for the considered events (from 1.4 to 154.5).

Table 2. The obtained Wait’s parameters “sharpness”, β
XFmidday
0 , and signal reflection height, H′XFmidday

0 , and domains of
their possible deviations going to larger (eβXF

0+ and eH′XF
0+ ) and lower values (eβXF

0− and eH′XF
0− ) for the considered flares. The

last three columns show weights WXF
tot of the determined pairs of Wait’s parameters (β

XFmidday
0 , H′XFmidday

0 ), smoothed
daily sunspot number σ, and seasonal parameter χ.

Flare XF β
XFmidday
0 H′XFmidday

0 eβXF
0+ eβXF

0− eH′XF
0+ eH′XF

0− Wtot σ χ

No (km−1) (km) (km−1) (km−1) (km) (km)

F1 0.31 74.7 0.01 0.04 0.5 1.4 104.0 10.7 0.3452
F2 0.31 74.8 0.08 0.06 1.2 2.6 103.5 23.1 0.4493
F3 0.42 74.2 0.03 0.03 0.3 0.2 5.6 100.5 0.8438
F4 0.41 74.0 0.04 0.05 0.9 0.9 154.5 100.1 0.8767
F5 0.43 72.4 0.02 0.03 0.7 0.9 29.7 112.6 0.0164
F6 0.42 71.5 0.01 0.03 0.2 0.5 56.8 87.6 0.0575
F7 0.45 70.2 0.00 0.02 0.1 0.1 1.4 84.8 0.0795
F8 0.34 71.9 0.04 0.04 1.1 1.0 115.9 54.0 0.7151
F9 0.42 70.7 0.03 0.06 3.6 1.0 111.5 68.6 0.3699

4.2.2. Wait’s Parameters and Electron Density in Quiet Conditions

The final step in determination of midday Wait’s parameters is analysis of their
dependencies on daily smoothed solar sunspot number σ and seasonal variations described
by parameter χ. To better visualize the difference due to larger solar radiation in the period
around the maximum of the solar cycle than in the period around its minimum, we show the
relevant points in Figure 8 with a filled and open scatters, respectively. Different seasons are
described with blue (winter), green (spring), yellow (summer), and red (autumn) scatters.

0 20 40 60 80 100 120

β
0X

F
 (

k
m

-1
)

0.25

0.3

0.35

0.4

0.45

σ

0 20 40 60 80 100 120

H
' 0X

F
 (

k
m

)

68

70

72

74

76

Figure 8. Dependencies of the “sharpness” β (upper panels) and signal reflection height H′ on the smoothed daily sunspot
number σ (left panels) and season (right panel). The modeled values β

XFmidday
0 and H′XFmidday

0 are shown as filled (for
periods near the solar cycle maximum) and open (for periods near the solar cycle minimum) scatters. Different seasons are
described by blue (winter), green (spring), yellow (summer), and red (autumn) scatters. Scatters marked by "*" indicate
values obtained from Equations (16) and (17).

Dependencies of the midday Wait’s parameters on the solar sunspot number are
shown in the left panels of Figure 8. Here, we consider the smoothed sunspot number
(over 21 days) and take the value for the period of 20 days before and the considered day
from the database given at http://sidc.oma.be/silso/datafiles. The upper panel indicates
the increase of the parameter β with σ, while decrease of the signal reflection height with
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σ is clearly shown in the bottom panel. These tendencies are in agreement with previous
studies of Wait’s parameters during solar X-ray flares where the increase/decrease of the
“sharpness”/signal reflection height with the electron density is reported (see, for example,
Reference [31]). In this case, the rise of the D-region electron density is a consequence of
the Lyα radiation increase in approaching the solar cycle maximum. In fitting of these
dependencies, we assume polynomial functions of the orders 2 and 1, respectively, which
is by one order of magnitude larger than in Reference [38] where the dependency of
the parameter β is given as a linear function of the sunspot number, while variation of
H′ with the sunspot number is not suggested. As one can see in the right panels in
Figure 8, the seasonal variation is more complex than in the previous case. However, if
two scatters related to the solar cycle minimum are excluded we can see approximative
sinusoidal shapes in both cases. For this reason, we assume sinusoidal dependencies of
Wait’s parameters on parameter χ similarly as in Reference [38] but with daily (instead of
monthly) changes and additional phase shifts which provide maximum/minimum values
of β/H’ for the summer solstice when the expected radiation coming in the considered
area reaches its annual maximum.

Tow-dimensional fittings of Wait’s parameters yield the following expressions:

β
midday
0 = 0.2635 + 0.002573 · σ− 9.024 · 10−6σ2 + 0.005351 · cos(2π(Ø− 0.4712)) (16)

and
H′0

midday
= 74.74− 0.02984 · σ + 0.5705 · cos(2π(Ø− 0.4712) + π), (17)

which provides good agreement of the computed Wait’s parameters with their modeled
values given in Table 1. The maximum differences of their values are less than 0.04 km−1,
and 2.5 km. These values are in good agreement with those obtained in Reference [51]
for the night-time Wait’s parameters and they are similar to the maximum “errors” given
in Table 2. Wait’s parameters are visualized in Figure 9 for β0 (left panel) and H′0 (right
panel). The obtained values lie in domains 0.31 km−1–0.45 km−1 and 70.6 km–74.7 km,
respectively. An increase/decrease in dependencies of the “sharpness”/reflection height
with σ is visible during the whole year. The minimum/maximum values of β0/H′0 for the
same σ are reached during the summer solstice when the solar radiation has the greatest
impact on the ionosphere.
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Figure 9. Dependencies of Wait’s parameters in the quiet midday ionosphere, the “sharpness” β
midday
0 (left panel) and

signal reflection height H′0
midday (right panel) on season and smoothed daily sunspot number σ.

Introduction of Equations (16) and (17) in Equation (12) gives the midday electron
density from σ and χ at altitude h. These dependencies at 70 km, 75 km, and 80 km are
shown in Figure 10.
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Figure 10. Dependencies of log(Nmidday
e0 /1 m−3) at the altitudes of 70 km (upper panel), 75 km

(middle panel), and 80 km (bottom panel) on season and smoothed daily sunspot number σ.

As one can see, variations are more visible at larger heights and can reach values near
1010 m−3 at 80 km for periods with large number of solar sunspot number. Due to the most
intensive influences of solar radiation, the electron density has largest values during the
summer solstice.

4.3. Daytime Variations

Knowing the midday Waits parameters allows us to calculate their time evolutions
during a quiet day. Here, we present an example using the DHO signal amplitude and
phase recorded by the Belgrade VLF receiver on 6 September 2014 (DOY = 250; χ = 0.6849) in
which deviations, ∆A and ∆P, from the corresponding midday values are shown in the left
panels of Figure 11. We consider a time interval from 9 UT to 15 UT when approximation
of a horizontally uniform ionosphere within the medium where the signal propagates. A
lack of data between 13 UT and 14 UT is due to a regular pause in the VLF/LF signals
monitoring by the AWESOME receiver located in Belgrade.

To obtain the daytime evolution of β and H′, we first calculate their midday values.
According to the database given at http://sidc.oma.be/silso/datafiles, the mean value
of daily sunspot number for 20 days before and for the considered day is σ = 107.1.
Introducing these values in Equations (16) and (17) gives the midday Wait’s parameters
for the analyzed day: β

midday
0 = 0.42 km−1 and H′midday

0 = 72.5 km. The recorded

midday amplitude Amidday
mod = 30.35 dB and phase Pmidday

mod = 1.11◦ are estimated from time
evolutions of the corresponding signal characteristics. Finally, the time evolution of Wait’s
parameters are calculated by the procedure as described in Section 2.2.2 and shown in the
right panels of Figure 11. In the considered time period (excluding a short-term peak), these
parameters have values within approximative domains 0.36 km−1–0.45 km−1 and 71.2 km–
74.2 km, respectively. Comparisons of the data obtained by the QIonDR model with those
calculated by the LWPC default and IRI (see Reference [52] and references therein; Wait’s
parameters are calculated from electron density altitude distribution and expression for
the electron density given in Reference [34]) models and with data presented in previous
studies [27,33,35,53] show the best comparison of the QIonDR modeled amplitude and
phase variations with the recorded ones. The QIonDR model fits better than the LWPC
default model with data shown in References [27,33,35,53] for both Wait’s parameters. The
IRI model agrees better with the QIonDR ones for H′0, as well as in some periods for β0.
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Figure 11. Daytime variations of the amplitude and phase changes (left panels) and Wait’s parameters (right panels)
during 6 September 2014 obtained by Quiet Ionospheric D-Region (QIonDR), default Long-Wave Propagation Capability
(LWPC), and International Reference Ionosphere (IRI) models and compared with data presented in studies indicated
in legend [22,27,33,35,52,53]. The gap between 13 UT and 14 UT is due to the one hour break in data receiving by the
Atmospheric Weather Electromagnetic System for Observation Modeling and Education (AWESOME) receiver.
QIonDR; LWPC default [22]; IRI [52]; Thomson et al., 2005 [27]; Han et al., 2011 [33]; McRae
and Thomson, 2000 [35]; Thomson et al., 2017 [53].

The daytime variation in the D-region electron density during the considered day,
obtained from the calculated Wait’s parameters and Equation (15), is shown in Figure 12.
The time variation of electron density is more noticeable at higher altitudes while the
vertical changes are most pronounced in the midday period. Similarly to the comparison
of Wait’s parameters, the QIonDR model fits better than the LWPC default model with
data shown in References [27,33,35,53] for the electron density at 70 km and 80 km. The IRI
model agrees better with the QIonDR ones for the electron densities at 70 km.
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Figure 12. Left panel: Daytime variation of log(Ne0/1 m−3) during 6 September 2014 obtained by the Quiet Ionospheric
D-Region (QIonDR) model. The gap between 13 UT and 14 UT is due to the one hour break in data receiving by the
Atmospheric Weather Electromagnetic System for Observation Modeling and Education (AWESOME) receiver. Right
panels: Comparisons of the obtained electron density time evolutions at 70 km (upper panel) and 80 km (bottom panel) with
those obtained for Wait’s parameters presented in Figure 11. QIonDR; LWPC default [22]; IRI [52];
Thomson et al., 2005 [27]; Han et al., 2011 [33]; McRae and Thomson, 2000 [35]; Thomson et al., 2017 [53].

A similar analysis is provided also for the D-region disturbed by a solar X-ray flare on
17 September 2015 (signal characteristics for this event are shown in Figure 2). Comparisons
of the amplitude and phase changes, as well as time evolutions of Wait’s parameters and
the electron density for different values of initial Wait’s parameters, are shown in Figure 13.
In these calculations, we applied the LWPC model for the initial Wait’s parameters obtained
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by the QIonDR, LWPC default, and IRI models, and based on the studies presented in
References [27,35,53]. In all these cases, the modeled amplitude and phase variations are
in very good agreement with the recorded ones. For better visibility, we show only the
obtained data for the QIonDR and LWPC default models. As one can see in Figure 13a, they
are practically completely fitted with the recorded data except for the end of the observed
period when minor deviations are noticeable in the case of LWPC default program for
the amplitude changes. Agreement of β is better for QIonDR than for the LWPC default
model with data obtained by IRI model and data from References [27,35], as well as for
data from Reference [53], in some periods. In the cases of H′ and electron density time
evolutions, the QIonDR better fits with data obtained for initial parameters calculated by
the IRI model, used in Reference [27], and, in some periods, for initial parameters given
in Reference [35]. In addition, comparison of all parameters is in better agreement for
the QIonDR than LWPC default model with data presented in References [26,29] for the
maximum X-radiation flux of flares of the same or very similar class as the considered one.
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Figure 13. Comparisons for the D-region disturbed by a solar X-ray flare on 17 September 2015. (a) Comparisons of time
evolutions of the recorded amplitude (upper panel) and phase (lower panel) changes with their modeled values by the
Long-Wave Propagation Capability (LWPC) model for Wait’s parameters β0 and H′0 determined by the Quiet Ionospheric
D-Region (QIonDR) model (blue line) and by default (red line). (b) Comparison of time evolutions of Wait’s parameters β

and H′ obtained by the LWPC program for their initial values modeled by the QIonDR, LWPC default and International
Reference Ionosphere (IRI) models, and those presented in literature indicated in the legend [22,27,35,52,53]. The values
obtained in References [26,29] at the moment of maximum X-radiation flux for flares of the same or very similar class as the
considered one are shown by scatters. (c) Comparison of time evolutions of the electron density at 70 km (upper panel) and
80 km (bottom panel) for Wait’s parameters shown in graph (b). QIonDR; LWPC default [22]; IRI [52];
Thomson et al., 2005 [27]; McRae and Thomson, 2000 [35]; Thomson et al., 2017 [53]; o Grubor et al., 2008 [29]; o
McRae and Thomson, 2004 [26].
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5. Conclusions

In this paper, we present a procedure for calculations of the D-region plasma parame-
ters during quiet conditions. The proposed methodology is applied to areas monitored by
the VLF/LF radio signals emitted and recorded by relatively closely located transmitters
and receivers like, for example, in Europe. It is based on two different VLF/LF signals
acquired by one receiver. We applied the proposed methodology to the DHO and ICV
signals emitted in Germany and Italy, respectively, and recorded in Serbia. The obtained
results of this study are:

• A new procedure for estimation of Wait’s parameters and electron density. It is divided
in two parts: (1) determination of dependencies of these parameters on the smoothed
daily sunspot number and season at midday, and (2) determination of time evolution
of these parameters during daytime;

• Estimation of Wait’s parameters and electron density over the part of Europe included
within the location of the transmitted signals (Sardinia, Italy, for the ICV signal) and
(Lower Saxony, Germany for the DHO signal) and the receiver in Belgrade, Serbia.
The obtained results show variations in which inclusion in different analyses of more
events or time periods will allow more realistic comparisons and statistic studies;

• Analytical expressions for dependencies of Wait’s parameters on the smoothed daily
sunspot number and seasonal parameter valid over the studied area.

The determination of the “sharpness” β and signal reflection height H′ during quiet
conditions are needed for calculations of the electron density and other plasma parameters
in the D-region during both the quiet and disturbed conditions. As a consequence, a more
realistic modeling of the D-region can be attained based on results obtained by the proposed
methodology. This could benefit to statistical analyses of the D-region related to different
unperturbed conditions subject to daily and seasonal variations, as well as variations
during a solar cycle. Furthermore, the most accurate modeling of the D-region based on
the results obtained by the proposed methodology could also improve the mitigation of
ionospheric propagation artefacts in telecommunication and microwave Earth Observation
applications.

Due to approximation of the horizontally uniform ionosphere and neglect of influence
of geomagnetic field variations on the VLF/LF signal propagation, application of the
presented model is limited to:

• Time periods during quiet conditions or during disturbances that do not affect the
assumed horizontal uniformity of the observed D-region (for example, the midday
periods during the influence of solar X-ray flares),

• VLF/LF signals in which propagation paths between transmitters and receivers are
relatively short, and

• Mid- and low-latitude areas where the spatial variations of the magnetic field are not
significant in the given conditions.

In other words, the presented model cannot be used when losses, gyrotropy and anisotropy
in the region of 70–90 km can significantly affect the propagation of VLF/LF signals in the
waveguide Earth-Ionosphre, in particular in situations of large geophysical disturbances of
the Lithosphere-Atmosphere-Ionosphere-Magnetosphere system caused by large magnetic
storms, hurricanes, etc.

The proposed methodology can be applied during the daytime period when the solar
influence on the ionosphere is the largest. During this period the electron density can
significantly rise due to influence of intensive sudden solar phenomena like a solar X-ray
flare, which can further importantly affect propagation of the mentioned electromagnetic
waves.

It is worth noting that the proposed methodology can be applied only to relatively
small areas like the one studied in this paper. For this reason, it is more relevant for Europe
characterized by a high density network of VLF/LF transmitters and receivers. Improve-
ments of the receiver and/or transmitter networks in future will make the application of
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the proposed methodology more interesting in providing a real to near-real-time mapping
of the D-region electron density above more regions around the world.
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Appendix A

In this appendix, we provide details of determination of the observational, wXF
obs, and

modeled, wXFq
mod, weights described in Section 2.1.2. Changes in the signal amplitude and

phase can differ by more than one order of magnitude. For this reason, and also due
to different unit of amplitude and phase measurements, in the following, we introduce
relative errors of these changes. The observation and modeling weights are defined as
follows:

• Weight wXF
obs. The relative errors of the recorded signal amplitude and phase are

obtained as a ratio of their absolute errors and the corresponding observed changes:

δ(∆AXFsi) =
d(∆AXFsi)

∆AXFsi ; δ(∆PXFsi) =
d(∆PXFsi)

∆PXFsi . (A1)

The total relative error δXF
obstot of the observed changes related to a solar X-ray flare XF

is given by:
δXF

obstot = ∑
s

∑
i

[
δ
(

∆AXFsi
)
+ δ
(

∆PXFsi
)]

. (A2)

The observational weight for an X-ray flare XF is defined as reciprocal value of the
total relative error:

wXF
obs =

1
δXF

obstot
. (A3)

• Weight wXFq
mod. This weight is computed for Wait’s parameters in a quiet state q for

which AT LEAST one corresponding pair (βXFd, H′XFd) is such that Equations (6) and
(7) are satisfied for both signals s and both states i. In the case there are more pairs
(βXFd, H′XFd) with the quite state q, the relative error δ

XFq
modtot is defined as:

δ
XFq
modtot = mind

{
∑
s

∑
i

[
δ
(

∆AXFsiqd
mod

)
+ δ
(

∆PXFsiqd
mod

)]}
. (A4)
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The modeled weight is calculated as:

wXFq
mod =

1

δ
XFq
modtot

. (A5)
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28. Žigman, V.; Grubor, D.; Šulić, D. D-region electron density evaluated from VLF amplitude time delay during X-ray solar flares. J.
Atmos. Solar Terr. Phys. 2007, 69, 775–792.
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Abstract: In this work, we study the impact of high-energy radiation induced by solar X-ray flares
on the determination of the temporal change in precipitable water vapor (∆PWV) as estimated
using the synthetic aperture radar (SAR) meteorology technique. As recent research shows, this
radiation can significantly affect the ionospheric D-region and induces errors in the estimation of the
total electron content (TEC) by the applied models. Consequently, these errors are reflected in the
determination of the phase delay and in many different types of measurements and models, including
calculations of meteorological parameters based on SAR observations. The goal of this study is to
quantify the impact of solar X-ray flares on the estimation of ∆PWV and provide an estimate of
errors induced if the vertical total electron content (VTEC) is obtained by single layer models (SLM)
or multiple layer models (MLM) (these models do not include ionosphere properties below the
altitude of 90 km as input parameters and cannot provide information about local disturbances in
the D-region). The performed analysis is based on a known procedure for the determination of
the D-region electron density (and, consequently, the vertical total electron content in the D-region
(VTECD)) using ionospheric observations by very low frequency (VLF) radio waves. The main result
indicates that if the D-region, perturbed by medium-sized and intense X-ray flares, is not modeled,
errors occur in the determination of ∆PWV. This study emphasizes the need for improved MLMs for
the estimation of the TEC, including observational data at D-region altitudes during medium-sized
and intense X-ray flare events.

Keywords: ionospheric D-region; VLF/LF signals; remote sensing; SAR meteorology; phase delay;
precipitable water vapor; solar X-ray flare; modeling

1. Introduction

Earth observations based on remote sensing by synthetic aperture radar (SAR) signals
can be applied to different types of detection and modeling. In particular, SAR interferome-
try (InSAR) provides useful information in many applications related to the measurement
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of displacements and, more recently, in meteorology [1]. SAR meteorology is a recent
technique that aims to map precipitable water vapor (PWV) with a high spatial resolu-
tion [2–4]. The temporal change of PWV between two SAR observations along the same
orbit is related to the propagation delay in the atmosphere through a constant that changes
slightly based on the properties of the vertical profiles of the atmospheric temperature [5].
Even if the temporal sampling frequency of SAR PWV maps is lower than that of the global
navigation satellite system (GNSS) PWV measurements, their higher spatial resolution has
a positive impact when assimilated in numerical weather prediction (NWP) models [6–9].
This can enhance the capability of NWP models to compute the propagation delay in the
atmosphere [10] with advantages in other InSAR applications (e.g., the measurement of
terrain displacements [11–13] and snow water equivalent (SWE) [14,15]).

The basic assumption of SAR meteorology is that there are no terrain displacements
between two passes of a SAR sensor over the area of interest, along the same orbit, and
that all other phenomena that can affect the propagation delay are negligible (see [6]
for more details). In this case, the temporal change in PWV is related to the temporal
change in the wet propagation delay between the two passes. However, as a result of
the constant exposure to numerous influences, the properties of a medium, which affect
signal propagation, are time dependent, and corrections in the calculations are necessary
in some cases. The sources of these variations originate in different terrestrial layers and
in outer space. In the second case, the ionosphere has the most significant influence on
the variability of SAR signal propagation. For this reason, the determination of the total
electron content (TEC), a quantity which describes ionospheric influence on electromagnetic
signal delay (PI), is important. However, insufficient knowledge of perturber characteristics
and atmospheric responses make its exact modeling impossible and many approximations
must be used because of the various limitations of current remote sensing techniques.

The existing models for the calculation of the vertical total electron content (VTEC)
are based on observational data and expressions that give the electron density space
dependencies [16–20]. These observational data relate to one (single layer models) or a few
(multiple layer models) altitudes which, because of the large electron density, primarily
lie in the upper ionosphere. For this reason, these models cannot “see” local ionospheric
disturbances at the D-region altitudes (50–90 km) and, consequently, do not provide a
good enough approximation of PI for satellite signals in periods when intense disturbances
dominate the lower ionosphere. This problem is reported for the first time in [21] a study
of satellite signal delay in the ionospheric D-region disturbed by a solar X-ray flare.

The increased X-radiation emitted during a solar X-ray flare primarily affects the
ionospheric D-region, in which the electron density and corresponding part of the vertical
total electron content (VTECD) can increase by more than two orders of magnitude with
respect to their values under quiet conditions [22–24]. Although the electron density in
the D-region is lower than in the F-region, whose contribution is dominant in the TEC,
the study presented in [21] indicates that solar X-ray flare-induced disturbances within
the D-region can be important in calculating and modeling satellite signal delays. As
a consequence, the results obtained in this paper indicate the need for further analyses
concerning the influence of solar X-rays on the application of observations by GNSS and
SAR signals.

In this paper, we focus on SAR meteorology and the estimations of ∆φwet and differ-
ences in the precipitable water vapor (∆PWV) during periods in which the master and slave
images are recorded by a SAR satellite. We present a procedure for modeling the correction
factor that should be included in the determination of ∆φwet (BD), and the correction factor
that should be included in the determination of ∆PWV (CD) if the influence of a solar X-ray
flare is present in one of the two considered time periods. The study consists of two anal-
yses: first, we consider one particular X-ray flare and calculate BD and CD dependencies
on the X-ray flux during this event; second, we determine BD and CD for maximum X-ray
flux for solar X-ray flares using ionospheric parameters derived in [24] and based on the
statistical analysis presented in [25]. In both cases, four frequencies are considered: 1.2 GHz
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and 5.4 GHz, which are the operating frequencies of radar systems on board the advanced
land observing satellite-2 (ALOS-2) and Sentinel-1 satellites, respectively; 0.43 GHz, which
is the frequency of the radar system on board the planned BIOMASS mission; and 3.4 GHz,
which is one of the two frequencies that will be used by the radar system on board the
planned joint mission involving National Aeronautics and Space Administration (NASA)
and Indian Space Research Organisation (ISRO), known as the NASA-ISRO Synthetic
Aperture Radar (NISAR) (the other frequency is 1.2 GHz, as is the case for ALOS-2).

The paper is organized as follows. After describing the geostationary operational
environmental satellite (GOES),very low/low frequency (VLF/LF), and SAR measurements
in Section 2, we present our proposed methodology in Section 3. The results of the presented
model when apply to the particular event and ionospheric conditions at the X-ray flux
maximum, during class-C and -M solar X-ray flares, are shown in Section 4. The conclusions
of this study are given in Section 5.

2. Observations

The procedure presented in this study is based on data collected by the GOES satellite
measuring the X-ray flux and by VLF/LF receivers using radio waves to sound the lower
ionosphere. In addition, the proposed methodology needs the working frequency of SAR
systems as an input parameter.

2.1. GOES Satellite Measurements

The measurements of solar X-ray flux provided by the GOES satellite allow for the
detection of solar X-ray flares and the analyses of the energy properties of the ionized
radiation perturbing the ionospheric D-region. These measurements are captured by two
detectors in the energy channels A and B, corresponding to the wavelength domains
0.05 nm–0.4 nm and 0.1 nm–0.8 nm, respectively.

Considering that the temporal evolutions of fluxes recorded by these detectors are
different, it is first necessary to pay attention to the determination of the X-ray flux values
Φ relevant to this study. The contribution of X-ray photons with wavelength λ in total
ionization in the terrestrial ionosphere depends on the altitude (e.g., see [26]). However,
the comparison of the temporal evolution of the electron density at a given altitude, and
fluxes recorded by the GOES energy channels A and B, presented in [27], shows that the
recorded flux in channel A is more relevant for the lower D-region, and that the recorded
flux in GOES channel B better describes the influence of an X-ray flare in the upper part of
this ionospheric layer. Considering that the electron density increases with altitude, i.e.,
the upper D-region provides the dominant contribution to the VTECD, we assume that Φ
is the flux recorded by the GOES channel B. The data recorded through this channel are
also used in many previous studies of reactions in the low ionosphere [28–30].

Datasets of the X-ray fluxes recorded by the GOES satellites with samples of approxi-
mately 2 s are available on the NOAA’s National Centers for Environmental Information
website (http://satdat.ngdc.noaa.gov/sem/goes/data, accessed on 18 May 2021). Values
corresponding to the X-ray flare that occurred on 6 January 2015 are shown in the upper
left panel of Figure 1.
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Figure 1. Upper left panel: time dependency of the energy X-ray flux (Φ) during the flare that
occurred on 6 January 2015. Bottom left panel: time dependences of the amplitude (∆A) and phase
(∆P) changes with respect to quiet conditions. Right panel: relationships between ∆A, ∆P, and X-ray
flux Φ.

2.2. VLF/LF Measurements

The VLF/LF radio waves propagate in the Earth–ionosphere waveguide, the upper
border of which lies in the analyzed atmospheric layer. Applications of this measurement
technique in lower ionospheric observations and research are based on the fact that changes
in the ionospheric electron density have the most significant influence on variations in the
signal amplitude and phase recorded by a VLF/LF receiver. This makes the VLF/LF radio
technique a useful tool for remote sensing in the ionosphere D-region. For this reason, we
are able to study the influences of many astrophysical and terrestrial phenomena in this
layer, such as ionospheric disturbances induced by gamma ray bursts [31,32], solar X-ray
flares [33–36], tropical cyclones [37–39], and lightning [40–42]. In addition to independent
receivers, there are several networks that are very important for the spatial analyses of
local perturbations, such as those induced by earthquakes (the International Network for
Frontier Research on Earthquake Precursors (INFREP) [43]) and lightning (the World Wide
Lightning Location Network (WWLLN) [44]).

Practical applications of D-region disturbance modeling based on data recorded using
this type of observational equipment are very important during solar X-ray flares. In certain
cases, intense disturbances can last several hours and the electron density can increase by
more than two orders of magnitude [22,23]. For this reason, we chose to analyze periods
when this phenomenon affects the Earth’s atmosphere.

Firstly, in relation to the analysis of a particular event, we consider the amplitude (∆A)
and phase (∆P) changes with respect to quiet conditions for signal emitted by the DHO
transmitter in Germany and recorded by the atmospheric weather electromagnetic system
for observation modeling and education (AWESOME) receiver [45] located in Belgrade,
Serbia. The temporal evolution of the signal characteristics and their dependencies on
X-ray flux during the considered flare, which occurred on 6 January 2015, are presented
in Figure 1. As one can see, both dependencies on X-ray flux have hysteresis-like shapes;
these are the result of the ionospheric plasma properties response to the increase in the
photo-ionization rate, which itself depends on electron loss processes.

2.3. SAR Characteristics

Frequency and polarization are the two main characteristics of the SAR signal, useful
when modeling their propagation in the ionosphere D-region. Because this paper is
focused on the mitigation of ionosphere artifacts in SAR meteorology applications, we only
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consider the frequency of the SAR signal. Generally, propagation delay maps are obtained
by interferometrically processing two SAR images to derive the interferometric phase [10]:

∆ϕatm =
4π

λ
∆Ratm = 10−6 4π

λ

∫ Hsat

0
∆Ndh, (1)

where ∆Ratm and ∆ϕatm are the temporal changes of the range and interferometric phase
delays due to propagation through the whole atmosphere at the acquisition times of the
master and slave SAR images, respectively, λ is the radar wavelength, Hsat is the altitude
of satellite, and ∆N is the temporal change in refractivity along the propagation path of
the radar signal. The relationship between the interferometric phase and propagation
delay solely depends on the signal frequency. If fully polarized SAR images are used,
other effects can be observed and quantified, such as the Faraday rotation effect. However,
this effect does not affect the propagation delay and it is not taken into consideration as
a possible artifact in SAR meteorology applications. The mapping of temporal change in
PWV requires the estimation of the propagation delay caused by the wet component of
atmospheric refractivity and the vertical profile of temperature [5]:

∆PWV = Π ZWD, (2)

where Π is a function of the mean temperature along a vertical profile and ZWD is the
zenith wet delay obtained by projecting the wet component of the propagation delay in
a vertical direction [5]. The estimation of the wet delay is performed by modeling and
removing the temporal change of the other components of propagation delay (mainly
the hydrostatic components, but also others related to the ionosphere) from the ∆Ratm.
The impact of uncertainty on the estimation of the propagation delay is studied in [10].
In this paper, we focus on the C-, L-, and P-bands. The C-band is of key importance
for SAR meteorology applications as a result the free access to Sentinel-1 SAR data. The
L-band is more applicable in atmospheric studies, because it is directly comparable to
GNSS measurements, which work in the L-band. However, thus far, the L-band ALOS-2
mission does not provide data with the same temporal revisiting time as Sentinel-1. The
new satellites for observation and communications (SAOCOM) mission of Argentina’s
space agency [46] and NISAR, the joint mission between NASA and ISRO, [47], will
increase the availability of L-band SAR data. ALOS-2 and SAOCOM work in the following
frequencies: f = 1.200 GHz and f = 1.275 GHz, respectively. NISAR will carry both an
L-band (λ = 24 cm) and S-band: (λ = 9 cm) radar. In this work, we also consider the
P-frequency band that will be used by the BIOMASS mission planned to be launched by the
European Space Agency in 2022 [48]. The frequencies and wavelengths of these satellites
are summarized in Table 1.

Table 1. The ranges, operating frequencies ( f ), wavelengths (λ), and angles (θ) of the
considered satellites.

Satellite Range f (GHz) λ (cm) θ [◦]

Sentinel-1A/B C 5.4 5.5 29.1–46

NISAR S 3.2 9.3 33–47

ALOS-2 L 1.2 24 8–70

SAOCOM L 1.275 24 8–70

NISAR L 1.2 24 33–47

BIOMASS P 0.43 70 23–60

3. Modeling ∆PWV Corrections Resulting from the Influence of a Solar X-ray Flare

In this section, we describe a methodology for modeling the influence of the X-ray
flare-perturbed D-region on the measurements of ∆PWV currently obtained by InSAR
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meteorology and provide a means to estimate the necessary correction resulting from X-ray
flare effects. Modeling of the solar X-ray-perturbed D-region influence on ∆PWV can be di-
vided into two steps: 1. calculations of the electron density (Ne) and, consequently, VTECD;
2. the determination of the corresponding correction factors BD and CD, in calculations of
∆φwet and ∆PWV, respectively. A description of these steps is given in the following, and a
schematic view of this methodology is presented in Figure 2.

Figure 2. Flow-chart of the proposed methodology.

3.1. Determination of VTECD

The determination of VTECD during a solar X-ray flare is explained in [21] in detail. In
this study, we apply very similar procedures, which substitutes dependencies on the time
evolution to dependencies on the X-ray flux. It consists of the observation and modeling,
and its main steps are as follows:

• The determination of the period when the considered X-ray flare affected the terrestrial
atmosphere from data collected by a GOES satellite;

• The determination of the considered time period from the temporal evolution of
the DHO signal amplitude and phase recorded by the AWESOME VLF receiver in
Belgrade. These variations are used because the ionosphere perturbations last longer
than the increase in the X-radiation;

• The extraction of time series data recorded by the GOES energy channel B (Φ(t)), and
the VLF receiver (∆A(t), and ∆P(t)) in the considered time interval;

• The determination of ∆A(Φ) and ∆P(Φ). As presented in Figure 2, these relationships
are obtained in comparison with the recorded datasets (given in time);

• The determination of Ne(Φ, h) in the D-region altitude domain. We use the Wait model
of the ionosphere [49], which is based on two ionospheric parameters: the “sharpness”
(β) which describes the electron density vertical gradient, and signal reflection height
(H′) which shows at what altitude the VLF or LF signal is reflected from the ionosphere.
These parameters are determined by comparing the recorded values ∆A and ∆P
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with corresponding values modeled using the long-wave propagation capability
(LWPC) numerical program for the simulation of the signal propagation in the Earth–
ionosphere waveguide developed by the Space and Naval Warfare Systems Center,
San Diego, USA [50]. This procedure is explained in [51] and is applied in several
previous studies [22,52,53]. The initial values of Wait’s parameters β and H′ in quiet
conditions before the influence of the considered flare are determined using the
Quiet Ionospheric D-Region (QIonDR) model [54]. Knowledge of the time evolution
of Wait’s parameters allows the electron density time-altitude distribution to be
calculated using equation [55]:

Ne(t, h) = 1.43× 1013e−β(t)H′(t)e(β(t)−0.15)h, (3)

which is used in numerous previous papers [56–59]. Here, Ne, β, and H′ and the
considered D-region altitude h are given in m−3, km−1 and km, respectively;

• The determination of the vertical total electron content time evolution VTECD(t)
within the D-region altitude domain hD (60–90 km) using Equation [24]:

VTECD(Φ) =
∫

hD

Ne(Φ, h)dh. (4)

The obtained values of VTECD are input values in the second part of the
presented procedure.

3.2. Determination of BD and CD

The determination of BD and CD depends on both the D-region and SAR signal
properties. In this study, we present a procedure for its estimation. Before describing
this method, it is important to note that a solar X-ray flare significantly influences the
determination of ∆φwet and ∆PWV during one or both periods relevant for master and
slave SAR images. However, the second case is very rare and, for this reason, we focus our
attention on the first.

Considering that ∆φwet is one of the components of the phase delay ∆φ, it can be
calculated from Equation [9]:

∆φ = ∆φtop + ∆φwet + ∆φhyd + ∆φion, (5)

where ∆φtop, ∆φhyd, and ∆φion relate to changes in the terrain morphology, the hydrostatic
component of tropospheric delay, and ionospheric delay during the two considered periods,
respectively. Because a solar X-ray flare has no influence on terrain morphology or tropo-
spheric parameters, Equation (5) demonstrates that parameter BD represents the difference
in ∆φwet, in cases in which the influence of X radiation is and is not considered (relevant
values in the following are indicated by “*” and “o” in the superscript, respectively) [16]:

BD = ∆φo
ion − ∆φ∗ion. (6)

The phase delay in the ionosphere due VTEC is given by the following [16]:

φion =
4π

λ

K
f 2cos(ϑlook)

VTEC, (7)

which gives their differences: ∆φo
ion = 4π

λ
K

f 2cos(ϑlook)
∆VTEC and ∆φ∗ionm/s =

4π
λ

K
f 2cos(ϑlook)

(∆VTEC∓VTECD). Here, K = 40.28 m3/s2, ∆VTEC is the difference in the VTEC between
the slave and master acquisition times, where tslave > tmaster, and VTECD is the additional
VTEC variation due to an anomaly in the D-region. This quantity is added to or subtracted
from ∆VTEC if this X-ray flare occurs at the slave or master acquisition time, respectively.
Cases in which a flare affects the atmosphere at the master and slave acquisition times are
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indicated by subscripts “m” and “s”, respectively. The combination of these relationships
with Equations (6) and (7) gives the equation for BDm/s in the following form:

BDm/s = ±
4π
λ

K
f 2cos(ϑlook)

VTECD, (8)

where one can see that BD is proportional to VTECD and cos−1(ϑlook). ∆PWV can be
determined from the unwrapped phase ∆φ, which is obtained by filtering and unwrapping
the wet component of the tropospheric delay δφ [5]:

∆PWV =
λ

4π
cos(ϑlook)

ρξ
δφ, (9)

where λ is the radar wavelength, ϑlook is the look angles along the swath, and ρ and ξ are
constants, whose values are 1000 kg·m−3 (the density of water) and 6.4, respectively.

Assuming δφo − δφ∗ ≈ BDm/s , Equations (8) and (9) give

CDm/s = ∆PWVo − ∆PWV∗ = ± K
f2ρξ

VTECD. (10)

This equation shows that correction factor CD is proportional to VTECD and to f−2.
In other words, the influence of an X-ray flare on ∆PWV increases with its intensity, and
has a larger effect on SAR signals with a lower frequency. In addition, it is important to
note that the presented procedure demonstrates that the look angles along the swath ϑlook
do not affect CD. This fact is a consequence of the linear dependence of ∆φwet on cos(ϑlook),
and the reverse relationship between VTECD and cos(ϑlook).

As one can see from Equations (8) and (10), absolute values of both correction factors
are the same in cases when a solar X-ray flare occurs at the master and slave acquisition
time. For this reason, we further analyze BD and CD, e.g., the absolute values of quantities
BDm/s and CDm/s , respectively.

4. Results and Discussion

The presented methodology for the estimation of the correction factors BD and CD is
applied to two analyses relating to: 1. the dependencies of BD and CD on the X-ray flux (Φ)
during one solar X-ray flare, and 2. the dependencies of BD and CD on the maximum X-ray
flux (Φmax) for flares of classes C and M.

4.1. Particular X-ray Flare Event

As it can be seen in previous studies (see, for example, [58]), variations in the D-region
electron density during solar X-ray flares have very similar characteristics, which allows
us to study the properties of the dependences BD(Φ) and CD(Φ) in analysis of one event.
Here, we present a detailed analysis for period during the class-C9.9 X-ray flare, which
occurred on 6 January 2015. In addition, we show the results obtained for two more flares
of classes C8.8 and C6.1, which occurred on 5 May 2010 and 8 January 2014, respectively
(see Supplementary Material).

According the methodology shown in Figure 2, the comparison of the observed
amplitude ∆A and phase ∆P changes (see Figure 1), and the corresponding values obtained
by modeling the considered VLF signal propagation using the LWPC numerical model gives
us Wait’s parameters β and H′ for each value of the X-ray flux Φ (upper panel of Figure 3).
As one can see, β first increases with Φ. Although Φ decreases after Φmax, β continues
to increase for some time and reaches a maximum value for Φ ≈ 8.7× 10−6 Wm−2, after
which it begins to decrease. The changes in H′ run counter to those of the first parameter.
In both cases, the values are not equal for the same Φ before and after the X-ray flux
maximum and these dependencies have hysteresis-like shapes. During the period in which
Φ increases, the changes in Wait’s parameters are slower for the smallest values of Φ.
The properties are better visible in the dependencies of the electron density Ne on Φ and
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altitude h before (the second panel) and after (the third panel) the X-ray flux maximum, as
calculated by Equation (3). These properties are in agreement with the analysis given in [27],
which describes them in detail. Here, we indicate that they can be explained according to
complex processes in the ionospheric plasma, i.e., electron density changes depend on both
ionization and electron loss processes, which induce an increase and decrease in Ne. The
rate of the first type of processes (G) is larger than the second (L) during the increase in Φ
and some time after its maximum value. In this period, Ne increases. After that, G < L
and Ne have the tendency to reach their initial values. Considering that L depends on the
ionospheric state, its values are not the same for the same Φ before and after Φmax, which,
together with the changes in the spectrum of the incoming X radiation in the considered
area, explains the corresponding differences in Ne’s (and Wait’s parameters’) dependencies
on Φ.

Finally, VTECD’s dependence on Φ is shown in the bottom panel of Figure 2. Its
shape is the same as β, while the maximum difference for the same Φ is about one order of
magnitude.
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Figure 3. Dependencies of the modeled parameters on the X-ray flux (Φ) during the considered flare,
which occurred on 6 January 2015. Upper panel: dependencies of Wait’s parameters “sharpness” (β)
and signal reflection height (H′) on Φ. Middle panels: dependencies of log10(Ne/ 1 m−3), where
Ne is the electron density given in 1 m−3, before (upper middle panel) and after (bottom middle
panel) the X-ray flux maximum on Φ and altitude h. Bottom panel: dependencies of the vertical total
electron content in the D-region (VTECD) on Φ.

The application of Equations (8) and (10) to the obtained values of VTECD, and signal
frequencies f1 = 0.43 GHz, f2 = 1.2 GHz, f3 = 3.2 GHz, and f4 = 5.4 GHz, gives
dependencies BD(Θ, Φ) and CD(Φ), respectively.

To better visualize the signal frequency influence on BD(Θ, Φ), we use the same color
map scale for all four graphs in Figure 4, which present the results for the BIOMASS (upper
left graph), ALOS-2 (upper right graph), NISAR (bottom left graph), and Sentinel-1 (bottom
right graph) satellites. The upper panels for each satellite correspond to the period before
Φmax, while values obtained for the period after Φmax are presented in the bottom panels.
As one can see, BD varies more than one order of magnitude for all satellites and all angles
during the considered flare. Its values strongly depend on the signal frequency (∼ f−2) and
differ more than one order of magnitude for the satellites with the lowest (BIOMASS) and
the largest (Sentinel-1) frequency when the other parameters are the same. The maximal
values of BD are 25.36o, 18.86o, 3.55o, and 2.06o for the BIOMASS, ALOS-2, NISAR, and
Sentinel-1 satellites, respectively. According to Equation (8), the maximal values of BD
correspond to Φ measured at the peak of VTECD. Variations with Θ are weak and they
are more pronounced for the ALOS-2 satellite, in which the operating angle domain is the
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widest and reaches the lowest values (as BD ∼ cos−1(Θ), these variations increase with
Θ, which is clearly visible in the relevant graph). The maxima of BD are for the largest Θ,
which can be seen from Equation (8) and from the fact that Θ has values lower than 90o.
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Figure 4. Dependencies of the correction factor in the determination of changes in the wet component
of tropospheric phase delay (BD) on the angle (Θ) and the X-ray flux (Φ) during the considered
event for the four considered spaceborne synthetic aperture radar (SAR) systems: (a) BIOMASS
(L-band); (b) advanced land observing satellite-2 (ALOS-2) (L-band); (c) National Aeronautics and
Space Administration (NASA), Indian Space Research Organisation (ISRO), and synthetic aperture
radar (NISAR) (S-band); and (d) Sentinel-1 (C-band).

Dependencies of CD on Φ are shown in Figure 5. Their quantitative description (for
one frequency) is the same as that for β and VTECD. As in the case of BD, this correction
factor is proportional to VTECD and f−2 (see Equation (10)). For all frequencies, CD reaches
values that are more than one order of magnitude larger in the moment of the most intense
D-region disturbance. Its maxima are 0.16 mm, 0.02 mm, 0.003 mm, and 0.001 mm for
the BIOMASS, ALOS-2, NISAR, and Sentinel-1 satellites, respectively. To estimate the
importance of these values, which represent errors in the modeling of ∆PWV due to the
influence of the increased X-radiation during a solar X-ray flare, we calculated their ratio
with absolute values of ∆PWV obtained in [60]. The domain of ∆PWV is from about
−22 mm to 8 mm. Although they include the results of calculations with absolute values
lower than 1 mm, we do not present them in Figure 6. This is because despite providing
a large considered ratio δCD = CD

|∆PWV| × 100%, they are not as important for practical
applications. As it can be seen in Figure 6, the obtained δCD increases with VTECD and
reaches 15.6%, 2.0%, 0.3%, and 0.1% for the BIOMASS, ALOS-2, NISAR, and Sentinel-1
satellites, respectively. Here, we can see that the signal frequency is important in the
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determination of the considered error, which, in the case of this flare of class C, is only
larger than 10% for the BIOMASS satellite.
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Figure 5. Dependence of the correction factor in the determination of changes in the precipitable
water vapor (CD) on the X-ray flux (Φ) during the considered event.
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Figure 6. Dependencies of the ratio (in percent) of the correction factor in the determination of
changes in the precipitable water vapor and absolute values of changes in the precipitable water
vapor presented in [60] (δCD) on the X-ray flux (Φ) and changes in the precipitable water vapor
(∆PWV) during the considered event for the four considered spaceborne synthetic aperture radar
(SAR) systems: (a) BIOMASS (L-band); (b) advanced land observing satellite-2 (ALOS-2) (L-band);
(c) National Aeronautics and Space Administration (NASA), Indian Space Research Organisation
(ISRO), and synthetic aperture radar (NISAR) (S-band); and (d) Sentinel-1 (C-band).
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As one can see in Supplementary Materials, very similar graphs are obtained for
the other two analyzed X-ray flares. The plots are quite similar like those described in
the previous text, and BD, CD, and δCD reaches similar values like in the case of the first
analyzed flare.

4.2. Maximum X Radiation Flux

To analyze the influence of the X-ray flare class on the determination of ∆φwet and
∆PWV in SAR meteorology, we study the dependence of BD and CD on the radiation
flux maximum Φmax. In this case, we calculate the VTECD using expressions for Wait’s
parameters derived in [24] by processing data based on the observation and statistical
study in [21,25]. Considering that the application of Equation (3) better fits with the values
obtained by other models for flares of classes C and M than for flares of class X, we consider
the dependency for Φmax ≤ 5× 10−5 Wm−2. All calculations are performed using the
same equations as in the previous corresponding analyses.

The dependences of Wait’s parameters, the electron density at D-region heights, and
the total electron content on Φmax are shown in Figure 7. As one can see, all quantities
increase with Φmax except H′ which has the opposite tendency. The maximum calculated
VTECD (2.4× 1016 m−3) is more than five times that of the flare analyzed in the first part of
this study (4.6× 1015 m−3), which again provides larger errors in the estimation of ∆φwet
and ∆PWV.
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Figure 7. Dependences of the Wait’s parameters “sharpness” (β) and signal reflection height (H′)
(upper panel) obtained in [24] based on data presented in [25], log10(Ne/1 m−3), where Ne is the
electron density given in m−3, at the D-region altitudes (h) (middle panel) and the vertical total
electron content in the D-region (VTECD) (bottom panel) on the maximum X-ray flux (Φmax).

The influences of f , Θ, and Φmax on BD are illustrated in Figure 8. According to
Equation (8), BD is proportional to f−2 and cos−1(Θ), as in the case of one event. However,
in this analysis, BD monotonically increases with Φmax because of the increase in VTECD
with this radiation flux. For the considered domains, the most important variations are
recorded for different Φmax (of more than two orders of magnitude). The influence of the
chosen frequency is also important (they can provide variations in BD for more than one
order of magnitude), while the lowest significance has Θ, which, as in the first case, is the
most pronounced for the ALOS-2 satellite. The maximum obtained values are 132.8◦, 98.8◦,
18.6◦, and 10.8◦ for the BIOMASS, ALOS-2, NISAR, and Sentinel-1 satellites, respectively.
This is more than five times larger than in the case of the flare considered in the first
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part of this study, which indicates that the intensity of the considered X-ray flare has a
significant influence.
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Figure 8. Dependencies of the correction factor in the determination of changes in the wet component
of tropospheric phase delay (BD) on the angle (Θ) and the X-ray flux maximum (Φmax) for the four
considered spaceborne synthetic aperture radar (SAR) systems: (a) BIOMASS (L-band); (b) advanced
land observing satellite-2 (ALOS-2) (L-band); (c) National Aeronautics and Space Administration
(NASA), Indian Space Research Organisation (ISRO), and synthetic aperture radar (NISAR) (S-band);
and (d) Sentinel-1 (C-band).

Increases in CD with Φmax are shown in Figure 9. As is the case for the analysis of one
flare, the considered correction factor decreases with signal frequency and, for M5 X-ray
flares, reaches values of 0.81 mm, 0.10 mm, 0.015 mm, and 0.0052 mm for the BIOMASS,
ALOS-2, NISAR, and Sentinel-1 satellites, respectively. The maximum obtained values
reach 81.7%, 10.5%, 1.5%, and 0.5% of those for ∆PWV presented in [60] for the considered
satellites, respectively.

The tendencies of the obtained dependencies BD(Φmax) and CD(Φmax) indicate that
more intense flares (firstly, class X flares) can induce non-negligible errors in the determina-
tion of φwet and ∆PWV for the BIOMASS and ALOS-2 satellites (Figure 10).
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Figure 9. Dependence of the correction factor CD on the X-ray flux maximum Φmax.
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Figure 10. Dependencies of the ratio (in percent) of the correction factor in the determination of
changes in the precipitable water vapor and absolute values of changes in the precipitable water
vapor presented in [60] (δCD) on the X-ray flux maximum (Φmax) and changes in the precipitable
water vapor (∆PWV) for the four considered spaceborne synthetic aperture radar (SAR) systems:
(a) BIOMASS (L-band); (b) advanced land observing satellite-2 (ALOS-2) (L-band); (c) National
Aeronautics and Space Administration (NASA), Indian Space Research Organisation (ISRO), and
synthetic aperture radar (NISAR) (S-band); and (d) Sentinel-1 (C-band).
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5. Conclusions

In this paper, we study how neglecting the D-region electron density temporal varia-
tions in the determination of the total electron content by single and multiple layer models
affects results in synthetic aperture radar meteorology when this ionospheric region is
significantly disturbed. We present an analysis of the correction factors that should be
included in the determination of differences in the wet component of tropospheric phase
delay and precipitable water vapor obtained by synthetic aperture radar meteorology
during a solar X-ray flare event. We study the dependence of these correction factors
on X-ray flux during an X-ray flare event, and C- and M-class flares at the time of their
maximum radiation intensity. The obtained results show the following:

• The correction factors for the same radiation flux are larger in the period after than in
the period before the radiation maximum;

• During a solar X-ray flare event, the maxima of the considered correction factors
pertain to the radiation flux that is lower than its maximum value and that occurred
after the radiation maximum. For the X-ray flare that occurred on 6 January 2015, the
correction factor that should be included in the determination of differences in the
wet component of tropospheric phase delay reaches 25.36o, while the correction factor
that should be included in the determination of temporal changes in the precipitable
water vapor can reach 0.16 mm (this value can be more than 15% of the values for
precipitable water vapor changes given in [60]);

• The correction factors increase with the maximum X-ray flux. For the considered
fluxes, the correction factor that should be included in the determination of differences
in the wet component of tropospheric phase delay can reach more than 130o while
the correction factor that should be included in the determination of changes in the
precipitable water vapor can reach 0.8 mm, which can be more than 80% of the values
for precipitable water vapor changes given in [60];

• The correction factors are inversely proportional to the square of the frequency. The
differences for the considered maximal and minimal frequencies are more than two
orders of magnitude for the correction factor in the determination of changes in the
wet component of tropospheric phase delay, and more than one order of magnitude
for the correction factor in the determination of changes in the precipitable water
vapor, in the case of the same X-ray intensity. The changes are also pronounced as
regards the variation in the X-ray flux, while changes in BD with the signal angle are
the weakest (they are the largest in the case of the advanced land observing satellite-2
due to the wider operating angle range and the largest angles).

To conclude, this is the first study to analyze the errors induced by intense iono-
spheric D-region disturbances (in this study, induced by a solar X-ray flare) in the practical
application of synthetic aperture radar signals. We found that the inclusion of the D-
region altitude in the calculation of the total electron content, which is used to determine
changes in the wet component of tropospheric phase delay and precipitable water vapor
using synthetic aperture radar meteorology, is necessary during larger solar X-ray flare
events. It has a larger influence on lower frequency signals and is most important for the
BIOMASS satellite.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/rs13132609/s1, Table S1: The maximal values of the correction factor in the determination
of changes in the wet component of tropospheric phase delay (BDmax), correction factor in the
determination of changes in the precipitable water vapor (CDmax), and ratio (in percent) of the
correction factor in the determination of changes in the precipitable water vapor and absolute values
of changes in the precipitable water vapor presented in [1] (dCDmax) during a solar X-ray flare,
which occurred on 5 May 2010 for the BIOMASS, ALOS-2, NISAR, and Sentinel-1 satellites, Table S2:
The maximal values of the correction factor in the determination of changes in the wet component
of tropospheric phase delay (BDmax), correction factor in the determination of changes in the
precipitable water vapor (CDmax), and ratio (in percent) of the correction factor in the determination
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of changes in the precipitable water vapor and absolute values of changes in the precipitable water
vapor presented in [1] (dCDmax) during a solar X-ray flare, which occurred on 8 January 2014 for the
BIOMASS, ALOS-2, NISAR, and Sentinel-1 satellites.
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51. Grubor, D.P.; Šulić, D.M.; Žigman, V. Classification of X-ray solar flares regarding their effects on the lower ionosphere electron

density profile. Ann. Geophys. 2008, 26, 1731–1740. [CrossRef]
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Abstract: In this paper we analyse temporal variations of the phase of a very low frequency (VLF)
signal, used for the lower ionosphere monitoring, in periods around four earthquakes (EQs) with
magnitude greater than 4. We provide two analyses in time and frequency domains. First, we analyse
time evolution of the phase noise. And second, we examine variations of the frequency spectrum using
Fast Fourier Transform (FFT) in order to detect hydrodynamic wave excitations and attenuations. This
study follows a previous investigation which indicated the noise amplitude reduction, and excitations
and attenuations of the hydrodynamic waves less than one hour before the considered EQ events
as a new potential ionospheric precursors of earthquakes. We analyse the phase of the ICV VLF
transmitter signal emitted in Italy recorded in Serbia in time periods around four earthquakes occurred
on 3, 4 and 9 November 2010 which are the most intensive earthquakes analysed in the previous
study. The obtained results indicate very similar changes in the noise of phase and amplitude, and
show an agreement in recorded acoustic wave excitations. However, properties in the obtained wave
attenuation characteristics are different for these two signal parameters.

Keywords: ionosphere; earthquakes; observations; VLF signal; signal processing; acoustic and
gravity waves

1. Introduction

In addition to periodical ionospheric changes, which can be predicted and estimated by
different models (see, for example, [1,2] and references therein), sudden events can induce
significant ionospheric disturbances and affect many contemporary technologies based
on satellite and ground-based electromagnetic (EM) signal propagation [3]. Consequently,
variations of the recorded EM signal properties can be used for detections and analyses
of influences of many phenomena on this atmospheric layer including processes which
induce different kinds of natural disasters [4–8].

In the last several decades, studies of the lower ionosphere disturbances are mostly
based on observations by very low/low frequency (VLF/LF) radio signals [9–13] and
processing of the corresponding recorded data in both the time and frequency domains.
Increases or decreases of the signal amplitude and/or phase are recorded in many stud-
ies focused on research of ionospheric disturbances induced by earthquakes [9], solar
activity [14–18], tropical cyclones [19,20], solar eclipse [21,22] etc.
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The acoustic gravity waves (AGW) are recently mentioned in association with earth-
quakes mainly as a result of the strong oscillations caused by the seismic shock (Jin et al.,
2015 [23]) or tsunami (Manta et al., 2020 [24]). But for a long period of time they were
considered as a main agent of the seismo-ionospheric coupling as the earthquake precursor
(Korepanov et al., 2009 [25]). But the main problem was the lack of convincing experi-
mental evidences of the AGW generation before earthquakes and corresponding physical
mechanism of their generation. As the possible sources the mosaic distribution of gas
emission before earthquakes was proposed (Mareev et al, 2002 [26]), or the surface thermal
anomalies (Molchanov et al., 2004 [27]). Research of AGW in the lower ionosphere is also
presented in several studies. They relate to disturbances induced by the solar termina-
tor [28], geomagnetic storms [29,30], tropical cyclones [19,31,32] earthquakes [33], solar
eclipse [34], and they are based on analyses of the VLF/LF signals.

Studies of the ionospheric changes as precursors of earthquakes report changes usu-
ally a few days before events [9,13,35]. These lower ionosphere disturbances are detected
as the solar terminator shift [13,36,37] and deviations of the time evolutions of signal char-
acteristics from values recorded during days with unperturbed conditions [5,38] (in time
domain), and as variations in the wavelet power spectrum [5,39] (in frequency domain),
and all of these changes are shown for both signal amplitude and phase. The recent analysis
presented in [33] shows reduction of the amplitude noise of the VLF signal less than one
hour before the earthquake occurred near Kraljevo, Serbia, on 3 November 2010 (the seis-
motectonic model of this event is presented in [40]), as well as excitation and attenuation
of the acoustic waves. In addition, the similar changes in the amplitude noise are also
recorded for 12 other earthquakes with different magnitudes during three whole days. It
was concluded that all considered EQs with the magnitude larger than 4 were connected
with the recorded noise amplitude reduction. However, contrary to the previous cases
this pioneer study which indicates a possible new ionospheric precursor of earthquake
is provided only for the amplitude i.e., variations of the phase, is not considered. For
this reason, in this study we extend the research presented in [33] and investigate if the
recorded changes in amplitude noise are also visible in analysis of the VLF signal phase,
and if excitations and attenuations of the acoustic and gravity waves can be visualized
from the recorded phase. We show analysis of the phase of the ICV signal emitted in Italy
and recorded in Serbia in periods around four EQs with magnitude greater than 4 which
are connected with the noise amplitude reductions in study shown in [33].

The paper is organized as follows. Descriptions of observations and data processing
are given in Section 2. Results of this study are divided in two parts: those related to
reduction of the phase noise is shown in Section 3.1 and those related to analysis of the
acoustic and gravity waves are presented in Section 3.2. Finally, conclusions of this study
are summarized in Section 4.

2. Observations and Data Processing

In this study we analyse phase of the ICV signal emitted by a transmitter located in
Isola di Tavolara, Italy (40.92 N, 9.73 E) and received in Belgrade, Serbia (44.8 N, 20.4 E)
in time periods around four EQs, considered in [33] and connected to the short-term
noise amplitude reduction. Two of these events occurred near Kraljevo, Serbia, one in the
Tyrrhenian Sea (TS) and one in the Western Mediterranean Sea (WMS) (their epicentres
are shown in map given in Figure 1). As it can be seen in Table 1, their magnitudes were
greater than 5 for two events (the first one near Kraljevo, and in the Tyrrhenian Sea) while
other two had magnitude larger than 4. These magnitudes are larger than those related to
other EQs considered in [33].
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Figure 1. Propagation paths of the VLF signals recorded by the Belgrade receiver station (BEL) in
Serbia and emitted by the transmitters ICV in Italy. Locations of the main considered EQs are shown
as stars. One EQ occurred in the Tyrrhenian Sea (TS) and Western Mediterranean Sea (WMS), while
two EQs were near Kraljevo (their epicentres are shown by the same star).

Table 1. List of the main earthquakes considered in this study. EQ date, time t, epicentre locations
(latitude (LAT) and longitude (LON)) and magnitudes (M) are given in http://www.emsc-csem.org/
Earthquake/(accessed on 25 February 2021). The variable d denotes the distance between the EQ
epicentres and signal propagation path.

No. Date t (UTC) LAT (◦) LON (◦) d (km) M Location

Kraljevo—03/11/2010

1 2010/11/03 00:56:54 43.74 20.69 126.0 5.4 Serbia (near Kraljevo)
31 EQs until 8 UT—31 in Serbia, 3 in Italy and 1 in Bosnia and Herzegovina

Tyrrhenian Sea (TS)—03/11/2010

2

2010-11-03 17:12:30 42.4 13.35 11.4 2 Central Italy
2010-11-03 17:48:04 43.75 20.7 120.7 2.5 Serbia (near Kraljevo)
2010/11/03 18:13:10 40.03 13.2 219.1 5.1 TS
2010-11-03 18:47:23 43.73 20.67 121.7 2.1 Serbia (near Kraljevo)

Kraljevo—04/11/2010

1

2010-11-04 20:33:01 43.75 20.7 120.7 1.9 Serbia (near Kraljevo)
2010/11/04 21:09:05 43.78 20.62 114.9 4.4 Serbia (near Kraljevo)
2010-11-04 21:55:40 45.81 7.55 562.9 1.2 Northern Italy
2010-11-04 23:43:05 43.78 20.62 114.9 3.3 Serbia (near Kraljevo)
2010-11-05 00:16:14 43.74 20.64 119.6 2.8 Serbia (near Kraljevo)
2010-11-05 01:38:48 43.76 20.69 119.4 2.5 Serbia (near Kraljevo)

Western Mediterranean Sea (WMS)—03/11/2010

4 2010-11-09 16:45:13 43.59 12.36 165.9 2.3 Central Italy
2010-11-09 18:23:36 42.25 6.77 287.7 4.3 WMS

During the considered four time intervals, additional weaker EQs also occurred near
the considered signal propagation path. After the most intensive EQ (Kraljevo, 3/11/2010)
31 additional EQs occurred before 8 UT. 27 of these events were in Serbia, 3 in Italy and
1 in Bosnia and Herzegovina. Their magnitudes were lower than 3 except in one case
when it was 3.3. Because of this large number we only give common information of their
occurrences in Table 1. Processes in the lithosphere below the monitored ionospheric area
were not so intensive during the other three time intervals. For this reason all additional
EQ events are indicated in Table 1.

In this analysis, we process the 0.1-s resolution datasets. This procedure consists of
three parts: (1) phase unwrapping, (2) determination of the unwrapped phase noise, and
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(3) application of Fast Fourier Transform (FFT) to the unwrapped phase in order to examine
excitations and attenuations of the acoustic and gravity waves.

• Phase unwrapping. The recorded signal phase Pdata represents the deviation of the
signal phase with respect to the phase generated at the receiver. Because of that it
has a component of constant slope. However, this component does not affect the
presented analysis, and for this reason we did not remove it. On the other side, all
recorded values are given within a principal phase interval and for further analysis
it is necessary to unwrap it. The obtained time evolutions of the unwrapped phase
P are shown in Figure 2 where the vertical lines indicate times of EQ occurrences.
Red lines represent the main EQ considered in corresponding time periods while the
additional events listed in Table 1 are coloured in black. To visualize the magnitudes
of these additional events, we divided them in three categories: 1. magnitude below
2.5, 2. magnitudes from 2.5 to 3, and 3. magnitudes from 3 to 4. These categories are
represented by thin dotted, thin dashed and tick dotted black lines, respectively.

• Determination of the phase noise. To obtain the noise Pnoise of the unwrapped phase
P we calculate its deviation dP(t) = P(t) − Pbase(t) from the basic phase Pbase at
time t. Here, Pbase is obtained in a procedure described in [33] as the mean value
of unwrapped phase in the defined time bins around time t. Finally, noise of P is
determined as the maximum of |dP| after elimination of the largest p percent of its
values. To find this value, we first sorted the values of |dP| into an ascending array
dPas = sort(|dP|) of N members, and determined the value of the phase noise as the
value of the term that is inoise = N · (100− p)/100 in this array:

Pnoise = dPas(inoise). (1)

In this study we use p = 5% like in [33].
• Acoustic and gravity waves—excitations and attenuations. Research of the acoustic

and gravity waves in this paper is based on processing of the VLF signal phase.
We analyse their excitations and attenuations in periods around the considered EQs
using the procedure given in [33]. It is based on the application of the Fast Fourier
Transform (FFT) on fixed window time intervals (WTI) within the considered time
periods. Keeping in mind that WTI affects the maximum of observable wave period
and precision in the analysis of the observed variations we choose three WTIs of
20 min, 1 h and 3 h.
The goal of this procedure is to analyse the recorded phase in frequency domain and
connect the wave-periods for which important changes are recorded to the acoustic
and gravity waves. The acoustic cut-off τ0 and the Brunt-Väisälä τBV wave-periods
representing minimal and maximal periods for the acoustic and gravity waves, re-
spectively, are determined from the expressions:

τ0 =
4π

γ

vs

g
, τBV =

2π

NBV
, (2)

where γ = 5/3 is the standard ratio of specific heats and g = 9.6 m/s2 is gravita-
tional acceleration. The adiabatic sound speed squared v2

s = γkBT0/ma is obtained
for the gass temperature T0 = 220 K (estimated from the International Reference
Ionosphere (IRI) model [41] and assumed average mass of atoms ma ≈ 10−25 kg. The
Boltzmann constant kB is 1.3807 · 10−23 J/K. Details of this procedure can be found in,
for example, [42,43].
As it is obtained in [33] waves with periods T < τ0 = 176.7, s and T > τBV = 180.4 s,
represents acoustic and gravity modes, respectively.
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Figure 2. Time evolutions of the unwrapped phase P for the considered periods. Red lines represent
the main EQ considered in corresponding time periods. The additional events listed in Table 1 are
coloured in black. Times of the additional considered EQ events with magnitude below 2.5, from
2.5 to 3, and from 3 to 4 are represented by thin dotted, thin dashed and tick dotted black lines,
respectively.

Here we point out that during the considered time periods there are not recorded
other events which can influence the signal phase. Detailed analysis, described in [33], in-
dicated that influences of receiver, transmitter, meteorological and geomagnetic conditions,
which are suggested as the most important non-ionospheric sources of the VLF signal
variations [44], can be ignored.

3. Results and Discussions

Results of determination of the phase noise and periods of the excited and attenuated
acoustic and gravity waves are presented in Sections 3.1 and 3.2, respectively.

3.1. Signal Phase Noise

Time evolutions of deviation of the wrapped phase from its basic values dP and the
phase noise Pnoise obtained by the proposed methodology are shown in Figures 3 and 4,
respectively. As one can see, reduction of the phase noise is recorded for all four main EQ
events and it is clearly visible in the first two cases whose magnitudes are greater than 5.
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Figure 3. The same as in Figure 2 but for phase deviation dP = Pdata − Pbase.
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Figure 4. The same as in Figure 2 but for the phase noise Pnoise.
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It is worth noting that after the first EQ event near Kraljevo which occurred on
3 November 2010, additional 31 EQs occurred in areas near the considered signal prop-
agation path. Twenty nine of them occurred when the phase noise reduction is clearly
visible, while two events of weak intensities (magnitudes of 2.1 and 2.2) occurred after
increasing of the phase noise. The most intensive additional EQ had magnitude of 3.3.
However, despite the large number of accompanying earthquakes, no significant variations
were observed either in dP or in Pnoise. The absence of these variations is also noticeable
in the second case (EQ in Tyrrhenian Sea of magnitude 5.1) when three more earthquakes
(magnitudes of 2, 2.1 and 2.5) were recorded within about 1.5 h.

In the cases of the other two EQs which magnitudes were between 4 and 5, analysis of
dP and Pnoise time evolutions is not so simple like in the first two considered time intervals.
Namely, although the reductions in phase noise are recorded before and after these events,
they are not related each other. In the case of the EQ which occurred near Kraljevo on
4 November 2010 significant reduction in Pnoise is recorded several minutes before the EQ
and lasts about 20 min. This phase reduction is followed by the short-term increase in
Pnoise and additional significant decrease which yield to the second reduction lasting about
5 h. During the second reduction four additional EQs are recorded. The first one occurred
in North Italy while the other three near Kraljevo (like the main one) with magnitudes of
3.3, 2.8 and 2.5. As one can see in the bottom left panels of Figures 3 and 4, although the
small increase in noise is recorded after the second additional EQ near Kraljevo, significant
reduction which can be related with EQ events observed within a time window of about
3 h and includes the time of the last EQ.

Reduction of the phase noise begins about 1 h before the EQ in the Western Mediter-
ranean Sea but it is also possible relate it with the EQ occurred in Central Italy just before
the decrease in dP . This reduction is followed by noise increase which begins more than
a half of hour before the EQ and lasts about 1 h before the reduction is recorded again.
This event is interesting because position of the EQ epicentre is, contrary to the other
events, northern than the signal propagation path. The possible recorded time shift of the
reduction time opens a question of influence of position of the EQ epicentre with respect to
the signal propagation path. This task requires a specific statistical analysis and it will be
in focus of our forthcoming research.

By comparison with noise amplitude reduction analysed in [33] we can conclude that
the characteristics of phase reduction are the same for the first two cases: they last for
several hours, begin before and end after an EQ event, and there are not observed changes
that could be related to other earthquakes of lower intensity. In the third and fourth cases
phase noise reductions are also recorded, but they are shortly interrupted by the noise
amplifications. Also, it cannot be claimed that the strongest earthquake in the observed
period masks the potential relationship between phase noise reduction and weaker EQs.

3.2. Acoustic and Gravity Waves

In the second part of this study we analyse signal phase in frequency domain. We
apply FFT to the recorded data to research possible excitations and attenuations of the
acoustic and gravity waves that can be considered as ionospheric disturbances connected
to earthquakes.

To better visualize periods of the excited/attenuated waves we apply the same pro-
cedures like in [33]: (1) we consider three WTI of 20 min, 1 h and 3 h and, (2) in order to
better present changes for smaller and greater wave periods T, the obtained values for all
WTIs are considered for smaller and greater wave period domains separately. In this study
we showed lower periods T for the first WTI, and greater periods for all the three WTIs.
The results of the analyses for the considered four time periods are shown in Figures 5–8.
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Figure 5. Fourier amplitude of waves with period T obtained by applying FFT to the ICV signal
phase recorded in time around EQ occurred near Kraljevo on 3 November 2010 with window time
intervals (WTI) of 20 min (upper panels), 1 h (bottom left panel), and 3 h (bottom right panel) which
begin with a ∆tWS shift with respect to the EQ time.
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Figure 6. Fourier amplitude of waves with period T obtained by applying FFT to the ICV signal
phase recorded in time around EQ occurred in the Tyrrhenian Sea on 3 November 2010 with window
time intervals (WTI) of 20 min (upper panels), 1 h (bottom left panel), and 3 h (bottom right panel)
which begin with a ∆tWS shift with respect to the EQ time.
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Figure 7. Fourier amplitude of waves with period T obtained by applying FFT to the ICV signal
phase recorded in time around EQ occurred near Kraljevo on 4 November 2010 with window time
intervals (WTI) of 20 min (upper panels), 1 h (bottom left panel), and 3 h (bottom right panel) which
begin with a ∆tWS shift with respect to the EQ time.
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Figure 8. Fourier amplitude of waves with period T obtained by applying FFT to the ICV signal
phase recorded in time around EQ occurred in the Western Mediterranean Sea on 9 November 2010
with window time intervals (WTI) of 20 min (upper panels), 1 h (bottom left panel), and 3 h (bottom
right panel) which begin with a ∆tWS shift with respect to the EQ time.
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Similarly to the analysis of the noise amplitude shown in [33], excitations are recorded
in periods when phase noise is reduced at several values of T which are smaller than 1.5 s:

• Kraljevo—03/11/2010: 0.2 s, 0.23 s, 0.47 s (weak increase of the Fourier amplitude),
0.7 s and 1.4 s.

• Tyrrhenian Sea—03/11/2010: 0.23 s, 0.35 s, 0.47 s, 0.7 s and 1.4 s.
• Kraljevo—04/11/2010: 0.23 s, 0.35 s, 0.7 s and 1.4 s;
• Western Mediterranean Sea—09/11/2010: 0.23 s, 0.35 s, 0.47 s (during the first time

period when noise reduction is recorded), 0.7 s and 1.4 s.

As one can see, the common periods are 0.23 s, 0.35 s, and 1.4 s while waves at
period of 0.47 s are exited in three cases whereby these excitations are weak in the first
case, while in the forth case they are recorded only for one of two periods of phase noise
reduction. Excited waves at 0.2 s are recorded only for the first considered EQ event.
Because the obtained values are lower than calculated maximum period of the acoustic
waves (τ0 = 176.7) we can conclude that acoustic waves are excited in periods when noise
reduction occurs.

Although the previous results related to the noise reductions and excitations of the
acoustic waves are very similar as those shown in analysis of the amplitude, there is a
difference in wave attenuation. Namely, the Fourier amplitude for several discrete values
before the reduction time are reported in [33]. In this study, these peaks are not recorded.
In addition, in all four considered periods attenuations are clearly visible at all periods T
(except those values for which excitation is recorded) for phase while these attenuations
are much less pronounced in the case of the amplitude for time period around Kraljevo
EQ on 3 November 2010. Recent results obtained for the Kumamoto M7.2 earthquake on
15 April 2016 in Japan [45] are in close correlation with our results, so we can suppose that
registered oscillations are the acoustic gravity waves of the same origin as is described
in this paper. A similar correlation of our results can be also found in their comparison
with data presented in analysis of the M7.8 earthquake with the epicenter in Nepal on
25 April 2015 [46].

4. Conclusions

In this paper we analysed the VLF signal phase in time periods around four earth-
quakes which magnitude were greater than 4. The goal of this study was to extend analyses
of reductions of the noise amplitude of VLF signals, excitations and attenuations of the
acoustic and gravity waves presented in [33] to the corresponding analyses of the phase of
the VLF signal. We analysed data recorded by the receiver located in Belgrade, Serbia for
VLF signal emitted by the ICV transmitter in Italy.

The obtained results of this study can be summarised as follows:

• In the cases of EQs with magnitudes greater than 5, a multi-hour noise reductions
was observed. As in the case of the amplitude, they begin before the earthquake. In
these cases, no changes that could be related to other earthquakes of lower intensity
were observed.

• In the cases of EQs with magnitudes between 4 and 5, phase noise reductions are
also recorded, but they are shortly interrupted by the noise amplifications. Specific
reductions are potentially related to different EQs, i.e., it cannot be claimed that the
strongest earthquake in the observed period masks the potential relationship between
phase noise reduction and weaker EQs.

• Because the recorded phase reductions are very similar like those in the case of the
amplitude the choice of the signal characteristic which can be used in the correspond-
ing studies depends only on the quality of the recorded data and do not affect the
results of study.

• Excitations of the acoustic waves are recorded for all four periods. The obtained
wave-periods are below 1.5 s which is in agreement with results obtained in analysis
of the amplitude.
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• Attenuations of the acoustic and gravity waves are recorded continuously with wave-
period except for those T corresponding to wave excitations. This result does not
agree with those obtained when analysing amplitude variations where attenuations
are primarily recorded for discrete values of wave periods, while similar continuous
attenuations are much less pronounced.
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In this paper we present an analysis of parameters describing the effective recom-
bination processes in the upper ionospheric D-region in the period of its additional 
heating by the X-radiation emitted during a solar X-ray flare. We present a pro-
cedure for calculation of the effective recombination coefficient and electron loss 
rate in the period when the X-radiation flux detected by the GOES satellite in the 
wavelength domain between 0.1 and 0.8 nm increases. The developed procedure 
is based on observational data obtained in the low ionospheric monitoring by the 
very low/low frequency radio waves and it is related to the considered area and 
time period. The obtained expressions are applied to data for the very low frequen-
cy signal emitted in Germany and recorded in Serbia during the solar X-ray flare 
detected by the GOES-14 satellite on May 5, 2010.
Key words: effective recombination coefficient, electron loss rate,  

ionospheric D-region, solar X-ray flares

Introduction 

Due to influences of numerous geo and astrophysical phenomena, the thermal prop-
erties of the ionosphere can significantly vary in time. One of the most important phenomena 
which induce intensive low ionospheric disturbances is emission of high-energy electromag-
netic radiation from the Sun in the X-spectral domain called a solar X-ray flare. This radiation 
primarily disturbs the ionospheric plasma in the D-region (60-90 km) and research of these 
effects is a subject of many studies [1-4]. Earlier investigations show that changes in plasma 
parameters induced by these astrophysical phenomena depend on the radiation intensity as well 
as on the atmospheric properties (see for example [5]) and that relative changes of plasma pa-
rameters due to heating by high-energy photons can reach a few orders of magnitude.
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Because of complexity of radiation characteristics and processes in Earth’s atmo-
sphere, analysis of space and time distributions of a particular parameter require different ap-
proximations. Consequently, divisions in both space and time domains are necessary for many 
studies. In the case of the ionospheric D-region, which is in the focus of this research, the 
differences in modeling depending on the altitude are mainly consequences of variation of dom-
inant electron loss processes. Namely, in the upper part, the recombination processes can be 
considered as the most important in reduction of the electron density while electron attachment 
processes have dominant role in the lowest D-region altitudes [6]. On the other side, approxi-
mations which can be applied to different parameters depend on the flare phase. For this reason, 
many studies are related to quiet conditions or the relaxation period [7, 8], time of radiation flux 
maximum [6, 9], etc.

Although solar X-ray flares can provide significant variations in the D-region proper-
ties which are connected with thermal processes, research of temperature dependent parameters 
during disturbed conditions are not enough analyzed. In this paper we investigate the influence 
of the X-radiation increase on parameters describing recombination processes in the D-region 
part between 75 km and 80 km. First, we give a new procedure for calculation of time evolu-
tion of the effective recombination coefficient which describes the dominant processes in the 
electron density reduction within the considered altitude domain. This procedure is based on 
experimental very low frequency/low frequency (VLF/LF) data and long-wave propagation 
capability (LWPC) numerical model for simulation of the VLF/LF signal propagation [10] and 
it follows the research presented in [5] and [7] and references therein. In the second part we 
analyze properties of the electron loss rate in the considered altitude domain. We consider the 
time period when the X-radiation intensity increases to its maximum value. The obtained the-
oretical equations are applied to a particular case of the D-region perturbation induced by the 
solar X-ray flare of class C8.8 occurred on May 5, 2010. It is interesting that this flare was in 
the beginning of NASA Solar Dynamics Observatory (SDO) observations and that its charac-
teristics are very well analyzed [11].

Experimental set-up, observations and data processing

The presented study requires data obtained in observations of the solar X-ray radiation 
and in the D-region monitoring which can be obtained by a GOES satellite and ionospheric 
sounding by the VLF/LF radio signals, respectively. 

For general descriptions of the space-time dependencies of plasma parameters located 
in the considered area, it is practically sufficient to consider one particular flare event. Namely, 
the major characteristics of the D-region response to the solar X-ray flares are very similar (see 
for example comparison given in [7]) and statistical analyses give additional information re-
lated only to dependencies of the considered values on the ionospheric state and radiation prop-
erties. In this study the major goal is determination of expressions for time evolution of plasma 
parameters (the effective recombination coefficient αeff and electron loss rate L) which allow us 
to use one particular flare event as an example. Here we chose to study the perturbation induced 
by the solar X-flare occurred on May 5, 2010 with photon flux I registered by the GOES-14 sat-
ellite of National Oceanic and Atmospheric Administration (NOAA), USA (fig. 1, upper panel) 
at the wavelengths range 0.1-0.8 nm for two reasons: this is the best example of the dominant 
influence of a solar X-ray on the D-region (seen in fig. 1 as very flat amplitude and phase time 
evolutions, as recorded by the AWESOME VLF receiver [12], which correspond to time evolu-
tion of the X-radiation time evolution and this study is an extension of complementary research 
given in [7, 8] related to the unperturbed conditions and relaxation period, respectively. Due 
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to the first reason this flare has also been con-
sidered in several previous investigations (see 
[13] and references therein). One of the open 
questions of this study is related to research of 
the radiation and atmospheric properties on the 
electron reduction in the considered flare phase. 
This task exceeds the topic of this paper and 
should be a subject of the incoming research.

The time evolution of the solar X-ray 
radiation is important for determination of the 
time period within the ionospheric parame-
ters that should be analyzed. In fig. 1 it is seen 
that the flux increase is recorded from about 
10:48 UT to near 11:53 UT. However, the be-
ginning of the considered period is chosen to 
be about 11:49 UT because of the time delay 
of the ionospheric response (seen as the begin-
ning of variations in signal amplitude Arec and 
phase Prec) with respect to the start of the flare 
occurrence. 

Processing of the recorded amplitude and 
phase (using the LWPC numerical model for 
simulation of the VLF signal propagation [10]) is directed to determination of Wait’s parame-
ters sharpness β [km–1) and signal reflection height H’ [km] which are required for calculation 
of the electron density Ne(h,t) [m–3] at fixed altitude h [km] using Wait’s model [14] and expres-
sion given in [15]:

 13 ( ) '( ) [ ( ) 0.15], 1( 3 0 e e) .4 1 t H t t h
eN h t β β− −= ⋅  (1)

which is the standard procedure applied in numerous studies of the low ionospheric distur-
bances induced by different events [6, 16, 17].

The Wait’s parameters are modeled using criteria given in [16] and applied in many 
papers [6, 18, 19]. The obtained values and the relevant fitted curves (polynomial functions of 
the order 4) are shown in fig. 2 (upper panel). The surface plot of the electron density time and 
altitude dependences, shown in the bottom panel of this figure, are in agreement with relevant 
data presented in [6, 9, 16].

D-region modelling

In the upper horizontal uniform D-region, where the recombination processes domi-
nate in the free electron number reduction, the electron density dynamics can be described by 
expression [20]:

 2
0 eff

d ( , ) ( ) ( , ) ( ) ( , ) ( , )
d
e

e
N h t G h K h t I t h t N h t

t
α= + −  (2)

where G0(h) is the electron gain rate in the unperturbed D-region at altitude, h, whose determi-
nation is explained in details in [7], I(t) – the X-radiation flux detected by the GOES satellite in 
energy channel for wavelengths between 0.1 nm and 0.8 nm at time, t. The coefficient K(h, t) 
is a space and time dependent scaling coefficient described in [5] while αeff is the effective re-

Figure 1. Increase of the X-radiation flux 
recorded by the GOES-14 satellite at 
wavelengths domain 0.1-0.8 nm (upper panel) 
and reaction of the phase and amplitude 
(bottom panel) of the VLF signal emitted by 
the DHO transmitter located in Germany and 
received by the AWESOME receiver in Serbia. 
The shaded domain represents the considered 
period analyzed when the recorded X-radiation 
flux increases in time after beginning of the 
ionospheric response
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combination coefficient that also vary in space 
and time.

Although we can neglect transport pro-
cesses (they become important at altitudes 
above 120-150 km [21]) and although the time 
and altitude dependencies of Ne(h,t) and G0(h) 
in the horizontal uniform ionosphere can be 
determined, eq. (2) is very complex because 
of lack of observational data needed for calcu-
lation of the coefficients K and αeff during the 
disturbance. For this reason, it is necessary 
to use some approximations for one of these 
parameters. 

In this study we use the previous research 
presented in [7] and [22] to model the effective 
recombination coefficient time evolutions at the 

upper D-region heights. The developed procedure and the obtained results open possibility for 
further modeling other plasma parameters in the upper part of the D-region disturbed by the 
solar X-ray flare and they enable study of the flare phase between its maximum flux and recom-
bination regime which will be in focus of our upcoming research.

Modelling the time evolution of the effective recombination coefficient

As we already said, determination of the time evolution of the effective recombination 
coefficient is a very complex task and, due to lack of real observations which are necessary for 
calculation of plasma parameters at the considered location and time period, it is necessary 
to use some approximations. In this study we present a model for calculation of the effective 
recombination coefficient at altitude domain between 75 km and 85 km during increase of the 
X-ray flux. Our procedure is divided in three steps:
 – Determination of an analytical expression for dependency of the effective recombination 

coefficient on the X-ray flux at a fixed altitude using data given in literature,
 – Correction of the obtained dependence on calculated effective recombination coefficient in 

quiet conditions obtained from a real low ionospheric observation relevant to the considered 
case and transformation of the flux dependency in time evolution of the effective recombi-
nation coefficient corrected to the initial condition for the considered case.

 – Correction of the obtained dependency on the calculated effective recombination coefficient 
in the maximum X-radiation flux obtained from a real low ionospheric observation relevant 
to the considered case.

In this way, we provide a model for calculation of the effective recombination coeffi-
cient based on real observations which means that the obtained values are related to the consid-
ered event and the observed area.

Dependence of effective recombination coefficient on X-ray flux

Research presented in [5] shows that dependence of the electron density and its time 
derivative on the X-ray flux detected by the GOES satellite has complex shapes. However, in 
the period between times of relatively small increase of the electron density and maximum of 
the considered X-radiation flux these dependences are very close to linear dependences in the 
exp-exp scale. Furthermore, the time evolution of radiation at wavelengths which dominate 

Figure 2. Time evolutions of Wait’s parameters 
(upper panel) and the electron density in the 
altitude domain between 75 km and 85 km 
(bottom panel) for the considered X-ray  
flare event
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in ionization in the upper ionosphere indicates that the expected variations in the parameter K 
near the radiation maximum (primarily induced by variation in the X-radiation spectrum) is not 
significant. Because of these properties and assuming that ionization without the X-radiation, 
G0(h), is stationary (e. g. that X-radiation is the dominant source of the ionization rate increase) 
we assumed that the fitted dependence of the effective recombination coefficient in maxima of 
the X-radiation fluxes detected by the GOES satellite at the wavelength domain 0.1-0.8 nm for 
different flare events can be used as the dependence of this plasma parameter on the X-radiation 
flux during its increase in one particular X-ray flare event. Here we consider the X-ray flux 
detected by the GOES energy channel for the wavelength domain 0.1-0.8 nm because it better 
describes the X-ray photoionization in the upper D-region than the other energy channel (0.05-
0.4 nm) [5].

Dependencies of the effective recom-
bination coefficient in the X-radiation flux 
maxima is given in several studies [6, 22, 23]. 
In our investigation we use the results pre-
sented in [22] which are related to the altitude 
of 80 km. As seen in fig. 3, the influence of 
the radiation characteristics and atmospheric 
conditions relevant for different flare events is 
important. For this reason, we fit these values 
to estimate the analytical expression for the 
ψeff (Ф) dependence at this altitude. Here we 
notice that the letters ψ and Ф are used for 
the effective recombination coefficient and 
X-radiation flux in the maximum X-radiation 
of events analyzed in [22] to indicate the dif-
ference of these parameters from those calcu-
lated by data obtained in real observations of 
the particular studied events which are desig-
nated as α and I, respectively. To choose the 
fitting function for fit data given in [22] we use 
the criterion that ψeff (Ф) should saturate going to lower fluxes e. g. going to quiet conditions. 
In fig. 3 we show the obtained fitted curves for log(ψ*)(log(Ф*)) by formula:

 
( )*

*
eff log( ) log 11.32906

11.2868 14.13109log( ) 14.13109
1 10 φ

ψ
− −

− +
= − +

+
 (3)

Here we fitted the logarithmic values of the considered physical parameters divided 
by relevant unique values, log( *

effψ ) = log( effψ /1 m3s–1) and log(Ф*) = log(Ф*/1 Wm–2), to 
obtain better determination of representative fits related to values which lies within more than 
one order of magnitude.

The fact that the considered altitude domain is characterized by very similar processes 
allows us to use eq. (3) as approximation in the entire considered altitude domain. This assump-
tion is in agreement with results obtained in [23]. 

The obtained values are relevant for the set of data given in [22] that describes specific 
conditions in the ionosphere relevant for the events analyzed in that study. To obtain the proce-
dure for determination the dependence of the effective recombination coefficient on the radia-
tion flux (or in other words, to reduce the influence of the considered geographical locations and 

Figure 3. Left axis: Dependences of ψeff 
normalized to its unit values 1 m3s–1 on the 
X-radiation flux normalized to its unit values  
1 Wm–2. Scatters represent values obtained in 
[22] while dashed line is obtained by fitting 
these values with eq. (3). Right axis: tick solid 
line represents normalized values of fitted curve 
on value of log(ψ *

eff
o ) related to quiet state. These 

calculations are made using eq. (4)

Φ *log( )

ψr
ψ

* eff
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g(
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other parameters), in our model we modified the fitted curve using observational data relevant 
to quiet conditions and values at the moment of the radiation flux maximum for the considered 
X-ray flare and observed D-region area.

Correction on the quiet condition

To fit the obtained curve to the values obtained by real observations we first normalize 
the dependence log(ψeff

o ) given by eq. (3) on its value relevant for the unperturbed conditions 
log(ψeff

o ):

 *

*
eff

*
eff

(log[ ]
log( )

)
o

rψ
ψ Φ
ψ

=  (4)

This expression gives us the final information from the data given in [22] and it is 
further used as an input set of data for calculation the time evolution of this plasma parameter 
for the considered flare event.

The next step in our procedure is applying eq. (4) (dependent on flux) in calculation 
of the first correction coefficient, ro, (describing the correction on the initial unperturbed con-
ditions) which is time dependent. To do that, we use the GOES satellite data set for the X-ray 
flux time evolution and find pairs of parameters t and Φ specific for the considered flare event. 
These parameters allow us to transform the energy dependence that is given in eq. (4) and 
shown in fig. 3 to ro: rψ*(Φ) → ro (t). Here we notice that transformation should first be made 
for the relevant form with logarithm expressions and after that, using the exponential function, 
the required corrected parameter should be calculated.

The product of coefficient, ro, and the initial effective recombination coefficient eff
oα  

gives the effective recombination coefficient corrected only to the unperturbed conditions. 
Here, eff

oα  can be determined from eq. (2) assuming dNe/dt ≈ 0 and G0 (h) >> K(h, t)I(t).

 0
eff 2

( )( )
( )

o
o
e

G hh
N h

α =  (5)

where o
eN  represents the electron density in the quiet ionospheric D-region. As we already said, 

o
eN  and G0(h) can be obtained by procedures explained in [7] and [15], respectively.

Correction on properties at time of the X-radiation flux maximum 

In the second correction we normalize the obtained dependence by function r:

 (Imax)
(Imax)

o

or rΦ Φ
Φ Φ

−
=

−
 (6)

which fits the modeled effective recombination coefficient corrected on quiet conditions in pro-
cedure explained in section Correction on the quiet condition to its value αeff obtained in the 
modeling based on real observation of the analyzed event at the time of the X-radiation in-
tensity maximum. Here, Φ(Imax) and r(Imax) are Φ and r at the time of the X-radiation intensity 
maximum, respectively.

Similarly like in the procedure given for the first correction, Imax
effα  can be obtained 

from eq. (2). As we here consider the maximum of the X-radiation, we can assume that the time 
derivative of KI is equal to 0. In addition, from the fact that the electron reduction rate still in-
creases in this period [24] we can conclude that Ne

2 (it increases in time) dominates αeff in time 
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variation of this term e. g. that dαeff/dt < dNe
2/dt. For this reason, we use d(αeffNe

2)/dt ≈ αeffdNe
2/

dt. By these assumptions, the time derivative of eq. (2) gives:

 

Imax

12 2
Imax
eff 2

d d( )
d

) (
d

( , , )e e

t t

N Nh
t

h h t
t

t
α

−

=

 
= −  

 
 (7)

Finally, the obtained expression for the effective recombination coefficient is:

 Imax
eff eff( ) ( ) ( )oh C h hα α=  (8)

where normalized coefficient C is given by:

 (Imax)
(Imax)

o
o

oC r rΦ Φ
Φ Φ

−
=

−
 (9)

Modeling of the electron loss rate

As one can see in eq. (2), knowledge of the electron density and effective recombina-
tion coefficient allows us to calculate the electron loss rate L(h, t) using the expression:

 2
eff( , ) ( , ) ( , )eL h t h t N h tα=  (10)

where the electron recombination coefficient αeff and the electron density Ne are given by 
eqs. (8) and (1), respectively.

Results and discussions

In this paper we apply the model presented in section D-region modelling to the X-ray 
flux data detected by the GOES-14 satellite and to data on the amplitude and phase of the 23.4 
kHz signal emitted by the VLF transmitter in Germany and received by the Belgrade receiver 
station in Serbia. These values, recorded during the period of influence of the solar X-ray flare 
of class C8.8 occurred on May 5, 2010, are given in section Experimental set-up, observations 
and data processing, fig. 1.

As we can see in section D-region modelling, to determine the time evolution of the 
effective recombination coefficient it is necessary to know its values in quiet conditions and at 
the moment of the solar X-radiation maximum. Calculations based on eqs. (5) and (7) give the 
lower values of αeff during a maximum of the radiation intensity than when the state is quasi sta-
tionary, and its variation within one order of magnitude at fixed altitude during the considered 
flare influence. In both cases αeff decreases with altitude.

Although research of the altitude dependence of the coefficient αeff is presented in sev-
eral studies the comparison of obtained results is not simple due to variations with geographical 
position and periodical changes in quiet Sun radiation and unperturbed atmospheric properties. 
During perturbed periods, additional differences in atmospheric dynamic can be consequences 
of various X-radiation spectral characteristics. These deviations are visualized in [24, 25] where 
one can see that the presented values at fixed altitude can lie within about three orders of mag-
nitude. However, it is important to point out that αeff decreases with altitude, as visible in fig. 4, 
is also obtained in 8 of 10 and in 9 of 10 analyses shown in [24, 25], respectively.

The obtained values in the case of quiet conditions are in a good agreement with 
those presented in earlier investigations. In fig. 4 we can see that our model, applied to the 
considered conditions, gives a very similar shape in comparison with those shown in [26] 
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(blue dotted lines). Comparison with one curve 
given in [24] (tick dashed blue line) is better for 
higher altitudes while the second curve given 
in [24] (thin dashed blue line) has larger values 
of αeff than in the cases of all presented depen-
dencies (this deviation is more pronounced at 
higher altitudes). 

Comparison of the obtained dependence 
αeff(h) at the moment of the X-radiation max-
imum is harder than for quiet condition be-
cause of the lack of relevant data for the X-ray 
flares of the considered class. In fig. 4 we show 
the relevant data for 74.1 km and 74 km ob-
tained by fitting of dependencies αeff in the 
maximum X-radiation flux presented in [6, 27] 
(fill and open scatters, respectively). In addi-
tion, in these studies we give calculated values 
for events of class very similar to the X-ray 
flare which we analyze. Here, one can see that 
all these values and the expected value in our 
calculation which can be seen as extrapolation 
of the red line to 74 km, differ within one order 
of magnitude. The lower values of αeff (h) are 
obtained by extrapolation of data presented in 
[23] (red line with scatters). In this case better 
comparison is obtained for lower altitude 
(within one order of magnitude below about 
80 km). At 85 km, these values are within two 
orders of magnitude.

Time evolutions of the effective recom-
bination coefficient, αeff, in altitude domain be-
tween 75 km and 85 km during the period of the 
X-ray flux increase are presented in fig. 5 for 
the considered flare. The upper panel shows that 
both time and altitude dependences are monot-
onous functions. Namely, the values of αeff at 
fixed altitude decrease during the entire consid-
ered period and, on the other side, they increase 
going to the Earth surface at a fixed time, t. 

Time evolutions of αeff at altitudes 75 km, 
80 km and 85 km are shown in the bottom panel 

of fig. 5. As one can see, the shapes of these dependences are the same for the logarithmic y 
scale and, for the considered X-ray flare event, their values differ within an order of magnitude 
at a fixed altitude.

Properties of the monotonous time and altitude dependences of the electron loss rate, 
calculated using eq. (10) for the known αeff and Ne are opposite of what was obtained in the pre-
vious analysis. Namely, it can be seen in the upper panel of fig. 6 that this parameter reaches a 

Figure 4. Altitude distribution of αeff in a quiet 
state and at time of the X-ray flux maximum 
obtained in our model and their comparison 
with curves presented in [24, 25] for quiet 
conditions (blue lines) and presented or derived 
from data given in [6, 23, 26] for the maximum 
radiation (red line or scatters). Detailed 
description is given in text (for color image see 
journal web site)
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Figure 5. Upper panel: Surface plot αeff 
normalized to its unit values 1 m3s–1 as a 
function of time, t, and altitude, h, during 
increase of the X-ray flux of the considered 
solar X-ray flare. Bottom panel: Time evolution 
of αeff at altitudes of 75 km, 80 km and 85 
km during increase of the X-ray flux of the 
considered solar X-ray flare (for color image see 
journal web site)
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maximum at the end of the considered time in-
terval and that its value increases with altitude 
during the entire time period. 

Contrary to the same shapes of the time 
evolution of the parameter αeff at different 
heights, the comparison of the electron loss rate 
during the considered time period at 75 km, 
80 km, and 85 km shows a larger increase of its 
values going to the upper D-region boundary. 
According eq. (10), this difference can be ex-
plained by a more pronounced increase of the 
electron density (L~Ne

2) relative to the decrease 
of the effective recombination coefficient 
(L~αeff) occurring with altitude.

Keeping in mind that the electron loss 
rate is approximatively equal to the electron 
gain rate induced by the Lyα radiation in the quiet period, we can say that the obtained values 
before the X-ray flare perturbation in this case are in agreement with values presented for the 
other two flares in [7] and those given in [24, 28, 29, 30]. Comparison of the noticed depen-
dences are shown in [7]. In addition, as we already said, the electron density at the maximum of 
the X-radiation is in the domain of values reported in other papers (see for example [6, 9, 16]). 
For this reason and owing to the indicated agreement of the effective recombination coefficient, 
we can conclude that eq. (10) for the electron loss rate at the maximum of the X-radiation flux 
yields acceptable values.

Conclusions

In this study we presented a procedure for determination of changes of plasma pa-
rameters in the upper D-region during the increase of ionospheric heating by solar radiation 
during an X-ray flare. We considered the effective recombination coefficient and electron loss 
rate and apply the developed procedure to determine their time evolutions at the altitude domain 
between 75 km and 85 km from data obtained from the low ionospheric monitoring by the VLF 
signal emitted in Germany and received in Serbia during the influence of the solar X-ray flare 
which occurred on May 5, 2010.

The obtained results show a decrease of the effective recombination coefficient with 
strengthening of the X-radiation at altitudes between 75 and 85 km with the same profiles in the 
lin-exp scale. Nevertheless, the electron loss rate increases in time and with altitude. Also, the 
variations of this rate in the considered height domain increase in time, e.g. with the radiation flux.

This procedure includes data obtained in real observations which indicates the rele-
vance of obtained results for research of the considered part of the D-region and the considered 
event that cause perturbations. It is an extension of research of plasma parameters to D-region 
during influence of a solar X-ray flare. Namely, the existing studies are primarily directed to 
the quiet conditions before the flare occurrence, at radiation flux maximum, or in the relaxation 
period after termination of the flare influence on the atmosphere. Our results, however, intro-
duce the effects of temporal transition between the first two quasi stationary states and can also 
be used for modeling the temporal transition to the third domain (between the radiation flux 
maximum and beginning of the relaxation period) which, to our knowledge, has not yet been 
done from real observation data.

Figure 6. The same as in fig. 5 but for the 
electron loss rate L (for color image see journal 
web site)
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Because this method is applicable to numerous data sets obtained by the VLF/LF 
receiver network (it observes a large part of the terrestrial low ionosphere), the presented pro-
cedure allows further studies of spatial variation of the considered ionospheric parameters and 
enables research of influence of different spectral properties of solar X-ray flare events. The 
obtained results also open a possibility for modeling parameters relevant to electron gain pro-
cesses using the equation for electron density dynamics. Here, we point out that this research 
requires a detailed analysis of the influence of the X-ray photon energies on the upper D-region 
altitude domain and that inclusion of time evolution of the X-radiation should be analyzed in 
more details for a better determination of these parameters.
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Nomenclature 
Arec – recorded signal amplitude
C – normalized coefficient
G0 – electron gain rate under unperturbed 

conditions, [m3s–1]
H’ – signal reflection height, [km]
h – altitude [km]
I – X-radiation flux, [Wm–2]
K – scaling coefficient, [W–1m–1s–1]
L – electron loss rate, [m3s–1]
Ne – electron density, [Wm–2]
Prec – recorded signal phase
r – correction coefficient, [–] 
t – time, [s]

Greek letters

αeff – effective recombination  
coefficient, [m3s–1]

β – sharpness, [km–1]
ψeff – fitted effective recombination  

coefficient, [m3s–1] 

Superscripts

* – normalized on unique values
o – unperturbed conditions

Acronyms

AWESOME – atmospheric weather  
electromagnetic system for  
observation modelling and  
education 

LWPC – long-wave propagation capability
VLF – very low frequency
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Abstract. The hydrogen Lyα radiation emitted from the Sun is the main
source of photo-ionization processes and, consequently, of the free electron pro-
duction in the ionospheric D-region. Variations in the intensity of the incoming
Lyα radiation affect changes in the electron density and they show up as peri-
odic daily and seasonal changes, and changes during a solar cycle. The Quiet
Ionospheric D-Region (QIonDR) model describes these periodic changes. In
this study, we analyse how changes during a year and changes in the smoothed
daily sunspot number (both processes affect the intensity of incoming radiation
in the D-region) affect the electron density changes related to quiet conditions.
The presented modelling is based on the results of the QIonDR model obtained
for the part of Europe defined by the positions of the very low frequency (VLF)
signal transmitters ICV (Sardinia, Italy) and DHO (Lower Saxony, Germany),
and the AWESOME (Atmospheric Weather Electromagnetic System for Ob-
servation Modeling and Education) receiver position (Belgrade, Serbia) in ap-
plication of the QIonDR model on real signals.

Key words: solar hydrogen Lyα line – ionospheric D-region – QIonDR model
– VLF signals

1. Introduction

Study of the electron density dynamics in the ionosphere is of crucial importance
for scientific research of many plasma parameters, and physical and chemical
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processes in this atmospheric layer, as well as for modelling of the ionospheric in-
fluence on different kinds of electromagnetic waves. Variations in the ionospheric
electron density occur as a result of numerous permanent influences coming from
the outer space (Basak & Chakrabarti, 2013; Chakraborty & Basak, 2020; Nina,
2022) and terrestrial layers (Kumar et al., 2017; Nina et al., 2020), and their in-
fluence can be both periodical and aperiodical.

The most important source of the free electron production in the ionosphere
is the solar radiation. Depending on the wavelength of the photons of this ra-
diation, the efficiency in the considered photo-ionization processes depends on
the altitude. Thus, the most significant parts of the spectrum that ionize the
ionospheric D-region are the Lyα (121.6 nm) during quiet conditions and X-
radiation generated by solar X-ray flares.

In this paper we analyse periodical variations of the ionospheric D-region
electron density induced by local variations in the intensity of the solar hydrogen
Lyα radiation at the considered area. We perform calculations based on Wait’s
model (Wait & Spies, 1964) by considering the ionosphere as a horizontally
uniform medium with the electron density increasing exponentially with height
according to an expression described by two independent, the so-cold Wait’s,
parameters: the ”sharpness”, and the signal reflection height.

There are several procedures for the quiet ionosphere parameters determina-
tion. Generally, they are based on the broad-band detection of radio atmospher-
ics in periods of lightning activities (Han et al., 2011; Ammar & Ghalila, 2020)
and detection of the narrow-band very low frequency (VLF) signals (Thomson,
1993; McRae & Thomson, 2000; Thomson et al., 2011; Nina et al., 2021). In this
paper, we analyse variations of the D-region electron density N depending on
the smoothed daily sunspot number, σ, and on its variations in time (t) and
on the day of year (DOY). We apply the Quiet ionospheric D-region (QIonDR)
model (Nina et al., 2021) that provides dependencies of Wait’s parameters on
σ and DOY for the part of Europe defined by the positions of the VLF sig-
nal transmitters ICV (Sardinia, Italy) and DHO (Lower Saxony, Germany),
and the AWESOME (Atmospheric Weather Electromagnetic System for Ob-
servation Modeling and Education) receiver (Belgrade, Serbia) which are used
to develop this model. The mentioned dependences of these parameters in the
QIonDR model were obtained by fitting relevant values calculated in process-
ing of observational data during perturbations caused by 9 solar X-ray flares
that occurred during all four seasons in the midday periods from 2009 to 2016.
The application of the obtained functions enables the modelling of White’s pa-
rameters and, consequently, the electron density in the D-region during quiet
midday conditions without observational data only by DOY and σ (it can be
obtained based on the appropriate data available on the Internet) entering into
the calculations for the considered day.
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2. Modelling

The electron density modelling is based on Wait’s model of the ionosphere,
which involves a horizontally uniform ionosphere described by two independent
Wait’s parameters, the ”sharpness” (β) and the signal reflection height (H ′)
and the expression from Thomson (1993):

N(σ,χ, h) = 1.43 · 1013e−β(σ,χ)H′(σ,χ)e[β(σ,χ)−0.15]h, (1)

where N , β and H ′ are given in m−3, km−1 and km, respectively.
The dependencies of Wait’s parameters on σ and the seasonal parameter χ

are calculated using the QIonDR model (Nina et al., 2021):

β0 = 0.2635+0.002573 ·σ−9.024 ·10−6σ2 +0.005351 ·cos(2π(χ−0.4712)), (2)

and

H ′0 = 74.74 − 0.02984 · σ + 0.5705 · cos(2π(χ− 0.4712) + π). (3)

These equations were obtained in the aforementioned study based on observa-
tional data of the DHO and ICV signals emitted in Germany (53.08 N, 7.61E)
and Italy (40.92 N, 9.73 E), respectively, and recorded in Serbia (44.8 N, 20.4
E). For this reason, they are relevant for the area between these transmitters
and receivers, i.e. approximately for the D-region above Central Europe.

Here, we point out that the uncertainties of the mentioned procedure are
caused both by the approximations related to the White model of the ionosphere
and by the approximations applied in the QIonDR model. These approximations
primarily refer to considering the D-region as a horizontally uniform medium
and the electron density distribution as an exponential function of height. In
addition, the functional dependences of Wait’s parameters on DOY and σ in the
QIonDR model were obtained by fitting the relevant values of observational data
for 9 analysed cases that met the analysis criteria. In specific cases, deviations
of the relevant values from those given by these fitted functions are expected
due to the constant influence of a large number of events and processes on the
ionosphere.

The absolute variations of electron density due to changes in the observed σ
and DOY are calculated based on the expressions:

∆N(σ(i),χ(j), h)

∆σ
=

1

2
(N(σ(i+ 1),χ, h) −N(σ(i− 1),χ, h)) , (4)

and

∆N(σ(i),χ(j), h)

∆d
=

1

2
(N(σ(i),χ(j + 1), h) −N(σ(i),χ(j − 1), h)) (5)
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where the i-th value of σ(i) is calculated using the expression σ(i) = 19 + i
(i = 1, 2, 3, ..., 101 ), and the value of χ(j) = j/NDY (j=1,2,3,...,NDY, where
NDY is the number of days in a year).

In this paper, the relative changes of the electron density with σ and DOY
are analysed. They are calculated by dividing Eqs. (4) and (5) with the corre-
sponding value of the electron density, respectively.

3. Results and discussion

In this Section, we present the results of modelling the electron density changes
with σ (Section 3.1) and with DOY (Section 3.2). In both cases, we observe
absolute and relative changes in the electron density at heights H= 60 km, 70
km, 80 km and 90 km for all combinations of DOY and σ ranging between 20
to 120.

3.1. Solar cycle variations

The electron density changes during a year and solar cycle. Consequently, vari-
ations in the solar hydrogen Lyα radiation do not have the same effect on the
D-region characteristics at different periods. To examine how changes in σ affect
changes in electron density under different conditions, we study the dependen-
cies of the derivatives ∆N

∆σ versus DOY and σ. The results of this modelling,
based on the expressions given in Section 2, are shown in Fig. 1. Based on the
obtained panels we can conclude the following:

– The tendencies of the absolute changes of N are the same for all D-region
heights.

– The intensity of these changes increases with altitude. For observed heights
that differ by 10 km, the values on the scales differ by more than one order
of magnitude.

For small values of σ at 70 km, the obtained values of ∆N
∆σ are below 10−6

m−3. Because of approximations taken in the QIonDR model, these values
can be considered approximately equal to 0. By decreasing the height, the
maximum values of σ to which this approximation is applied increase (the
exact value depends on DOY).

– Changes in the electron density for the same DOY increase with σ.

– The most pronounced changes in ∆N
∆σ for all values of σ occur in the period

around the summer solstice.

Bearing in mind that the electron density changes with height, we analyse
its relative changes with sigma to determine the local significance of changes in
emitted solar hydrogen Lyα radiation. For this reason, we apply the procedure
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Figure 1. Ratio of variations ∆N and ∆σ ∆N
∆σ

, versus DOY and σ at heights h= 60,

70, 80 and 90 km.

shown in the previous case to determine the dependencies 1
∆σ

∆N
N . Based on

the obtained results visualized in Fig. 2, the following characteristics of 1
∆σ

∆N
N

changes can be observed:

– The maximum values of 1
∆σ

∆N
N at all D-region heights are within one order

of magnitude for the observed values of σ, and they increase with height;

– The maximum considered relative changes occur in the summer solstice pe-
riod.

– The maximum relative changes of N with the smoothed daily sunspot num-
ber occur at smaller values of σ with increasing height.

– As a consequence of the small values of ∆N
∆σ in the lower part of the D-region

for lower values of σ, it can be concluded that the relative changes in these
parameters are negligible.
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Figure 2. Dependencies of the relative changes in the electron density with the

changes of the smoothed daily sunspot number, ∆N
N∆σ

, on DOY and σ at h = 60,

70, 80 and 90 km.

3.2. Seasonal variations

The analysis of the electron density absolute and relative changes with DOY is
shown in a similar way as in the previous case.

Based on the obtained 3D dependencies of the electron density absolute
changes shown in Fig. 3, the following conclusions can be drawn:

– The intensity of these changes increases with the height, and their maxima
at the lower and upper boundaries of the D-region differ by about 4 orders
of magnitude.

– From the winter to summer solstice ∆N
∆d is positive, while going from a sum-

mer to a winter solstice, this parameter is negative. Changes in the electron
density with DOY are most pronounced during equinoxes.

– The influence of σ on ∆N(σ(i),χ(j),h)
∆d increases with height.

The relative changes of the electron density (presented in Fig. 4) show the
following characteristics:
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Figure 3. Dependencies of the absolute changes in the electron density with the day
∆N
∆d

, versus DOY and σ.

– The values of 1
∆d

∆N
N for the same σ and for the same day are within one

order of magnitude in the entire D-region.

– The influence of σ on the observed changes is not expressed. It is most
pronounced during the summer and winter solstices.

– As in the case of absolute changes, 1
∆d

∆N
N is positive in the period between

the winter solstice and summer solstice, while going from the summer to
winter solstice it is negative.

4. Conclusions

In this paper, the absolute and relative changes of the mid-day D-region electron
density during a year and a solar cycle were analysed. The analyses are based
on modelling the undisturbed ionospheric D-region by the QIonDR model. The
obtained results show the following:
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Figure 4. Dependencies of the relative changes in the electron density with the day
∆N
N∆d

, versus DOY and σ.

– Both, the absolute and relative changes in the electron density with the
smoothed daily sunspot number and with the day of year increase with
altitude.

– The maximum absolute changes at the upper and lower limits differ by about
four orders of magnitude, while the corresponding maximum relative changes
differ by about 2 times.

– Due to the small values of changes in the electron density with the smoothed
daily sunspot number at the lower altitudes of the D-region, it can be consid-
ered that they are negligible for smaller values of the smoothed daily sunspot
number.

– The maximum values of the observed changes in the electron density with the
smoothed daily sunspot number are in the period of the solstices, while those
changes with the day of year are most intense in the periods of equinoxes.
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– The resulting assessment of the influence of the smoothed daily sunspot
number on the observed changes in the electron density based on the QIonDR
model has more complex characteristics than in the case of seasonal changes:

– The absolute changes in the electron density with the smoothed daily
sunspot number increase with this number at all altitudes throughout a
year.

– The maximum relative changes of the electron density with the smoothed
daily sunspot number occur during the period of the summer solstice.
The smoothed daily sunspot number corresponding to these maximum
changes decrease with the D-region heights.

– At higher altitudes, the absolute changes in the electron density with days
at higher altitudes increase with the smoothed daily sunspot number.

– The relative changes in the electron density with days increase with the
smoothed daily sunspot number at all altitudes.

Finally, it should be emphasized that it is not possible to check the ob-
tained dependencies on the basis of other models. Namely, some of the other
existing models do not give dependences on both observed parameters, while
some expressions use dependences on the Zürich sunspot number, which has
been replaced by the international sunspot numbers since 1980. Therefore, it is
necessary to verify the obtained conclusions in the future.
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Abstract. Recent research indicates that the influence of the ionospheric D-
region on the propagation of satellite signals cannot be ignored during the
intense X-radiation emitted during solar X-ray flares. In this paper, we inves-
tigate the influence of changes in the solar hydrogen Lyα radiation, which is
manifested in variations of the D-region electron density and, consequently, the
total electron content in this region, on the propagation of the Global Naviga-
tion Satellite System (GNSS) signals. We consider changes during a solar cycle
and year, represented by the smoothed daily sunspot number and the day of
year. The obtained results indicate that the influence of the D-region on these
signals is not negligible for positioning with a single signal recorded by a single
receiver during the period around the maximum of a solar cycle.

Key words: solar hydrogen Lyα radiation – total electron content – ionosphere
– GNSS signal delay

1. Introduction

The terrestrial atmosphere is constantly exposed to the influence of solar radia-
tion, which significantly affects the characteristics of its upper part. The conse-
quence of that influence is the formation of the ionized layer called the ionosphere
(50 km - 1000 km) in which ionization processes occur in collisions of atmo-
spheric particles with different kinds of particles and photons. Photo-ionization
processes depend on the incident photons wavelengths and the considered lo-
cation. Namely, solar photons in the upper ionosphere, which play a dominant
role in photo-ionization processes in these altitude domain, have wavelengths
in the soft X-domain of the electromagnetic spectrum, while, during quiet solar
conditions, the solar hydrogen Lyα photons are the most significant source of
these processes in the lowest ionospheric layer called the D-region.

Free electrons produced in the photo-ionization processes play a significant
role in the propagation of electromagnetic waves, including the satellite signals
emitted by the Global Navigation Satellite System (GNSS). This system refers
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to any constellation of satellites used to provide accurate and three-dimensional
positioning and navigation on a global or regional scale. The United States De-
partment of Defense has been established NAVSTAR GPS (Global Positioning
System) as the very first system of its kind. Following that lead, five other posi-
tioning systems were built during the last two decades, including Russia’s Global
Navigation Satellite System (GLONASS), China’s BeiDou (or COMPASS), the
Navigation with Indian Constellation (NavIC) (or the Indian Regional Naviga-
tion Satellite System (IRNSS)), Japanese Quasi-Zenith Satellite System (QZSS),
and the European Union’s GALILEO (Hofmann-Wellenhof et al., 2008).

GNSS signals play a very important role in modern life, which is why the
study of the ionospheric electron density changes also has practical applica-
tions. The influence of the atmosphere on their propagation is significant in the
ionosphere and troposphere. At the same time, the ionospheric effect on signal
propagation is more important in the upper ionosphere due to a significantly
higher electron density than at its lower altitudes. However, recent research in-
dicates that the influence of the perturbed D-region cannot be ignored (Nina
et al., 2020). Bearing in mind that even in the absence of sudden disturbances,
the characteristics of this ionospheric layer change significantly due to changes
in the intensity of incoming Lyα radiation during a solar cycle, year and time
of day, the question arises as to how these changes affect the propagation of a
GNSS signal. The aim of this paper is to investigate the influence of changes
in Lyα radiation during a solar cycle on the delay of the GNSS signal during
a year. In this study, we analyse the maximum daily influence of the D-region
on the signals, which occurs at noon. This analysis is based on Wait’s model of
the ionosphere (Wait & Spies, 1964), which describes the ionosphere with two
parameters: the ”sharpness”, β and the signal reflection height, H ′, and on the
Quiet Ionospheric D-Region (QIonDR) model (Nina et al., 2021), which pro-
vides these parameters at noon of the selected day. According to the QIonDR
model, White’s parameters are counted as functions of the ordinal number of
this day in year (Day of Year, DOY) and the smoothed daily sunspot number,
σ, relevant for the considered day.

2. Modelling

The solar ionizing radiation (particles and photons in the soft X and UV do-
mains) produces the free electrons in the ionosphere in sufficient quantities to
directly affect the radio waves propagation (from 3 kHz up to 300 GHz). The
ionospheric parameter which has a significant role in quantification of the iono-
sphere’s state impact on the electromagnetic wave propagation is the Total
Electron Content (TEC). It represents the total number of electrons in a col-
umn with a 1 m2 cross-section area along the signal path from a transmitter
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(satellite) to the receiver. Thus, it can be expressed by the simple line integral
(Seeber, 2003; Hofmann-Wellenhof et al., 2008):

TEC(t) =

∫ R

S

Ne dh, (1)

in which Ne stands for the electron density, R and S are the upper and lower
ionosphere boundary, and h is the altitude. TEC is expressed in the Total Elec-
tron Content Units (TECU), which amounts to 1016 free electrons per m2.

TEC delays signal propagation from satellite to receiver. Relationship be-
tween TEC and signal delay (PION ) is defined by following equation (Hofmann-
Wellenhof et al., 2008):

PION = ±40.3

f2
·
∫ R

S

Ne dh = ±40.3

f2
· TEC, (2)

where f denotes frequency of the considered electromagnetic wave, i.e. the used
satellite signal.

In this paper, we focus attention on the D-region influence on the sig-
nal propagation. For this reason, we modify Equations (1) and (2) such that
they only apply to this ionospheric region. If we slightly modify integration
boundaries, by setting the upper and lower bounds of the D region instead, i.e.
S = hlow = 60 km and R = hupp = 90 km, Equation (1) can be rewritten as
follows:

TECD(t) =

∫ hupp

hlow

Ne dh, (3)

where index D in TECD indicates that the TEC value is for ionospheric D-
region. In a manner that is analogous to the example given earlier, we are going
to refer to the signal delay in the D-region as PD:

PD = 40.3
TECD
f2

. (4)

It is necessary to point out that Equations (1) and (3) represents the TEC
calculation for the electromagnetic wave that is coming in from the zenith di-
rection (signal path goes perpendicular to the D-region boundary). In the case
that the satellite signal does not arrive from the zenith direction, slant TEC
(STEC or STECD for D-region only) is introduced. STEC can be calculated
using the vertical TEC value and the mapping function S(θ) corresponding to
the actual zenith angle θ:

STECD(t) = S(θ) · TECD(t) =
TECD(t)

cos(θ)
. (5)
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As can be seen Equation (3), the TEC in both the vertical and slant di-
rections is a function of the electron density Ne. Equation that can be used to
calculate the electron density is as follows (Thomson, 1993):

Ne(β,H
′, h) = 1.43 · 1013 · e−β·H′ · e[β−0.15]h, (6)

where the ”sharpness”, β, and the signal reflection height, H ′, are given in
km−1 and km, respectively. For quiet solar conditions, these parameters can
be determined using the expressions developed in (Nina et al., 2021) for the
Central Europe using the Quiet Ionosphere D-region (QIonDR) Model. β can
be obtained from:

β(σ, χ) = 0.2635 + 0.002573 · σ − 9.024 · 10−6 · σ2

+0.005351 · cos(2π(χ− 0.4712)).
(7)

while H ′ can be calculated as:

H ′(σ, χ) = 74.74 − 0.02984 · σ + 0.5705 · cos(2π(χ− 0.4712) + π). (8)

As one can see in previous expressions, both, β and H ′, depend on the two
parameters which represent dependency on a solar cycle period, described in
terms of the smoothed daily sunspot number, σ, and dependency on the season
parameter χ = DOY/365, where DOY is the day of year (Nina et al., 2021).

The following expression, derived from Equations (3) and (6), can be used
to calculate the TEC value in the D-region (Todorović Drakul et al., 2016):

TECD(t) = 1000
Ne(β,H

′, ht) −Ne(β,H
′, ht)

β(σ, χ) − 0.15
. (9)

As one can see, the signal delay, PD, is a function of the seasonal parameter,
χ, smoothed daily sunspot number, σ, zenith angle from which electromagnetic
wave reached ionospheric layer, θ, and frequency of the considered signal f . In
this study, we analyse the dependencies on χ and σ for the three fixed values
of θ, and the two f which are used for satellite signals important for the GNSS
positioning.

In addition to analysis of PD dependencies of the indicated parameters, we
also provide analysis of its changes with σ (i.e. changes of derivative ∆PD

∆σ )
depending on the same parameters.

3. Results and discussion

In this contribution, we calculated signal delay PD for TEC values as function
of DOY and the smoothed daily sunspot number. The values of the zenith angles
are chosen to cover the best and worst case scenarios regarding the application
of GNSS technology - zenith angle values of θ = 0◦ and θ = 70◦, as well as
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their mean value θ = 35◦. Calculations of TEC values are performed to cover
all seasons and values of smoothed daily sunspot number σ in the range of 20 to
120. Fig. 1 illustrates vertical TEC values. It shows that TEC reaches its peak
during the summer months (summer solstice), and increases with σ.

TECD (TECU)

0.005

0.010

0.015

0.020

0.025

0.030

0.035

Figure 1. Dependency of vertical TECD on the day of year and σ values.

Calculations of the slant TEC are performed based on vertical TEC values
and Equation (5). Fig. 2 illustrates those values for zenith angle of θ = 35◦ and
θ = 70◦, respectively. The maximum TEC values for θ values of 0◦, 35◦, and
70◦ are respectively 0.04, 0.05, and 0.11 TECU. According to those, we shown
that values grow as the zenith angle increases (e.g. as satellite reaches horizon).
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Figure 2. Dependency of the slant TECD on the day of year, DOY, and the smoothed

daily sunspot number, σ, for the zenith angles θ = 35◦ (left) and θ = 70◦ (right).

In addition to the TEC values, we analyse the signal delay due to influence of
the ionospheric D-region. We consider the frequencies used to broadcast satellite
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signals of the satellite systems mentioned in Introduction which are in the range
of approximately 1.2 GHz to 1.6 GHz (Hofmann-Wellenhof et al., 2008). In this
study we provide calculations for f1 = 1.2 GHz and f2 = 1.6 GHz.

The calculated delays are presented in Fig. 3. In the case of the frequency
f2, signal delay reached values of 6 mm, 8 mm, and 18 mm for θ = 0◦, 35◦, and
70◦. Within the same spirit, for the frequency f1, correspondent delay values
are 11mm, 13 mm, and 32 mm. The comparison of the signal delays for the used
frequencies are given in the third row of Fig. 3. Analysing this comparison, we
can conclude that, even in a relatively small considered frequency range of 0.4
GHz, differences reaches 5 mm, 6 mm, and 14 mm for 0◦, 35◦, and 70◦.

The obtained results indicate that even with the most intense impacts of
solar hydrogen Lyα photons on the ionospheric D-region, changes in the prop-
agation of the GNSS signal are significantly smaller than in periods of intense
perturbations of this ionospheric layer caused by e.g. solar X-ray flares when
PD can exceed 1 m (Nina et al., 2020). However, for large values of θ parame-
ter, the obtained PD exceed 1 cm, which represents the minimum value that is
included in the total signal delay in Wautelet (2013). For this reason, as well as
the fact that the sunspot number can be higher than 120 (the maximum value
of σ considered in this analysis), one can conclude that the positioning error
that a quiet D-region at solar cycle maxima can cause is not negligible. In other
words, variations in the hydrogen Lyα photons that arrive in this layer can pro-
vide enough large changes in propagation of a single GNSS signal that using of
one GNSS signal and one receiver is not relevant for precise positioning, among
others, due to the influence of the quiet D-region during intense radiation from
the Sun.

Table 1. The signal delay PD modelled for Waits parameters presented in Ferguson

(1998) (Long Wavelength Propagation Capability (LWPC) numerical model), Bilitza

(2018) (International Reference Ionosphere (IRI) model), Thomson et al. (2005), Han

et al. (2011), McRae & Thomson (2000) and Thomson et al. (2017) for the signal

zenith angle, θ, of 0o, 35o, and 70o, and GNSS signal frequencies, f , of 1.2 GHz and

1.6 GHz.

source of Wait’s parameters PD (θ = 0o) PD (θ = 35o) PD (θ = 70o)
(mm)
f = 1.2/1.6 GHz

Ferguson (1998) 0.44/0.25 0.54/0.30 1.29/0.72
Bilitza (2018) 1.59/0.89 1.94/1.09 4.65/2.61
Thomson et al. (2005) 3.77/2.12 4.61/2.59 11.04/6.21
Han et al. (2011) 8.98/5.05 10.97/6.17 26.27/14.78
McRae & Thomson (2000) 4.48/2.52 5.47/3.08 13.11/7.37
Thomson et al. (2017) 1.06/0.59 1.29/0.73 3.09/1.74
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θ=0° θ=35° θ=70°

σ

log10PD,f1
*

log10PD,f2
*

log10[PD,f1
*-PD,f2

*]
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log10PD
*

-1.0 -0.5 0 0.5

Figure 3. Dependencies of the GNSS signal delay logarithm (log10(P ∗
D) in the iono-

spheric D-region on the day of year, DOY, and the smoothed daily sunspot number σ.

Here, P ∗
D = PD/1cm. The considered zenith angle of the signal are θ = 0◦ (first col-

umn), θ = 35◦ (second column), and θ = 70◦ (third column). First two rows represent

the signal delay for the specific frequencies f1 = 1.2 GHz and f2 = 1.6 GHz, and the

third one represents the difference between those delays.

The obtained values of PD are in good agreement with those modelled by
the presented procedure for the values of Wait’a parameters given in Ferguson
(1998) (Long Wavelength Propagation Capability (LWPC) numerical model),
Bilitza (2018) (International Reference Ionosphere (IRI) model), Thomson et al.
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(2005), Han et al. (2011), McRae & Thomson (2000) and Thomson et al. (2017).
Namely, based on the data given in the Tab. 1, it can be seen that all the stated
values are within the corresponding ranges obtained in this study.

θ 0° θ 35° θ 70°

σ
σ

log10
PD,f1

*

log10
PD,f2

*

DOY

log10
ΔPD
Δσ

*

-1.75 -1.50 -1.25 -1.00 -0.75 -0.50 -0.25

Figure 4. Dependencies of logarithm of the derivative of the GNSS signal delay in

the ionospheric D-region with the smoothed daily sunspot number σ (log
∆P∗D
∆σ

) on the

day of year, DOY, and σ. The considered zenith angle of the signal θ are θ = 0◦ (first

column), θ = 35◦ (second column), and θ = 70◦ (third column). The rows represent

the considered quantities for the specific frequencies f1 = 1.2 GHz and f2 = 1.6 GHz.

In order to examine the influence of the changes in the solar hydrogen Lyα
radiation intensity on changes in PD, we present an analysis of the dependencies
of ∆PD

∆σ on DOY and σ. In Fig. 4, where this dependence is presented for the
previously observed values of θ and f , it can be seen that the influence of changes
in the sunspot number, i.e. the observed Lyα radiation, on the propagation of
the GNSS signal is the greatest during the summer solstice and that it increases
with θ. Also, it is important to emphasize that this influence is much more
pronounced in the maximum than in the minimum of a solar cycle.
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4. Conclusions

In this study, we present a study of the influence of a solar cycle (represented
as the smoothed daily sunspot number) and season (represented as the day
of year) period, on propagation of the GNSS signals, with the fixed frequency
and incident zenith angle, in the ionospheric D-region. We perform the total
electron content and signal delay in this ionospheric layer in order to investigate
if influence of the quiet D-region can be ignored under all conditions.

The most important conclusion of this study is that variations in the hy-
drogen Lyα photons arriving in this layer can provide enough large changes in
propagation of a single GNSS signal that using of one GNSS signal and one
receiver is not relevant for precise positioning.

In addition, the obtained results show the following:

– The total electron content and signal delay increase with the zenith angle
and the daily smoothed sunspot number. They are larger in the summer
than in the winter months, and reached their maximum values during the
summer solstice.

– The obtained signal delays are smaller than in periods of intense perturba-
tions of this ionospheric layer caused by e.g. solar X-ray flares.

Furthermore, various initial conditions affect the ionospheric D-region differ-
ently, which consequently affects the propagation of the satellite signals. These
influences will be the subject of future research.
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Abstract. In this paper, we study electron loss rate resulting from recombination processes in the upper
part of the ionospheric D-region after being influenced by a solar X-ray flare activity. We analyse the
altitude and time dependences of the governing plasma electron loss rate and its spatial and temporal
derivatives. The presented numerical modelling is based on data recorded through remote sensing of the
lower ionosphere utilizing the reflected very low-frequency radio signal emitted by the DHO transmitter in
Germany and received in Belgrade, Serbia. Ionospheric parameters were calculated by a procedure based
on a comparison of the observed changes in the signal amplitude and phase with their values modelled
by the Long-Wave Propagation Capability numerical model. We consider the time period after influence
of the solar X-ray flare of the class C8.8 occurred on 5 May, 2010 between 11:37 UT and 11:58 UT with
the maximum at 11:52 UT. Due to the same tendencies of the D-region plasma parameters variation, the
obtained conclusions can be extended and generalized to any solar X-ray flare.

1 Introduction

The terrestrial ionosphere is under permanent influence
of different natural events located in various parts of the
outer space and Earth’s layers. The astrophysical phe-
nomena which induce sudden ionospheric disturbances
(SIDs) are, for example, solar radiations [1] and gamma
ray bursts [2,3]. In addition, events occurring in the
terrestrial atmosphere (lightning [4], atmospheric con-
vective motions [5], tropical cyclones and depressions
[6–8]), earthquakes [9–11] and ocean motions including
tsunamis [12] can also be related to SIDs.

Properties of relaxation processes depend on char-
acteristics of the perturber, their impact on the con-
sidered area, properties of local medium and possible
presence of other influences. Even in the absence of sud-
den events, ionospheric properties in quiet conditions
depend on periodical changes during day, year and solar
cycle [13]. However, in many cases, these differences in
relaxation properties are only quantitative, while qual-
itative descriptions remain the same. One of the phe-
nomena producing the same tendencies of temporal and

Advances in Physics of Ionized Gases and Spectroscopy
of Isolated Complex Systems: from Biomolecules to Space
Particles - SPIG 2020. Guest editors: Duško Borka,
Dragana Ili, Aleksandar Milosavljevic, Christophe Nicolas,
Vladimir Srećković, Luka Č. Popović, Sylwia Ptasinska.

a e-mail: sandrast@ipb.ac.rs (corresponding author)

space variations of plasma parameters is a solar X-
ray flare which induces disturbances whose relaxation
is analysed in this study. For this reason and clearer
presentation of the considered changes, we present an
example case study showing the analysis for the time
period after influence of the solar X-ray flare of the class
C8.8 occurred on 5 May 2010. Because of a very clear
D-region response and absence of other significant influ-
ences during the entire disturbed period, several studies
focused on variations induced by this event were already
performed (see, for example, [14–16]).

In this paper, we consider the D-region altitude
domain above 70 km where recombination dominates
in the electron loss processes. In previous studies, the
relaxation period is considered in the analysis of both
the rate of electron gain due to photoization induced
by the Lyα photons (this process dominates in elec-
tron production within the D-region) [17] and the effec-
tive recombination coefficient [18]. Here, we extend this
research to the electron loss rate by analysing its varia-
tions with altitude and time. In addition, we also study
properties of both its vertical gradient and time deriva-
tive.

The observations of the D-region are done by the
23.4 kHz very low-frequency (VLF) signal emitted from
the DHO transmitter in Germany and recorded in Ser-
bia by the AWESOME (Atmospheric Weather Electro-
magnetic System for Observation Modeling and Educa-
tion) receiver [19].

123
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2 Observations and modelling

Diagnostics of the ionospheric D-region is performed
by the method based on analysis of recorded VLF
radio signals constantly emitted by a worldwide net-
work of transmitters, which further enables registra-
tions of both the global and local disturbances in the D-
region as well as perturbations caused by both the pre-
dictable periodic and unpredictable phenomena. This is
why such a telecommunication method is being applied
in numerous studies of the low ionosphere (see, for
example, [20–23]).

Modelling of the electron plasma density N(h, t) (in
m−3) at fixed altitude h (in km) can be done by apply-
ing Wait’s model of a horizontally uniform ionosphere
[24] to measured changes ΔArec and phase ΔPrec.
This model assumes that the D-region electron density
Ne(h, t) is a given function of two independent parame-
ters: the signal reflection height H ′ (in km) and sharp-
ness β (in km−1) [25]:

Ne(h, t) = 1.43 · 1013e−β(t)H′(t)e(β(t)−0.15) h. (1)

The numerical procedure for their computation is
based on matching the recorded changes of ampli-
tude ΔArec(β,H ′) = Arec(β,H ′) − Arec(β0,H

′
0) and

phase ΔPrec(β,H ′) = Prec(β,H ′) − Prec(β0,H
′
0) with

the corresponding values ΔAsim(β,H ′) = Asim(β,H ′)−
Asim(β0,H

′
0) and ΔPsim(β,H ′) = Psim(β,H ′) −

Psim(β0,H
′
0) obtained in simulations by the Long-Wave

Propagation Capability (LWPC) numerical model for
simulation of the VLF signal propagations [26] as
explained in [27]:

ΔAsim(β,H ′) ≈ ΔArec(β,H ′) (2)

and

ΔPsim(β,H ′) ≈ ΔPrec(β,H ′). (3)

Here, index 0 indicates the unperturbed values. This
method is applied in numerous papers ( [17,18] showing
a good agreement with other methods (see, for example,
comparisons in [17] for different flare stages).

Knowledge of the electron density temporal and spa-
tial distributions allows us to model some other plasma
parameters that are important in the electron density
dynamics described by the expression [28,29]:

dN(h, t)

dt
= G(h, t) − L(h, t), (4)

where G(h, t) and L(h, t) are the electron gain and elec-
tron loss rate, respectively, at altitude h and at time t.
Here, the influence of transport processes is neglected as
they become important at altitudes above 120–150 km
[30] and they are generally not included in models of
the D-region plasma [31,32].

In the absence of sudden radiation impacts in the
upper part of the D-region and for approximately sta-
tionary intensity of the Lyα line, we can assume:

G(h, t) = G0(h), (5)

where G0(h) is the electron gain rate induced by this
spectral line. A detailed explanation of the applied pro-
cedure for this calculation, which is based on analysis of
the VLF/LF signal data for the period of the D-region
relaxation after a solar X-ray flare or some other source
of intensive ionospheric disturbance, is given in [17].

According to Eqs. (4) and (5), the electron loss rate
L can be express as:

L(h, t) = G0(h) − dN(h, t)

dt
. (6)

3 Results and discussions

In this study, we consider the time period of the ionop-
sheric parameter relaxation after influence of the solar
X-ray flare occurred on 5 May, 2010. Figure 1 shows
the time evolutions of the X-radiation flux I between
0.1 nm and 0.1 nm recorded by the GOES-14 satellite,
and the amplitude Arec and phase Prec of the DHO sig-
nal recorded by the AWESOME receiver in Belgrade.
The considered time interval (the shaded domain in
Fig. 1) is estimated in [14]: its beginning is determined
by the moment when the X-radiation flux, after pass-
ing through its maximum, drops to the value it had
at the time when the signal characteristics started to
response to the considered event. Here, we assume that
the intensity of X-radiation below this value does not
play a significant role in the D-region ionization process,
which is of importance in drawing conclusions and for
the discussion concerning the electron density dynamics
(see Eq. (4) and its explanation).

As it is explained in Sect. 2, calculation of the elec-
tron loss rate L requires knowledge of the electron den-
sity time derivative dN/dt and the electron gain rate
G. In this paper, we used their values from the analysis
presented in [17].

The electron density is calculated by Eq. (1). Figure 2
shows the time evolutions of the fitted values of Wait’s
parameters β and H ′ which are obtained by using the
criteria given by Eqs. (2) and (3). These evolutions are
already used in [17] for calculation of the electron gain
rate due to ionization by the Lyα photons. We can see
that, in the considered time period, the variation of β
is very small (about 0.001 km−1), while a shift of the
reflection height H ′ of more than half a kilometre is not
negligible in comparison with about 8 km of the max-
imum lowering of the upper Earth–ionosphere bound-
ary of the waveguide where the considered VLF signal
propagates [14,15,17].

Time and altitude distributions of the electron den-
sity N calculated by Eq. (1) and its time derivative
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dN/dt are shown in Fig. 2, middle and bottom panels,
respectively.

As one can see in the middle panel, the time variation
of the electron density is slow within the entire consid-
ered altitude domain. This property is also visible from
the comparison of the scales in middle and bottom pan-
els. Relative decrease in the electron density within the
considered altitude domain is from 0.05% to 0.005% per
second.

Analysis of the electron gain rate is done in [17]. As
said in Sect. 2, this physical quantity can be considered
stationary within the observed time period. Its verti-
cal profile can be approximately calculated from the
expression [17]:

G0(h) ≈ G0(75)e(β∗−0.15)(h−75). (7)

where G(75) = 95000m−3 s−1 and β∗ = 0.304 km−1 for
the considered X-ray flare. (These values are obtained
from the analysis given in [17].)

The resulting time and altitude dependence L(t, h)
given by Eq. (6) are shown in Fig. 3. The left panel
shows a 2D graph while the right panel clearly visualizes
time evolutions at fixed altitudes as indicated in the
legend. The same presentation is given for all values
in the following analysis. As one can see, L decreases
with t and increases with h and lie within range 43775
m−3 s−1–2573500 m−3 s−1, i.e. within near two orders
of magnitude.

Variations of the vertical gradient dL/dh (Fig. 4)
have the same tendencies like L and also lie within
two orders of magnitude (6838 m−3 s−1/km–403720
m−3s−1/km).

Finally, Fig. 5 shows a negative time derivative dL/dt
which indicates decreasing of L in time. Description
of its absolute values corresponds to those for L and
dL/dh. dL/dt takes values from −4006m−3s−1/km to
−12m−3s−1/km.

Fig. 1 Time evolutions of the X-radiation flux I between
0.1 nm and 0.1 nm recorded by the GOES-14 satellite, and
the recorded amplitude Arec and phase Prec of the DHO
signal by the AWESOME receiver. Shaded domain indicates
the time period considered in this study
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Fig. 2 Upper panel: Time evolutions of the Wait’s param-
eters β and H ′ after influence of the considered X-ray flare.
Middle panel: surface plot of the electron density N(h, t)
within altitude domain between 70 km and 90 km in the
considered time period. Bottom panel: the same as in the
middle panel but for the electron density time derivative
dN/dt

The spatial and time dependence of L can also be
visualized by introducing two standard e-folding scaling
quantities: the vertical scale length, Sh, and scale time
St representing a typical length in vertical direction and
typical time, respectively, for change of L:
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Fig. 3 Left panel: Surface plot of the electron loss rate L(h, t) within the altitude domain between 70 km and 90 km after
the influence of the considered X-ray flare. Right panel: Time evolutions of the electron loss rate L(h, t) at 70 km, 75 km,
80 km, 85 km and 90 km during considered time period
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Fig. 4 Same as in Fig. 3 but for vertical gradient dL/dh of the electron loss rate
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Fig. 5 Same as in Fig. 3 but for time derivative dL/dh of the electron loss rate
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Fig. 6 Vertical scale length Sh (left panel) and scale time St (right panel) variations between 70 km and 90 km after
influence the considered X-ray flare

Sh ≡ L

∣∣∣∣
dL

dh

∣∣∣∣
−1

andSt ≡ L

∣∣∣∣
dL

dt

∣∣∣∣
−1

(8)

As shown in Fig. 6, both scaling parameters Sh

and St are practically only time dependent at alti-
tudes between h = 70 km and h = 90 km meaning
that here changes of L(h, t) with altitude h and time
t are everywhere with the same rates at the given time
instant. These rates, i.e. the scaling coefficients Sh and
St, are time dependent in sense that they grow with
time approaching their values typical of the vertically
nonuniform stationary state of the D-region existing
before the perturbation caused by the considered flare
event. Thus, Fig. 6 shows that the typical scale length
Sh tends to a finite value of ∼ 6.5 km representing the
vertical distance with natural e-fold growth of L under
unperturbed conditions, while, at the same time, the
typical scale time St for temporal changes grows from
the initial ∼ 8 min to ∼> 60 min typical of practi-
cally stationary pre-flare conditions if compared with
the considered 20 min time period of t (UT) in Fig. 6.

Figure 7 contains a comparison of the obtained elec-
tron loss rate at the end of the relaxation period (when
it can be considered approximately equal to the electron
loss rate Lq in quiet conditions) with the electron gain
rate Gq in quiet conditions (when Lq ≈ Gq) showing a
good agreement with vertical distributions of the elec-
tron gain rate in [16] based on data from [17,33–36]. In
addition, it can be seen that the obtained altitude dis-
tribution of L is in good agreement with those obtained
from the expression L = αeffN2, where vertical distri-
bution of the effective recombination coefficient αeff is
taken from [28,37,38].

4 Summary

In this work, we analyse the altitude and time variations
of the electron loss rate L(h, t) and its vertical gradient
and time derivative, (dL/dh) and (dL/dt), respectively,
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Fig. 7 Comparison of the obtained electron loss Lq and
gain Gq rates in quiet conditions

within the upper part of the ionospheric D-region in
the period after a solar X-ray flare influence on Earth’s
atmosphere. Calculations are based on applications of
the LWPC numerical model and existing analytical pro-
cedures on a data set related to the 23.4 kHz VLF sig-
nal emitted by the DHO transmitter in Germany and
collected by the AWESOME radio receiver located in
Serbia.

The main conclusions related to tendencies of the
considered parameters during relaxations after a solar
X-ray flare are:

– The electron loss rate L and its vertical gradient
dL/dh decrease with time and increase with alti-
tude.

– Time derivative of the electron loss rate dL/dt has
negative values. Its absolute values increase with
altitude and decrease with time.

The presented study relates to the relaxation period
after the solar X-ray flare occurred on 5 May 2010.
However, the same general properties of the D-region
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relaxation after other solar X-ray flares in the absence
of additional influences allows us to generalize the
obtained conclusions to all X-ray flare events.
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Editorial: Atmospheric disturbances:
responses to phenomena from
lithosphere to outer space

Aleksandra Nina,Boško Milovanović,

Slavica Malinović-Milićević and Sergey Pulinets

A large number of processes

and phenomena that occur

both in the Earth’s layers

(Veronis et al., 1999; Beletsky

et al., 2003; Bochev and

Dimitrova, 2003; Balan et al.,

2008; Utada et al., 2011;

Simões et al., 2012; Nina et al.,

2020b) and in outer space

al., 2017; Nina et al., 2018;

Nina et al., 2021; Kolarski et

al., 2022) constantly affect the

terrestrial atmosphere.

Although the effects that

phenomena created in

different areas produce in

atmospheric layers depend on

their characteristics and the
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location, changes can very

often be detected in large

areas that include several

atmospheric layers. Also, there

are numerous influences on

one atmospheric area (Nina et

al., 2017; Silber and Price,

2017). In addition, changes in

the atmosphere as a medium,

in which other processes take

place, have an impact on

various processes and

technologies in modern life

(Jakowski et al., 2005; Stankov

et al., 2009; Su et al., 2019;

Nina et al., 2020a; Hunting et

al., 2021). Therefore, the

monitoring and understanding

of spatio-temporal

atmospheric changes are

important for research in a

number of scientific

disciplines as well as for

geoinformation technologies.

Here, first of all, the

importance of research into

atmospheric changes related

to natural disasters should be
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Editorial on the Research Topic
Atmospheric disturbances: responses to phenomena from lithosphere to
outer space

A large number of processes and phenomena that occur both in the Earth’s layers
(Veronis et al., 1999; Beletsky et al., 2003; Bochev and Dimitrova, 2003; Balan et al., 2008;
Utada et al., 2011; Simões et al., 2012; Nina et al., 2020b) and in outer space (Inan et al., 2007;
Srećković et al., 2017; Nina et al., 2018; Nina et al., 2021; Kolarski et al., 2022) constantly
affect the terrestrial atmosphere. Although the effects that phenomena created in different
areas produce in atmospheric layers depend on their characteristics and the observed
geographical location, changes can very often be detected in large areas that include several
atmospheric layers. Also, there are numerous influences on one atmospheric area (Nina
et al., 2017; Silber and Price, 2017). In addition, changes in the atmosphere as a medium, in
which other processes take place, have an impact on various processes and technologies in
modern life (Jakowski et al., 2005; Stankov et al., 2009; Su et al., 2019; Nina et al., 2020a;
Hunting et al., 2021). Therefore, the monitoring and understanding of spatio-temporal
atmospheric changes are important for research in a number of scientific disciplines as well
as for geoinformation technologies. Here, first of all, the importance of research into
atmospheric changes related to natural disasters should be emphasized (Molchanov
et al., 2004; Price et al., 2007; Maurya et al., 2016; Kumar et al., 2017; Vyklyuk et al.,
2017, 2019; Manta et al., 2020; Malinović-Milićević et al., 2023). For example, the
Lithosphere-Atmosphere-Ionosphere Coupling (LAIC) model based on the effects of
ionisation provided by radon released from active tectonic faults before earthquakes is
created in Pulinets et al. (2022).

In this Research Topic, studies of solar flare and seismic processes (possible) influences
on the atmosphere are presented. Here, we briefly review and summarize these articles.

Barta et al. analysed the ionosphere during influences of solar flares that occurred on
5 and 6 December 2006. This study is based on data obtained in ground-based (by ionosonde
and very low frequency (VLF) radio signals) and satellite (by GNSS and DEMETER
satellites) observations. The obtained results show 1) an increase in VTEC (2%–5%)
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during a stronger flare and the absence of its change in the case of a
weaker flare, 2) a latitude dependent enhancement of fmin (first
echo trace observed on ionograms) during both observed events in
relation for quiet periods. In addition, a change in absorption of VLF
signal from ground transmitters detected in low Earth orbit, and
electron density profile versus ionospheric D-region altitude are
presented.

Liu et al. proposed a way to explore the seismic activity of
submarine faults. The study analyses disturbances in the atmosphere
in the days leading up to, during, and after the Ms 6.2 Zhangbei
earthquake that occurred on 10 January 1998, 150 km northwest of
Beijing, using observations from satellites, reanalysis data, and
satellite infrared cloud images. A positive thermal infrared (TIR)
anomaly was detected in the area between the sea surface and the
atmosphere above the Bohai Sea 2–3 days prior to the earthquake.
The TIR strip was caused by clouds of low level arising from the
release of gas from the Tancheng-Lujiang fault, which has a higher
temperature than land surface gas, but not from the Zhangbei-Bohai
fault that was previously considered. It was concluded that strip-
shaped clouds that are the consequence of seismic activity and
underwater release of gas were forced by a certain wind field and
lowering boundary layer of the atmosphere.

Nina et al. extend research of VLF signal noise amplitude
reductions before an earthquake to their studying during intense
seismic activity. They analysed a time period from 25 October to
3 November 2016 when 981 earthquakes with magnitudes between
2 and 6.5 occurred in Central Italy. VLF observations confirm the
noise amplitude reduction before individual not weak earthquakes
that do not follow earthquakes after which the analyzed change is
already present. In addition, this study point out the beginning of
noise amplitude changes 2 weeks before the considered seismically
active period.

Chakraborty et al. studied the altitude (h) profile of mid-latitude
D-region response time delay (Δt) during solar flares of different
classes. By solving “electron continuity equation” they estimated the
variation of solar irradiation onto the ionosphere and investigated
latitudinal variation (over both Northern and Southern hemispheres
within the latitude range from 30o to 60o) and seasonal variation
(throughout the year) of Δt − h profiles of each of these solar flares
separately. They found h dependency of Δt for all of the flares and

their significant latitudinal variation. Themethodology shown in the
paper is not limited to the Δt − h profiles just for the classes of solar
flares in case, but is applicable to the entire range of available solar
flares.
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them [...] Read more.
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Abstract In this paper we analyse temporal variations of the phase of a very low frequency (VLF) signal, used for the lower ionosphere monitoring, in periods around four
earthquakes (EQs) with magnitude greater than 4. We provide two analyses in time and frequency domains. [...] Read more.
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Abstract Intraseasonal oscillation of the evaporation duct, lasting 30–60 days, has been identified over the South China Sea (SCS) summer monsoon region based on multiple
reanalyses and observational data. The boreal summer intraseasonal oscillation (BSISO) causes anomalies at the air–sea boundary and thus plays [...] Read more.
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Abstract Over time, the initial algorithms to derive atmospheric density from accelerometers have been significantly enhanced. In this study, we discussed one of the accurate
accelerometers—the Earth’s Magnetic Field and Environment Explorers, more commonly known as the Swarm satellites. Swarm satellite–C level 2 (measurements [...] Read
more.
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Abstract This paper addresses one of the recognized barriers to the unrestricted adoption of Unmanned Aircraft (UA) in mainstream urban use—noise—and reviews existing
approaches for estimating and mitigating this problem. The aircraft noise problem is discussed upfront in general terms by introducing the sound [...] Read more.
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Abstract Atmospheric effects have a significant impact on the performance of airborne and space laser systems. Traditional models used to predict propagation effects rely
heavily on simplified assumptions of the atmospheric properties and their interactions with laser systems. In the engineering domain, these models [...] Read more.
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Abstract: Atmospheric properties have a significant influence on electromagnetic (EM) waves,
including the propagation of EM signals used for remote sensing. For this reason, changes in the
received amplitudes and phases of these signals can be used for the detection of the atmospheric
disturbances and, consequently, for their investigation. Some of the most important sources of the
temporal and space variations in the atmospheric parameters come from the outer space. Although
the solar radiation dominates in these processes, radiation coming out of the solar system also can
induces enough intensive disturbance in the atmosphere to provide deflections in the EM signal
propagation paths. The aim of this issue is to present the latest research linking events and processes
in outer space with changes in the propagation of the satellite and ground-based signals used in
remote sensing.

Keywords: atmosphere; observations; signal processing; modelling; extraterrestrial radiation; solar
radiation; disturbances; remote sensing

1. Introduction

As the highest terrestrial layer, the atmosphere is under permanent influences from
outer space. For this reason and due to link with many processes in different areas of Earth,
the temporal and space distributions of atmospheric parameters are very complex and
have been the focus of a number of studies in different research fields. The application of
these studies is important for pure sciences but also for applied sciences and technology.

Since the measurement of atmospheric parameters using on-site methods is very
complex, remote sensing has very important role in observations of different-altitude
domains. The propagation properties of a signal which have been used for different
kinds of remote sensing depend on the different atmospheric parameters, such as the
electron density and temperature. The spatial and temporal variations in these parameters
affect signal propagations and, consequently, the corresponding applications of the used
technique, such as observations and positioning. Some of the most important sources
of atmospheric disturbances are solar wind and radiation. In addition, cosmic rays can
provide intensive perturbations of the outer Earth’s layer [1–3]. The perturbation intensity,
duration, and location in the Earth’s atmosphere can be quite different, which can induce
various signal deviations.

The focus of this Special Issue is: (1) the detection of extraterrestrial events and induced
atmospheric disturbance modelling, and (2) the influences of atmospheric parameter
variations on EM signal propagation.
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2. Extraterrestrial Influences on the Earth Atmosphere—Remote Sensing
of Disturbances

The properties of the atmospheric disturbances induced by extraterrestrial events
and processes depend on the characteristics of the disturbance sources (intensities, source
type etc.), the considered atmospheric area (due to interaction of incoming radiation or
bodies with particles within them), and the space between them (due to the interaction of
incoming radiation or bodies with the atmosphere part before its arrival at the considered
location). Charged particlesprimarily disturb the upper ionosphere as well as the polar and
near-polar latitudes (due to the geomagnetic field), while the influence of the EM radiation
depends on the radiation intensity, wavelength, impact angle in the atmosphere, and the
area within its propagation.

These variations can be periodical because of, for example, variations during a solar
cycle, year (due to Earth’s revolution), and day (due to Earth’s rotation), and sudden due
to expected or unexpected outer space phenomena (see Figure 1). The periodical changes
in the atmospheric parameters and the precision of their determination are primarily
connected with the solar radiation. They are recorded within all atmospheric layers,
from the ionosphere and magnetosphere in the upper atmosphere [4–6] to the troposphere
and stratosphere in the lower atmosphere [7]. The sources of these sudden perturbations
can be the Sun, solar system, galaxy, or the wider Universe [3,8]. The intensity and duration
of their influences on the atmosphere are different: from very weak and very hard to detect
to extremely intensive when the atmospheric parameters are changed by several orders
of magnitude [9,10], and from short-lasting (several milliseconds) [2] to perturbations of
several days or more [11].

Figure 1. Scheme of outer space’s influence on the Earth’s atmosphere. Extraterrestrial electromag-
netic and particle radiation coming from the Sun, our galaxy, and the wider universe, and impact
of meteors in the Earth’s atmosphere. Several examples of the remote sensing of the atmosphere:
troposphere observations by LIDAR, VLF/LF signal monitoring of the lower ionosphere, ionospheric
monitoring using signals emitted by ionosondes, satellite observations.

The application of an observation technique depends on the considered altitude
domain. In addition, the detection of the short-term variations requires the good temporal
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resolution of the observed data, while the monitoring of the unpredictable phenomena is
possible with continuous measurements provided by, for example, the Global Navigation
Satellite System (GNSS) [12] or lower ionosphere monitoring by very low/low frequency
radio waves [2,3,13,14].

The recorded data are included in many methodologies for the modelling of the
spatial and temporal distributions of atmospheric parameters. In some cases, their estima-
tion within a local area require a more then one data set and more than one monitoring
techniques [15–17] which provides more precious estimates of atmospheric properties.

3. Extraterrestrial Influences on Electromagnetic Signal Propagation

The investigation of the signal propagation changes induced by extraterrestrial events
and processes, primarily with origins in the solar system, is very important due to possible
errors in their use in observations and modelling. This task can be crucial for precision in
technologies based on, for example, satellite signal propagation, which is reason why the
corresponding research took place many decades ago and why it is still of high importance.

In this field, solar radiation is the subject of most relevant studies. Its influence on
satellite signals dominates in the upper ionosphere due to the largest electron density in
this atmospheric layer, which is often used as an approximation in the estimation of the
total electron content (TEC), the ionospheric parameter required in the modelling of signal
propagation [18–20]. However, the recent study presented in [21] shows that errors due to
the neglect of the D-region electron density increase induced by a solar X-ray flare can be
important for the precision of satellite signal propagation modelling. Lower ionosphere
disturbances as well as F-region disturbances below the altitude of the electron density
maximum are important for the propagation of ground-based signals emitted at the surface
and reflected from the ionosphere. A well-known example of extreme solar radiation
influence on radio signal propagation is black out [22].

The influence of the Solar radiation on the quality of signals is also reported in lower
atmospheric observations. As an example, in [23] the authors analysed solar radiation’s
influence on error in temperature measurements.

4. Summary

The main goal of this Special Issue is to collect studies about extraterrestrial influences
on remote sensing in the Earth’s atmosphere. Attention is focused on research on the
following topics:

• The detection of extra-terrestrial radiation and the modelling of the induced atmo-
spheric disturbances using different kinds of remote sensing techniques;

• Changes in signals used for remote sensing and the quality of their applications during
influences of extra-terrestrial events;

• Influence of events from outer space on the detection of terrestrial or extra-terrestrial
events and corresponding modelling, such as masking less intense perturbations with
solar influences;

• The Earth’s atmosphere’s perturbations due to extra-terrestrial events (e.g., meteor
perturbations) that may affect signal propagation, etc.

Studies in different research fields should emphasise the multidisciplinary character
of both observations and modelling corresponding to extraterrestrial influences on remote
sensing in the Earth’s atmosphere
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13. Srećković, V.; Šulić, D.; Vujičić, V.; Jevremović, D.; Vyklyuk, Y. The effects of solar activity: Electrons in the terrestrial lower
ionosphere . J. Geograph. Inst. Cvijic 2017, 67, 221–233. [CrossRef]
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Abstract. Studies of pre-earthquake disturbances in the ionosphere since the middle of
the last century point to several types of potential precursors to these natural events. A
large number of them are detected as disturbances in the Global navigation satellite system
(GNSS) and very low / low frequency (VLF/LF) signals a few days before the earthquake.
However, the analysis of the VLF signal emitted in Italy and received in Belgrade in the
period around the earthquake in Kraljevo that occurred on 3 November, 2010 indicates a
potentially new type of these precursors. It is visible as a reduction of the VLF signal
noise which starts several minutes or several tens of minutes before earthquake. In addition,
Fourier transform of the recorded data indicates wave excitations at discrete waveperiods
under 1.5 s, and wave attenuations at other waveperiods. In this paper, pilot studies of the
noise reduction of the amplitude and phase of the mentioned VLF signal in both time and
frequency domains are presented. The data recorded by the Absolute Phase and Amplitude
Logger (AbsPAL) receiver located at the Institute of Physics Belgrade on November 3, 4
and 9, 2010, and during the period of intense seismic activity when almost 1000 earthquakes
occurred in Central Italy from October 25 to November 3, 2016, are analyzed. The obtained
results indicate possible differences in the signal noise reduction in cases when the observed
earthquake follow and not follow previous earthquakes in approximately the same area.
Namely, in the first case, the signal noise reduction may already be present so that no new
reductions occur before subsequent earthquakes. On the analyzed sample of 35 earthquakes
of minimum magnitude 4, the signal noise is reduced in over 90% of cases. In the remaining
three cases, it cannot be clearly concluded whether this reduction exists due to its reduced
value over a longer time period, which can be explained by the intense seismic activity in
that period.

1. INTRODUCTION

Investigations of natural disasters are one of the most striking examples of the im-
portance of scientific studies. This primarily refers to efforts to find changes that can
be considered as their precursors.

One of the natural phenomena that causes the greatest consequences for human
lives and the environment in which they occur are earthquakes. There are various
methods used to study the earthquakes, and attempts to establish their precursors.
One of these methods is based on the analysis of very low/low frequency (VLF/LF)
radio signals used to monitor the low ionosphere (Biagi et al. 2006, 2011, Hayakawa
et al. 2010, Maurya et al. 2016, Molchanov et al. 1998, 2001, Nina et al. 2020, Ohya
et al. 2018, Yamauchi, 2004, Yamauchi et al. 2004). The analyses of these signals
are based on the processing of their amplitudes and phases in the time and frequency
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domains. Changes that are considered in the time domain as potential precursors of
earthquakes are manifested in variations of signal parameter values and their noise
before the earthquake, as well as, the changes in solar terminator times a few days
earlier. In the frequency domain, wave excitations and attenuations are observed,
which are obtained by applying a wavelet transform or the Fast Fourier Transform to
the sets of recorded data relevant to both signal parameters.

This paper presents pioneering studies of new potential earthquake precursors
that were first observed in the analysis of data recorded by the Absolute Phase and
Amplitude Logger (AbsPAL) receiver located at the Institute of Physics Belgrade in
Serbia about the period around the earthquake near Kraljevo, Serbia, which occurred
on November 3, 2010. This investigation is present in Nina et al. 2020, Nina et al.
2021, and Nina et al. 2022. Although the earthquake was not very strong, it was the
strongest earthquake that occurred in Serbia during the period of operation of the
Belgrade VLF/LF receiving station. It was the motivation for the beginning of the
aforementioned research. Unlike previous studies which were mostly done with data
recorded with a minute resolution, the data sets used in the three studies mentioned
above have a time resolution of 0.1 s. This improvement in time resolution enabled
a more detailed analysis that resulted in the changes in signal parameters starting a
few minutes or a few tens of minutes before an earthquake.

2. OBSERVATIONS

2. 1. OBSERVATIONAL SETUP

The studies of the indicated new possible earthquake precursors are based on data
obtained in the monitoring of the lower ionosphere with VLF signals, and recorded
by the AbsPAL receiver located at the Institute of Physics Belgrade in Serbia. In the
performed analyses we considered four VLF signals emitted by the VLF transmit-
ters located in Italy (ICV transmitter), Germany (DHO transmitter), the UK (GQD
transmitter), and Norway (JXN transmitter). The locations of these transmitters and
receiver as well as the corresponding signal propagation paths are shown in Figure 1.

2. 2. ANALYZED EVENTS

As stated in Introduction, in the studies of the aforementioned new potential earth-
quake precursors that have been published so far, analysis is made for two groups of
earthquakes:

� Earthquakes that occurred in periods when seismic activity was not intense (in
an area where there was no long-term seismic activity manifested by numerous
earthquakes over a period of several days). In this case, the analysis is focused
on four earthquakes whose magnitudes are above 4 and that occurred near
Kraljevo in Serbia on November 3 (K1 earthquake) and 4 (K2 earthquake),
2010, in the Tyrrhenian Sea (TS earthquake) on November 3, 2010, and in the
Western Mediterranean Sea on November 9, 2010. During these three days,
more earthquakes of smaller magnitudes were recorded, which is why analysis
is made for these as well.
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Figure 1: Propagation paths of the VLF signals recorded by the Belgrade receiver
station (BEL) in Serbia and emitted by the ICV, DHO and JXN transmitters located
in Italy, Germany and Norway. Blue, red and black dots mark the epicenters of
considered earthquakes of magnitude 4 ≤ M < 5 (blue dots), 5 ≤ M < 6 (red dots)
and M ≥ 6 (black dots).

� Earthquakes that occurred during periods of intense seismic activity. In this
case, the period from October 25 to November 3, 2016 when almost 1000 earth-
quakes occurred in Central Italy (dominantly grouped in the locations marked
as CI-1 and CI-2 on the map) is considered.

2. 3. SIGNAL PROCESSING

In these studies of the new potential earthquake precursors, data sets related to the
amplitude and phase of VLF signals recorded with the sampling period of 0.1 s were
analyzed. This analysis was performed in the time and frequency domains.

In the time domain we analyze the amplitude and phase noise. These parameters
are defined in the analysis of short-term disturbances of the VLF signal amplitude
which follow the detection of gamma ray bursts by the Swift satellite. The used pa-
rameters are defined as the maximum absolute values of the deviations of the recorded
amplitude and phase values from their smoothed curves. In order to avoid consider-
ation of short-term effects of other phenomena (e.g. those caused by lightning), this
maximum absolute value is determined after sorting the relevant deviations in the
observed time interval and removing p-percent of their highest values. Specifically,
we assumed that p = 5%, so that, in the observed interval of e.g. 20 minutes in which
6000 values are recorded for one of these two signal parameters, the 300 highest abso-
lute values are discarded and the highest absolute value is taken from the remaining
part of the considered sample.

In the frequency domain we analyze the Fourier amplitude obtained after appli-
cation of the Fast Fourier Transform to the recorded amplitude and phase.
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3. RESULTS AND DISCUSSION

The research on the amplitude and phase changes of VLF signals that are considered
as new potential earthquake precursors, started in 2018 at the Institute of Physics
Belgrade, Serbia, and several studies on this topic have been published so far. These
studies present the results published in Nina et al. 2020, Nina et al. 2021, and Nina
et al. 2022, in which the amplitudes and phases of the considered VLF signals are
processed in the time and frequency domains. The studies considered earthquakes
that occurred in the periods when intense seismic activity in the observed area did
not occur for several days as well as, in the periods when it was recorded. All the
combinations of different types of analyses used on the mentioned parameters and
conditions which are relevant for this research are given in the scheme in Figure 2.
The specific analyses given in the mentioned studies are listed in Table 1 where ”-”
mark indicates that the relevant research has not yet been published.

Figure 2: Scheme of the relevant analyses of the signal parameters (amplitude and
phase) in the time and frequency domains.

3. 1. ANALYSES IN THE TIME DOMAIN

The first relevant analysis (Nina et al. 2020) is provided for the ICV, DHO, and GQD
amplitudes on November 3, 4, and 9, 2010 with focus on the period around Kraljevo
earthquake that occurred on November 3, 2010. It shows that the ICV amplitude
noise reductions occur a few minutes or tens of minutes before many earthquakes
that occurred in those days. The mentioned reduction is recorded at 8 out of 10
earthquakes with a minimum magnitude of 2.5 that occurred near Kraljevo (on 3,
4, and November 9, 2010). Also, 13 of the recorded 15 amplitude noise reductions
during those three days can be accompanied by earthquakes with epicentres close to
the propagation path of the observed VLF signal.

The amplitude noise reduction is recorded before all four earthquakes with the
magnitude larger then 4 which occurred during the observed three days. In this case,
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Table 1: References to the studies of ICV signal amplitude and phase in the case of
non-intensive seismic activity occurrences (upper half) which are conducted in time
and frequency domains in the periods around K1, TS, K2, and WMS earthquakes,
respectively; and in the case of earthquakes in Central Italy, during the intensive
seismic activity (bottom half). Terms [1], [2], and [3] refer to the studies reported in
Nina et al. 2020, Nina et al. 2021, and Nina et al. 2022, respectively.

Domain Amplitude Phase
No intensive seismic activity
Time [1],[1],[1],[1] [2],[2],[2],[2]

Frequency [1],-,-,- [2],[2],[2],[2]
Intensive seismic activity

Time [3] -
Frequency - -

the similar reduction of the phase noise is also recorded (Nina et al. 2021). The
amplitude noise reduction is also observed before the earthquakes with magnitude
greater than 4 which are not preceded by strong earthquakes during the period of
intense seismic activity in central Italy from October 25 to November 3, 2016 (Nina
et al. 2022).

The results given in Nina et al. 2020 show that in the case when multiple earth-
quakes occur in a short time interval in an area, only one long-term amplitude noise
reduction can be associated with all of them. This is important for the detection of
relevant precursors before a particular earthquake during intense seismic activities.
As study of the ICV signal amplitude noise reduction during the period of intense
seismic activity when almost 1000 earthquakes occurred in Central Italy shows, many
earthquakes occurred during a period of one amplitude noise reduction. At the same
time, no significant variations are detected in those reductions, which makes it im-
possible to detect the precursors of individual earthquakes.

The integration of the studies given in Nina et al. 2020 and shows that over 90%
of 35 analyzed cases occurred during periods when the amplitude noise is reduced.
In the remaining three cases, it cannot be clearly concluded whether this reduction
exists due to its reduced value over a longer time period, which can be explained by
the intense seismic activity in that period.

An example of precursors which preceded the two earthquakes that occurred on
November 9, 2010 (their characteristics are given in http://www.emsc-csem.org/

Earthquake/) is given in Figure 3. As can be seen, there are two successive ampli-
tude noise reductions and each of them is followed by earthquakes after several tents of
minutes. This example is interesting for two reasons. First, both of these earthquakes
have a small magnitude (2.5 and 3.2, respectively), which indicates a potentially very
high sensitivity of the presented method. And secondly, the earthquakes occurred in
a short time interval (at 01:32:14 UT, and 02:24:24 UT, respectively) but in different
locations (in Central Italy and in Serbia). Based on the time evolution of the am-
plitude noise, it can be seen that the second noise reduction builds on the first one
before its end, which indicates the temporal closeness (but spatial distance) of the
observed earthquakes.
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Figure 3: The time evolution of the amplitude noise with respect to its value in a
quiet condition ∆Anoise in the period around the two earthquakes which times are
indicated by vertical dashed lines. The yellow box indicates the period in which the
decrease in amplitude noise can be associated with the first earthquake, while the
additional decrease in the period indicated by the red box can be associated with the
second earthquake.

3. 2. ANALYSES IN THE FREQUENCY DOMAIN

The detection of wave excitations with periods T below 1.5 s and their attenuations
for also small values of T is firstly presented on the example of the Mw 5.4 earthquake
that occurred near Kraljevo on November 3, 2010 in Nina et al. 2020.

Examples of the increase and decrease of the Fourier amplitude for the two values
of T showing the relevant excitation and attenuation, respectively, are given in Figure
4.

Very similar characteristics are obtained in the analyses of the wave excitations
and attenuations in the ICV signal phase in the periods around four earthquakes
(Nina et al. 2022). The only difference that can be observed in these cases is the
attenuation of the waves at all periods relevant to the analysis (up to half the duration
of the phase noise reduction in the analyzed cases).

4. SUMMARY

In this study, we present the pioneer research of the new types of potential earthquake
precursors manifested as 1) the reduction of the noise of the VLF signal amplitude
and phase starting several minutes or several tens of minutes before an earthquake,
and 2) wave excitations and attenuations at short wave periods.

The main obtained results indicate the following:

� 90% of the analyzed earthquakes with the magnitude larger than 4 occurred in
the periods when the amplitude noise reduction is recorded.
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Figure 4: Examples of the Fourier amplitude time evolution AF given for two wave
periods for which excitations (blue line) and attenuations (red line) of waves with
beginnings before the earthquake are detected. The vertical dashed line indicates the
time of the earthquake, and the time difference from that time ∆tws is given on the
x-axis.

� Studies of phase characteristics in all four analyzed cases show that the reduc-
tions in its noise, as well as, wave excitation at periods below 1.5 s and atten-
uation of waves with other periods below several minutes, are also registered
for this signal parameter. As in the case of the amplitude, all these changes
last several tens of minutes and begin before the occurrence of the analyzed
earthquakes.

� A reduction in the amplitude noise can be associated with more earthquakes.
This can affect the possibility of detecting isolated significant reductions that
can be associated with a particular earthquake. In other words, if several earth-
quakes are registered in a certain area in a short time interval, reductions in the
amplitude noise do not have to occur individually for each earthquake, but one
can last during the occurrence of several earthquakes. This means that during
the seismically active period or in the case of several earthquakes in a small area
that occur within a few hours, amplitude noise reductions are not precursors
to individual earthquakes, but only to the first in a series, and that during the
entire period of amplitude noise reduction, other earthquakes can be expected.

Finally, we would like to emphasize that, although the presented analyses refer
to an insufficient number of earthquakes to be able to claim with certainty that
the mentioned changes are precursors of earthquakes, the obtained results indicate
a significant possibility that they are. For this reason, it is necessary to continue
with this research. Also, it is important to emphasize that in addition to relevant
studies, the development of new networks of VLF receivers as well as new software
for automatic data analysis and alerting is necessary.
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2020, Science of the Total Environment, 710, 136406.
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ABSTRACT 

 

This work presents an application of the Perceptually 

Important Points (PIP) technique for the analysis of VLF time 

series. The aim of the analysis is to detect anomalies with 

respect to the normal variations of the data trends. Such 

anomalies could reveal possible radio precursors of the 

earthquake. Since 2009, several radio receivers have been 

installed throughout Europe in order to realize the INFREP 

European radio network for studying the VLF (10-50 kHz) 

and LF (150-300 kHz) radio precursors of earthquakes. The 

time series used for experiments was collected during the 

Dodecanese islands earthquakes (MW=5.6 and MW=5.7) 

occurred on January 30, 2020. 

 

Index Terms— Ionosphere, VLF signal, Earthquake, 

Time series, Perceptually important points 

 

 

1. INTRODUCTION 

 

Different factors, such as meteorological conditions, solar 

bursts and geomagnetic activity, affect VLF/LF radio waves 

propagation. At the same time, variations of some parameters 

in the ground, in the atmosphere and in the ionosphere, occur 

during the preparatory phase of earthquakes. Such variations 

can produce disturbances in the propagation of the previous 

signals along their radio paths, which are the radio precursors.  

Since 2009, several VLF/LF radio receivers have been 

installed throughout Europe in order to realize a European 

radio network for studying the VLF/LF radio precursors of 

earthquakes, called the INFREP network [1-4].  

At the end of January 2020 an intense seismic crisis occurred 

on Dodecanese islands; the main earthquakes (Mw = 5.6 and 

Mw = 5.7) happened on January 30. This seismic activity 

occurred in the "sensitive" zone of the INFREP receiver 

located in Cyprus. 

The visual analysis of the raw radio data revealed clear pre-

seismic anomalies on the three VLF radio signals (19.58, 

20.27, 23.40 kHz) collected by the Cyprus receiver and 

crossing the zone of the previous seismic activity. The 

temporal trend of these VLF signals, from the beginning of 

January 24 till the end of January 31, 2020 is shown in Fig. 

1. The analysis of daily day/night trend of these signals points 

out a clear anomaly during the night of January 29, 2020, one 

day before the occurrence of the main shocks of the seismic 

crisis. 

In this work an approach based on computational intelligence 

is experimented for anomaly detection. In the first phase of 

the approach, a time series segmentation is carried out, to 

remove the noise and divide the series into discrete segments 

revealing the major dynamics. As a segmentation method, the 

Perceptually Important Points (PIP) technique is applied. The 

PIP is able to preserve the shape of the data [5][6]. In the 

second phase, the time series of PIPs is statistically 

compressed using the median for each time window. Finally, 

the set of median points is separated into low and high 

dynamics using the K-means clustering algorithm. As a 

consequence, anomalies are automatically located outside the 

generated clusters. The effectiveness of the approach has 

been experimented. 

 

2. INFREP NETWORK 

 

The International Network for Frontier Research on Earth-

quake Precursors (INFREP) network currently consists of 

nine receivers located as follows: one in Austria, Cyprus, 

Italy, Portugal and Serbia, two in Romania and Greece. 

The radio receivers measure the intensity (electric field 

strength) of radio signals radiated by existing VLF-LF 

broadcasting stations in the bands VLF (20 - 80 kHz) and LF 

(150 - 300 kHz), with one-minute sampling rate. The location 

of the transmitters and receivers are available on the INFREP 

web site (www.infrep-network.eu). 
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(a) 

 
(b) 

 
(c) 

Fig. 1 - VLF signals collected by the Cyprus receiver 

from 24 to 30 January 2020: (a) 19.58 kHz, (b) 20.27 kHz 

and (c) 23.40 kHz. An anomalous decrease appears on 29 

January. 

The data collected are transmitted every day to the server. 

The different temporal trends of signals collected at the 

receivers are also available on the INFREP web site. 

 

3. METHODOLOGY 

 

The problem on how to represent a time series in multi-

resolution is fundamental, because time series data is hard to 

manage in its original structure. Moreover, before processing 

and analyzing time series, computational intelligence 

applications is needed to reduce the high dimensionality of 

the data while retaining the information associated with 

important points. For example, financial analysis often 

depends on the shape of data and the significance of points to 

identify technical patterns. Most time series dimensionality 

reduction approaches, such as principal component analysis 

(PCA), discrete Fourier transform (DFT), discrete wavelet 

transform (DWT), piecewise aggregate approximation 

(PAA), often lose important data points and fail to retain the 

general shape of the time series after compression [7]. A 

method to dynamically segment time series into 

subsequences of unequal length, preserving the shape of the 

data, is based on choosing points that are important in the 

human vision identification process. These data points are 

known as Perceptually Important Points (PIPs). PIPs were 

initially introduced to exploit salient points from a price 

series and then have also been used to identify specific 

technical patterns [5]. In the context of data mining, PIPs 

have been used mainly for purposes of dimension reduction 

(time series representation) and for clustering reasons (see [8] 

and references therein). 

Fig. 2 shows the workflow for detecting anomalies in VLF 

time series. Specifically, the input is made by the VLF time 

series 𝑣𝑖(𝑡), i=1,2,3, collected at three different frequencies. 

A windowing is then carried out, selecting the values that are 

enclosed in the current sliding interval, characterized by size 

 and shift . Let �̅�𝑖,𝑛(𝑡) be the resulting windowed signal 

extracted with the 𝑛-th window. A segmentation is applied, 

in which the input time-series is divided into a sequence of 

-1 linear segments, generating the time series  �̃�𝑖,𝑛(𝑡). As an 

example, Fig. 3 shows 10 points located with a PIPs 

identification algorithm on a time series initially made up of 

241 samples. Starting with the time series �̅�𝑖,𝑛(𝑡), the 

algorithm allows to identify  data points: �̃�𝑖,𝑛,1,…, �̃�𝑖,𝑛,, via 

a reordering process of points in the input data series by their 

importance. The first two PIPs found are the first and last 

points of �̅�𝑖,𝑛(𝑡). In order to identify the next PIPs, the most 

classical algorithms calculate the distance between all 

remaining points and two adjacent PIPs, and label as the next 

PIP the one with the maximum distance. Three metrics are 

generally used as a distance, namely Euclidean distance (ED), 

perpendicular distance (PD) and vertical distance (VD) [8]. 
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Fig. 2 –Workflow for detecting anomalies in VLF time series 

 

 

Fig. 3 - PIPs identified on a time series of 241 samples 

 

In this paper, a particular approach has been used to locate 

the next PIPs. First, the slope of the line joining two PIPs is 

considered, to identify the main trend of the subsequence. 

Then, the next one or two (possibly) PIPs are determined, 

considering the maximum percentage retracement of the 

main trend. A retracement is defined as a temporary reversal 

of the trend of a time series. The PIPs identification process 

continues until   points in �̅�𝑖,𝑛(𝑡) are attached to a list. If 

+1 points are identified, then the first PIP is discarded as the 

least significant, since it is the oldest. Subsequently, the 

median of the   PIPs �̃�𝑖,𝑛,1,…, �̃�𝑖,𝑛, is computed. In the case 

in point, a vector of three medians is delivered for each n-th 

window, i.e., �̇�𝑛 [�̇�1(𝑛), �̇�2(𝑛), �̇�3(𝑛)]. 
Median vectors are continuously collected and stored. When 

N vectors are available, the anomaly detection process can 

start. In general, an anomaly detection approach is 

comprehensive if it is able to both detect and identify the 

emerging anomalies and characterize the essence of these 

anomalies by visualizing the structures discovered within 

data in a way that is understandable to the end-user [9]. In this 

paper, the k-means clustering algorithm is used as a basis for 

anomaly detection and characterization. Indeed, clustering is 

an effective way to visualize and understand the variation of 

dynamics within data. Specifically, K-means is a fast, 

iterative algorithm that has been used in many clustering 

applications. Formally, it is a point-based clustering method 

that starts with the cluster centers (centroids) arranged at 

arbitrary positions and proceeds by moving at each step the 

centroids in order to minimize the clustering error. The 

method has the disadvantage of being sensitive to the initial 

positions of the centroids. Therefore, in order to obtain near 

optimal solutions using the k-means algorithm, several runs 

must be scheduled changing the initial positions of the cluster 

centers [10]. Actually, in our approach the clustering is 

iteratively applied on overlapping sliding windows of N 

points. As a consequence, after the first clustering, the 

subsequent ones can be initialized with the previous 

centroids. 

In particular, the clustering is configured to detect 2 cluster: 

normal and anomalous vector. As a result, two types of 

analyses can be carried out. In the offline analysis, the colored 

clusters are represented in 3D space as animated frames (one 

frame per clustering). With this kind of analysis, the labeling 

generated by clusters exhibit the differences over time 

between normal and anomalous behaviors [11]. In the online 

analysis, an anomaly score is calculated, in order to detect 

anomalous events, i.e, a drift in the cluster composition. In 

our approach, the silhouette index [12] has been used as an 

aggregated value of anomaly. It measures how similar an 

object is to its own cluster (cohesion) compared to other 

clusters (separation). The silhouette index ranges from −1 to 
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+1: high values indicate that the point matches to its own 

cluster and not to the others. If most points have a high value, 

the clustering configuration is well defined. In contrast, 

overlapped clusters exhibit low or negative values. In our 

approach, as anomaly index the average silhouette index of 

all points is used to assess an unfolding anomaly. 

An important aspect related to the horizontal scalability of 

this approach, is that different sources of information can be 

derived from VLF signals, originating a multimodal decision-

making process. In order to keep the 3D visualization 

effective, the context-based clustering can be considered. The 

context is a sub-aspect of the domain, related to different 

factors or sub-regions of the monitored sources. A suitable 

architecture for this purpose is based on receptive fields [13].  

 

4. RESULTS 

 

In order to show the potential of the approach of Fig.2, in this 

section a pilot case is discussed. Specifically, the window size 

 is set to 90 samples, the shift  is set to 1, and the 

segmentation  is set to 30 PIPs. Fig. 4 shows the result of 

the cluster analysis. Here, the coordinates of each point are 

given by the signal amplitude at the three frequencies 19.58 

kHz, 20.27 kHz and 23.40 kHz (see Fig. 1). In figure different 

colors are used to denote points referring to the eight days 

from January 24 to January 31. Two well separated clusters 

are clearly visible. The anomalous cluster is the group of 

points at bottom right, characterized by the green and red 

points grouped in the days 28 and 29 January. 

The purpose of this paper is to introduce a novel analysis 

perspective of pre-seismic radio anomalies based on VLF 

time series. A small case study has been briefly discussed to 

show the potential of the approach. Further research is 

necessary to achieve significant results. To this aim, future 

work will focus on further experimentation and investigation, 

as well as on further integration with other methods. 

 

Fig. 4 - Cluster analysis applied to the VLF time series 

using k-means algorithm and two clusters 
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In this work we study the physical variations of atmosphere at different spatial and temporal scales.

The temporal evolution of the amplitude of Very Low Frequency (VLF) radio signals is used as a means

to characterize the seasonal variations of atmosphere. The microwave-based GNSS and Synthetic

Aperture radar (SAR) interferometry techniques are used as a means to characterize anomalies in the

physical properties of atmosphere due to solar X-ray flares.

Published in: 2020 XXXIIIrd General Assembly and Scientific Symposium of the International Union of

Radio Science

Date of Conference: 29 August 2020 - 05

September 2020

Date Added to IEEE Xplore: 20 October 2020

 ISBN Information:

Electronic ISBN:978-9-4639-6800-3

Print on Demand(PoD)

ISBN:978-1-7281-5690-3

 ISSN Information:

Electronic ISSN: 2642-4339

Print on Demand(PoD) ISSN: 2640-7027

DOI: 10.23919/URSIGASS49373.2020.9232381

Publisher: IEEE

Conference Location: Rome, Italy

G. Nico

IAC-CNR, Bari, Italy

A. Nina

Institute of Physics Belgrade, University of Belgrade, Belgrade, Serbia

P. Biagi

Department of Physics, University of Bari, Bari, Italy

R. Colella

STIIMA-CNR, Bari, Italy

A. Ermini

Department of Industrial Engineering, University of Rome Tor Vergata, Rome, Italy

1 Introduction

The propagation of radio and microwaves in the atmosphere can help to study the properties of

atmosphere at different spatial scales. In this work we focus on two specific frequency ranges: 1)

Very Low Frequency (VLF) radio waves and 2) microwaves used by GNSS and spaceborne SAR

systems. The first frequency range has an important application in the study of many phenomena

including earthquake precursors [1– 4], tropical cyclones [5], influence of solar X-ray flares [6],

gamma ray bursts [7]. The second frequency range is of interest in space geodesy with

applications spanning a large set of examples from geology to GNSS and SAR interferometry

(InSAR) meteorology [8– 11]. In both cases, meteorological conditions, solar bursts and

geomagnetic activity affect propagation of signals. The intensity of solar radiation is main driving

factor shaping the spatial and temporal distribution of electron density and daytime/nighttime

variations of ionosphere properties. During daytime, the ionosphere is divided in three layers: F, E
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MONITORING SOLAR FLARES AND GAMMA
RAY BURSTS: MULTI-INSTRUMENTAL

APPROACH INVESTIGATION

Aleksandra Kolarski , Aleksandra Nina , Vladimir A.
Srećković , Filip Arnaut
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11080 Belgrade, Serbia

E-mail : aleksandra.kolarski@ipb.ac.rs, vlada@ipb.ac.rs,
arnaut@ipb.ac.rs

In this paper ionospheric phenomena were studied by utilization of
VLF (Very Low Frequency radio signals, 3-30 kHz) technology for
monitoring of lower ionospheric plasma response to driving agents
originating both within our solar system, e.g. on Sun like solar flare
(SF) events, and beyond our solar system, e.g. like gamma ray bursts
(GRBs), with time span that encompasses period of several years. The
data on X-ray fluxes measured by Geostationary Operational Environ-
mental Satellites (GOES) were taken from NOAA National Centers for
Environmental Information database, while data on GRBs were taken
from Swift satellite database. VLF signal amplitude and phase data
were monitored along multiple radio signal paths using network of VLF
transmitters globally positioned worldwide and received in Belgrade,
Serbia by BEL receiving system, covering mainly European subcon-
tinent. Short-termed ionospheric perturbation associated with GRBs
and relatively longer-lasting ionospheric perturbations associated with

16



SFs were compared in order to study similarities and differences in
ionospheric plasma responses to these fundamentally different driving
mechanisms.
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Strong natural hazards together with their societal impact are usually accompanied by multiple

physical phenomena which can be an important information source about the underlying

processes.  

In this study we statistically analyze the lithosphere–atmosphere–ionosphere couplings of

magnitude Mw5.5+ earthquakes (EQs) in the year 2023 with the aid of sub-ionospheric VLF/LF

radio links. The electric field amplitude and phase measurements with a temporal resolution of

one second are from the seismo-electromagnetic receiver facility in Graz (GRZ), Austria (Galopeau

et al., 2023), which is part of the INFREP network. The spatial extend of the study area has the

range [-10°E ≤ longitude ≤ 40°E] and [20°N ≤ latitude ≤ 50°N], in total are 17 EQs according to the

United States Geological Survey (USGS) data base, among them the Turkey–Syria EQs (main shocks

Mw7.8 and Mw7.5) and the Morocco Mw6.8 EQ. We apply the night-time amplitude method

(Hayakawa et al., 2010) for all available paths, of particular importance are the transmitter links

TBB (26.70 kHz, Bafa, Turkey), ITS (45.90 kHz, Niscemi, Sicily, Italy), and ICV (20.27 kHz, Tavolara,

Italy). Relevant crossings are determined by the size of the Dobrovolsky-Bowman relationship

(Dobrovolsky et al., 1979; Bowman et al., 1998).

A major finding is the statistically significant electric field variation of the TBB-GRZ link related to

the Turkey–Syria EQ sequence. A physical interpretation is based on atmospheric gravity waves

(AGWs) which could alter the E-layer in the lower ionosphere during nighttime and modulate the

height of the waveguide cavity.
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Ray paths of VLF/LF transmitter radio signals in the seismic Adriatic
regions

We analyze the radio wave propagations of VLF/LF transmitter signals along subionospheric paths using two di�erent reception systems localized in the Graz seismo-
electromagnetic facility (15.43E,47.06N).  Those systems allow the simultaneous detection of more than �fteen transmitter signals emitting in the northern (i.e.  France,
Germany and United Kingdom) and southern (i.e. Italy and Turkey) parts of Europe. In this work, we investigate the transmitter radio wave propagations associated with two
earthquakes (EQs) which occurred, at two occasions, in nearly the same Croatian regions (Geo. Long.=16°E; Geo. Lat.=45°N). The �rst and second EQs happened, respectively,
on March 22 and December 29, 2020, with magnitudes M  equal to 5.4 and 6.4. The use of two complementary reception systems, i.e. INFREP (Biagi et al., Open Journal of
Earthquake Research, 8, 2019) and UltraMSK (Schwingenschuh et al., Nat. Hazards Earth Syst. Sci., 11, 2011), and the proximity to the epicenters lead us to characterize the
behavior of the transmitter signal amplitudes particularly above the Croatian seismic regions. We analyze the amplitude variation for a given transmitter frequency starting
few weeks before the earthquakes occurrences. We discuss the observed anomalies in the transmitter signals which may be considered as precursors due to the ionospheric
disturbances of the transmitter ray paths above the earthquakes preparation zones. 

How to cite: Boudjada, M. Y., Eichelberger, H. U., Biagi, P. F., Schwingenschuh, K., Nico, G., Solovieva, M., Ermini, A., Moldovan, I. A., Contadakis, M. E., Nina, A., Katzis, K.,
Bezzeghoud, M., Lammer, H., Galopeau, P. H. M., Besser, B., and Aydogar, Ö.: Ray paths of VLF/LF transmitter radio signals in the seismic Adriatic regions, EGU General
Assembly 2021, online, 19–30 Apr 2021, EGU21-7659, https://doi.org/10.5194/egusphere-egu21-7659, 2021.
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Wavelet analysis applied on temporal data sets in order to reveal
possible pre-seismic radio anomalies and comparison with the trend
of the raw data 

Since 2009, several radio receivers have been installed throughout Europe in order to realize the INFREP European radio network for studying the VLF (10-50 kHz) and LF
(150-300 kHz) radio precursors of earthquakes. Precursors can be related to “anomalies” in the night-time behavior of  VLF signals. A suitable method of analysis is the use of
the Wavelet spectra.  Using the “Morlet function”, the Wavelet transform of a time signal is a complex series that can be usefully represented by its square amplitude, i.e.
considering the so-called Wavelet power spectrum.

The power spectrum is a 2D diagram that, once properly normalized with respect to the power of the white noise, gives information on the strength and precise time of
occurrence of the various Fourier components, which are present in the original time series. The main di�erence between the Wavelet power spectra and the Fourier power
spectra for the time series is that the former identi�es the frequency content along the operational time, which cannot be done with the latter. Anomalies are identi�ed as
regions of the Wavelet spectrogram characterized by a sudden increase in the power strength.

On January 30, 2020 an earthquake with Mw= 6.0 occurred in Dodecanese Islands. The results of the Wavelet analysis carried out on data collected some INFREP receivers is
compared with the trends of the raw data. The time series from January 24, 2020 till January 31, 2000 was analyzed. The Wavelet spectrogram shows a peak corresponding to
a period of 1 day on the days before January 30. This anomaly was found for signals transmitted at the frequencies 19,58 kHz, 20, 27 kHz, 23,40 kHz with an energy in the
peak increasing from 19,58 kHz to 23,40 kHz. In particular, the signal at the frequency 19,58 kHz, shows a peak on January 29, while the frequencies 20,27 kHz and 23,40 kHz
are characterized by a peak starting on January 28 and continuing to January 29. The results presented in this work shows the perspective use of the Wavelet spectrum
analysis as an operational tool for the detection of anomalies in VLF and LF signal potentially related to EQ precursors.

How to cite: Nico, G., Biagi, P. F., Ermini, A., Boudjada, M. Y., Eichelberger, H. U., Katzis, K., Contadakis, M., Skeberis, C., Moldovan, I. A., Bezzeghoud, M., and Nina, A.: Wavelet
analysis applied on temporal data sets in order to reveal possible pre-seismic radio anomalies and comparison with the trend of the raw data , EGU General Assembly 2021,
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A possible radio anomaly observed on the occasion of the M =6.0
earthquake occurred in Dodecanese islands at the end of January
2020

Since 2009,  several  VLF/LF radio receivers  have been installed throughout Europe in  order to realize a  European radio network for  studying the radio precursors of
earthquakes, called the INFREP network. The current network has nine VLF/LF receiving stations, two in Romania and
Greece, one in Italy, Austria, Portugal, Cyprus, and Serbia. The receivers can measure with 1 min sampling rate the intensity of 10 radio signals in the band VLF (10-50 kHz)
and LF (150-300 kHz). The scope of existing transmitters is manifold, e.g. they are used for radio broadcast (LF), for radio-navigation or time signals and mainly for military
purposes in the VLF range. At the end of January 2020 an intense seismic crisis occurred in Dodecanese Islands; the main event (Mw= 6.0) occurred on January 30. This
seismic activity occurred in the "sensitive" area of the INFREP network. The analysis of the data collected by INFREP receivers has revealed clear anomalies in three VLF signals
appearing some days before the main earthquake. The anomalies appear in the trends collected by the Cyprus receiver and the epicenter is inside the 5  Fresnel ellipses
de�ned by transmitters-receiver. Here we report the data analysis and we present in detail the anomalies. The possibility that they are precursors of the quoted earthquake
seems signi�cant.

Biagi, P.F., Colella, R., Schiavulli, L., Ermini, A., Boudjada, M., Eichelberger, H., Schwingenschuh, K., Katzis, K., Contadakis, M.E., Skeberis, C., Moldovan, I.A. and Bezzeghoud, M.
(2019) The INFREP Network: Present Situation and Recent Results. Open Journal of Earthquake Research,8, 101-115. https://doi.org/10.4236/ojer.2019.82007
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anomaly observed on the occasion of the MW=6.0 earthquake occurred in Dodecanese islands at the end of January 2020, EGU General Assembly 2021, online, 19–30 Apr
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On the characterization of VLF radio signal propagation in
atmosphere in quite solar conditions

In this work we use Very Low Frequency (VLF) radio signals, having a frequency in the bands 20-80 kHz, to study the VLF signal propagation in the atmosphere quite
undisturbed conditions by selecting the signals recorded during night. As a good approximation, we can model the propagation of VLF radio signals as characterized by a
ground-wave and a sky-wave propagation mode. The �rst one generates a radio signal that propagates in the channel ground-troposphere, while the second one generates a
signal which propagates using the lower ionosphere as a re�ector. The VLF receivers of the INFREP (European Network of Electromagnetic Radiation) network are used. These
receivers have been installed since 2009 mainly in southern and central Europe and currently the INFREP network consists of 9 receivers. A 1-minute sampling interval is used
to record the amplitude of VLF signals. Long time-series of VLF signals propagating during night are extracted from recorded signals to study possible seasonal e�ects due to
temporal variations in the physical properties of troposphere. A graph theory approach is used to investigate the spatial correlation of the aforementioned e�ects at di�erent
receivers. A multivariate analysis is also applied to identify common temporal changes observed at VLF receivers.

This work was supported by the Ministero dell'Istruzione, dell'Università e della Ricerca (MIUR), Italy, under the project OT4CLIMA. This research is supported by the Ministry
of Education, Science and Technological Development of the Republic of Serbia, under the projects 176002 and III44002.
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Variations revealed by INFREP Radio Network in correspondence of
six earthquakes with MW greater than 5.0 occurred in the Balkan
Peninsula and Adriatic Sea on 26 and 27 November, 2019

In this work we analyse variations in VLF/LF radio signal amplitudes recorded by the INFREP network in the period 16 November – 6 December, 2019 characterized by very
intensive seismic activities in the Balkan peninsula, Crete, and Adriatic, Aegean and Black seas. Namely, 38 earthquakes with magnitude greater than 4.0 occurred in this area
during the noticed period; the most intensive of them occurred on 26 and 27 November: three events in Albania (M = 6.4, 5.3, 5.1), one in Crete (M = 6), one in Bosnia and
Herzegovina (M = 5.4) and two in Adriatic sea (M = 5.4, 5.3). We study both long- and short- term variations that are already recorded in earlier studies. The long-term
variations relate to changes in the amplitude intensities in periods of several days and their existence is shown in many previous studies. The recent analyses also indicate
short-term variations in signal amplitude noises started about several tents of minutes before the earthquake (Nina et al. 2020). In this work, we analyse di�erent areas using
INFREP network, which allow us to study local changes in the atmosphere. In order to examine possible precursors we considered longer time started and ended 10 days
before and after the most intensive of the considered earthquakes, respectively.

This research is supported by the Ministry of Education, Science and Technological Development of the Republic of Serbia, under the projects 176002 and III44002.
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Since the middle of the last century, numerous studies indicate the possibility that iono-
spheric perturbations can be precursors of earthquakes (EQs). At the same time, different 
types of perturbations related to various ionospheric areas were observed. Among them, 
shifts in the times of occurrence of minimum amplitudes of very low/low frequency 
(VLF/LF) signals used for monitoring the lower ionosphere in the sunrise and sunset periods 
(the so-called Solar terminator time - STT) are shown in several studies. In this paper, we 
analyse STT of the 20.27 kHz ICV signal emitted in Italy and recorded in Serbia in the period 
from October 15 to November 13, 2016. This period includes 10 days (October 25 - November 
3, 2016) when 981 EQs with the minimum magnitude of 2 out of which 31 had the minimum 
amplitude of 4 were registered in Central Italy. The obtained results show that the STT shifts 
during sunrise are predominantly due to seasonal changes, while the additional sudden 
shifts (most pronounced before and at the beginning of intense seismic activity (PISA) in 
Central Italy) are observed during sunset. 

 

1. Introduction 

Although studies connecting ionospheric perturbations with 
seismic activity began to be published in the mid-sixties of 
the last century (Davies and Baker, 1965; Leonard et al., 
1965), this topic is still relevant and is the subject of numer-
ous researches in recent years (He et al., 2022; Molina et al., 
2022). In addition to theoretical studies and models that in-
dicate the influence of lithospheric processes on the upper 

atmosphere through waves and the influence of the electric 
field (see, for example, Pulinets and Ouzounov, 2011), the 
analyses are based on data recorded by various forms of 
monitoring. First of all, these techniques are based on prop-
agation of the Global Navigation Satellite System (GNSS) sig-
nals (their characteristic variations can predominantly be 
associated with the upper ionosphere perturbations due to 
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the significantly higher electron density that affects the sig-
nal propagation more than in the lower ionosphere (Molina 
et al., 2022)), and very low/low frequency (VLF/LF) signals 
(they are used for the lower ionosphere observations 
(Hayakawa, 2007)), as well as on monitoring by satellites or-
biting in the ionosphere (Němec et al., 2009)). 

Processing of recorded amplitudes and phases of VLF sig-
nals shows several types of changes that can be considered 
as possible earthquake (EQ) precursors. They refer to 
changes in the values of these parameters and the solar ter-
minator time (STT) shift, usually visible a few days before the 
individual EQs, and the reduction of the signal ampli-
tude/phase noise a few tens of minutes before EQ 
(Hayakawa, 1996; Molchanov et al., 1998; Yamauchi et al., 
2007; Biagi et al., 2001a; Rozhnoi et al., 2010; Biagi et al., 2006; 
Hayakawa et al., 2010; Miyaki et al., 2001; Molchanov et al., 
2001; Rozhnoi et al., 2004; Nina et al., 2020, 2021, 2022).  

The subject of this research is the examination of STT 
shifts during a one-month time interval that includes a ten-
day period of intense seismic activity (PISA) occurred in Cen-
tral Italy in 2016. We analyse the ICV signal whose path from 
the transmitter in Sardinia (Italy) to the receiver in Belgrade 
(Serbia) passes close to the area where almost a thousand EQs 
of minimum magnitude 2 were recorded during the consid-
ered PISA. 

2. Observations and study area 

The research presented in this paper is based on the analysis 
of STTs determined from the ICV signal amplitude time evo-
lution. This signal is used to monitor the lower ionosphere 
between the transmitter and receiver locations in Isola di 
Tavolara (Sardinia, Italy) and Belgrade (Serbia), respectively. 
In this study, we consider the time period from October 15 to 
November 13, 2016. It begins 10 days before and ends 10 days 
after PISA (October 25 - November 3, 2016), which enables us 
to analyse possible connection between the STT shifts in 
both sunrise and sunset periods and seismic activities during 
PISA when 981 EQs of minimum magnitude 2 were recorded 
(http://www.emsc-csem.org/Earthquake/). 

The propagation path of the observed 20.27 kHz VLF sig-
nal is given on the map shown in Nina et al., 2022 (Figure 1). 
The EQ epicentres are marked with white and magenta 
crosses, and blue, red and black circles for the EQ magnitudes 
(M) between 2 and 3, 3 and 4, 4 and 5, and 5 and 6, and for 
magnitudes greater than 6, respectively (the magnitude 
types are given in http://www.emsc-csem.org/ Earthquake/ 
and, for the considered EQs with M ≥ 4, in Nina et al., 2022 
(Table 1)). As can be seen from this map, the locations of the 
epicentres are primarily grouped in the area where their dis-
tances from the ICV signal path (D) are less than 100 km 

 

Figure 1. Examples of the ICV signal amplitude time evolutions during selected four days. 
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(since the greatest distance from the signal path of this 
group of epicenters is 99.86 km, in the analysis we chose that 
the border distance of the considered area is 100 km). Table 
1 shows that there were 973 (99.2%) of these EQs, while there 
were 8 (0.8%) EQs whose epicentres were further away (D > 
100 km from the ICV signal path). Given that all 8 more dis-
tant EQs had a magnitude of less than 4, it is realistic to as-
sume that the potential impact of seismic activity on the ICV 
signal can primarily be related to events closer to its path. 

Bearing in mind that a large number of factors affect the 
propagation of a VLF signal, the analysis of the possible im-
pact of seismic activities on its characteristics, including the 
non-periodic changes in STT, requires the exclusion of other 
factors that may have an impact on the obtained results. As 
stated in Biagi et al., 2011 and Nina et al., 2020, these factors 
are primarily related to meteorological and geomagnetic 
conditions, extraterrestrial radiation, and non-natural con-
ditions that are based on changes in emission and reception 
(caused, for example, by the influence of additional electric 
and electronic devices near the receiver). In the analysis of 
possible influences of the mentioned factors given in Nina et 
al. 2022, it is shown that they did not have a significant con-
tribution to the signal characteristics in the observed time 
period. In addition, it should be noted that several individual 
EQs were recorded close to the observed ICV signal propaga-
tion path in other areas, but the maximum magnitude of 
these EQs was only 4.2 (the corresponding event occurred in 
Bosnia and Herzegovina on 31 October, 2016), which is why 
their significant impact on the STT shift is not expected. This 
conclusion is based on previous studies where correspond-
ing changes are recorded for only much stronger earth-
quakes (see, for example, Hayakawa et al., 1996 and Biswas et 
al., 2022). 

3. Signal processing 

VLF signal receivers record two signal characteristics: ampli-
tude and phase. The first of these parameters is significantly 
more stable and more suitable for multi-day analyses, which 
is the reason why its temporal evolution is the subject of this 
study. The used data are recorded by the Absolute Phase and 
Amplitude Logger (AbsPAL) receiver in Belgrade, Serbia. This 
receiver records two sets of data with time samplings of 0.1 
s and 1 min. Unlike the analysis of the signal characteristics 
(the amplitude and phase) of noise reductions which re-
quires data with a better time resolution (Nina et al., 2020, 
2021, 2022), the second data set is more suitable for the STT 
analysis due to the elimination of short-lasting peaks caused 

by various influences whose effects on a VLF signal we can-
not precisely determine. 

As stated in Introduction, the non-periodic STT shifts be-
fore and after the occurrence of individual EQs are presented 
in several studies. In this paper, we analyse STT before, dur-
ing and after the observed PISA. 

Generally speaking, signal amplitudes at the sunrise and 
sunset periods have characteristic forms of temporal evolu-
tion that are manifested in pronounced minima. As can be 
seen in Figure 1, the number of these amplitude minima is 
not unambiguous. In addition, their determination in some 
cases is not simple. This can be seen in the case of the ampli-
tude minimum (about 7 UT) from which the signal starts to 
rise to its maximum daytime value. These minima are in 
some cases pronounced (e.g. October 31, 2016), in others they 
are weaker (e.g. October 28 and November 10, 2016), while in 
some days they are not visible at all (e.g. October 25, 2016). 
For this reason, in this study we observe the times of the 
minimum amplitude during the sunrise period (from 4:30 UT 
to 6:00 UT), and the sunset period (from 15:00 UT to 17:00 UT) 
in which the analysed minima are clearly defined and pre-
sent every day. 

4. Results and discussion 

In order to examine the STT shifts during the periods of sun-
rise (sunrise time (SRT) shift) and sunset (sunset time (SST) 
shift), it is necessary to observe a longer time period, which 
in its middle part includes the considered EQ day or PISA. In 
this study, we observe the time period from 15 October to 14 
November, 2016  which includes PISA starting on 25 October 
and ending on 3 November, 2016. Here it should be indicated 
that the AbsPAL receiver did not record a quality signal dur-
ing 4 sunrise and 5 sunset periods, which is why the corre-
sponding data of SRT and SST for the corresponding days are 
missing. 

In the upper panel of Figure 2 where the time evolution of 
SRT is shown, the seasonal changes manifested in the SRT 
shift towards daytime (DT) from day to day can be clearly 

Table 1. Number of the considered EQs of the magnitudes (M) between 2 
and 3, 3 and 4, 4 and 5, and 5 and 6, and for M greater than 6, and the 
domains of the distances between the considered epicentres and ICV sig-
nal propagation path (D). 

 D<100 km D>100 km 
Magnitude No Range of D (km) No Range of D (km) 

2≤M<3 604 18.91 - 99.86 5 168.12 - 258.83 
3≤M<4 338 31.01 - 88.21 3 216.38 - 217.98 
4≤M<5 28 47.85 - 86.85 0 - 
5≤M<6 1 67.17 0 - 
M≥6 2 63.95 and 71.14 0 - 
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visible. Additional changes that can potentially be related to 
intense seismic activity in Central Italy are not observed. In 
contrast to SRT, the time evolution of SST (lower panel of 
Figure 2) indicates a combination of the influence of several 
phenomena. In addition to the tendency of the SST shift to-
wards DT with days, additional changes are also visible in 
three time intervals. The first of them is visible as a SST shift 
towards DT as compared to the expected time in quiet con-
ditions and it relates only on the first observed day. Much 
more interesting are the changes in the middle of the ob-
served time interval. The beginning of the deviation from 
the expected SRT evolution shape is manifested in a slight 
STT shift towards nighttime (NT) on 22 and 23 October 22, 
i.e. three and two days before PISA. After that, a sharp shift 
of SST towards DT is noticeable. It reaches more than half an 
hour from the expected value during quiet conditions on 28 
October. From 29 October, SST shifts towards NT and returns 

to the expected values that reach around 6 October, with a 
previous larger shift towards NT. These non-periodic 
changes have a quasi-symmetrical shape in relation to the 
day of minimum SST. On the third and second day from the 
end of the observed time interval, the SST shifts towards NT 
and DT, respectively, are seen, but on the next day the SST is 
already similar to its expected value in the case without the 
influence of sudden events. 

As mentioned in the Introduction, several studies have 
analyzed STT in time periods around several EQs. A compar-
ison of the data obtained in this research with the results of 
two other studies related to EQs that occurred in Kobe, Japan 
(Hayakawa et al., 1996), and near the Samos island in Greece 
(Biswas et al., 2022) are given in Table 2. The basic character-
istics given in them are the existence of the SRT and SST shift 
in both days before and after the EQ. As can be seen from Ta-
ble 2, these parameters do not have the same characteristics 
for all the mentioned cases. 

Sudden changes in STT (defined as the time of the mini-
mum phase of the Omega signal recorded near Tokyo, Japan, 
in Hayakawa et al., 1996) are observed before Kobe EQ 
(M=7.2) that occurred on 17 January, 1995. In contrast to the 
results obtained in our study, the STT shift is only towards 
NT and is visible both at sunrise and at sunset, but it is not 
significantly expressed in the days after the EQ day.  

 
The analysis of the STT shifts in the period around the 

time of Niigata EQ that occurred in Japan (23 October, 2004) 
with magnitude of 6.8 indicates the importance of signal se-
lection in determining the characteristics of possible EQ pre-
cursors (Yamauchi et al., 2006). As can be seen from Table 2, 

 

Figure 2. Time evolutions of the  sunrise (upper panel) and sunset (bot-
tom panel) time shifts in the considered time period. 

Table 2. Sunrise (SRT) and sunset (SST) time shifts toward daytime (DT) and night time (NT) before, during and after the considered EQs in this study, 
and Kobe EQ and EQ near the Samos island, Greece. 

No EQ epicentre Reference VLF transmitter / receiver lo-
cation 

SRT shift toward SST shift toward 
before 

EQ 
During PISA 
or EQ day 

After 
EQ before EQ During PISA or 

EQ day 
After 
EQ 

1 Central Italy This study ICV (Italy)  / Belgrade (Ser-
bia) 

- - - NT – DT (DT is 
dominated) 

DT – NT (DT is 
dominated) 

NT 

2 Kobe, Japan Hayakawa 
et al., 1996 

Omega  (Japan) / Inubo    (Ja-
pan) 

NT - - NT NT - 

3 Niigata Yamauchi 
et al., 2006 

JJY  (Japan)  / MCR  (Japan) DT - NT  No data  
JJY  (Japan)  / KOC  (Japan) DT - -  No data  
JJI  (Japan)  / CHO  (Japan)  No data  DT - NT 
JJI  (Japan)  / CBA  (Japan)  No data  NT - - 
JJI  (Japan)  / MCR  (Japan)  No data  - - - 
JJI  (Japan)  / KOC  (Japan)  No data  - - - 

3 
Near Samos 
island, Gre-

ece 

Biswas et 
al., 2022 

ISR  
(Israel) / Athens (Greece) 

NT NT DT DT - - 

TBB  
(Turkey) / Athens (Greece) DT-NT No data NT NT-DT - - 
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two VLF signals emitted by JJY and JJI transmitters and rec-
orded at four receivers (MCR, KOC, CHO and CBA) are consid-
ered in this study. Two (JJY-MCR  and JJY-KOC) and four (JJI-
CHO, JJI-CBA, JJI- MCR  and JJI-KOC)  signal paths are consid-
ered in analysis of the SRT and SST shifts, respectively. The 
significant SRT shifts before EQ toward DT are recorded for 
two signal paths, while the SST shift toward NT is visible for 
one path after EQ. The significant SST shifts are recorded be-
fore (toward DT and NT) and after (toward NT) EQ for two 
and one paths, respectively, and they are not recorded for 
two paths. The importance of signal selection in correspond-
ing research is also indicated in analysis of the period around 
the time of EQ that occurred near the Samos island, Greece 
(30 October, 2020) with magnitude of 6.9 (Biswas et al., 2022). 
In this study, the ISR and TBB signals emitted in Israel and 
Turkey, respectively, and recorded in Athens, Greece, are an-
alyzed. The SRT shifts are visible both before and after the 
EQ day in both signals, as well as on that day (towards NT) 
for the ISR signals (the TBB signal was not recorded in that 
period, so the corresponding information is not available). 
However, the shifts are not directed towards the same time 
of the day (SRT is shifted towards NT and in both directions 
before EQ, and towards DT and NT after EQ day for the ISR 
and TBB signal, respectively; SST is shifted towards DT and 
towards both times of the day for ISR and TBB signal, respec-
tively, before EQ). Based on the presented data, it can be seen 
that the SST shifts are detected before EQs in all cases, as well 
as that they can be registered on the day of EQ or PISA and 
endure during the following days. In all cases, they can be 
directed both to DT and to NT. 

The explanation of the STT shifts is very complicated due 
to the large number of simultaneous influences on a VLF sig-
nal and data that only provide information on integral 
changes in the amplitude and phase of the considered signal 
throughout the Earth-ionosphere waveguide through which 
it extends and its boundaries. A possible explanation for 
these changes lies in the change in the height of the reflec-
tion of a VLF signal from the ionosphere. The study pre-
sented in Yoshida et al., 2008 shows a SST modeling for dif-
ferent signal reflection heights (h) for a relatively small dis-
tance between the transmitter and receiver (less than 2000 
km). This study shows that for the JJY signal registered in Ko-
chi (786 km away from the JJY transmitter) a decrease in h of 
2 km causes SRT and SST shifts to later and to earlier hours, 
respectively, which is usually observed in the experiments in 
periods around the Kobe EQ. 

 

5. Conclusions 

In this paper, we analysed the shifts in solar terminator 
times detected by the ICV signal emitted in Italy and rec-
orded in Serbia during a period of one month which includes 
the period of intense seismic activity recorded in Central It-
aly. We analysed both the sunrise and sunset periods. 

The obtained results related to the observed time period 
indicate: 

- Absence of the sudden shifts in the solar terminator time 
during the sunrise period. In this time intervals, only 
changes in the solar terminator time which are a clear con-
sequence of seasonal changes are recorded. 

- Existence of non-periodic variations of solar terminator 
times during sunset. These changes occur in combination 
with the expected periodic seasonal changes in which the so-
lar terminator time continuously decreases due to earlier 
sunset. 

Comparison with other analyses indicates that the sunset 
time shifts were detected before an earthquake in all consid-
ered cases, and that they can be registered on the day when 
an earthquake occurred or during a period of intense seismic 
activity, and persist during the following days. In all cases, 
they can be directed to both the daytime and nighttime. 

This research represents an extension of the previous 
studies which primarily refer to strong individual earth-
quakes to the examination of potential precursors of intense 
seismic activity manifested in a large number of earthquakes 
during a time period of several days. In addition, due to the 
complexity of analyses of characteristics of radio signals 
used to monitor the ionosphere, a statistical analysis that in-
cludes a large number of earthquakes and periods of intense 
seismic activity is necessary for drawing reliable conclu-
sions. For this reason, the presented study can be included in 
the corresponding wider research and its results can be used 
in different statistical analyses. 
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DETECTION OF EVENTS AND PROCESSES WHICH AFFECT 

HUMAN HEALTH BY VLF/LF RADIO SIGNALS: SOLAR 

RADIATION AND NATURAL DISASTERS 
 

Aleksandra Nina* 

 
Institute of Physics Belgrade, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia 

 

Abstract 

 
There are many natural events and processes which can affect human health.  In this paper we present 

research of the lower ionosphere disturbances induced by variations in the solar radiation and possible 

connected with earthquakes and tropical cyclones. To study these variations we analysed data obtained in the 
lower ionosphere remote sensing by very low/low frequency (VLF/LF) radio signals. We present detections 

of variations in the VLF signal emitted by the DHO transmitter located in Germany and received by the 

Belgrade receiver station located at the Institute of Physics Belgrade. We considered periodical variations 

due to changes in the incoming solaU�K\GURJHQ�/�.�UDGLDWLRQ�GXULQJ�D�VRODU�F\FOH��\HDU�DQG�GD\��DV�ZHOO�DV�
sudden increase of the X-radiation due to solar X-ray flares. In addition, we present investigation of 

variations in the lower ionosphere in periods around natural disasters that can significantly affect human life 

and health: earthquakes and tropical cyclones. 
 

1. Introduction 

 

As it is well known, the solar UV radiation can provide significant problems to human health. On 

WKH� RWKHU� VLGH�� WKH� VRODU� K\GURJHQ� /�.� UDGLDWLRQ�� ,Q� DGGLWLRQ� Wo the constant impact of the solar 

radiation on human health, short-term natural disasters such are earthquakes, volcano eruptions or 

cyclones can cause not only numerous death but also health consequences of varying duration. For 

this reason, prediction of these events is of high significance and different kinds of investigations 

are in focus of numerous scientific investigations. 

 

In this study we present detections of variations in the solar radiations by VLF/LF radio signals and 

changes in their properties in periods around earthquakes and tropical depressions before 

hurricanes. We show studies based on data recorded in the lower ionosphere observations by 

VLF/LF radio signals recorded by the Belgrade receiver station. 

 

 

2. Observations 

 

Remote sensing by VLF/LF radio signals is one of techniques for observation of the lower 

ionosphere which lie in altitude domain between 50 km and 90 km. This technique is based on 

propagation of VLF/LF radio waves several thousands kilometers in the Earth-ionosphere 

waveguide. Signals are emitted by transmitters located worldwide (see Fig. 1 where locations of the 

most important transmitters are shown on the world map) and their detection is provided by 

numerous, also worldwide located, receivers. 

 



 VIII International Congress 

BIOMEDICINE AND GEOSCIENCES - INFLUENCE OF ENVIRONMENT ON HUMAN HEALTH 

Kopaonik Mt., Serbia, December 7-9, 2020 

 

   

 

3 

 

 
 

Figure 1. Locations of the most important LF/LF transmitters. 

 

 

Belgrade receiver station is located at the Institute of Physics Belgrade and operates from 2003. It 

consists of three receiver stations: the Atmospheric Weather Electromagnetic System for 

Observation Modeling and Education (AWESOME) (Cohen et al., 2010), the Absolute Phase and 

Amplitude Logger (AbsPAL) and receiver included in the International Network for Frontier 

Research on Earthquake Precursors (INFREP). All of these stations have possibility of continuous 

and simultaneous monitoring of several signals which provide width covering of the lower 

ionosphere monitoring. The most important signals which are monitored by this station are DHO, 

GQD, ICV, NRK, NAA and NWC. The collected databases have time resolutions of 0.02 s, 0.1 s 

and 1 min which allow us to investigate periodical and sudden events, and to detect disturbances 

lasting from a few tenths of a millisecond.  
 

Table 1. Characteristics of some VLF/LF signals monitored by Belgrade receiver station. 

 

Transmitter 

Sign 

Location Frequency (kHz) Power (kW) 

 DHO Rhauderfehn, Germany 23.4 800 

 GQD Anthorn, UK 22.1 200 

 ICV Isola di Tavolara, Italy 20.27 20 

 NRK Grindavik, Island 37.5 800 

 NAA Cutler, Maine, USA 24.0 1000 

NWC North West Cape, Australia 19.8 1000 

  

 

3. Results 
 

As we said in Introduction, this study presents analyses related to: 

 

x Periodical variations of the VLF DHO signal amplitude due to: 

× 11-\HDU�F\FOLF�FKDQJHV�LQ�HPLVVLRQ�RI�WKH�VRODU�K\GURJHQ�/�.�UDGLDWLRQ� 

× variations in incoming this radiation in the ionospheric D-UHJLRQ� GXH� WR� (DUWK¶V�
revolution (i.e. seasonal variations), and 
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× YDULDWLRQV�LQ�LQFRPLQJ�/�.�UDGLDWLRQ�LQ�WKH�LRQRVSKHULF�'-UHJLRQ�GXH�WR�(DUWK¶V�URWDWLRQ�
(i.e. daily changes); 

x Sudden variations of the VLF/LF signal amplitude:  

× during influence of solar X-ray flares, 

× in periods around earthquakes, and 

× in periods around beginning of tropical depressions before tropical cyclones. 

 

These changes, described in the following text, are presented in the latest studies based on 

observations, signal processing and modelling. 

 

 

3.1. Periodical variations 

 

3HULRGLFDO�YDULDWLRQV�RI�WKH�LQFRPLQJ�VRODU�K\GURJHQ�/�.�UDGLDWLRQ�LQ�WKH�'-region are consequence 

of variations in processes in the Sun which have period of about 11 years (solar cycles) and 

variations in the zenith angle of the solar radiation in the considered location. Variations in the 

]HQLWK�DQJOH�H[LVWV�GXH�WR�(DUWK¶V�URWDWLRQ�DURXQG�WKH�6XQ��VHDVRQDO�YDULDWLRQV��DQG�DURXQG�LWV�RZQ�
axis (daily variations). Analysis of these changes in the DHO signal is presented in Nina et al. 

(2017).  

 

In this paper we show daily variations in signal emitted by the NAA transmitter located in the USA. 

As one can see in Fig. 2 which  show the signal amplitude time evolution during four days on Mart 

2011,  there are three typical periods which describe nighttime and daytime periods and passing 

between them during the sunrise and sunset (solar terminator (ST) periods). The times of sunrises, 

noons and sunsets are indicated by the vertical lines, where the relevant left lines corresponding to 

conditions in Belgrade, and right ones corresponding to conditions in Cutler (Maine, USA) where 

the NAA transmitter is located. 

 

x The night-time period. During the night-time periods, the ionosphere is not exposed to the 

solar radiation which allows application of this type of remote sensing in the detection of 

other events which induce enough week disturbances that the solar radiation mask them 

during the day-time perios. In this period intensity of the recorded signal i.e. its amplitude is 

larger than during daytime.  

x The ST period. Keeping in mind that the NAA signal propagation path between the NAA 

transmitter and Belgrade is longer than 6500 km, the period when the solar terminator 

affects its propagation is not short. As one can see in the shadow parts, variations typical for 

these conditions are visible about six hours during the sunrise and approximatively the same 

period during the sunset.  

x The daytime period. In the white part of Fig. 2, increase following by decrease in the 

amplitude is recorded for all four considered days.  

 

The lastings of these periods, i.e. periods of the UV radiation impact in the considered area, vary 

during the year. During the summer day-time periods are the longest while nighttime periods are the 

longest during winter days. Similarly like in the case of the DHO signals, analysed in Nina et al. 

(2017a), values of the recorded amplitudes vary during the year, and they are affected by the 

changes in the emitted solar radiation during the solar cycle. 
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Figure 2. The amplitude time evolution during four days on Mart 2011 recorded by the AWESOME receiver 

station in Belgrade, Serbia for the signal emitted by the NAA transmitter located in Cutler, Maine, USA. The 

day-time and night-time periods are indicated by white and gray surfaces, respectively, while ST periods are 

indicated by shadow surfaces. The times of the sunrises, noons and sunsets are indicated by the vertical 

lines, where relevant left lines corresponding to conditions in Belgrade, and right ones corresponding to 

conditions in Cutler (Maine, USA) where the NAA transmitter is located. 
 

 

3.2. Sudden variations 

 

There are numerous events and processes in the outer space and different terrestrial layers which 

induce sudden disturbances in the lower ionosphere and which can be detected by the VLF/LF radio 

signals. A solar X-ray flare is a phenomenon which provides the most important disturbance of the 

considered atmospheric layer, while possible precursors of natural disasters are the most important 

application of the lower ionosphere monitoring.  

 

x Solar X-ray flares. These astrophysical phenomena are very violent processes in the Sun 

following by emission of the intensive X-radiation. These events are more frequent in the 

maximum of the solar cycle. They are divided in A, B, C, M and X classes which domains 

of  energy flux peaks are given in Table 2.  These values relate to fluxes recorded by a 

GOES satellite in channel corresponding wavelength domain 0.05 nm ± 0.8 nm. 

 

A typical response of the VLF/LF signal amplitude is shown in Fig. 3. Here, we consider the NAA 

signal during the influence of the solar X-ray flare occurred on 5 May, 2010. Here we notice that 

detection of these amplitude and phase values are used in many paper for determination of the D-

region electron density and other ionospheric parameters (Kolarski et al. 2011, Nina et al. 2018) 

using LWPC numerical program for simulation of the VLF/LF signal propagations using the Long-

Wave Propagation Capability (LWPC) numerical model developed by the Space and Naval Warfare 

Systems Center, San Diego, USA (Ferguson, 1998). These investigations are important for practical 

application in telecommunication and in technologies based on satellite signals such as positioning 

DQG�(DUWK¶V�REVHUYDWLRQV��1LQD�HW�DO�������D�� 
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Table 2. Energy flux domains of a solar X-ray flare of classes in A, B, C, M and X. 
 

X-ray flare class Energy flux peak domain 

(for wavelength domain 

0.05  ± 0.8 nm)  

(W/m2) 

A I < 10-7 

B 10-7 � I < 10-6 

C 10-6 � I < 10-5 

M 10-5 � I < 10-4 

X I � 10-4  

  

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 

 

Figure 3. Time evolution of the standard deviation of differences of the recorded ICV signal amplitude from 

its smoothed values dA around the time (indicated by vertical dashed line) of the Kraljevo earthquake 

occurred on 3 November 2010. The X axis represents times of beginning of the time windows for which the 

considered standard deviation is calculated. 
 

 

x Earthquakes. There are many studies that point out connection or possible connection 

between ionospheric disturbances and earthquakes (see, for example, Pulinets and 

Boyarchuck, 2004; Hayakawa, 2007). VLF/LF radio signal disturbances are also consider as 

possible precursors of these natural disasters. There are different kinds of changes in the 

signal amplitude which are analysed, like variations in the amplitude values a few days 

beforeearthquake events (Biagi et al., 2011), changes in the terminator time, also a few day 

before earthquake event (Molchanov, 1998), and the reduction of the noise amplitude less 

than one hour before a earthquake event (Nina et al., 2020b). The possible importance of the 

lower ionosphere monitoring in the EQ predictions was motivation for the integration of 

several receivers in The VLF/LF receiver networks like European (Biagi et al., 2011) and 

Pacific (Hayakawa et al., 2010) ones to search for earthquake precursors 
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In this paper we show an example of reduction of the noise amplitude presented as decrease 

of the standard deviation of differences of the recorded ICV signal amplitude from its 

smoothed values dA before the Kraljevo earthquake occurred on 3 November 2010 (time of 

its occurrence is indicated by the vertical dashed line in Fig. 4).  

 
 

 

 
 

 

 

 

 

 

 
 

 

 

 
 

 

 
 

 

 
Figure 4. An example of the noise amplitude reduction presented as decrease of the standard deviation of 

differences of the recorded ICV signal amplitude from its smoothed values dA before the Kraljevo 

earthquake occurred on 3 November 2010. The time of this earthquake is indicated by the vertical dashed 

line. 
 

 

x Tropical cyclones. There are several studies which present variations in VLF signals before 

tropical cyclones. The lightning activities intensification before a tropical depression, 

detected as VLF signal variations, are indicated as precursors in Price et al., 2007. The 

lightning activity during a hurricane is analysed in some studies (Peter and Inan, 2005 and 

Thomas et al., 2010). In addition, connections between the perturbations of the VLF/LF 

signals and meteorological factors are considered in several studies (Samsury and Orville, 

1994; Molinari et al., 1994; Price et al., 2009). In Nina et al. (2017), the reactions of the low 

ionosphere during tropical depressions (TDs) which have been detected before the hurricane 

appearances in the Atlantic Ocean. 41 TD events are explored using very low frequency 

(VLF) radio signals emitted by the NAA transmitter and recorded by the VLF receiver 

located in Belgrade. VLF signal deviations (caused ionospheric turbulence) are found in the 

case of 36 out of 41 TD events (88%). Additionally, 27 TDs which have not been developed 

in hurricanes are explored and similar low ionospheric reactions are found. However, in the 

sample of 41 TDs which are followed by hurricanes the typical low ionosphere perturbations 

seem to be more frequent than other TDs. In Fig. 5 we present deviation of the NAA signal 

amplitude in period around beginning of the tropical depression before hurricane Gordon 

occurred in September 2006 with respect to three other days. Vertical dashed lines represent 
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time when this TD is recorded. Because time sampling of these data is 6 h we cannot 

compare times of the TD beginning  and the recorded disturbance in VLF signal amplitude. 

 

 
Figure 5.  Deviation of the NAA signal amplitude in period around beginning of the tropical depression 

before hurricane Gordon occurred on September 2006 with respect to three other days. The vertical dashed 

line represents time when this TD is recorded. 

 
 

4. Summary 

 

In this paper we present detection of changes in the VLF/LF signal amplitudes which are 

consequences of the lower ionosphere disturbances induced by natural events and processes which 

can affect human health. We present changes in these radio signals which occurred due to variations 

in the solar radiation and which are (possible) connected with earthquakes and tropical cyclones. 

We analyse data recorded by the Belgrade receiver station located at the Institute of Physics 

Belgrade. We also consider periodical variations due to changes in the incoming solar hydrogen 

/�.�UDGLDWLRQ�GXULQJ�VRODU�F\FOHV��\HDUV�DQG�GD\V� 
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