




 

Стручна биографија – Иван Трапарић 

Иван Трапарић рођен је у Требињу, БиХ, 14.9.1996. године где је завршио основну и средњу школу. 

На основне студије Физичког факултета Универзитета у Београду уписује се 2015. године на смер 

Примењена и компјутерска физика. Основне студије завршава у редовном року 2019. године са 

средњом просечном оценом 9.43. Исте године уписује мастер студије на Физичком факултету 

Универзитета у Београду на смеру Теоријска и експериментална физика. Мастер студије је завршио 

са средњом просечном оценом 10, а мастер рад одбранио са оценом 10. Мастер рад под насловом 

„Вакуум ултраљубичаста спектроскопија Лајманове серије јонизованог атома хелијума“ је урађен 

у Лабораторији за спектроскопију плазме и ласере на Институту за физику у Београду, под 

руководством др Миливоја Ивковића.  

На Институту за физику у Београду је запослен од априла 2021. као студент докторских студија у 

звању истраживач приправник. Током докторских студија, бавио се или се бави вакуум 

ултраљубичастом спектроскопијом електричних гасних пражњења, применом машинског учења и 

вештачке интелигенције у оптичкој емисионој спектроскопији плазме и унапређивањем метода и 

побољшања граница детекције појединих елемената у спектроскопији ласерски индукованих 

плазми. У последње време, бави се и применом вештачке интелигенције у вакуум ултраљубичастој 

спектроскопији фузионих плазми. У току основних студија је учествовао на две летње школе из 

области физике фузионих плазми. Прва летња школа организована је у Београду, у огранизацији 

Фузоине образовне мреже (ФОМ). Током ове летње школе, имао је прилику да путем интернета 

присуствује експериментима на токамаку GOLEM у Прагу, а тема истраживања била је 

експериментална физика runaway електрона. Друга летња школа је била на Институту за физику 

плазме Чешке академије наука и уметности у Прагу, где су рађени експерименти на токамаку 

COMPASS. Овде је имао прилику да две недеље учествује у истраживању експерименталне групе 

која се бави нестабилностима на ивици плазме.  

До сада је објавио шест радова у часописима са СЦИ листе, од којих су три објављена у врхунском 

међунароном часопису (категорија М21) а остала три у међународном часопису категорије М23. 

Свој досадашњи рад презентовао је на шест међународних конференција (SPIG 2020, SPIG 2022, 

SPIG 2024, XIV SCSLSA, SLSP 6 и ICSLS 2024). На међународној конференцији 14th Serbian 

Conference on Spectral Line Shapes in Astrophysics одржаној у Бајној Башти у јуну ове године је 

одржао кратко позивно предавање. Учесник је пројекта NOVA2LIBS4fusion који се финансира у 

оквиру програма ИДЕЈЕ Фонда за науку Републике Србије. Према индексној бази Scopus његови 

радови цитирани су 7 пута а Хиршов фактор износи h = 2. 

 

 

 

 

 

 

 



 

Преглед научне активности 

Научна активност др Ивана Трапарића је првенствено у области дијагностике плазме методом 

оптичке емисионе и вакуум ултраљубичасте (ВУВ) спектроскопије, применама машинског учења у 

спектроскопији плазме, те методама унапређена аналитичких перформанси спектроскопије 

ласерски индукованог пробоја. 

Сходно овоме, рад кандидата се може класификовати у следеће категорије: 

1. Примена машинског учења у спектроскопији плазме  

2. Истраживања у области спектроскопије ласерски индукованог пробоја 

Кандидат је до сада објавио 6 научних радова, а од тога 2 рада од претходног избора у звање 

(новембар 2023. године) до данас.   

Примена машинског учења у спектроскопији плазме  

Примена машинског учења присутна је у свим областима науке генерално, па је тако своју примену 

нашло и у спектроскопији плазме. Један од историјски најстаријих области којима се Лабораторија 

за спектроскопију плазме и ласере бави јесте одређивање густине електрона коришћењем 

различитих особина спектралних линија које испољавају Штарков ефекат (полуширина линије, 

растојање између дозвољених и забрањених компоненти итд.). У том смислу, у оквиру рада на 

докторској дисертацији кандидат је развио модел заснован на машинском учењу чији је циљ био 

предвиђање полуширине емитоване спектралне линије за улазне параметре плазме: густина 

електрна, температура електрона, емитер, наелектрисање емитера, ефективни јонизациони 

потенцијал горњег нивоа, енергије горњег и доњег енергетског нивоа, главни и орбитални квантни 

бројеви оба нивоа, укупни угаони момент оба нивоа и енергија јонизације емитера. Поред 

могућности брзе процене Штаркове полуширине, испитане су и регуларности Штарковог ефекта 

дуж спектралне серије неутралног атома литијума.  Резултати ових истраживања објављени су у два 

рада у иностраним научним часописима: 

1. Stark spectral line broadening modeling by machine learning algorithms 

 

Аутори: I. Tapalaga, I. Traparić, N. Trklja Boca, J. Purić, I. P. Dojčinovć 

Часопис: Neural Computing and Applications 34, 6349-6358, 2022, M21, IF 6.0 

DOI: 10.1007/s00521-021-06763-4 

 

2. New perspectives in the analysis of Stark width regularities and systematic trends 

 

Аутори: Z. Majlinger, I Traparić 

Часопис: Contrib. Astron. Obs. Skalnaté Pleso 53, 58 – 71, 2023, M23, IF 0.3 

DOI: 10.31577/caosp.2023.53.3.58  

Машинско учење је такође примењено и у класификацији звезда на основу снимљеног спектра у 

видљивој области и ови резултати су објављени у  раду 

1. The usage of perceptron, feed and deep feed forward artificial neural networks on the 

spectroscopy data: astrophysical & fusion plasmas 

 



Аутори: NM Sakan, I Traparic, VA Sreckovic, M Ivkovic 

Часопис: Contrib. Astron. Obs. Skalnaté Pleso 52, 97 – 104, 2022, M23, IF 0.4 

DOI: 10.31577/caosp.2022.52.3.97 

Потом, урађено је испитивање могућности обучавања модела машинског учења на постојећој бази 

снимљених спектара стандардних узорака нерђајућих челика у циљу квантитативне анализе у 

спектроскопији ласерски индукованог пробоја. Наиме, како би се избегло трошење времена на 

прављење базе за обучавање, са истом апаратуром и при истим условима снимљени су спектри тест 

узорака и резултати су објављени у раду: 

1. Determination of austenitic steel alloys composition using laser-induced breakdown 

spectroscopy (LIBS) and machine learning algorithms 

 

Аутори: I Traparić, M Ivković 

Часопис: The European Physical Journal D 77, 30, 2023, M23, IF 1.6 

DOI: 10.1140/epjd/s10053-023-00608-6 

Коначно, машинско учење примењено је у сврху генерације и моделовања спектра волфрама 

емитованог у области ВУВ спектра у опсегу таласних дужина од 4 до 7 nm. У овом делу спектра, 

колизионо радијативни модели развијени раније нису у могућности да  Спектри су снимљени у 

хелиотрону ЛХД (енг. Large Helical Device) у Јапану. Рад је послат у часопис и тренутно је у процесу 

рецензије.  

Истраживања у области спектроскопије ласерски индукованог пробоја  

У току реализације пројекта ИДЕЈЕ кандидат је учествовао у унапређењу постојећих метода 

спектроскопије ласерски индукованог пробоја (енг. LIBS – Laser Induced Breakdown Spectroscopy) у 

циљу анализе и карактеризације првог зида фузионог реактора. С тим у вези, прво је испитана 

граница детекције бакра у легури волфрам – бакар која представља идеалан прелазни материјал са 

чистог волфрама на неку од легура као што је легура CuCrZr од које се праве цеви за хлађење првог 

зида реактора. Прелазни материјал је потребан јер због изложености првог зида јаким топлотним 

флуксевима долази до напрснућа материјала првог зида чиме се угрожавају саме цеви за хлађење и 

безбедан рад фузионог реактора. Због тога,  ЛИБС техника је искоришћена за демонстрацију 

одређивања процента бакра у узорку као и количине аблираног материјала. Резултати су објављени 

у раду: 

1. LIBS depth-profile analysis of W/Cu functionally graded material 

 

Аутори: M Ivkovic, J Savovic, Biljana D Stankov, M Kuzmanovic, I Traparic 

Часопис: Spectrochimica Acta Part B: Atomic Spectroscopy 213, 106874, 2024, M21, IF 3.2 

DOI: 10.1016/j.sab.2024.106874 

Други проблем који је размотрен у овом пројекту јесу технике раздвајања Балмер алфа линија 

водоникових изотопа. Овај проблем је веома актуелан јер се развија метода процене концентрације 

трицијума у првом зиду реактора in-situ методом, која би дала брзу, једноставну и поуздану процену 

концентрације трицијума у првом зиду нуклеарног реактора. Метода која је примењена је 

демонстрирана на графитној мети на коју је накапана одређена концентрација тешке воде. Мета је 

изложена ласерском импулсу TEA CO2 ласера различитих енергија, а снимање спектра је вршено у 

контролисаној атмосфери аргона и хелијума коришћењем спектрометра високе резолуције и iCCD 

камере. Добијени резултати приказани су у раду:  



1. Resolving studies of Balmer alpha lines relevant to the LIBS analysis of hydrogen isotope 

retention 

 

Аутори: I Traparic, D Rankovic, BD Stankov, J Savovic, M Kuzmanovic, M Ivkovic 

Часопис: Spectrochimica Acta Part B: Atomic Spectroscopy 221, 107050, 2024, M21, IF 3.2 

DOI: 10.1016/j.sab.2024.107050 

 

Елементи за квалитативну процену научног доприноса кандидата  

1. Значај научних резултата 

 

Иван Трапарић дао је свој допринос у различитим областима физике јонизованих гасова и 

плазме. Главна област истраживања кандидата била је примена машинског учења у 

спектроскопији плазме, где је постигао запажене резултате.  

 

У оквиру истраживања везаних за примену машинског учења, први пут је успешно применио 

машинско учење у сврху анализирања Штарковог ефекта. Тачно су предвиђене регуларности 

дуж спектралних серија неутралног атома литијума, а модел је успешно предвидео и сатурацију 

полуширине услед Штарковог ефекта која настаје усљед Дебајевог екранирања емитера. Такође, 

демонстрирано је и да модел може јако ефикасно да да процену Штаркове полуширине за било 

који емитер са одступањем од 20 % у односу на експериментална мерења, што је у складу са 

семи класичним пертурбационим моделом (енг. SCP – Semiclassical Perturbation Theory) Сахал 

Брешо и Димитријевића на чијим резултатима је исти и обучаван.  

 

Такође, услед доступности опреме у Лабораторији за спектроскопију плазме и ласере, снимљена 

је тест база под истим условима као и база за потребе упоредног такмичења (енг. benchmarking) 

на ЛИБС 2022 међународној конференцији. Идеја је била да се по први пут проба метод 

обучавања модела на бази која снимљена са истим инструментом у другој лабораторији, а да се 

потом обучени модел искористи за квантитативну анализу снимљених узорака у сопственој 

лабораторији. Резултати овог истраживања демонстрирају да је овај метод остварив, али како би 

примена машинског учења до краја заживела у ЛИБС квантитативној анализи, потребна је 

стандардизација методе што је и дискутовано у раду. 

 

Коначно, кандидат је дао и велики допринос у експерименталној поставци, реализацији 

експеримента и тумачењу резултата у оквиру пројекта ИДЕЈЕ. Овде је демонстрирана могућност 

раздвајања Балмер алфа линија водоника и деутеријума коришћењем спектроскопије ласерски 

индукованог пробоја на ниском притиску.  Добијени однос сигнал/шум и резолуција са којом су 

ове линије раздвојене сугерише да је ова метода погодна за раздвајање Балмер алфа линија 

деутеријума и трицијума у сврху процене концентрације уграђеног трицијума у први зид 

реактора.  

 

2. Параметри квалитета часописа 

 

Др Иван Трапарић је током своје каријере објавио шест радова у међунарнодим часописима, од 

тога два рада од претходног избора у звање. Квалитет објављених радова може се проценити на 

основу квалитета часописа у којима су ови радови објављени: 



• 2 рада у врхунском међународном часопису Spectrochimica Acta Part B: Atomic Spectroscopy  

(M21, IF 3.2)  

• 1 рад  у врхунском међународном часопису Neural Computing and Applications (M21, IF 6.0 

(2022)) 

• 1 рад у међународном часопису: The European Physical Journal D (M23, IF 1.6) 

• 2 рада у међународном часопису: Contributions of the Astronomical Observatory Skalnaté Pleso 

(М23, 0.4) 

 

Укупан импакт фактор публикованих радова кандидата је 14.80. 

 

 ИФ М СНИП 

Укупно 14.80 33 5.175 

Усредњено по чланку 2.46 5.5 0.862 

Усредњено по аутору 1.23 2.75 0.431 

  

3. Позитивна цитираност кандидата 

 

Према Scopus бази података (Scopus link) радови др Ивана Трапарића цитирани су 7 пута без 

аутоцитата са укупним h – фактором 2. 

 

4. Нормирање броја коауторских радова, патената и техничких решења 

 

Два рада др Ивана Трапарића спадају у експерименталне радове у природно – математичким 

наукама па се радови са 7 коаутора узимају са пуном тежином. Како на свим радовима број 

коаутора не прелази овај број, оба рада улазе са пуном тежином. 

 

Остала четири рада представљају нумеричке симулације у области природно – математичких 

наука те се радови са 5 коаутора узимају са пуном тежином. Број коаутора на овим радовима 

такође не прелази овај број, па сви радови улазе са пуном тежином.  

 

5. Учешће на пројектима, потпројектима и пројектним задацима 

 

Др Иван Трапарић већ око годину дана активно учествује као члан пројектног тима на пројекту 

NOVA2LIBS4fusion који се финансира у оквиру позива ИДЕЈЕ Фонда за науку Републике 

Србије. 

 

6. Предавања по позиву на конференцијама, друга предавања и активности 

 

Др Иван Трапарић одржао је два предавања по позиву на међународним конференцијама 

 

1. I. Traparić, Stark Broadening Modeling with ML and AI Algorithms, XIV Serbian Conference on 

Spectral Line Shapes in Astrophysics, 19 – 23 June 2023, Bajna Bašta, Serbia 

 

2. I Traparić, Application of Machine Learning and Artificial Intelligence in Plasma Spectroscopy ,  

32nd SPIG, 26 – 30 August 2024, Belgrade, Serbia 

 

https://www.scopus.com/authid/detail.uri?authorId=57417549500


Поред тога, учествовао је на следећим међународним конференцијама и стручним школама: 

1. SLSP 6 – Spectral Line Shapes in Plasmas 6, 2022, Јер, Француска 

2. SPIG 2020 – Syposium of Physics of Ionized Gases, онлајн 

3. SPIG 2022 –  Syposium of Physics of Ionized Gases, 2022, Београд, Србија 

4. SPIG 2024 – Syposium of Physics of Ionized Gases, 2024, Београд, Србија 

5. XIV SCSLSA – Serbian Conference on Spectral Line Shapes in Astrophysics, 2023, Бајна Башта, 

Србија 

6. ICSLS – International Conference on Spectral Line Shapes, 2024, Отсу, Јапан  

 

7. Рецензије у међународним часописима 

 

Др Иван Трапарић био је рецензент два рада у Applied Spectroscopy (M22, ИФ 2.2). Потврда је 

преузета са сајта Publons и дата је у прилогу у наставку. 

 

8. Ангажман у настави 

 

Др Иван Трапарић је три године држао наставу физике на међународном програму 
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A B S T R A C T

Utilizing Laser-Induced Breakdown Spectroscopy (LIBS) for detecting deuterium and tritium retention in fusion 
devices poses a significant challenge due to the experimental limitations in resolving hydrogen isotope Balmer 
alpha lines (Hα, Dα, and Tα). This study utilizes the Rayleigh criterion to distinguish Tα and Dα lines by deter-
mining the maximum line widths and corresponding plasma parameters. Experimental validation was performed 
through LIBS analysis of heavy water-doped graphite/silica gel targets in both argon and helium atmospheres to 
assess the predicted plasma parameters and line profile shapes. The optimization of laser pulse energy, gas 
pressure, delay, and gate times aimed at achieving fully resolved lines based on the intensity, width, and the dip 
between deuterium and hydrogen Balmer alpha lines. By fine-tuning these experimental parameters, the study 
successfully achieved a dip of less than 10 % between the Hα and Dα lines with a satisfactory signal-to-noise ratio, 
demonstrating the feasibility of fully resolving the Tα and Dα lines. These findings underscore the potential of 
LIBS in enhancing the detection of deuterium and tritium retention in fusion devices.

1. Introduction

Resolving the challenges surrounding energy production stands at 
the forefront of modern science and technology. Nuclear fusion is a clean 
and sustainable energy production that holds the promise of addressing 
global energy demands. A fusion reactor uses deuterium (D) and tritium 
(T) as fuels to produce inert gas helium, high-speed neutrons, and vast 
amounts of energy without producing long-lived radioactive waste. 
Despite its immense potential, the complexity and costliness of fusion 
reactors necessitate collaborative efforts on an international scale, 
exemplified by the joint endeavor to construct the International Ther-
monuclear Experimental Reactor (ITER) among participating nations 
such as the EU, USA, Japan, Russia, China, India, and South Korea [1].

The development and maintenance of nuclear fusion reactors are 
vital to sustain the promise of clean and efficient energy production. 
Amidst the complex operational challenges faced by fusion reactors, 
attention must be given to the impact on plasma-facing components 
(PFCs), exposed to various stresses, requiring meticulous material 
composition monitoring and particularly critical hydrogen isotope 
retention studies. In a nuclear fusion reactor, PFC faces intense plasma 
radiation, thermal loads, and neutron fluxes, leading to structural 

material damage. Thermal loads may cause re-crystallization, cracks, 
melting, and dust formation. Plasma exposure leads to sputtering, 
hydrogen isotope retention, and helium-induced morphology changes. 
Potential defects and transmutations may appear under neutron action. 
Because of this, in-situ real-time material analysis is essential to prevent 
an unexpected failure. Monitoring hydrogen isotope retention in PFCs is 
particularly important as it may affect fuel efficiency, plasma density, 
and the density of neutral hydrogen in the plasma boundary, essential 
for the safe operation of nuclear fusion installations [2]. Consequently, 
hydrogen isotope retention studies play a key role in PFC diagnostics 
[2–6].

Numerous research papers focus on various methodologies for PFC 
characterization [7,8]. Two currently significant techniques for the ex- 
situ characterization of fusion-relevant materials are accelerator-based 
Ion Beam Analysis (IBA) and Thermal Desorption Spectroscopy (TDS) 
[3,9–13]. IBA encompasses setups like Nuclear Reaction Analysis (NRA) 
and Elastic Recoil Detection Analysis (ERDA) crucial for quantifying 
light isotopes due to their sensitivity and selectivity. Additionally, TDS 
offers insights by analyzing demounted (from the reactor) material 
samples using a quadrupole mass spectrometer with an enclosed ion 
source to evaluate hydrogen isotope desorption behavior. However, TDS 
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cannot provide information on the depth distribution of fuel concen-
trations. Radiofrequency Glow Discharge Spectrometry (RF-GDOES) 
proves effective for depth profiling of PFCs, as demonstrated in studies 
such as the analysis of deuterium in tungsten [2].

Laser Induced Breakdown Spectroscopy holds a prominent position 
among techniques applied for PFCs analysis within fusion devices. Its 
analytical capabilities have been extensively documented in many books 
and review articles [14–20]. LIBS is a minimally invasive non-contact 
technique suitable for multi-element analysis, including depth 
profiling, without requiring sample preparation. The technique is 
adaptable for vacuum or low-pressure gas environments and excels in 
remote in situ analysis. Notably, LIBS allows for on-site analysis without 
the need to dismantle or cut samples from the reactor, reducing costs 
and eliminating issues related to PFC replacement due to structural non- 
uniformity. Moreover, LIBS offers versatility in analyzing various 
reactor components beyond those that are easily disassembled. Review 
articles [21–23] provide an overview of the current state of LIBS 
development for fusion applications. Various LIBS systems were used for 
diverse characterization objectives, such as identifying elemental 
composition, depth profiling, deposited layer thickness, or spatial 
analysis. The efficiency of LIBS as a remote online diagnostics tool was 
demonstrated by analyzing multilayer structures, simulating the surface 
of a PFC covered with deposited impurity layers [24]. Specifically 
tailored LIBS configurations optimized for vacuum operation showcased 
promising results, including a compact system integrated onto the ro-
botic arm of the Frascati Tokamak Upgrade (FTU) for ITER-relevant 
sample analysis [25], demonstrating improved spectral resolution in 
double-pulse (DP-LIBS) over single-pulse (SP-LIBS) configurations. 
Notably, the exceptional sensitivity of LIBS to lighter elements has been 
found application in hydrogen isotope retention investigations [26–35]. 
At Experimental Advanced Superconducting Tokamak (EAST) [26], a 
remote in situ laser-induced breakdown spectroscopic (RIS-LIBS) system 
has been developed for the determination of PFC composition (fuel 
retention, impurity deposition, and deposited layer thickness) [26]. 
Isotope lines Dα and Hα were identified but only partially resolved. The 
limit of detection of H/D was estimated to be about 200 ppm in the 
lithium layer on the first wall [27] applied LIBS for in-situ probing of D 
retention and Li deposition on a W-PFC surface after being exposed to D 
plasmas in a tokamak. Deuterium retention inside both pure and lithi-
ated tungsten was investigated, and it was found that the Dα and Hα 
signals of lithiated W are significantly more intense than those of pure 
W. LIBS was also applied for in-situ diagnostics of the Li-H/D co-depo-
sition on the first wall of EAST [28]. The results showed that the Dα and 
Hα signal intensities disappeared after the third laser shot, which was 
explained by the greater depth of the nanosecond laser ablation than the 
thickness of the deposited impurity layer. Additionally, femtosecond 
laser filamentation-induced breakdown spectroscopy combined with 
chemometrics methods was used to quantify deuterium content in water 
samples [29]. Filamentation was found to suppress spectral broadening, 
and well-resolved peaks of Hα and Dα were obtained. Burger et al. [30] 
studied the segregation of species and spectral line broadening in D2O- 
H2O plasma produced by single- and double-pulse nanosecond laser 
ablation in air. It was found that species segregation for laser-produced 
plasma formed in the air does not significantly impact the ability to 
distinguish Dα and Hα Balmer lines for the SP-LIBS and DP-LIBS. Fantoni 
et al. [31] studied the resolving of Hα and Dα lines using double pulse 
configuration with Nd:YAG lasers having energy of 170 mJ at 1.06 μm to 
irradiate, in vacuum, Mo target co-deposited with W, Al, and D using 
vacuum arc deposition method. With a 300 ns delay between pulses, Hα 
and Dα lines are almost resolved according to the Rayleigh criteria, thus 
enabling line intensity determination using fitting with Pseudo Voigt 
functions.

Kautz et al. [32,33] obained an even better resolution by using fs Ti- 
saphire laser (800 nm, 35 fs, 5 mJ) to irradiate H and D loaded Zircaloy- 
4 targets. In 10 Torr of He, using a gate of 2 μs, FWHM of hydrogen lines 
from 0.08 to 0.05 nm was obtained for delays from 1 to 26 μs [33]. Using 

an ns laser and different pressures of Ar, a slightly greater FWHM was 
obtained. Later [34], using the same fs laser irradiation of the Zircaloy-4 
target with incorporated D or T in 26 Torr of Ar, the hydrogen Balmer 
alpha lines are clearly resolved from the Dα or Tα. Lowering gas pressure, 
the line width goes even below 0.08 nm, but the line intensity drops even 
faster, thus limiting the possibility for resolving Dα from Tα.

Recently [35], the analysis of the parameters influencing resolving 
and recordings of the fully resolved Dα and Hα lines are obtained in 30 
Torr of Ar at delays of 60 μs, but without indicating other experimental 
conditions.

Achieving direct Laser-Induced Breakdown Spectroscopy (LIBS) 
analysis of hydrogen isotopes remains a formidable challenge due to the 
high electron density in laser-induced plasma, intensifying Stark 
broadening and hindering the clear distinction of closely spaced spectral 
lines of different H isotopes.

This research aims to enhance the resolution and sensitivity of LIBS 
for detecting hydrogen isotopes in fusion-relevant materials. The initial 
focus involved a theoretical exploration to ascertain the maximum line 
widths for resolving hydrogen Balmer alpha Dα and Tα lines and to 
determine their real intensity. Parameters such as maximum tempera-
ture, electron number density, and instrumental width in conjunction 
with peak intensity ratios were meticulously assessed. In addition, the 
influence of the applied approximations on maximum line widths was 
evaluated.

The experimental verification of obtained results, i.e., generation of 
plasma condition necessary to resolve hydrogen isotopes Balmer lines, 
was performed using an earlier proposed [36] CO2 laser-based LIBS 
under a low-pressure helium and argon atmosphere. Different graphite 
targets incorporated with heavy water (D2O) were analyzed, including 
the silica gel-doped wet graphite targets.

2. Theoretical considerations

In this section, the requirements for resolving Balmer alpha lines of 
hydrogen isotopes were analyzed and calculated. Special attention was 
devoted to calculating the requirements for resolving the tritium Balmer 
alpha line. This is necessary since tritium control and retention studies 
are critical for the safety operation of fusion power plants due to the 
possibility of tritium permeation into the coolant and the difficulties 
associated with its recovery [37].

However, as tritium is radioactive and its determination is experi-
mentally challenging, laboratory studies of hydrogen retention primar-
ily rely on analyzing deuterium content. A key parameter in applying 
isotopically resolved LIBS for retention studies is the relation between 
line broadening and the isotopic shifts. Compared to other Balmer series 
lines, the Balmer alpha lines, besides being the most intense visible 
hydrogen line, have lesser Stark broadening than isotopic shifts, so they 
are commonly selected for hydrogen retention studies. Namely, Hβ and 
Dβ lines cannot be resolved under typical LIBS plasma conditions (Ne =

1022 m− 3 and Te = 10.000 K) since the isotopic shift for the Balmer beta 
Hβ - Dβ lines is 0.13 nm [38], while the Stark widths of these lines are 1 
nm (according to the computer simulation (CS) calculations [39]). 
Contrary, under the same plasma conditions, the Stark width of the 
Balmer alpha lines is 0.23 nm [39], while the isotopic shift for Hα - Dα is 
0.18 nm and 0.23 nm for Hα - Tα [38]. The main task of our research was 
to enhance the sensitivity of LIBS for the detection of hydrogen isotopes. 
For that purpose, optimal plasma conditions must be found under which 
hydrogen lines broadening is reduced, peak separation improved, and 
emission signal increased.

2.1. Determination of the critical FWHM for resolving hydrogen isotope 
lines

The first step in the analysis was to determine the limiting values of 
the spectral line widths necessary for resolving the H-D-T lines. From the 
spectroscopic point of view, lines are resolved if they fulfill the Rayleigh 
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criterion [29]. Therefore, the theoretical analysis of the overall line 
profiles (when all three isotopes are present in plasma) was performed to 
determine the maximum width of spectral lines that satisfy the Rayleigh 
criterion.

It is shown that the fitting of the hydrogen Balmer series lines with 
one, two, 4, 6, or seven Lorenzian excellent matches theoretical Stark 
profiles [40]. This and the fact that fitting the overall hydrogen profiles 
with one or sum of the Voigt function [40–42] also gives an excellent 
matching is a clear consequence of the fine structure of these lines. Since 
each fine structure component can be presented by the Voigt function, 
the resulting overall profile also has the Voigt shape [43]. Of course, 
such an approximation can be applied only above the fine structure limit 
[44]. On the contrary, it is unclear how such a fitting with several Voigt 
profiles can be easily applied for electron number density diagnostics.

Therefore, in many applications hydrogen profiles were fitted with a 
single Voigt profile. Determination of the full half width at half 
maximum, FWHM by such fitting procedure is adequate and is used in 
this work. On the contrary, deconvolution to determine Stark contri-
bution by equalizing it with Lorentzian contribution to the overall line 
width may lead to significant errors [45]. More details about this 
approximation in determining electron density will be discussed in 
Section 2.3.

First, Hα, Dα, and Tα spectral lines, having the same intensity and line 
width, were generated using the Voigt approximation, which treats each 
peak as a sum of fractional contributions of the Gaussian and Lorentzian 
shapes: 

wV = 0.5346 • wL +
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
0.2169 • wL

2 + wG
2

√
(1) 

where wV, wL, and wG are the full width at half maximum (FWHM) of the 
Voigt, Lorentz, and Gaussian profiles, respectively [46].

The Gaussian contribution is taken as the combination of the 
instrumental (wi) and the Doppler broadening (wD) [47]: 

wG =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
wD

2 + wi
2

√
(2) 

wD = 7.16×10− 7λ(T/M)
1 /2 (3) 

where T and M are the temperature and mass of the radiating atom in 
atomic mass units, and λ is the central wavelength in nm.

The estimated maximum line width (critical FWHM) for which the 
hydrogen isotope lines can be resolved is shown in Fig. 1. According to 
Rayleigh’s criterion, assuming that the hydrogen isotope line intensities 
are the same, the critical FWHM to separate the Hα peak from the 
blended Dα/Tα lines is 0.18 nm (Fig. 1a), and 0.054 nm to resolve the Dα 

from Tα line (Fig. 1b). It should be stressed that even when Dα /Hα line 
pair is resolved, the information about Tα may be lost entirely. In 
addition, if one wants to resolve Dα /Tα line pair, the dip between the Dα 
and Hα lines should be 10 % or less of the smaller line peak intensity.

Resolved deuterium and hydrogen lines were obtained in LIBS 
spectra of samples with different deuterium concentrations, confirming 
that the critical FWHM for Hα/Dα line separation is attainable [29–36]. It 
is much harder to attain the minimum peak width necessary to separate 
the Dα - Tα line pair. In addition, the critical FWHM for resolving lines 
depends on the assumed peak intensities’ ratio, R. Dependence of, 
determined, (critical for Dα and Tα lines resolving according to the 
Rayleigh criterion) FWHM dependance on a line intensity ratio in the 
range from 0.1 to 1 is presented in Table 1. The critical FWHM depends 
on the assumed ratio between Dα and Tα line intensities, R, regardless of 
which line is more intense, i.e., there was no difference between critical 
FWHM values obtained for intensity ratios of 0.5 and 2. Therefore, 
Table 1 presents only the values for intensity ratios between 0.1 and 1. 
To simplify procedure for critical FWHM determination, lines were 
approximated by Voigt profiles using the same line width for all lines.

As illustrated in Table 1, the determined critical FWHM of Voigt 
profiles for resolving Dα and Tα lines go from 0.027 to 0.054 nm, 
depending on the line intensity ratio. The results in Table 1 suggest that 
as the intensity ratio between these two lines decreases, it becomes more 
challenging to resolve Dα and Tα lines experimentally.

The dependence of determined critical FWHM on the assumed ratio 
of peak intensities of the Balmer alpha lines can be, besides in Table 1, 
presented by eq. (4), which enables easy calculation of the maximum 
FWHM necessary for resolving studied lines, for the estimated value of 
R: 

FWHMcr = 0.0599 − 0.0388× exp( − 1.765×R) (4) 

2.2. Critical plasma parameters for resolving hydrogen isotope lines

Resolving hydrogen isotope lines requires detecting a spectral signal 
at reduced electron density with corresponding narrower line widths. In 
other words, plasma parameters (T and Ne) must be optimized to ensure 
the conditions necessary to decrease electron density without a 

Fig. 1. Voigt approximation of hydrogen spectral lines having equal line widths and intensities and critical FWHM for resolving (a) Hα and Dα and (b) Dα and 
Tα peaks.

Table 1 
Critical FWHM for resolving Dα and Tα for different intensity ratios.

Line intensity ratio (R) 0.1 0.3 0.5 0.67 0.8 1

Critical FWHM 0.027 0.038 0.044 0.047 0.050 0.054
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significant decrease in light emission intensity.
Electron density from the width of the Hα can be determined using 

different approaches since much work was devoted to studying this line. 
For example, it is shown [48] that using Griem theory, there is a 
considerable difference between electron densities determined from 
Balmer alpha and Balmer beta line widths. Having in mind the high 
accuracy of the Hβ line theory, electron density can be determined using 
the correction factor between theories of the Hα and Hβ widths.

In this work, according to the approximation that the Stark profile of 
the Hα line at electron densities greater than 1021 m− 3 is close to Lor-
entzian [45], the eq. (1) was used to obtain Stark broadening contri-
bution to overall line width, assuming wL = wS. Then, eq. (5) [39] was 
used to calculate Ne: 

Ne
[
m− 3] = 1023 • (wS[nm]/1.098 )

1.47135 (5) 

Fig. 2 shows the maximum values of plasma parameters (T and Ne), 
under which critical FWHM for Tα, Dα resolving is obtained, estimated 
for different values of the instrumental FWHM parameter, wi. Plasma 
parameters were calculated for two critical line width values corre-
sponding to two values of R spectral line intensity ratios. Upon 
approaching the limit value of Ne = 1.2 x⋅1021 m-3 as shown in Fig. 2a, it 
becomes impossible to obtain the parameters (T and wi) required to 
resolve both the Dα and Tα, when R = 1. Additionally, it is observed that 
for an electron density of approximately 4 × 1020 m− 3 and temperature 
less than 6000 K, (corresponding to LIBS plasma at later evolution 
times), the instrumental FWHM should be less than 0.027 nm to resolve 
the Tα and Dα lines. Also, with equal peak intensities, if the temperature 
is higher than 10,000 K and Ne greater than 4 × 1020 m− 3, the instru-
mental width must be smaller than 0.02 nm. As shown in Fig. 2b, for an 
Ne lower than 1 × 1020 m− 3 and a minimal instrumental width of less 
than 0.01 nm, the temperature cannot exceed 3000 K.

2.3. Validity of approximations used for simulation of line profiles

Several approximations were used to determine critical, i.e., 
maximal FWHM and plasma parameters necessary to resolve hydrogen 
isotope Balmer alpha lines. Therefore, the validity of these approxima-
tions and their influence on determined parameters will be analyzed.

2.3.1. Approximation of line profiles with Voigt function
The validity check of the Voigt approximation, in the determination 

of the plasma conditions required for resolving studied lines, was per-
formed by comparing estimated parameters with those obtained using 

the Computer Simulation model of hydrogen spectral line profiles (CS 
tables) given by Gigosos et al. [39]. Previous studies [45] have 
confirmed the validity of approximating hydrogen Balmer alpha line 
shapes using the Voigt function. Conversely, determining the width by 
fitting hydrogen lines with the Voigt function, even by fixing the 
Gaussian contribution to the line width, can lead to significant errors at 
low electron densities. Therefore, the calculation of plasma parameters 
was performed using relation (5) [39,45] to improve their accuracy.

The difference in calculated values for the instrumental width wi =

0.01 nm, and wi = 0.027 nm respectively, (0.027 CS and 0.01 CS), was 
illustrated in Fig. 2 a,b, respectively. Error bars, included for these data 
in Fig. 2, indicate uncertainty of used formula. The slight variation be-
tween these values can be attributed to the contribution of a Doppler 
broadening mechanism because Voigt profiles were generated assuming 
identical widths of all three lines. For example, in the Voigt approxi-
mation, all three lines have a width of 0.054 nm, whereas the precise 
values are 0.0598 nm for Hα, 0.052 nm for Dα, and 0.049 nm for Tα.

2.3.2. Consistency in the assumption of the same stark widths and shifts
Different Stark widths of Balmer alpha lines of hydrogen and 

deuterium were reported [49]. The author measured the Stark- 
broadened line profiles of Hα and Dα in a wall-stabilized argon arc at 
an electron density of Ne = 1.4 × 1022 m− 3 and found the half width of 
Dα to be about 15 % smaller than the width of Hα. It was found that only 
about 5 % of the measured 15 % difference between the experimental Hα 
and Dα profiles can be explained by differences in Doppler widths and 
inaccuracies in reproducing the exact electron density, while the major 
portion (≈ 10 %) must be attributed to ion dynamic effects. In reference 
[49], for the evaluation of Ne through the Stark broadening of the Dα 
line, the numerical factor of 0.9 was introduced in relation (5) to account 
for the reduced Stark broadening of the Dα compared to the Hα line.

Our study of the necessary conditions for resolving the Hα, Dα, and Tα 
peaks assumed the same values for FWHM of these lines. Therefore, the 
impact of disregarding the influence of the reduced mass on the line 
profile was examined using CS tables [39]. The analysis was performed 
for four values of a reduced mass of 0.5, 0.8, 1, and 2, corresponding (in 
case of equal gas and electron temperatures) to different plasma com-
positions: pure hydrogen, hydrogen‑helium, hydrogen‑argon, and a 
mixture of argon with deuterium or all three hydrogen isotopes, 
respectively. It was concluded that ion dynamics affects the line shapes, 
resulting in the observed difference in line widths. As a result, observed 
differences could impact the precision of estimated widths and plasma 
conditions for separating Dα and Tα peaks in the studied range of den-
sities. Namely, according to the CS simulation results, a dip between 

Fig. 2. Relationship of the maximal electron temperature versus the electron density corresponding to different values of the instrumental FWHM calculated for two 
critical line width values: a) critical FWHM = 0.054 nm, Tα/Dα = 1, and b) critical FWHM = 0.027 nm, Tα/Dα = 0.1.
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lines increases with the increase of the reduced mass, which positively 
influences the conditions for resolving the hydrogen isotope lines. But, 
neglecting the influence of reduced mass on the line shapes by analyzing 
theoretical profiles for pure hydrogen only loosen the criteria for 
maximal FWHM for other μ. In addition, the hydrogen and deuterium 
spectral line profiles analyzed and experimentally tested in this work 
correspond to plasma with a simultaneous presence of hydrogen iso-
topes. On the contrary, in reference [49], measurements were performed 
for two experimental conditions (with a small percentage of the H or D 
added to Ar) having different reduced masses, which caused the stated 
difference in the hydrogen and deuterium line width.

3. Experimental methods and materials

Requirements for line resolution, analyzed in Chapter 2, were 
experimentally tested using the LIBS setup described in Section 3.1. 
Emission spectra were recorded using the spectrometer, the resolution of 
which is analyzed in Section 3.2. The selection of targets and their 
preparation procedures are described in Section 3.3. To verify the re-
quirements for plasma parameters estimated in Chapter 2, temperature 
and electron number density diagnostics were performed. These results 
are described in Section 3.4.

3.1. Experimental setup

The breakdown on a solid target was generated using the modified 
carbon dioxide TEA laser (Tachisto 215G) operated at 10.6 μm, with a 
repetition rate of 1 Hz. The duration of the main laser pulse was 80 ns 
with a tail lasting 2 μs (see inset in Fig. 3). The targets were placed 
within the vacuum chamber mounted on the x-y table (Isel-automation 
230,510). The chamber was vacuumed and filled with a continuous 
argon or helium gas flow at the desired pressure. The laser beam was 
focused perpendicular to the target surface using a ZnSe lens (L, f1 =

100 mm), as illustrated in Fig. 3. Fast imaging was conducted through a 
lateral window of the vacuum chamber, capturing the plasma image and 
projecting it onto the entrance slit of a spectrometer. This process uti-
lized an optical fiber settled at 15 degrees and equipped with a colli-
mator (SolarLas PS2) for precise light transmission. For recordings of 
line shapes, a spectrometer (Sol Instruments MS7504i) was employed, 
outfitted with an iCCD camera (Andor Technology, model DH734I-18F- 
63 featuring 1024 × 1024 pixels, with a size of 13 × 13 μm and an 18 
mm diameter intensifier). The iCCD was controlled using a pulse 
generator (DG-535, Stanford Research Systems), triggered optically by 
the occurrence of plasma on the target. A fast photodiode (PD) oriented 
towards the target was utilized to convert the light signal into electrical 

and trigger the DDG. Line shape recordings were performed with full 
vertical binning and different gate widths at various delay times. The 
acquisition gate width was varied between 15 ns and 70 μs. If not stated 
otherwise, the gate time was 5 μs. The shorter acquisition widths at 
earlier delays were favorable for tracking fast-changing plasma. Signals 
were recorded over ten accumulations to mitigate the influence of shot- 
to-shot variations.

3.2. Instrument selection and determination of instrumental profile

The initial step in experimental evaluation of the criteria for 
resolving hydrogen isotope Balmer alpha lines involved examining the 
spectrometer’s resolution, i.e., determining the instrumental half-width. 
Namely, the instrumental half-width must be smaller than the values 
shown in Table 1. The shape and width of the instrumental profile of the 
MS 7504i spectrometer were determined by measuring radiation from 
the Ne pen lamp. The instrumental width (diffraction grating with 1800 
groves/mm and a 15 μm wide entrance slit of spectrometer) was 
determined to be wi = 0.03 nm. Thus, it was concluded that the spec-
trometer was suitable for resolution studies of hydrogen isotope Balmer 
alpha lines.

3.3. Preparation and testing of targets

The second task was selecting and preparing the targets that could 
serve as substitutes for the hydrogen isotope-enriched components of the 
plasma fusion reactor. The material selected for the present study was 
graphite because of its importance for fusion technology [50,51]. Two 
preparation procedures were used to obtain graphite targets with 
embedded D2O. In the first case, a controlled amount of the D2O was 
applied with a micropipette to the surface of a tablet made from spec-
troscopically pure graphite powder. In this way, graphite targets with a 
gradient concentration of hydrogen along the sample thickness were 
produced. These targets were suitable for depth analysis of hydrogen 
retention, i.e., recording LIBS spectra in which the intensity ratio of 
hydrogen over deuterium Balmer alpha lines changes with the number 
of laser shots.

In the second case, tablets were made from graphite powder doped 
with D2O and mixed with silica gel (SiO2). The silica gel was added to 
prevent a decrease in water content during vacuuming. Before mixing 
with D2O-doped graphite, SiO2 was ground to a fine powder and dried in 
an oven at 110 ◦C for 20 h to eliminate previously accumulated mois-
ture. The best consistency of the tablets was achieved by mixing the 
graphite and silica gel powders in the proportion of 3:1. After pressing 
(10 tons hydraulic press for 30 min), the tablets were dried at 120 ◦C for 

Fig. 3. Experimental setup: L-lens, PD-photodiode, OF-optical fiber, FC-focusing collimator, VAC-vacuum outlet, DSO-digital storage oscilloscope and DDG-digital 
delay generator.
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6 h and stored in a desiccator to prevent moisture absorption. Targets 
prepared with this procedure had a homogeneous water distribution, as 
confirmed by LIBS spectra. The intensity ratio of the Hα and C II lines 
remained almost unchanged with increasing number of applied laser 
shots. The heavy water-doped graphite/silica gel targets were used in all 
further experiments.

3.4. Plasma diagnostics

The plasma parameter measurements were conducted to experi-
mentally validate the conclusions drawn from the results depicted in 
Fig. 2. Electron number density was evaluated from the measurement of 
wavelength separation (s) between peaks of allowed (2p 3P◦– 4d 3D) 
and forbidden (2p 3P◦– 4d 3F◦) component of the He I 447.1 nm line, 
using the relation (6) [52], with Te in K, s in nm and Ne in m− 3: 

log10(Ne) = 21.5+ log10

[( s
0.1479

)b(Te)

− 1
]

b(Te) = 1.46×
8380
T1.2

e
(6) 

From the spectra presented in Fig. 4 a, the separation between peaks 
was determined: s = 0.206 nm for shorter delay/gate times (0.5 μs / 5 μs) 
and 0.155 nm for longer delay/gate times (5.5 μs / 50 μs). The estimated 
Ne for shorter and longer delay/gate times were 2.5 × 1021 and 2.7 ×
1020 m− 3, respectively.

In addition, Ne was determined from the parameters of the He I 
492.2 nm line (2p 1Po − 4d 1D) with forbidden component (2p 1Po − 4f 
1Fo and 2p 1Po − 4p 1Po using the relation (7) [53], with Te in K, s in nm, 
and Ne in m− 3: 

log10(Ne) = 21.3065+

(
1

0.8766

)

log10

[( s
0.131187

)b(Te)

− 1
]

b(Te) = 1.25+
994
Te

(7) 

Using the separation values s = 0.203 nm and 0.146 nm determined 
from Fig. 4 b, the calculated electron number density was Ne = 1.5 ×
1021 and 2.2 × 1020 m− 3 for shorter and longer delay/gate times, 
respectively. From data presented in Fig. 4, for separation between 
forbidden (F) and allowed (A) components (s = 0.203 nm and 0.146 nm) 
and their intensities ratios (F/A = 0.196 and 0.044) the following Ne 
values were obtained by interpolation of the data according to unified 
theory (BCS) [54]: 2.03 × 1021, 3 × 1020, 1.5 × 1021 and 3.66 × 1020 

m− 3, which are in reasonable agreement with values obtained from the 
calculations based on approximative formulas [52,53].

The gas temperature was determined by comparing the synthetic and 

recorded spectra of the sequence Δν = 0 of the C2 molecule Swann 
system at 515 nm. Fig. 5a shows a part of the Δν = 0 sequence of the C2 
molecule Swann system spectrum, obtained in an Ar atmosphere at 
reduced pressure (10 millibars) between the band heads (0–0) and 
(1–1). Spectra were obtained with different delay times (5, 10, and 15 
μs), with a gate of 5 μs. As can be seen from the picture, the resolution of 
the spectrograph and the plasma conditions allow for obtaining spectra 
with a well-developed rotational structure, where the lines of the R and 
P branches are well-separated. Due to the decrease of plasma tempera-
ture with time, the band intensities obtained for different delay times 
decrease rapidly with increasing time. In general, the emission of mo-
lecular bands is characteristic of the peripheral plasma parts and/or 
later times of development of the laser-induced plasma: with increasing 
temperature, the intensity of the emission increases, but at the same 
time, the concentration of molecules decreases due to dissociation. The 
maximum emission intensity of the Swan system is usually reached at a 
temperature around 6700 K [55].

When the rotational structure of molecular band spectra is well 
resolved, it can be used to determine the temperature of heavy particles. 
The (0–0) band of the Swan system is very suitable for that purpose: the 
C2 molecule has a sufficiently high dissociation energy (6.2 eV) and a 
sufficiently low excitation energy (2.4 eV) to obtain very intense spectra, 
and on the other hand, the structure of the energy levels is such that the 
components of rotational structures can also be separated using a 
medium-resolution spectrograph. Fig. 5 b shows a detail of the C2 band 
spectrum synthesized for different temperatures, with a Gaussian profile 
corresponding to the instrumental profile of the spectrograph. The 
Pgopher program [56] was used to synthesize the spectra. The intensity 
ratio of R components and band head does not depend on temperature, 
so both synthesized and experimental spectra can be normalized to the 
intensity of the R component. This way of normalization is better than 
normalization using the (0–0) band head because of its potential self- 
absorption. As shown in Fig. 5 b, the intensity ratios of the R and P 
components of the (0–0) band strongly depend on temperature, so they 
can be used to estimate plasma temperature.

By comparing the normalized experimental and synthesized spectra, 
the temperature was estimated for different delay times: for a delay of 5 
μs, a temperature value of 5000 K was determined, with an error of 10 
%. With the delay time increase, a clear trend of temperature decrease 
was observed, from 4500 K for a delay of 10 μs to a temperature of about 
3500 K for a delay of 20 μs. The intensities were significantly lower for 
delay times longer than 10 μs, considerably increasing the determina-
tion error.

Fig. 4. Examples of the Ne diagnostics: (a) Shape of the He I line at 447.1 nm and (b) Shapes of the hydrogen isotope Balmer beta lines and He I line at 492.2 nm.
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4. Results

The analysis outlined in Chapter 2 has shown that a necessary 
requirement for resolving hydrogen isotope lines is employing a spec-
troscopic instrument with minimal instrumental width and generating 
plasma with parameters (Ne and T) falling within the limits indicated in 
Fig. 2. The LIBS operation is commonly performed in air and spectral 
lines are recorded with some delay period to the laser pulse, to avoid the 
influence of continuum radiation, i.e., acquisition starts when lines of 
the studied elements appear in spectra and last, until their intensity 
becomes comparable to noise.

Typical temperature and electron number density values for laser- 
induced plasmas are around T = 15,000 K and Ne = 1023 m− 3 (or 
above) [14–20]. The value of Ne is almost two orders of magnitude 
greater than the values shown in Fig. 2. The plasma induced by Nd:YAG 
laser in Ar at reduced pressure is characterized by a lower Ne but still far 
above the values required to resolve the Balmer alpha line. For example, 
the Hα line measured in tungsten plasma induced in He atmosphere at 
10 mbar had FWHM of around 0.5 nm [57], i.e., almost ten times greater 
than requested for resolving studied lines. In LIBS detection of hydrogen 
in molybdenum within mixtures of argon and nitrogen at atmospheric 
pressure it is observed that the width of the Hα line decreases (for the 
same delay), with shorter duration of plasma, i.e., emission intensities 
decrease faster than in pure argon [58]. The resolving of the Hα and Dα 
was obtained using double-pulsed LIBS (with ps and fs lasers) or laser- 
induced filamentation LIBS. However, the line widths were too wide 
to resolve Dα and Tα, like the line profiles shown in Fig. 1a.

Resolving Dα and Tα lines is the most critical task for LIBS analysis of 
hydrogen isotope retention, bearing in mind that the isotope shift 

between Dα and Tα is 0.0598 nm, while between Hα and Dαis 0.1785 nm. 
The targets used in this study did not contain tritium. Nonetheless, the 
analysis presented in Section 2 (Fig. 1 b) demonstrates that when the Hα 
and Dα are distinctly resolved, and the dip between these lines accounts 
for less than 10 % of the intensity of the smaller peak, the requirements 
for resolving Dα and Tα are met.

In this work, we investigated the potential of LIBS based on TEA CO2 
laser for obtaining well-resolved hydrogen Balmer alpha lines. Experi-
mental parameters were optimized by recording LIBS spectra of heavy 
water-doped graphite/silica gel targets under different experimental 
conditions. Three laser energies were used in this study, namely 260 mJ, 
320 mJ and 420 mJ. Targets were irradiated in Ar and He atmosphere at 
different gas pressures (3–80 mbar), and spectra were recorded with 
variable delay (0.5–15 μs) and gate times (5–50 μs).

The characteristic dependence of the line profiles on delay time at He 
pressure of 30 mbar are shown in Fig. 6 a, and on He gas pressure at a 
delay time of 15 μs in Fig. 6 b. Each spectrum is a sum of 10 accumulated 
laser shots applied at the same spot on the target.

Based on Fig. 6, it can be inferred that ionized carbon lines start to 
emerge in the spectra during the initial phase of plasma evolution and 
persist for less than 5 μs. It should be stressed that the width of the C II 
lines (3 s 2S - 3p 2Po) at 657.8 nm and 658.29 nm, recorded at the 
beginning of the plasma evolution, was 0.033 nm, which confirms that 
wi is equal to or slightly less than the stated value. In addition, since the 
overall width is not greater than the instrumental width, we may 
conclude that the contribution of the other line-broadening mechanisms 
was negligible. Further, in the time window 0.5 μs – 5 μs, the Ne value 
was around 1021 m− 3 since a Stark width of these lines, according to 
theory [59], is around 0.1 nm at Ne = 1023 m− 3.

Fig. 5. (a) Experimentally obtained spectra of the Swan band (Δν = 0 sequence) for different delay times. (b) Synthesized normalized spectra for temperatures of 
4000 and 6000 K and experimental spectrum for a delay time of 5 μs (part of the (0–0) band).

Fig. 6. Variation of line shapes: (a) with delay time at He pressure of 30 mbar and (b) on gas pressure at a delay of 15 μs. The influence of gate time on spectra (c) 
recorded in He at 10 mbar. All spectra were recorded using the laser energy of 260 mJ. Gate time for (a) and (b) was 5 μs. Delay for (c) was 5 μs.
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After a few microseconds, the spectral lines of surrounding gas (He or 
Ar) and those of hydrogen become more pronounced, thus enabling 
adequate resolving of the Balmer alpha line from the closely spaced 
spectral lines of the target material. This fact is significant for studying 
hydrogen isotope retention in tungsten targets because the presence of 
the spectral line of W I at 656.32 nm or Be II line at 656.45 nm can make 
it difficult to separate it from the hydrogen Balmer alpha line. Further-
more, the Balmer alpha lines were not fully resolved at short delay times, 
see Fig. 6 a, indicating a preference for analysis at delays longer than 15 
μs. Fig. 6 also shows that the dip between Hα and Dα lines decreases with 
increasing pressure. For pressure higher than 10 mbar, lines are fully 
resolved. Unfortunately, the intensities of Balmer lines diminish swiftly 
as the pressure and delay times increase. Hence, the primary objective of 
this study was to identify experimental parameters where line intensities 
significantly exceed the noise level and fulfill conditions required for 
resolution. As the plasma evolves, the line width decreases, indicating 
improved resolution. However, this decrease in width is accompanied by 
a decrease in intensity, which presents a drawback. Therefore, when the 
line width aligns with the instrumental resolution, the remaining signal 
can be captured by widening the gates for data collection. As an illus-
tration, the spectra recorded in He at 10 mbar, using laser energy of 260 
mJ and delay time of 15 μs for gate values of 20 μs and 5 μs, are shown in 
Fig. 6c.

In argon, under the same experimental conditions as for He gas, the 
intensity and shape of the hydrogen isotope Balmer alpha lines are 
considerably different due to the changes in electron number density, 
electron temperature, and different temporal and space evolution of 
plasma. The recorded line shapes for a laser energy of 420 mJ and a gate 
time of 5 μs are shown in Fig. 7a for various delay times.

Considerably greater electron number densities are obtained in LIBS 
with Ar compared to He. Consequently, the resolution of lines at the 
beginning of the plasma evolution is of poorer quality (Fig. 7a). How-
ever, plasma emission in Ar lasts longer, and for longer time delays (at 
50 μs) well-resolved lines of sufficient intensity can also be obtained, see 
Fig. 7a. The line shapes obtained under same laser energy and gate time 
parameters, but under varying pressure, are depicted in Fig. 7b, for 
delay time of 0.5 μs.

As a figure of merit, which will clearly describe the quality of 
resolving of hydrogen lines, the dip between lines seems to be the most 
appropriate. The dip was defined as the minimum intensity between 
lines (presented as a percentage of the lowest peak intensity). Consid-
ering that determining the line widths requires fiting, it is clear that dip 
is a more adequate parameter. Namely, a dip may, without any other 
procedure, give a reasonable estimate of how far one is from the optimal 
conditions for resolving not only the Hα and Dα line, but also for 
resolving the deuterium and tritium Balmer alpha lines. Fig. 8 shows the 

dependence of the dip between hydrogen isotope lines versus studied 
parameters: laser energy, gas type and pressure, and delay times. For 
comparison, the line widths are also shown in the same figure.

In Fig. 8, it is evident that the dip value’s dependency on gas pressure 
and laser energy is most notable during the initial stages of plasma 
evolution. However, as delay times progress, the line width approaches 
or matches the instrumental width, leading to dip changes among lines 
comparable to the measurement uncertainty. It is plausible to infer that 
employing a spectrometer of higher resolution would yield smaller dip 
and FWHM values, particularly at longer delays.

In argon (Ar), the dip increases with both pressure and laser energy 
due to the higher electron number density, resulting in an increase in the 
Stark width of the spectral line. Conversely, when using helium (He) as 
the surrounding gas, the increment in electron density is less pro-
nounced, leading to a dip that remains nearly unaffected by changes in 
pressure and laser energy, under studied conditions.

Hydrogen isotope retention studies depend not only on resolving 
Balmer alpha lines but also on studied line peak intensities. Therefore, 
we presented the results for lines fitting in the form of peak intensity 
versus determined FWHM for all experimental parameters. In Fig. 9. gas 
pressure was used as a parameter, while data for various delay times are 
presented and labeled for each data point. On the same graph, the 
critical FWHM value of 0.054 nm (Chapter 2) for resolving D and T 
Balmer alpha lines having equal intensities is presented as a thick ver-
tical line. The experimental points on the left side of the vertical line 
display plasma parameters where the line separation was deemed 
satisfactory. The vertical dotted line presents the value of the minimal 
instrumental width of the spectrometer. The red arrow indicates the data 
point for which optimal intensity and resolution of spectral lines were 
obtained.

Fig. 9 shows that resolved hydrogen isotope Balmer alpha lines can 
be obtained in both gases, but the line’s intensity and signal-to-noise 
ratios is better in He than in Ar. In addition, at various line peak in-
tensities, the dip between studied Dα and Hα lines is less than 10 % (see 
Fig. 8), i.e., line widths much less than 0.054 nm (see Fig. 9) can be 
obtained, which guarantees, according to the analysis presented in 
Chapter 2, resolving of Dα and Tα lines. At optimal conditions for 
resolving lines, the intensity is much lower than at the beginning of 
plasma evolution, see Fig. 10a, but still adequate for determining their 
intensities with high accuracy, see Fig. 10b.

5. Conclusion

This study examined the resolution of hydrogen isotope Balmer 
alpha lines, a crucial aspect for tritium retention investigations using 
LIBS. Key highlights of the study included determining the critical line 

Fig. 7. Figure (a) illustrates the variation of line shapes with delay time at an argon pressure of 10 mbar, while figure (b) shows the influence of gas pressure at a 
delay of 0.5 μs. The laser energy and gate time used for these measurements were 420 mJ and 5 μs, respectively.
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width (FWHMcr) for resolving deuterium (Dα) and tritium (Tα) lines by 
applying Rayleigh criteria and Voigt profile approximations for 
hydrogen lines. The estimated FWHMcr ranged between 0.054 nm for 

equal peak intensities (R = 1) and 0.027 nm for R = 0.1. An approximate 
formula for calculating FWHMcr dependency on R was proposed. The 
study emphasized that fulfilling necessary conditions for resolving Dα 

Fig. 8. Dip between Hα and Dα lines expressed in the percentage of the lower peak intensity versus delay for a different: (a) He gas pressure, (b) laser energy in Ar at 
10 mbar. FWHM of the Hα and Dα lines at conditions: c) same as a) and d) same as b). All data are recorded using a gate time of 5 μs.

Fig. 9. Dependence of spectral line peak intensity on FWHM for different gas pressures of (a) Ar and (b) He at laser energy 420 mJ. A vertical line represents the 
maximum spectral line width (0.054 nm) for resolving Dα and Tα with equal peak intensity. Labels represent the values of delay time for each data point.
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and Tα required full resolution of Hα and Dα lines while ensuring the dip 
between these lines was less than 10 % of the smaller peak intensity.

Experimental validation of the determined conditions essential for 
resolving Tα and Dα was conducted using a LIBS setup employing a TEA 
CO2 laser and recording plasma emission through an iCCD camera 
mounted on the spectrometer’s exit slit with an instrumental width of 
0.03 nm. Tests on hydrogen isotope retention in plasma-facing compo-
nents were carried out using graphite samples doped with heavy water 
(D2O) mixed with silica gel. Plasma parameters were assessed by 
determining electron number density from the separation between 
peaks of He I components and inferring temperature from the measured 
and synthetic segments of the C2 molecule sequence Δν = 0. In the time 
frame of 0.5 μs – 5 μs, the electron number density was approximately 
1021 m− 3, with plasma temperature around 5000 K and 3500 K for de-
lays of 5 μs and 20 μs, respectively.

Spectra of hydrogen and deuterium Balmer alpha lines were ob-
tained using different laser energies under varying experimental con-
ditions in Ar or He atmospheres, impacting line resolution differently. 
Optimal conditions for plasma induced in He and Ar were identified 
concerning laser energy, gas pressure, and delay times, resulting in 
better intensities and signal-to-noise ratios. Resolving Dα and Hα lines 
with a dip below 10 % of the smaller peak intensity under optimal 
conditions showcased the potential for obtaining fully resolved Tα and 
Dα lines in both gas atmospheres.

Enhancement of the line intensities by using longer gate times (for 
recordings when at given delay time, the line width approaches instru-
mental width) is demonstrated.
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[48] Z. Mijatović, S. Djurović, L. Gavanski, T. Gajo, A. Favre, V. Morel, A. Bultel, Plasma 
density determination by using hydrogen Balmer Hα spectral line with improved 
accuracy, Spectrochim. Acta Part B At. Spectrosc. 166 (2020) 105821, https://doi. 
org/10.1016/j.sab.2020.105821.

[49] S. Almaviva, L. Caneve, F. Colao, G. Maddaluno, R. Fantoni, Accessory laboratory 
measurements to support quantification of hydrogen isotopes by in-situ LIBS from 
a robotic arm inside a fusion vessel, Spectrochim. Acta Part B At. Spectrosc. 181 
(2021) 106230, https://doi.org/10.1016/j.sab.2021.106230.

[50] Y. Yu, J. Hu, Y. Zhao, X. Gao, J. Li, ICRF (ion cyclotron range of frequencies) 
discharge cleaning with toroidal and vertical fields on east, Plasma Phys. Control. 
Fusion. 53 (2011) 015013, https://doi.org/10.1088/0741-3335/53/1/015013.

[51] S. BrezƖnsek, C.P. Dhard, M. Jakubowski, Plasma–surface interaction in the 
stellarator W7-X: conclusions drawn from operation with graphite plasma-facing 
components, Nucl. Fusion. 62 (2022) 016006, https://doi.org/10.1088/1741- 
4326/ac3508.
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A B S T R A C T   

A feature of Laser-Induced Breakdown Spectroscopy (LIBS), the ability to perform depth profiling, has been 
exploited to analyze a tungsten‑copper functionally graded material (FGM), considered a relevant candidate for 
components in a nuclear fusion reactor. The proposed method relies on establishing correlations between the 
depth of ablation craters and the number of laser pulses, along with the accompanying LIBS spectra acquired by 
varying a number of laser pulses. LIBS measurements were performed using a Q-switched Nd:YAG laser at 532 
nm with 100 mJ/pulse energy under reduced Ar pressure. The ablation craters were analyzed using optical 
profilometry. The copper concentration at each specific depth was assessed using a univariate calibration curve 
constructed with intensity ratios of Cu I 521.82 nm and W I 522.47 nm spectral lines. The calibration samples 
were pure W and homogenous W/Cu composite samples with different Cu content (10.9% - 35.3%) whose 
composition was determined by X-ray fluorescence. The proposed method exhibits potential applicability for 
quantitative analysis of multilayered materials.   

1. Introduction 

Functionally Graded Materials (FGM) have innovative properties 
and multifunctional characteristics that conventional homogeneous 
materials cannot achieve. In its simplest form, FGM consists of a singular 
material on one surface, a distinct material on the opposing surface, and 
an intermediary layer characterized by a gradual variation in structure, 
composition, and morphology spanning micron-level dimensions be-
tween the two materials. A desired function can be achieved by selecting 
the transition profile of FGM. Therefore, the FGM must be classified 
separately from conventional homogeneous composites and nano- 
composite materials [1–3]. The applications of FGM are extensive and 
include engineering, aerospace, chemical plants, electronics, energy 
conversion, optics, nuclear energy, and even biomaterials [4,5]. 
Depending on the application, various properties, such as thermal 
(expansion coefficient, conductivity, stability, temperature distribution, 
response under transient heating), electric (conductivity, dielectric 
properties), elastic (deformation, strength, Young’s elastic modulus), or 
some other can have one-, two- or three-dimensional variation in the 
fraction of its components. 

Due to their distinctive characteristics, materials with property 
gradation offer significant advantages for application in nuclear fusion 

reactors. For example, functionally graded materials are relevant can-
didates for the interlayer between W plasma-facing components (PFCs) 
and CuCrZr heat sinks [6–15]. The challenge posed by a substantial 
difference in the coefficient of thermal expansion between these two 
materials, resulting in thermal stress on PFC, can be mitigated by 
introducing a transition layer consisting of a material characterized by a 
low thermal expansion rate, high thermal conductivity, and favorable 
thermomechanical properties. Promising candidates for joining layers of 
W to CuCrZr are W/Cu composites and W/Cu functionally graded 
composites [13,14]. The suitability of these materials is reflected in the 
ability to finely tune their macroscopic properties (microstructure and 
phase distribution) to attain the desired characteristics. 

As an in-situ, non-contact, minimally invasive technique sensitive to 
light elements, with the limit of detection down to ppm (or even to ppb 
in some cases), laser-induced breakdown spectroscopy (LIBS) is a 
promising tool for analyzing plasma-facing components in fusion de-
vices [16]. Various LIBS configurations, using either single pulse (SP- 
LIBS) or double pulse (DP-LIBS), have been used to explore the opti-
mization of the technique for monitoring compositional alterations in 
PFCs. These changes may arise due to impurity deposition, erosion, or 
fuel retention [17–23]. Also, the effect of laser parameters (energy and 
duration of laser pulse, wavelength) and the effect of atmospheric 

* Corresponding author. 
E-mail address: ivke@ipb.ac.rs (M. Ivkovic).  

Contents lists available at ScienceDirect 

Spectrochimica Acta Part B: Atomic Spectroscopy 

journal homepage: www.elsevier.com/locate/sab 

https://doi.org/10.1016/j.sab.2024.106874 
Received 26 June 2023; Received in revised form 8 December 2023; Accepted 29 January 2024   

mailto:ivke@ipb.ac.rs
www.sciencedirect.com/science/journal/05848547
https://www.elsevier.com/locate/sab
https://doi.org/10.1016/j.sab.2024.106874
https://doi.org/10.1016/j.sab.2024.106874
https://doi.org/10.1016/j.sab.2024.106874
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sab.2024.106874&domain=pdf


Spectrochimica Acta Part B: Atomic Spectroscopy 213 (2024) 106874

2

conditions on the emission, mass ablation, and plasma parameters have 
been extensively studied [24–27]. LIBS possesses a competitive advan-
tage over alternative techniques designed for in-depth elemental anal-
ysis due to its in-situ and remote analysis capability, which is especially 
important when analysis has to be performed in hostile environments 
like nuclear reactors. 

This paper presents the research findings on the potential of LIBS for 
in-depth profiling of W/Cu functionally graded material using a 
medium-resolution spectrometer. A conventional nanosecond LIBS sys-
tem was used, and the samples were analyzed under the Ar atmosphere 
at reduced pressure. The proposed method is based on the correlation of 
the depth of the ablation craters and gathered LIBS spectra for different 
number of accumulated laser pulses. The ablation craters were analyzed 
using optical profilometry. The copper content at each depth was esti-
mated from the constructed calibration curve. For concentration cali-
bration, homogenous W/Cu samples whose composition was 
determined by X-ray fluorescence were used. Subsequently, a univariate 
calibration curve was developed utilizing the line intensity ratios of Cu I 
521.82 nm and W I 522.47 nm lines. 

The proposed approach is also amenable to the analysis of elemental 
composition and the determination of individual layer thickness in 
multilayered materials. 

2. Experimental 

2.1. Samples 

A set of tungsten‑copper alloys W93Cu7, W90Cu10, W80Cu20, 
W70Cu30, and pure W in the form of tablets (diameter 10 mm, thickness 
1 mm) were obtained from HUBEI FOTMA MACHINERY CO LTD, 
Wuhan, P. R. China. Since W/Cu samples’ trade names represent a rough 
percentage of the main constituents, the precise composition of the 
samples was determined using X-ray fluorescence (XRF) analysis. These 
samples were used as calibration samples for LIBS analysis. A W/Cu 
functionally graded material (W/Cu FGM), i.e., tungsten with a gradient 
concentration of copper along the sample thickness direction, was used 
for LIBS depth-profile analysis. A W/Cu FGM sample was a disc with a 6 
mm diameter and thickness of 1 mm. 

2.2. XRF spectrometry 

A portable XRF Niton XL3t970 GOLDD analyzer (Thermo Fisher 
Scientific) was used to analyze the composition of W/Cu standards. The 
instrument is equipped with an X-ray tube, working at a maximum of 50 
kV, 200 μA, and a high-performance semi-conductor detector with a 
resolution of 185 eV. The spot diameter at the measurement point is 

about 3 mm. Depending on the application, the analytical range covers 
up to 30 elements, from sulfur to uranium. The analysis was carried out 
using a General Metal Mode calibration (includes elemental analysis of 
Ba, Sb, Sn, In, Cd, Pd, Ag, Mo, Nb, Zr, Se, Bi, Pb, Pt, Br, Au, Hg, Ta, Hf, 
Zn, Cu, Ni, Co, Fe, Mn, Cr, V, Ti) for a total time of 60 s (30 s Main filter 
and 15 s for Low and High filters). 

2.3. LIBS setup 

Fig. 1a shows a sketch of the focusing head for the basic single-pulse 
LIBS setup used in this work. A setup consists of the laser (1) mounted on 
the platform (2) movable vertically (0–380 mm) by the column (3) 
connected to the second fixed platform (4). The focusing head (5) carries 
a dichroic bending mirror at 45 degrees, a green diode laser (6) for 
indicating the position of a focal point, and a focusing mirror mount 
(which has the possibility for fine focal distance adjustment with accu-
racy of 10 μm and the range of ±10 mm). A laser source (1) was Nd:YAG 
Quantel Q-smart 450 laser (λ = 532 nm; energy 100 mJ; 6 ns pulses, 
frequency 10 Hz). The change in the laser energy density was obtained 
by varying the distance between the sample and lens with a 10 cm focal 
length. 

The shape, position, and size of the laser beam spot on the target 
were monitored using the endoscopic camera (8) equipped with six 
white light-emitting diodes for illumination. The camera has a diameter 
of 7 mm and a 5 m long light guide connected to the computer. The 
resolution of the camera is 640 × 480 pixels. 

Fiber optic cable (Ø = 400 μm) led the plasma emission collected by 
the light collector, i.e., fiber adapter Solar LS FA-2 (9), to the entrance of 
the imaging spectrometer Shamrock 303 Andor. The imaging spec-
trometer was equipped with the iCCD camera Andor iStar DH720. The 
camera working in full vertical binning mode (FVB) was triggered at 
various delays and gate times determined by a digital delay generator 
(SRS DG535) using the signals from the ICCD camera computer interface 
and Q switch trigger from the laser (controlled by the remote laser 
controller) by the help of the digital storage oscilloscope and computer 
software. Spectral sensitivity calibration of a Shamrock spectrometer 
system with an Andor iStar DH720 ICCD camera was performed with a 
calibrated tungsten lamp in the 300–800 nm wavelength range. Instru-
mental width (wi) was experimentally determined by fitting a profile of 
the spectral line emitted from a low-pressure mercury lamp. For 
entrance slit width of 20 μm, wi was 0.11 nm. 

A small vacuum chamber (based on KF40 Tee, see Fig. 1b) carrying 
target was settled on the carrier (Thorlabs, Pitch and roll platform) (7) 
with the manually adjustable angle, connected to the Thorlabs XY 
stepper motor translation stage controlled by the computer. After the 
chosen number of laser pulses, n, the target position (10) was changed to 

Fig. 1. a) Sketch of the focusing head for the single-pulse LIBS setup showing dimensions and range of the focal point adjustment. Legend: (1) laser, (2) platform, (3) 
movable column, (4) fixed platform, (5) focusing head, (6) green diode laser, (7) XY translation stage; b) Technical drawing of the vacuum chamber. Legend: (8) 
endoscopic camera, (9) light collector, i.e., fiber adapter, (10) target. (For interpretation of the references to colour in this figure legend, the reader is referred to the 
web version of this article.) 

M. Ivkovic et al.                                                                                                                                                                                                                                 



Spectrochimica Acta Part B: Atomic Spectroscopy 213 (2024) 106874

3

expose the “fresh” target surface. The target position was fixed when the 
task was to determine the ablation depth as a function of the number of 
applied laser shots. The appropriate gas pressure inside the chamber was 
adjusted using regulation and needle valves and monitored by the 
manometer, led to the chamber using appropriate tubing, and evacuated 
by the vacuum pump. All measurements reported in this work were 
recorded under reduced Ar pressure. 

2.3.1. Profilometry analysis 
The Zygo New View 7100 Scanning White Light Interferometer 

(optical Surface profiler) was used for fast, non-contact 3D measurement 
of surface morfology. The profilometer’s vertical scan range is 150 μm, 
with the extended scan range up to 20 mm. Vertical resolution is <0.1 
nm, while the lateral resolution is objective dependent and ranges from 
0.36 to 9.5 μm. A data scan rate is user-selectable (camera and scan 
mode dependent) and goes up to 26 μm/s. RMS repeatability is <0.01 
nm. The step height accuracy is ≤0.75%, while repeatability is ≤0.1%. 
The profilometer is equipped with the program (Zygo corporation, 
Metro Pro) that was used for measuring crater depths from two- 
dimensional (2D) profiles and their three-dimensional (3D) 
visualization. 

3. Results and discussions 

3.1. XRF spectroscopy 

The composition of the W/Cu calibration standards was determined 
by XRF analysis. A part of the obtained XRF spectra is presented in Fig. 2. 
The elemental composition obtained by XRF is summarised in Table 1. 
Samples also contain trace levels of other elements, such as Ti, Mn, Fe, 
and Co. The measurement accuracy (element dependent) was typically 
2% - 5% of the reported weight percent value. Concentration values 
obtained by XRF were used to construct the calibration curve. 

3.2. LIBS analysis 

A critical problem with the application of LIBS for the elemental 
(quantitative) analysis of W and W-alloys is the low reproducibility of 
the spectral line intensities caused by different grain sizes in a tungsten 
structure [28]. The line intensities also depend on grain distribution, 
causing differences in measured intensities during target irradiation at 
different angles [29]. In addition, explosive boiling occurs at tempera-
tures greater than critical [30–32]. For example, threshold laser in-
tensity for phase explosion in tungsten under interaction with Nd:YAG 
laser at 355 nm was estimated to be 6 × 1010 W cm− 2 [31]. 

Our first step was to study the influence of different experimental 
parameters (e.g., gas pressure, laser energy, beam size, the number of 
accumulated pulses, and delay time) on the reproducibility of the 

measured spectral line intensities. All LIBS measurements reported in 
this study were done in an argon atmosphere, as it was shown that the 
inert background gas provides almost uniform spatial distributions of 
plasma temperature and densities [33,34]. 

3.2.1. Optimization of the LIBS experimental parameters 
The influence of Ar pressure on the spectral emission intensity was 

studied within the pressure range spanning from vacuum conditions to 
1 atm. Fig. 3 shows that, in the analyzed pressure range, the highest 
signal-to-noise ratio (SNR) of spectral lines was obtained at 10 mbar, 
hence this pressure was chosen as optimal. 

The influence of delay time on the intensity of Cu I 521.82 nm and W 
522.47 nm lines is illustrated in Fig. 4 (a), while the SBR and signal-to- 
noise ratio (SNR) for a copper 521.82 nm line is illustrated in Fig. 4 (b). 

Fig. 2. Segment of the XRF spectra of W and W/Cu samples used as calibration standards for LIBS.  

Table 1 
Results of the XRF analysis of W/Cu calibration samples.   

Concentration (wt%)*  

Trade name Cu W Zn Ni Cr Other elements 

W – 100 – – – – 
W93Cu7 10.9 87 1.6 0.47 – 0.03 
W90Cu10 12.9 84 1.9 0.56 0.23 0.41 
W80Cu20 24.3 72 2.8 0.78 – 0.12 
W70Cu30 35.3 59 3.0 1.5 0.11 1.09  

Fig. 3. The influence of Ar pressure on the signal-to-background ratio of Cu 
521.82 nm line. 
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The highest SBR and SNR values were obtained for a delay time of 
around 1.5–2 μs. 

The laser pulse energy threshold required for creating plasma usable 
for spectrochemical analysis was determined to be 30 mJ. As shown in 
Fig. 5, the intensity of W and Cu demonstrated a proportional increase 
with elevated laser energy. Nevertheless, when the beam is focused on 
the target and the laser energy surpasses 50 mJ, the ratio of line in-
tensities (Cu I 521.82 nm / W I 522.47 nm) remains constant. Uniform 
evaporation of both components was achieved at energies exceeding 50 
mJ, resulting in a constant line intensity ratio at higher laser pulse en-
ergies. A laser energy of 100 mJ was chosen for further LIBS measure-
ments to enhance emission intensity, thereby improving the precision of 
intensity measurements and increasing the ablated mass compared to a 
pulse energy of 50 mJ (for the same spot diameter). 

The spot size required optimization to ensure that the spot diameter 
remains significantly larger than the sample grain size. The spot size was 
optimized by adjusting the focus, specifically by varying the lens-to- 
sample distance to define the surface that would be ablated. Due to 
the granulation of the material, the minimal preferable spot size should 
be above 100 μm. A spot size of 1 mm eliminated a problem with 
inhomogeneous grain size distribution and reduced spectral intensity 

fluctuations. 
The minimum number of laser shots needed to obtain reproducible 

spectral line intensities was determined to be 10. For the laser pulse 
energy of 100 mJ, the spot size of 1 mm, and 100 shots (average of ten 
measurements of 10 accumulated consequent laser shots), the relative 
standard deviation of the intensity ratio of the selected Cu and W lines 
was around 5%. 

Because the measured line intensities may vary due to the interaction 
of the plasma with the crater walls, the plasma confinement, or plasma 
cooling by the crater walls, the influence of crater depth on the 
measured LIBS intensity was also investigated. Fig. 6 (a) shows spectra 
recorded for a sequence (1–800) of laser shots applied to the same spot 
on the W90Cu10 target. The effect of the crater depth on the intensity of 
Cu I 521.82 nm and W I 522.47 nm line and Cu/W intensity ratio is 
shown in Figs. 6 (b-d). The variation of the line intensities is more 
pronounced than the variation of the Cu/W intensity ratio. After the 
100th shot at the same position, the influence on the measured Cu/W 
intensity ratio is significant, i.e., it decreases with a further increase of 
the crater depth. A possible explanation for such behavior could be a 
more significant effect of the changed plasma parameters (caused by 
crater walls) on the intensity of the line with lower excitation energy. 

Fig. 4. (a) LIBS spectra of W93Cu7 showing Cu I 521.82 nm and W I 522.47 nm lines recorded for different gate delay times. Laser energy 100 mJ, gate 20 ns, spot 
diameter 1 mm. Each spectrum represents an average of ten measurements consisting of 10 accumulated consequent laser shots. (b) The SNR and the SBR of Cu 
521.82 nm line, as a function of the delay time. 

Fig. 5. (a) Effect of laser pulse energy on the LIBS emission of Cu I 521.82 nm and W 522.47 nm line. b) The influence of pulse energy and fluence on the Cu/W line 
intensity ratio. Target W93Cu7; delay 1.5 ms; gate 20 ns; spot diameter 1 mm. 
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Therefore, the influence of crater depth on the measured Cu/W intensity 
ratio was negligible for the number of pulses applied in this work. 

3.2.2. Plasma diagnostics 
LIBS spectrum recorded for the W70Cu30 sample was used to 

determine the excitation temperature from the Boltzmann plot of the 
selected W and Cu spectral lines. In order to cover a large spectral 

window (320 nm to 550 nm), several consecutive LIBS spectra were 
recorded, each covering a spectral portion of about 60 nm. The experi-
mental parameters (laser energy, focusing, delay and gate time, and the 
number of accumulations) were held constant. Under our experimental 
conditions, only lines generated by neutral and single ionized W and Cu 
species can be detected. The list of lines and their spectral parameters 
(taken from the NIST Atomic Spectral Database [35]) are given in the 

Fig. 6. (a) LIBS spectra recorded for a sequence (1–800) of laser shots applied to the same spot on the W90Cu10 target. (b-d) The effect of the crater depth on the 
intensity of Cu I 521.82 nm and W I 522.47 nm line and Cu/W intensity ratio. 

Fig. 7. a) Boltzmann plot of Cu and W spectral lines, and b) Experimental profile of the Hα line fitted to a Voigt function.  
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Appendix. The temperatures obtained from Boltzmann plots (Fig. 7a) 
were 8900 K, 9400 K, and 10,400 K for W I, W II, and Cu I, respectively. 
A Boltzmann plot using copper ionic lines was omitted because it had 
poor calculation accuracy of the plasma temperature due to a low 
number of identified Cu II spectral lines. 

The electron number density was determined from the Stark width of 
the Balmer alpha line of the hydrogen, which is always present in the 
tungsten as an impurity (Fig. 7b). This line was chosen due to the low 
Balmer beta line intensity caused by the small amount of hydrogen. The 
line width was determined under the approximation that the line profile 
can be described with a Voigt function. The deconvolution of a Voigt 
function was performed using the Levenberg-Marquardt nonlinear 
fitting algorithm for minimum squares, with the Gaussian FWHM fixed, 
assuming that the Lorentzian component, wL, is due to Stark broadening. 
The Gaussian fraction (wG) is assumed to be a combination of the 
instrumental (wi) and the Doppler broadening (wD): wG = (wD

2 + wi 
2)0.5 

= (0.052 + 0.112)0.5 = 0.12 nm. To calculate Ne, an approximate for-
mula was used [36,37]: 

Ne
[
m− 3] = 1023⋅

(
wL[nm]

1.098

)1.47135 

The estimated value of Ne was 2.5 × 1022 m− 3. 

3.2.3. Univariate calibration 
Characteristic spectra of the W/Cu composite sample in the 300–660 

nm spectral range are shown in Fig. 8. 
The possible influence of self-absorption was checked by comparing 

the experimental and theoretical ratios of line strengths within multi-
plets [38]. Based on the results shown in Table 2, it was concluded that 
the influence of self-absorption on the measured intensities of W and Cu 
lines could be neglected. 

LIBS spectra of pure W and four W/Cu composite samples (Table 1) 
were used to construct a calibration curve. The spectra were recorded 
using the standard LIBS setup described in the experimental section 
using an optimized set of parameters: pulse energy 100 mJ; spot diam-
eter 1 mm; delay 2 μs; gate 20 ns; 100 accumulations (average of ten 
measurements of 10 accumulated consequent laser shots). LIBS spectra 
of calibration samples are shown in Fig. 9 a. 

Because the selected Cu and W lines overlap, integral intensities of 
these lines were determined using their approximation with Voigt 
functions. The line fit was performed using the Levenberg-Marquardt 
nonlinear fitting algorithm for minimum squares, with the Gaussian 
FWHM fixed (wi = 0.11 nm). The calculated contribution of Doppler 
broadening was negligible for temperatures around 10,000 K, 0.005 nm 
for the Cu 521.82 nm line, and 0.003 for the W 522.47 nm line. The 
selected line pair was suitable for the Cu concentration range considered 
in this study. For samples with a low concentration of Cu, the intensity 
ratio of the strongest Cu I line at 324.75 nm with some of the nearby W 
lines (e.g., W I 320.72 nm) may be used. 

A linear relationship was obtained between the Cu I 521.82 nm and 

Fig. 8. LIBS spectra of the W93Cu7 alloy sample. Experimental conditions: Nd:YAG pulse energy 40 mJ; wavelength 532 nm; frequency 10 Hz; delay 0.5 μs; gate 2.5 
μs; 10 mbar argon. 

Table 2 
Comparison of theoretical and experimental ratios of spectral line intensities.   

Configuration λ1 (nm)/λ2 (nm) R = Iλ1/Iλ2 (theor.) R = Iλ1/Iλ2 (exp.) 

W I 5d46s2 - 5d5(6S)6p 
413.74 / 407.06 
436.48 / 407.06 

2.11 
0.32 

2.10 
0.29 

Cu I 
3d94s2 - 3d104p 
3d104p - 3d104d 

510.55 / 578.21 
515.32 / 521.82 

2.42 
0.53 

2.27 
0.56  
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W I 522.46 nm line intensity ratio and the Cu concentration (Fig. 9 b). 
The calibration curve prediction error, calculated as a Root Mean Square 
Error (RMSE), was 0.598. The normalized value of the RMSE was 8.6%. 

3.3. LIBS depth-profile analysis 

A W/Cu functionally graded material (W/Cu FGM), i.e., tungsten 
with infiltrating copper along the sample thickness direction, was 
exposed to a variable number of Nd:YAG laser pulses. Time-resolved 
LIBS spectra were recorded to monitor the corresponding W and Cu 
spectral line intensity changes. The proposed depth profile analysis 
method was performed by combining the LIBS spectral analysis with the 

results of 3D-optical profilometry used to establish the depth of the 
ablation craters [39]. Fig. 10 shows 3D surface profiles of craters created 
on a W/Cu target after the increasing number of laser pulses irradiated 
the same spot on the target. 

Corresponding 2D cross-sectional profiles used to evaluate the depth 
of the craters are shown in Fig. 11 a. A relationship between the number 
of laser pulses and crater depths is shown in Fig. 11 b. 

As seen in Fig. 11 a, the paraboloid function describes the crater 
shape well. The volume of a paraboloid is given by V = 1/2 π r2 h, where 
r is the radius of the circular “cap” of the paraboloid and h is the axial 
height of the paraboloid. In our case, the radius of the surface damaged 
area was taken as r and the crater depth as h. Using this equation, the 

Fig. 9. (a) LIBS spectrum of W/Cu composites; (b) Calibration curve for Cu from the ratio ICu I/IW I.  

Fig. 10. Surface map of the W/Cu FGM target exposed to a different number of laser pulses.  
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volume of the ablated material was calculated. Characteristic parame-
ters of craters used to estimate the ablated volume and mass of the ab-
lated material are given in Table 3. 

LIBS spectra of a W/Cu target irradiated by an increasing number of 
laser pulses applied to the same target spot are shown in Fig. 12. As the 
figure shows, the intensity of a copper spectral line at 521.82 nm de-
creases with the increasing number of applied laser pulses, suggesting 
copper content gradually reduces from the top. The line disappeared 
from the spectra after 200 laser shots, indicating the complete removal 
of a layer containing a gradient concentration of Cu. Based on the ob-
tained results, we estimated the depth of inbound copper into tungsten 
to ~120 μm. The copper concentrations at different depths were esti-
mated from the calibration curve (Fig. 9 b) using a measured Cu I 
521.82 nm and W I 522.46 nm line intensity ratios. The results are 
shown in Table 4. 

4. Conclusion 

The results have shown that a standard LIBS setup based on Nd:YAG 
laser using a medium spectral resolution spectrometer can be success-
fully applied to quantitative analysis of W/Cu functionally graded ma-
terials relevant to fusion technology. 

For the W/Cu composite with Cu in the 10.9% - 35.3% concentration 
range, a linear relationship was found between Cu I 521.82 nm to W I 
522.46 nm spectral line intensity ratio and Cu concentration. Under 
optimized experimental conditions (fluence, delay and gate time, 
number of accumulations), the selected W and Cu lines used to construct 
a calibration curve were optically thin. 

It should be noted that the suitability of the W/Cu samples selected 

Fig. 11. (a) 2D profile of craters created on W/Cu target by a different number of laser pulses. (b) Crater depth as a function of the number of applied laser pulses.  

Table 3 
Characteristic parameters of craters created on W/Cu FGM target.  

Number of pulses Spot diameter (mm) Crater depth (μm) Spot surface area 
(10− 4 cm2) 

Crater volume 
(10− 7 cm3) 

Ablated mass* (μg) 

25 0.16 29 2.0 3.0 5.7 
50 0.16 47 2.0 4.8 9.2 
100 0.16 69 2.0 6.9 13 
200 0.20 120 3.1 19 36  

* Calculated using tungsten density of 19.28 g/cm3. 

Fig. 12. LIBS spectra of a W/Cu-based gradient material. Laser energy 40 mJ; 
spot diameter 0.16 mm; delay 0.5 μs; gate 2.5 μs; 10 mbar argon. 

Table 4 
Copper content at different depths of the W/Cu FGM sample.  

Number of laser shots Depth (μm) Intensity ratio 
Cu I 521.82/W I 522.46 

Cu concentration (%) 

1 0.9 12 30 ± 3 
25 29 1.5 2.0 ± 0.2 
50 47 0.7 0.39 ± 0.03 
100 120 – –  
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for the calibration technique should be carefully checked. Depending on 
the manufacturing processes, the grain size, shape of grains, distribution 
of additives inside the tungsten matrix, or other characteristics of W- 
based composites may influence the accuracy of LIBS analysis. 

The copper concentration along the sample thickness direction was 
obtained by combining LIBS spectral analysis and optical profilometry 
results. The applied protocol may be suitable for depth profile analysis of 
tungsten-based composite in the fusion reactor, i.e., a transition layer 
between W tiles at the first wall of the reactor and cooling channels 
made of CuCrZr. 
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Abstract. In this paper, the determination of composition of certified samples of austenitic steel alloys
was done by combining laser-induced breakdown spectroscopy (LIBS) technique with machine learning
algorithms. Isolation forest algorithm was applied to the MinMax scaled LIBS spectra in the spectral
range form (200–500) nm to detect and eject possible outliers. Training dataset was then fitted with random
forest regressor (RFR) and Gini importance criterion was used to identify the features that contribute the
most to the final prediction. Optimal model parameters were found by using grid search cross-validation
algorithm. This was followed by final RFR training. Results of RFR model were compared to the results
obtained from linear regression with L2 norm and deep neural network (DNN) by means of R2 metrics
and root-mean-square error. DNN showed the best predictive power, whereas random forest had good
prediction results in the case of Cr, Mn and Ni, but in the case of Mo, it showed limited performance.

1 Introduction

The structural materials of fusion reactors are sub-
jected to thermal, mechanical, chemical, and radia-
tion loads. Due to their excellent manufacturability,
good mechanical properties, welding ability, and cor-
rosion resistance, austenitic stainless steels were chosen
as structural reference material for ITER [1]. In addi-
tion, entire vacuum vessel of LHD stellarator in Japan
is made of austenitic steel [2], and to diagnose the com-
position of the deposits on the fusion reactor’s first
wall, test targets made of austenitic steel (AISI 316 L)
were settled at ten positions on the first wall [3]. Laser-
induced breakdown spectroscopy (LIBS) is one of the
emerging analytical technique that is non-destructive,
easy to use and requires little to no preparation of the
sample [4]. Therefore, it represents a great tool for the
analysis of the composition of austenitic steel samples.
There are two main approaches to the LIBS analysis,
namely standard calibration method and calibration—
free method [5]. In the method where calibration curve
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is constructed, a connection between one integrated line
intensity and known concentrations is established, thus
enabling the determination of unknown concentration.
This method is by far the most used one. Alterna-
tively, one can assume local thermodynamic equilib-
rium (LTE) in plasma and use Saha–Boltzmann equa-
tion to obtain plasma temperature and density, and
from this the unknown concentrations regardless of the
matrix effect. Machine learning algorithms have been
successfully applied in analysis of Raman spectra, NIR
and THz spectroscopy, vibrational spectroscopy, fusion
plasma spectroscopy, etc., just to name a few [6–10].
In recent years, to speed up the analysis of LIBS spec-
tra, machine learning methods are being used inten-
sively [11–14]. These methods involve the usage of
principal component analysis (PCA) for dimensionality
reduction, support vector machine (SVM) for classifica-
tion purposes and partial least squares regression (PLS)
for multivariate regression problems [15]. Also, for clas-
sification or regression problems, many authors applied
back propagation neural networks (BPNN) or convolu-
tional neural networks (CNN) to the LIBS spectra in
order to perform quantitative analysis of different sam-
ples [16–20]. Other regression algorithms, like random
forest regression (RFR), have also been widely used [21–
24]. Random Forest was constructed and reported by
Breiman [25], and it is based on the ensemble of decis-
sion threes, where the decision or prediction is made
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by the majority prediction. This algorithm was pre-
viously applied on steel spectra by Zhang et al. [26]
where they showed that this regression could be applied
for the determination of composition of steel alloys.
Later, Zhang with his collaborators used BPNN com-
bined with SelectKBest algorithm for feature selection
to trace minor elements in steel samples [27]. Liu and
his coworkers also used random forest, combined with
permutation importance feature selection to train and
predict the composition of steel alloys [28]. Gini impor-
tance criteria was also used previously in combination
with random forest on classification problems [29,30],
but here we are applying it to regression problem.

In this paper, we will consider three algorithms, ran-
dom forest, linear regression with L2 norm and deep
neural network (DNN) to predict steel samples com-
position. Instead of making our own database, we will
use the dataset published at the LIBS 2022 conference
site [31] and record our own test dataset under similar
conditions to check how much these small differences
affect the final model performance. Idea to use RF algo-
rithm is twofold. On the one end, it is able to catch non-
linear phenomena in the data, on the other end to see
to what extent we can use already implemented Gini
importance criteria within RF to make good regression
model. Although simple neural networks have yielded
good analytical prediction in the past, in general, they
are hard to train (better said, it is not easy to find most
favorable architecture), so we wanted to see how close
RF predictions are going to be with respect to DNN.

The paper is organized as follows: In the first section,
a brief introduction and overview of previous results
is given. In Sect. 2, the experimental setup and sam-
ple preparation is described. Section 3 gives the detail
description of applied methodology and data prepro-
cessing, while the results are given in Sect. 4. Finally,
we gave the conclusion of this work in Sect. 5.

2 Experimental setup and sample
preparation

Experimental setup is shown in Fig. 1.
The setup is a classical LIBS setup consisting of

Quantel Q switched neodymium-doped yttrium alu-
minum garnet (Nd:YAG) laser having pulse width of
6 ns, repetition rate of 10 Hz, pulse energy of 96 mJ
and operated at fundamental wavelength λ = 1064 nm.
Laser beam was reflected from 45◦ angle mirror M and
focused via lens L onto a target mounted on a x–y
micrometric moving stage by a lens of focal length f =
11 cm. Light emitted from plasma was collected using a
fiber optic cable with collimator having a focal length
of ffc = 4.4 cm and directed onto the 50 µm width
entrance slit of Mechelle 5000 spectrograph that can
record spectra from 200 to 950 nm. As a detector, we
used Andor iStar ICCD camera (model DH734, 1024
× 1024 pixels) cooled to − 15 ◦C. Camera was trig-
gered with a photodiode and gated by usage of Stan-

ford Research digital delay unit (model DG535). Delay
from laser pulse was set to 0.6 µs and the gate width
was set to 50 µs.

Steel samples used in this work were AISI steels with
certified composition from National Bureau of Stan-
dards (NBS, today NIST), whose elemental composi-
tion is given in Table 1.

Sample mentioned above, austenitic steel AISI 316 L
lies in between these tested models (concentrations of
main elements: Cr 17%, Ni 12%, Mo 2% and Mn 2%).
Each sample was firstly polished by sandpaper 200, fol-
lowed by polishing it with sandpaper 600. In front of
laser beam, external shutter was placed, coupled with
laser pulse counter. Counter was set to 16 counts, as it
is a binary counter, and after 16 pulses, the shutter is
closed for another 16 pulses. This represents one acqui-
sition of the spectra. For each sample, we recorded 22
spectra from different places on the target, and each
spectra is a result of averaging 20 acquisitions on the
same place (this gives 320 individual laser shots per
place on the target). To further improve and increase
signal, electrical gain of the camera was set to 80 (on
the scale of 0–255).

3 Methodology and data preprocessing

Database used in this paper was downloaded from LIBS
2022 website [31]. This database consists of a spectra
of 42 different steel samples, and for each sample, a
50 single-shot spectra were taken. This gives in total a
database of 2100 spectra samples divided into 40,002

Fig. 1 Experimental setup. Laser (Quantel, λ = 1064 nm,
pulse width 6 ns, peak energy 96 mJ) was focused via lens L
onto the movable target and plasma spectrum was recorded
by Andor iStar iCCD camera mounted on Echelle spectro-
graph. Camera gating was done by Stanford Research Dig-
ital Delay Generator (DDG, model 535) and triggered by
photodiode (PD). Mirror M and lens L are integrated within
a laser head, which was not drawn on this figure
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Table 1 Steel alloy certified composition

Steel number Steel type Cr Mn Mo Ni

443 Cr18.5–Ni9.5 18.5 3.38 0.12 9.4
445 AISI 410 13.31 0.77 0.92 0.28
446 AISI 321 18.35 0.53 0.43 9.11
447 AISI 309 23.72 0.23 0.053 13.26

Fig. 2 Flowchart of procedures taken in this work

columns (each column corresponds to one wavelength).
The flow diagram of our methodology is given in Fig. 2.
For machine learning part of this work, we used python
public repository scikit-learn.

3.1 Data preprocessing

Firstly, we restricted our dataset to the spectral range
between 200 and 500 nm, as this is the spectral area
where the most emission lines of metals of interest
can be found. It is worth mentioning that all training
dataset spectra were not intensity corrected. Therefore,
no intensity correction was done on the test dataset.

In the spectra normalization step, two normalizations
were tried to later adopt the best one, and those were
total spectral area normalization, and standard nor-
mal variate (SNV) normalization. First one is clear,
whereas SNV normalization represents a spectral nor-
malization tool that mean centers the spectra and then
divide each mean-centered intensity with its standard
deviation [32]:

Inew =
Iold − Imean

σ
(1)

where Inew is the new intensity, Iold is the intensity that
is being mean centered, Imean is the mean intensity and
σ is standard deviation of intensities. Besides these two,
MinMax data scaling was also tried. MinMax scaling
represents procedure where for each feature, we scale
the values according to the formula below, so we have
feature values between zero and one:

Iscaled =
I − Imin

Imax − Imin
(2)

Proceeding further, we detected and ejected outliers
with the help of Isolation Forest algorithm implemented
in sci-kit learn. After the outliers have been removed,
we fitted Random Forest regressor with aim to find fea-
tures that give the most contribution to the final result.
To achieve this, we actually trained four random forest
models, one for each element, to have features that con-
tribute to the each element prediction separately. Fea-
ture importances were calculated within random forest
algorithm by usage of Gini importance. The higher the
value, the more valuable this feature is to the final pre-
diction.

3.2 Hyperparameters tuning and model selection

To find the optimal parameters of the model, we
performed GridSearch cross-validation. This validation
technique takes the given model parameters and initial-
izes the model of interest with these parameters, splits
provided dataset into training and test datasets, fits the
model and reports the accuracy of the model through
R2 coefficient. This procedure is done five times in a
row for each set of model parameters, where, at the
end, for each model algorithm reports the best perfor-
mance and with which parameters they were obtained.
Used metrics to assess the predictive performance of the
models were coefficient of determination R2 and root-
mean-square error (RMSE). With optimal parameters
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Fig. 3 Results for feature importance analysis for Cr and Mn (a, b) and Mo and Ni (c, d)

found, we proceeded to final model training and finally
the prediction of steel samples composition.

4 Results

The results of feature importance analysis is given in
Fig. 3. It is evident that the algorithm successfully rec-
ognized and selected persistent line of Mo II at 281.61
nm (see Fig. 3c)). Also in Fig. 3d), lines of Ni II at
239.45 nm and 241.6 nm were successfully identified.
Great importance was also given for Cr II lines around
285, 286, 287, 313 nm, as well as to Cr II line at 336 nm
(see Fig. 3a)). Unimportant features have value of zero
or close to zero, so the condition threshold was set to
10−4, 2×10−4 and 5×10−4, while the best results were
obtained for threshold 2×10−4. Hence, the final dimen-
sionality of dataset used to train the final model is given
in Table 2.

In GridSearch cross-validation, parameters for ran-
dom forest that were supplied to the algorithm were
number of estimators (number of threes in forest) which
was changed from 200 to 350 in the step of 50, and maxi-
mal depth of the individual three which was varied from
none to 4. None here means that the three is going to
expand until all leaves are pure. In the case of linear
regression, the only parameter that could be changed
is L2 norm penalization coefficient α, and we have cho-
sen the values of 0.5, 0.8 and 1. For DNN, considered

architectures were ones with one, two and three hid-
den layers [(100), (100, 100) and (100, 150, 50)]. Num-
bers in parentheses represent number of neurons in each
hidden layer. Activation function was ReLU (Rectified
Linear Unit). Best results reported for all models were
ones with MinMax scaling. For RF, best results were
the ones where number of threes was equal to 350 and
maximum depth that was set to none. Best results with
linear regression were reached for the α parameter equal
to 0.8. Finally, for DNN, architecture with three hidden
layers showed best performance. After dimensionality
reduction via Gini importance, resulting dataset was
divided into training and test datasets, keeping 20%
of the data for testing. Validation of the models was
done by using R2 metrics and RMSE, and it is given in
Table 3.

With model training finished, judging by the R2

score, best overall performance is showed by deep neu-
ral network. The prediction precision for each element
goes above 0.9, whereas the predicted values in the case
of RF are little less. Results for linear regression are not
given, since they are significantly worse than these, thus
they were omitted. Prediction on recorded test dataset
was done with RF as well as with DNN, and the pre-
dicted results are summed in Fig. 4. From Fig. 4a–d,
it can be seen that DNN showed good performance on
all elements, while the predictions made using RF are
quite good for the case of Cr, Mn and Ni, but it showed
bad overall performance regarding the prediction of Mo,
see Fig. 4d. There was no difference when we tried to
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Table 2 Dimensionality and number of samples in training dataset used for model training

Element Number features Number of samples

Cr 273 1608
Mn 129 1608
Mo 317 1608
Ni 120 1608

All useful information is contained in these selected features

predict Mo concentration with all features, where unim-
portant features were not removed.

5 Conclusion and future development

In this paper, the prediction of austenitic steel alloy
samples was done using the random forest algorithm
and deep neural network. Data preprocessing consisted
of applying MinMax scaler on the raw data, followed by
outliers removal with isolation forest algorithm. Feature

selection was performed by Gini importance criterion
within random forest algorithm. It successfully isolated
most important features, thus enabling the dimension-
ality reduction while keeping all the necessary infor-
mation. This was preceded by final training of three
models: random forest, linear regression with L2 norm
and deep neural network. Random forest and neural
network showed better predictive power than linear
regression; hence, they were used as selected models
for prediction of the steel alloy composition. Trained
random forest model showed good predictive power for

Fig. 4 RFR and DNN predicted results (denoted with RF and NN on the figure) and comparison with certified values.
Numbers on x-axis denote the steel sample number given in Table 1. The figure indicates that the models learned and
yielded good results in the case of Cr (a), Mn (c) and Ni (b), but on the other hand, RFR had rather poor performance in
the case of Mo (d)

123



30 Page 6 of 7 Eur. Phys. J. D (2023) 77 :30

Table 3 R2 and RMSE values for validation dataset

Element R2
RFR R2

DNN RMSERF RMSENN

Cr 0.88 0.97 3.68 1.84
Mn 0.89 0.93 0.397 0.313
Mo 0.85 0.96 0.511 0.263
Ni 0.97 0.98 1.77 1.21

Cr, Ni and Mn, but rather poor performance in the
case of Mo. On the other hand, neural network showed
good overall predictive power. Nevertheless, random
forest algorithm, combined with the data preprocess-
ing techniques, shows a good potential for application
in austenitic steel alloy composition prediction, which
was also confirmed by results from other authors. For
future work, we tend to write a better feature extraction
software that should improve the feature selection and
hence the predictive power of a used regressor. Also,
good overall results are obtained, although the train-
ing and test datasets were not intensity corrected. This
work shows how useful it can be, to build a unique steel
dataset for later usage by different authors, as they not
need to every time record their own datasets. These
results can be further improved, if one performs cali-
bration transfer, as these spectra were recorded on dif-
ferent instruments. Here, this was not performed as we
have not had any identical standard that was used on
primary instrument.
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Abstract
Various types of electric fields contained in the laboratory and astrophysical plasma cause a Stark broadening of spectral

lines in plasma. Therefore, a large number of spectroscopic diagnostics of laboratory and astrophysical plasma are based on

experimental and theoretical studies of Stark broadening of spectral lines in plasma. The topic of the present investigation

is the Stark broadening caused by free electrons in plasma and its dependence on certain atomic parameters using a new

method based on the machine learning (ML) approach. Analysis of empirical data on atomic parameters was done by ML

algorithms with more success that it was previously done by classical methods of data analysis. The correlation parameter

obtained by artificial intelligence (AI) is slightly better than the one obtained by classical methods, but the scope of

application is much wider. AI conclusions are applicable to any physical system while conclusions made by classical

analysis are applicable only to a small portion of these systems. ML algorithms successfully identified quantum nature by

analyzing atomic parameters. The biggest issue of classical analysis, which is infinite spectral line broadening for high

ionization stages, was resolved by AI with a saturation tendency.

Keywords Machine learning � Stark broadening � Atomic data � Plasma physics

1 Introduction

One of the greatest challenges of the modern science is the

processing of enormous amounts of data. Two primary

goals in this field are how to learn from data and how to

make data predictions [37]. Data science and machine

learning (ML) have made tremendous progress in the last

few decades. Statistical physics have a great contribution to

the development and understanding methods in ML [6].

ML algorithms have become very important in the analysis

of data in physics and related sciences. ML methods have

been shown to be useful in different physical sciences:

astrophysics, particle physics, chemical physics, con-

densed-matter physics, quantum physics. In astrophysics

and particle physics experiments such as CMS and ATLAS

at the LHC in CERN, as well as projects such as the Sloan

Digital Sky Survey (SDSS), gives enormous amount of

data measuring the particle collisions and properties of a

billion stars and galaxies [37]. Object classification in

astrophysics is very important task [3, 27, 46] whose suc-

cessful solution enables easier selection of objects

according to certain criteria and their further study. Use of

ML algorithms enables the solution of numerous problems

in the processing of astronomical data and enables the

consideration of dependences and correlations that have

not been observed before [25, 26, 44, 45]. In one of the

most significant modern experiment: observation of the

gravitational waves arises from the merger of a binary

black hole, ML algorithms are used to clear the noise in the

signals of gravitational waves [1, 57]. Large development

in the domain of data science, as well as the strengthening

of connection to quantum physics, enabled the develop-

ment of our knowledge of the matter. Namely, atomic

physics is a base for the creation of new molecules and

advanced materials, as well. The theoretical basis of atomic

physics is quantum mechanics. Quantum mechanics has

provided a base for successful research of molecular
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physics and condensed matter physics, as well as nuclear

physics and particle physics. Consequently, the develop-

ment of ML algorithms recently has been used to address

fundamental questions in the domain of quantum physics

[4, 49]. One of the big problems in quantum physics is the

inability to solve the Schrödinger equation for multiparticle

systems, i.e., inability to obtain appropriate wave functions.

In quantum chemistry and chemical physics, ML algo-

rithms are used for analysis and prediction of physical and

chemical properties, chemical structures, optimization of

reaction parameters and process conditions (a type of

reagents, catalysts, concentration, time, temperature), pre-

diction of new reaction design, maximization of the pro-

duction rate of chemical reactions [2, 9, 18, 29, 59, 60]. In

condensed-matter physics and material science, ML has

been used to improve the calculation of material properties,

as well as a modeling of properties of new materials

[10, 12, 19, 43, 58]. Learning techniques can be used for

the research of advanced materials: materials for memory

devices, solar cells, batteries, sensors, nanoparticle cata-

lysts, supercapacitors, superhard material, etc.

From interconnections between quantum physics and

ML, scientific community has huge expectation

[4, 8, 23, 24, 32, 33, 35, 38, 49, 54]. There are many current

questions about entanglement classification [23], quantum

state tomography [54], solving the quantum many-body

problem [8, 24]. There are many interesting active ML

models with the aim of creation of new quantum experi-

ments [32, 33, 38], as well as quantum machine models

[17]. Also, ML can be used to discover physical concepts

from new experimental data [28]. ML approaches have

been applied to atomic physics. The neural networks can be

used as a representation of quantum states [6]. There is a

lack of atomic parameters for heavy elements and high

ionized atoms. ML can be applied to the classification of

heavy atoms energy levels according to their electronic

configurations [7, 41]. Learning techniques have been

applied for the investigation of atomic processes, like

ionization and radiation [6]. Analysis of spectra from stars

and quasars, as well as laser-produced and fusion plasma,

can be done with the help of ML [40, 45]. The knowledge

of atomic parameters is a base for atomic processes mod-

eling. The aim of this research work is to use machine

learning algorithms for modeling Stark spectral line

broadening.

Stark broadening of spectral lines is a tool for spectro-

scopic diagnostics of laboratory plasma, as well as astro-

physical and fusion plasma. In astrophysics, stark line

widths are used for analysis of stellar spectra, investigation

of chemical abundances of elements in different stellar

objects, opacity calculations. Recently, it has been shown

that Stark broadening has a big influence on the uncer-

tainties in the calculation of the solar opacity [34]. Spectral

analysis has a very important role in the physics of fusion

plasma, too. Part of the current research in this field is

concentrated on the possibility of using various durable

materials, (as Mo, Ti, Zr...) for tungsten alloying. During

the operation of fusion machines, it is expected that a small

amount of these materials would be found in the peripheral

regions of confined plasma, because of the spattering pro-

cess. Stark widths of these atoms and their ions are needed

for a detailed spectral analysis and diagnostics.

Stark broadening of spectral lines of neutral atoms and

ions is used in science for a number of problems in various

physical conditions. Theoretical calculations of the Stark

width values usually use one of the models given by Griem

et al. [20]; Sahal-Bréchot et al. [47]; Griem [21]; Dimitri-

jević and Konjević [13]. Recent research indicates the

importance and usefulness of searching for possible types

of regularities in the framework of a Stark broadening

investigation [16, 53, 56]. Still, existing tables with cal-

culated and measured Stark widths have a big lack of data.

There is a need for Stark widths data in the wide range of

chemical elements, plasma temperature and electron den-

sities. In this paper a correlation between Stark broadening

and environment parameters, such as the ionization

potential of the upper level of the corresponding transition,

electron density and temperature, will be investigated using

modern ML algorithms. If this method proves to be accu-

rate enough, the process of calculating the value of stark

widths will be significantly accelerated and facilitated.

2 Theoretical background of Stark line
broadening

One of the primary deexcitation ways of excited atoms is

photon emission. A cumulative signal obtained from a

radiating medium (for example plasma) is a spectral line

with a small frequency range. Each spectral line emitted by

atoms in plasma has a finite frequency range represented as

line width. Generally, there are four types of spectral line

broadening in plasma. One is a natural line broadening,

related with the uncertainty in the energy of the states

involved in the transition profile, with line width negligible

compared to the other broadening mechanisms. The second

is instrumental line broadening which includes the influ-

ence of spectral device on a line profile. Doppler broad-

ening is caused by a distribution of velocities of atoms or

molecules and depends on plasma temperature. The pres-

sure broadening, which generally depends on pressure (i.e.,

density of active species) and temperature, results from the

interactions of the emitters with neighboring neutral par-

ticles (resonant and Van der Waals broadening) and ion-

ized particles (Stark broadening). Natural and instrumental

broadening are always present. The existence of other types
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of spectral line broadening depends on the plasma condi-

tions. Stark broadening is caused by the free charges which

surround the emitters in plasma and produce the local

electric field which affects the emission process, giving rise

to shifts of the emission wavelengths or changes in the

phase of the radiation. This is observed as a phenomenon of

broadening and shift of the spectral lines [22]. This effect is

determined by the intensity of the local electric field and it

depends on the density of charged particles in the plasma

(electrons and ions). The influence of free electrons on the

line broadening in plasma is much more pronounced than

the influence of ions. The topic of the present investigation

is the Stark broadening caused by free electrons in plasma

using new method based on ML approach.

The general formula for Stark width calculation in the

impact approximation, which is appropriate to use in the

overwhelming number of cases, is [22]:

x ¼ Ne v � rif þ
X

i
0
rii0 þ

X

f
0
rff 0

0
@

1
A

* +

av

ð1Þ

The line has a Lorentzian profile whose width is x,
expressed in angular frequencies unit [rad/s]. Ne and v are

electron density and velocity, respectively. The average is

being over the velocity distribution of perturbing electrons.

The cross sections rii0 (rff 0 ) are for inelastic scattering on

the initial (final) state of the line,

while rif is an effective elastic cross section to be cal-

culated essentially from the difference of elastic scattering

amplitudes fi and ff .

The formula proposed by Griem [22] is very compli-

cated, it cannot be resolved exactly, so it is useful to use

different approaches in the calculation. The regularity

approach which correlates Stark width of spectral line, x,
expressed in [rad/s], electron density Ne, electron temper-

ature Te and positive value of electron binding energy on

the upper level of the transition, expressed in [eV], is given

by Purić and Šćepanović [42] (Eq. 2):

x ¼ Zk
e � a � Ne � f ðTeÞ � v�b ð2Þ

where Ze ¼ 1; 2; 3::: for neutrals, singly charged ions, ...

respectively and it represents the rest core charge of the

ionized emitter and a, b and k are coefficients independent

of electron concentration and ionization potential for a

particular transition and the rest core charge of the emitter.

In Eq. 2, stark width is expressed in radian per second and

this is the only suitable unit to analyze the regularity of

Stark broadening. If regularity analysis use wavelengths (k)
and line widths (Dk) expressed in meters, Eq. 2 should be

written as follows:

Dk ¼ Zk
e � a � Ne � f ðTeÞ � v�b � k2

2 � p � c
ð3Þ

In Eq. 3, every transition have its own wavelength, while

the other parameters remain unchanged, so regularity can’t

be seen.

Atoms and ions with the same number of electrons form

an isoelectronic sequence. It is expected that spectral series

within an isoelectronic sequence show regularity behavior

because a wide range of atomic/ionic parameters depend on

the electron number. The results obtained by regularity

studies have proven to be very precise and this approach

has been used in previous papers of our group. In the last

decade we have investigated Stark broadening regularities

using Eq. 2 within spectral series of individual elements

[14, 15, 30, 51, 52], within spectral series of individual

isoelectronic sequences [53, 55, 56] and we published one

paper with analysis of Stark line broadening regularities

within two spectral series of isoelectronic sequences

simultaneously: potassium and copper [16]. The present

investigation goes one step further and analyses all ele-

ments for which there are available data needed for Stark

broadening investigation, simultaneously, using machine

learning approach. The aim is to find the best possible

model which correlates Stark width of spectral line with all

available parameters for transition of interest (atomic

parameters and environmental parameters).

3 Dataset creation and data cleaning

In order to create our dataset we used two public reposi-

tories connected with atomic spectroscopy. First one is

Stark B database [48], where the parameters of Stark

broadening for different emitters are given. The features

taken from this database are: chemical element, ionization

stage, upper and lower level of spectral transitions, Stark

broadening, the environment temperature and electron

density in environment. In the available database, stark

widths are expressed in angstroms (1 angstrom = 10�10 m).

For analysis purpose, angstroms are converted in radian per

second [53] (Eq. 4). In the physical sense, radian per sec-

ond is unit related with energy.

x ¼ 2p � c � Dk
k2

ð4Þ

We also performed data analysis with Stark widths

expressed in meters, using machine learning and results

have not shown any meaningful trends. This is confirma-

tion that radians per second are suitable unit for machine

learning approach, too. When the difference between

energy levels of the same multiplet is small compared to

the distance to the next level linked by an allowed
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transition, all the fine structure lines of the same multiplet

have the same width and shift in Stark B database . In that

case, the data are given of the multiplet only (wmult) and for

an average wavelength of the whole multiplet (kmult). The

width value for a particular line (wline) within a multiplet is

obtained from:

wline ¼
wmult � k2line

k2mult

ð5Þ

To ensure better results, we enriched features taken from

Stark B database with ones taken from NIST Atomic

Spectra database [31]: binding energy of both upper and

lower transition levels, ground level energy, total angular

momentum quantum number J of both upper and lower

transition level, as well as principal n and orbital ‘ quantum

numbers and total angular momentum J quantum numbers

of upper and lower transition levels.

The algorithm of connecting those two databases to form

our own works as described below. For every transition

connected with certain chemical element, we take the elec-

tronic configuration of both upper and lower levels from

Stark B database. Then, we look for that particular element in

NIST database and compare the electronic configurations. If

they match, then we take the binding energy of those levels,

their principal quantum number n, orbital quantum number ‘

and total angular momentum quantum number J and finally

the ionization energy of that atom. The ionization energy is

needed for calculation of the so-called upper level ionization

potential v. For practical purposes, we replaced the chemical

element name with its atomic number Z and its charge,

obtained from periodic system of elements (i.e., instead of

Ar?2, we used Z = 10 and charge = ? 2). For better

understanding of the algorithm mentioned above, pseudo

code is given in table Algorithm 1 while the complete code

can be found at https://github.com/ivantraparic/Stark

BroadeningMLApproach. After we completed the creation

of database, it consisted of 54,236 successfully matched

transitions for 53 different emitters.

Then we proceeded with data cleaning. Outliers were

detected as those transitions where the energy of upper

level is smaller than the energy of lower level, which is

physically impossible, thus those lines were removed from

the database. Next, we excluded transitions given for

temperatures above 150,000 K and electron densities above

1018 cm�3, because we are currently not interested in

making predictions for those plasma conditions. As a

result, this dataset contains 53 emitters and 34,973 spectral

lines and follows a normal distribution.
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It consisted of 15 columns, 14 of those were our features

(atomic number Z, electron temperature, electron density,

charge, lower level ionization potential v, ground level

energy, lower level energy, lower level J, upper level

energy, upper level J, principal quantum number of lower

level nf , orbital quantum number of lower level ‘f , prin-

cipal quantum number of upper level ni, orbital quantum

number of upper level ‘i), and 15th column was our target

value x.

4 Model creation and training

For model creation and training, we used public Python

package Sci-kit learn. We created four models, every being

Pipeline with two steps. In each object of Pipeline class, the

first step was data scaling using StandardScaler, and in

second step we made our predictions with defined model.

Considered models were: Linear Regression, Decision Tree

Regressor, Random Forest Regressor and Gradient Boost-

ing Regressor. We split the dataset into training and test

dataset using train_test_split method, leaving 25% of the

data for testing. To find the best model out of four con-

sidered, and best parameters for that model, we used

ShuffleSplit combined with GridSearchCV. In ShuffleSplit

object we set number of splits to 5, and we left 30% of data

for testing. In GridSearchCV object we set cross validation

to ShuffleSplit object. The values for parameters of models

used in GridSearchCV are presented in table 1. Other

parameters of the model remained at their default values.

To rank the performance of models, we used best

Coefficient of Determination, R2, value obtained after

Table 1 List of ML algorithms

and parameters
Model Parameters

Linear regression Normalize: [True, False]

Decision tree regressor max depth [3, 5, 10]

Random forest regressor n estimators [5, 10, 15, 100]

Gradient boosting regressor max depth [3, 5, 10], n estimators [100, 150, 200]

Table 2 List of ML algorithms

and their final score
Model Best R2 Parameters

Linear regression 0.38 Normalize: False

Decision tree regressor 0.92 max depth = 10

Gradient boosting regressor 0.94 max depth = 10, n estimators = 150

Fig. 1 Stark widths regularities within 2s-np i 3s-np spectral series of Li I (T = 30,000 K, Ne ¼ 1020 m�3)
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GridSearchCV algorithm finished. We have taken the

parameters that the algorithm used to score that particular

R2. As a result, we got that the best R2 value was for

Random Forest Regressor having R2 = 0.95 for n estima-

tors = 100. The results of other model is given in table 2.

So, our winning model after performing hyper parameter

tuning using GridSearchCV was Random Forest Regressor

with number of estimators set to 100. Random Forest is a

learning method that operates by constructing a large

number of decision trees during the training process [5]. It

is simple to use and shows high performance for a wide

variety of tasks, making it one of the most popular ML

algorithms in different sciences. Random forests are an

effective tool in predicting new data, in our case new

atomic parameters. It should be emphasized that Breimans

paper [5] is cited more about 30,000 times (Web of Sci-

ence: 36.234, CrossRef: 27.683). In order to check over-

fitting of the winning model, we did R2 score check of the

model on both training and test datasets. Training R2 score

was 0.98, and test score was R2 ¼ 0:95, so we were sure

our model is not overfitting the data.

Fig. 2 Stark widths regularities within 2p-nd and 3p-nd spectral series of Li I (T = 30,000 K, Ne ¼ 1020 m�3)

Fig. 3 Stark widths regularities within 3d-np and 4d-np spectral series of Li I (T = 30,000 K, Ne ¼ 1020 m�3)
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5 Results

The Random Forest model is used to calculate Stark

broadening data for spectral series within neutral lithium

Li I. Calculated stark widths (red lines) for transitions

within analyzed series are represented with existing known

values of Stark widths data at the same graphs.

Figure 1 shows the dependence of the Stark width (x)
on the reciprocal value of the electron binding energy at the

upper level of the transition (v�1) for 2s-np and 3s-np

transitions within lithium atom at a temperature of

T = 30,000 K and electron concentration Ne ¼ 1020 m�3.

Figures 2 and 3 show the change in Stark width under

the same conditions (temperature T ¼ 30; 000K and elec-

tron concentration Ne ¼ 1020 m�3), but for 2p-nd and 3p-nd

transitions, as well as 3d-np and 4d-np. A very good

description of the atomic structure of lithium, i.e., the

values of atomic parameters, can be observed. Interest-

ingly, points 2s-2p and 2p-3d were omitted in our previous

analysis [15], while the ML algorithm includes them in the

overall analysis and gives excellent agreement with the

Stark width value.

Of special importance is the possibility of obtaining the

value of stark widths at higher energy levels, for which

Fig. 4 Stark widths regularities within 2p-ns and 3p-ns spectral series of Li I (T = 30,000 K, Ne ¼ 1022 m�3)

Fig. 5 Stark widths predictions for 2p-ns and 3p-ns spectral series of Li I (T = 30,000 K, Ne ¼ 1022 m�3)
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these data are not quantitatively calculated. Figure 4 shows

the change of Stark widths for the 2p-ns and 3p-ns tran-

sitions at a temperature of T = 30,000 K and electronic

concentration Ne ¼ 1022 m�3. In Fig. 5, the conditions are

the same, but the initial values of the Stark width and the

values obtained by the ML algorithm are given for higher

energy levels of lithium atom. A slight saturation of the

values of Stark parameters at higher energy levels can be

observed.

The functional dependence obtained using the ML

algorithm describes the quantum structure of the energy

levels of lithium atoms. From the model lines (red lines), it

can be concluded that the model successfully (within the

error) indicates the quantum nature of atomic transitions

and that other results do not make physical sense, but only

jumps.

6 Conclusion

Analysis of spectral data on Stark broadening for 53 dif-

ferent emitters and 34973 lines by ML algorithms was done

with more success than it was previously done by classical

methods of data analysis. Random forest has scored an

average of R2 ¼ 0:95 which makes it an excellent choice

for Stark broadening calculations. The correlation param-

eter obtained by AI is slightly better than the one obtained

by classical methods of Stark broadening analysis, but the

scope of application is much wider. AI conclusions are

applicable to any physical system while conclusions made

by classical analysis are applicable only to a small portion

of these systems, mostly to ions with low ionization stage.

This improves the quality of predictions and enhance a

broader usability of results. In fact, these results can be

used for any transition and any environment without any

restrictions. ML algorithms successfully identified quan-

tum nature by analyzing Stark broadening parameters

which can not be done with similar analyses that used

classical methods and obtained linear correlation. The

biggest issue of the classical analysis is infinite spectral line

broadening for high ionization stages and it was success-

fully resolved by AI with a saturation tendency.

The process of calculating the values of Stark widths,

which is used in science for a number of problems in

various physical conditions in spectroscopic diagnostics of

laboratory plasma, as well as astrophysical and fusion

plasma, is significantly accelerated and facilitated with new

method based on ML and proposed in the present paper.

Using our new proposed model, Stark databases can be

significantly improved. For example, Stark broadening

calculations can be made for some spectral transitions

within W, Ti, Mo and Zr atoms, which are common in

nuclear fusion diagnostics and of interest for spectral

analysis in fusion physics [39], as titanium, molybdenum

and zirconium are used as alloying materials for tungsten

[11, 50]. Lines of Ti are used for astrophysics diagnostics,

too [36]. Despite their significance, there is a very big lack

of Stark data for these atoms and their ions. There is a lot of

missing energy data for higher energy levels for W, Ti, Mo

and Zr atoms and their ions. For example, there is no

precise value of energy for 6p level for Ti II, so there is no

calculated Stark data for transition for which this level is

the closest perturbing level. Although very rich in data,

NIST database does not have energy values data for all

possible excited states of atoms. With standard known

methods for Stark width calculation, it is not possible to

calculate Stark widths for levels for which energy values of

the closest perturbing levels are missing, but ML algo-

rithms enable calculation in these situations, too. In next

step, ML predictions and analytic calculations will be

compared and ML technique will be used for atomic

parameters analyses. Special attention will be paid to

spectral lines that are important for fusion and astrophys-

ical research.
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47. Sahal-Bréchot S (1969) Impact theory of the broadening and shift

of spectral lines due to electrons and ions in a plasma. Astron

Astrophys 1:91
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Stark Width Regularities within Neutral Calcium Spectral Series.

PASA 29:20
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Regularities Within: ns-np, np-ns, np-nd, nd-np and nd-nf Spec-

tral Series of Potassium Isoelectronic Sequence. Atoms 7(4):99

57. Wei W, Huerta EA (2020) Gravitational wave denoising of bin-

ary black hole mergers with deep learning. Phys Lett B

800:135081

58. Westerhout T, Astrakhantsev N, Tikhonov KS, Katsnelson MI,

Bagrov AA (2020) Generalization properties of neural network

approximations to frustrated magnet ground states. Nat Commun

11:1593

59. Wu J, Shen L, Yang W (2017) Internal force corrections with

machine learning for quantum mechanics/molecular mechanics

simulations. J Chem Phys 147:161732

60. Zhang P, Shen L, Yang W (2019) Solvation free energy calcu-

lations with quantum mechanics / molecular mechanics and

machine learning models. Phys Chem B 123(4):901–908

Publisher’s Note Springer Nature remains neutral with regard to

jurisdictional claims in published maps and institutional affiliations.

6358 Neural Computing and Applications (2022) 34:6349–6358

123

https://www.sciencedirect.com/science/article/pii/B9780123970466000137
https://www.sciencedirect.com/science/article/pii/B9780123970466000137


Contrib. Astron. Obs. Skalnaté Pleso 52/3, 97 – 104, (2022)
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Institute of Physics Belgrade, University of Belgrade, Pregrevica 118, 11080
Belgrade, Serbia (E-mail: nsakan@ipb.ac.rs)

Received: July 28, 2022; Accepted: October 1, 2022

Abstract. Artificial neural networks are gaining a momentum for solving com-
plex problems in all sorts of data analysis and classification matters. As such,
idea of determining their usability on complex plasma came up. The choice
for the input data for the analysis is a set of stellar spectral data. It consists
of complex composition plasma under vast variety of conditions, dependent on
type of star, measured with calibrated standardized procedures and equipment.
The results of the analysis has shown that even a simple type of perceptron
artificial neural network could lead to results of acceptable quality for the anal-
ysis of spectra of complex composition. The analyzed ANNs performed good
on a limited data set. The results can be interpreted as a figure of merit for
further development of complex neural networks in various applications e.g. in
astrophysical and fusion plasmas.

Key words: Atomic processes–Line: profiles-astrophysical & fusion plasmas

1. Introduction

The usage of machine learning algorithms is a growing field of research (D’Isanto
et al., 2016; Baron, 2019; Kates-Harbeck et al., 2019). Since the computer power
is constantly growing its usage is often found in a wide variety of applications:
from determination of objects on a photograph all the way to expert systems
capable to determine adequate states and predicted outcomes of complex sys-
tems; from difficult-to-maintain machines states and prediction of conditions,
up to the assistance in human health monitoring.

Even the specific fields of spectroscopy rely deeply on artificial neural net-
works, as is the case for instance with medical spectroscopy application Wang
et al. (2015), or for instance agricultural application Basile et al. (2022); Longin
et al. (2019). The material recognition in extraterrestrial spectroscopic probing
is also a very difficult task, since the limitations of the mass and resolving power
of the onboard instruments are a very difficult limiting factor (Koujelev et al.,
2010; Bornstein et al., 2005).
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Usage of the artificial neural networks (ANN) fell into focus of our interest
because of flexibility of their application, as well as a variety of complex problems
that they have already solved.

All of the mentioned has been a factor for applying neural networks to the
decision process of determining a stellar spectral type as an example of appli-
cation on astrophysical data (Albert et al., 2020). Artificial neural networks are
often used in astrophysics (e.g. for the integral field spectral analysis of galaxies
in Hampton et al. 2017). There is an expectation of development of further focus
on convolutional neural networks application on spectroscopic data (Castorena
et al., 2021). Also, even more complex predictions based on back-propagation
in neural networks as well as complex artificial neural networks structures in
spectroscopic usage are known (Li et al., 2017). In order to have insight of ap-
plicability of the ANN usage we have limited our research on simplest case as a
figure of merit.

Few random spectral curves from database Pickles (1998) are presented here
in results. Entire database set consists of spectra for 12 types of stars, spectral
type O normal; B normal; A normal; F normal; F Metal rich; F metal weak; G
normal; G Metal rich; G metal weak; K normal; K Metal rich; K metal weak;
and M normal. Our aim was to create test case as a method of determining
a quality of specific ANN in various machine learning analysis, from stellar
and fusion spectra analysis, material analysis, up to extremely specific cases
as enhancing a low resolution instrument performance for specific applications
(Marinković et al., 2019; Albert et al., 2020).

2. ANN basics and principles

The usage of systems related to the functions of neural networks has been in
focus of investigation since mid-1940 McCulloch & Pitts (1943), but the real
usage has evolved with the application of modern day digital computers, which
enabled construction of networks of enlarged complexity. One of the simplest
neural networks, that could be seen more as a test case of validity of operation of
artificial intelligence systems, is perceptron (Rosenblatt, 1958). The prediction
as well as sensitivity of the training data set is in favor of more complex net-
works. It is the primary goal of our investigation, along with their application
on spectral data sets and measurements.

The choice for the dataset was made on open access data files for the 131
stellar spectra published by Pickles (1998) (available at accompanying refer-
ence appended to the bibliographical entry, as seen in May 2022). The results
are promising and further research on the field is expected. The quality of the
trained artificial neural network prediction is related to the data set as well as
its structure. An effort of applying it on a large scale dataset or database should
be carried out.
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The problem of finding out a category of data subset is an inherent problem
for any sort of machine learning and as such for the artificial neural networks
also. The artificial neural network is a system of mathematical functions trying
to resemble a simplified animal brain. The network consists of artificial neurons.

Figure 1. The concept of a neuron. Schematic presentation.

A neuron is described as a function that adopts output value based on its
input values and bias value by the means of reaction function. The simplest
neuron concept could be seen on a Figure 1. The neuron determines its output
state as an output of activation function based on a weighted sum of input
values and a bias value itself, and could be described by equation

yout = fact

(
Bias+

N∑
i=1

xiwi

)
, (1)

where fact is a activation function, xi and wi are the i-th input value as well as
adequate input weight.
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Figure 2. Four most common neuron reaction functions.

The neuron reaction on external stimulus is strongly dependent on its reac-
tion function. In order to determine the neuron behavior on a micro scale, the
reaction function as well as the method of adopting the weight values plays a
determining role. Four most common reaction functions are shown on Figure 2.
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Figure 3. Concept of ANN of perceptron, feed forward and deep feed forward.The

shown ANN consist of M input neurons, two hidden layers of N and P neurons and

output layer of Q neurons.

A topology of the neural network as well as the learning method are de-
termining the global reaction of the neural network. For the goal of usability
analysis the simplest ANN topologies, perceptron, is chosen. The Feed Forward
and Deep Feed Forward topologies are based upon fully connected dense layers
of neurons, see Figure 3. The two specific layers, input and output, have the
dimensionality of the input data and output states consequently and are the
only limiting factors of the network. When there is more than one hidden layer,
the neural network is considered to be the deep one.

3. Results and discussion

In Figure 4 several random spectral curves from database Pickles (1998) are
presented. Entire dataset consists of spectra for 12 types of stars, spectral type
O normal; B normal; A normal; F normal; F Metal rich; F metal weak; G normal;
G Metal rich; G metal weak; K normal; K Metal rich; K metal weak; and M
normal. Each epoch of the dataset was divided into 70% for training set and
30% for the test set.

As a test bench for the application of the ANN to the selection set of per-
ceptron, Feed Forward and Deep Feed Forward networks are used. As a reaction
function ReLU (rectified linear unit) was used, and the input data was normal-
ized to unit using standardization
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Figure 4. Several sample spectra. Spectra i.e. data is taken from Pickles (1998).

x′ =
x− µ

σ
, µ̂ =

1

N

N∑
i=1

xi, σ̂ =

√√√√ 1

N − 1

N∑
i=1

(xi − µ̂)2. (2)

No additional data preparation was imposed. The investigated neural net-
work topologies were let to train on the set of data for 200 epochs. Input layer
consisted of 4771 input values of available data, output layer consisted of 12
types of stars, spectral type O normal; B normal; A normal; F normal; F Metal
rich; F metal weak; G normal; G Metal rich; G metal weak; K normal; K Metal
rich; K metal weak; and M normal. The hidden layers consisted of 5000 neu-
rons in first, 1000 in second and 512 neurons in third layer. They were included
consequently in order to compare ANN behavior, see Figure 5.

It is obvious, by the analysis of calculated data presented in Figure 5, that
the deeper ANNs are capable to learn faster and have better predictions after
smaller epochs of learning. This capability is a winning solution in the case of
complex spectra. The ANN could fall into pseudo stable states and produce
a non-minimal error. Such falls into local minimum state could be avoided by
several advanced methods one of which is providing an algorithm for forgetting
of the learned state, e.g. algorithm that disturbs a learned state after each
application.

Also, there are probably better methods for the input dataset preparation,
from pure mathematical procedures up to convolutional ANN (CNN) incorpo-
ration. It is proven that, even in its simplest forms, ANN could be used for such
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Figure 5. Convergence of ANN of perceptron, feed forward and deep feed forward,

on analyzed dataset.

tasks. It is to expect that there are better ANN topologies for such a task, and
this is a field for further investigation.

From the above it is obvious that even in its crudest form artificial neu-
ral networks are capable to successfully deal with the spectra classification. It
is confirmed that this case could be used as a figure of merit for the further
development of ANN and machine learning applications in general.

4. Conclusions and future possibilities

The results are promising and the further research on the field is expected. The
first goal of analysis of a single set of complex spectral data recorded under sim-
ilar conditions is achieved with reasonably good prediction. Concerning minute
differences in comparison to each other it is considerable result for the basic
ANN structure.

Since the quality of the trained artificial neural network prediction is related
to its structure as well as the dataset quality and volume, an effort on a large-
scale database collection should be carried out. One of the first steps should
be inclusion of pre-trained convolutional ANN for the purpose of input data
pre-processing before entering of selector ANN.

Commercial packages as well as some specific open-source solutions for the
analysis of the spectra with the help of predefined ANN exist. Their application
is usually very specific and does not allow the opportunity to fit the best ANN
nor to perform unique mathematical procedures during input data preparation
that could be best suited for the sought purpose. This possibility is the winning
factor in each specific case. Such approach should enable systems for more spe-
cialized problem solutions, from stellar and fusion spectra analysis up to more
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specific expert systems related to technical solutions. The further development
in both ANN structures as well as data preparation should be carried out with
the specified problem in mind.
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Abstract. Regularites and systematic trends among the sample of Stark widths
obtained by using modified semiempirical method from the STARK-B database
were analysed. Two different approaches are independently used – multiple re-
gression method combined with simple cluster analysis, and random forest
(RF) machine learning algorithm. Predicted values of Stark widths calculated
with estimate formulae obtained from multiple regression method, and those
values predicted by using RF algorithm, were compared with already known
corresponding experimental Stark widths published elsewhere. Results of this
analysis indicate that both of these methods can mostly predict new Stark
width values within the acceptable range of accuracy.

Key words: line profile — Stark broadening -– atomic data — machine learn-
ing

1. Introduction

Stark broadening theory plays the important role in investigation of high tem-
perature dense plasma, where the collisional processes between the charged par-
ticles contribute significantly to the spectral line broadening. From technological
perspective, Stark widths and shifts of spectral lines in the spectra of neutral
atoms and ions are of interest for a number of problems - for example, analysis
and modelling of laboratory, laser produced, fusion or technological plasmas,
accurate spectroscopic diagnostics and modelling, etc. Applications of Stark
broadening theory are also various in research of astrophysical plasma as well -
for example, for interpretation, synthesis and analysis of stellar spectral lines,
determination of chemical abundances of elements from equivalent widths of ab-
sorption lines, opacity calculations, estimation of the radiative transfer through
the stellar atmospheres and subphotospheric layers, radiative acceleration con-
siderations, nucleosynthesis research, etc.

https://orcid.org/0000-0001-6492-2360
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Calculation of Stark broadening parameters sometimes can be difficult, and
it can take a time, especially if quantum theory is applied. If conditions to ap-
ply less accurate but faster quasistatic, unified, semiempirical or semiclassical
methods are not satisfied, quick and simple estimates could become important,
especially if we do not need a great accuracy, or there is no time for more com-
plicated and more accurate calculations, or if we have a great number of Stark
broadening parameters to calculate in very small period of time. This is very
common case, for example, if astrophysical spectra are investigated. Accord-
ing to (Wiese, Konjevic, 1982), regularities and systematic trends (RST) can
be found among the Stark widths of atomic spectral lines, which can simplify
the way of obtaining these estimates. This is especially significant when some
atomic data, necessary to perform more accurate Stark broadening methods of
calculations, are missing. For example, the lack of atomic data, such as energy
levels or transition probabilities is usually noticed in the spectral data for rare-
earth elements. Analysis based on RST is mostly the only way to determine
Stark widths and shifts in sometimes very complex spectra of these elements,
which become more and more important in spectral investigations of hot stars
of spectral type A and B, and white dwarfs (Popović, Dimitrijević, 1998).

In this investigation, we focused on searching systematic trends among great
amount of Stark widths from STARK-B database (Sahal-Bréchot et al., 2014b,
2015), obtained by modified semiempirical (MSE) method (Dimitrijević, Kon-
jević, 1981) as a continuation of our previous work on determination of unknown
MSE Stark widths and studying of RST among the MSE Stark broadening pa-
rameters (see, for example, Majlinger et al., 2015, 2017a,b, 2020a). Two different
methods are used to analyse the sample – classical statistical regression method,
which has already been used many times in previous investigations of regular-
ities and systematic trends, and random forest (RF) algorithm from a group
of machine learning methods, which become very popular methods more often
used in these days whenever some classification or non-linear regression is needed
to be performed. Unlikely to previous analyses of RST, here some new atomic
parameters, which have not taken into consideration before, are included. We
will shortly explain both of these methods and finally discuss and compare the
obtained results.

2. Methods

2.1. Simple cluster and multiple regression analysis

Estimates of Stark widths can be divided into three main groups:

– approximations derived from the theory – e.g., Cowley’s formula (Cowley,
1971) or MSE formula (Dimitrijević, Konjević, 1987)

– formulae based on statistical analysis on a large number of existing Stark
widths (see e.g. Purić, Šćepanović, 1999; Purić et al., 1978).
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– formulae based on systematic trends noticed without statistical analysis on
corresponding examples (Wiese, Konjevic, 1982).

Whether it is one type or another, the formula for estimating Stark widths for
lines of multiple ionized atoms usually can be expressed as a non-linear function
of atomic and plasma parameters:

ωE = f(λ,Ne, T, Z,Eion, Eupper, Elower) (1)

Sometimes some of these parameters are included in the estimate implicitly,
through the effective ionization potential χj for level j:

χj = Eion − Ej , j = upper, lower (2)

according to Purić, or effective principal quantum number of the upper (n+) or
lower (n−) level, which has already been used, for example, in MSE theory of
Dimitrijević and Konjević (Dimitrijević, Konjević, 1981):

n2
+ =

Z2EH

χupper
(3)

n2
− =

Z2EH

χlower
(4)

Here Z − 1 is the charge of the ion, ωE is the estimated Stark width in Å, λ
is the wavelength in Å, Ne is the perturber density in cm−3, EH is the energy
of the hydrogen atom (or Rydberg constant), Eion is the ionization energy, and
Ej is the energy of upper or lower levels in cm−1 (j = upper, lower).

Immediately after the first article on Stark broadening (Holtsmark, 1919),
simple approximate formulas derived from the theory began to appear. Cowley’s
formula (Cowley, 1971) is probably the best known among them and it is still
commonly used in astrophysics. Cowley (1971) specified three different formu-
las, one for neutral emitters, one for electrically charged emitters (which humble
Cowley contributes to Griem), and one for estimating widths for temperatures
close to 10000 K. The authors use different variants of Cowley’s formula in ad-
dition to the original ones from the article (Cowley, 1971), and the difference
is in the neglect or addition of the lower effective principal quantum number as
a number and in the values of the numerical constant in the formula (see e.g.
Killian et al., 1991; Alwadie et al., 2020).

Jagoš Purić made a great effort in studying RST among the Stark width
values. The first works on regularities were published by (Purić, Ćirković, 1973)
and (Purić et al., 1978). Purić and his co-workers found the correlation between
Stark width and difference between ionization energy and energy of the upper
state (what he called the upper effective ionization potential) and a number
of experimental and theoretical values of Stark widths, offering a set of differ-
ent estimation formulae. In the following decades, a number of papers on this
topic were published, where different correlation parameters were stated for dif-
ferent transitions, different charges and different homologous and isoelectronic
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sequences (see e.g. Miller et al., 1980; Purić et al., 1978, 1993, 1997, 2008). This
statistical research is also supported by some other authors (see e.g. Djeniže,
1999; Djeniže et al., 2001), with occasional attempts to generalize this approach
for all different transitions, different elements and different charge values (Purić,
Šćepanović, 1999; Scepanovic, Puric, 2013). Comparing the great amount of
Stark width data from STARK-B database (Sahal-Bréchot et al., 2014b, 2015),
Purić offered so-called “generalized” estimate (Purić, Šćepanović, 1999) which
should be used, according to the authors, “to calculate Stark line widths of
the multiply charged ion of different elements along the periodic table.” These
scientific articles evolve over time, so Purić and co-workers later give up search-
ing for a universal formula for all lines and focus their statistical analysis only
on individual homologous or isoelectronic series (Dojčinović et al., 2011, 2012,
2013a,b; Tapalaga et al., 2011, 2018; Jevtić et al., 2012; Trklja et al., 2019b,a).
However, the possibility to apply all of these estimates to predict new unknown
Stark widths should be furtherly discussed (Majlinger et al., 2017a,b, 2020b).

The final purpose of this research was to find new general estimates accurate
enough to approximately predict the unknown values of Stark widths. Our as-
sumption is that these new estimates should be related on existing estimates, e.
g. Cowley’s from Cowley (1971) and Purić’s from Purić and Šćepanović (1999).
However, after investigation of accuracy in prediction of uknown Stark widths
by using of these two estimates, in the cases of MSE calculated electron-impact
widths for Lu III and Zr IV spectral lines, it was obvious that they don’t offer
enough accurate approximation (Majlinger et al., 2017a, 2020b). At least in the
case of Zr IV Stark widths, several possible reasons were suggested to explain
this discrepancy (Majlinger et al., 2017b):

– numerical coefficients in estimations are not properly adjusted

– some important parameters are neglected in equation (1) but significantly
contribute to the result, and

– temperature functions used in previous estimates could be incorrect

According to statistical analysis of Stark widths calculated for 143 transitions
from 26 multiply charged ions of 17 elements using the modified semiempirical
method, (for example, most of them are elaborated by (Dimitrijević, Konjević,
1981), and previous assumptions, new estimates of Stark widths were found.
After providing simple cluster analysis (Aggarval, V., 2014) and multiple re-
gression analysis (for example Chatterjee, Simonoff, 2014), we concluded that
MSE Stark width sample has to be devided in three separate groups:

1. For a type I of transitions: nl–nl′, L = l , L′ = l′ (for example, 2s1S−2p1P o,
3s3S–3p3P o, 3p1P o − 3d1D, 4s3S–4p3P o, etc), proper estimate is Cowley-
like:

ωE1 = 3.438 · 10−24Neλ
2 n4

+ + n4
−

Z2(2l> − 1)−
3
4

f(T ) (5)
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2. For a type II of transitions: nl–n′l′, L = l, L′ = l′ (for example, 2p3P o–3s3S,
4p2P o–5d2D, 4d2D–5f2F o, 4d2D − 6f2F o, etc), proper estimate is Purić-
like:

ωE2 = 0.808 · 10−25Neλ
2 n6

+ + n6
−

Z2(2l> − 1)−
1
5

f(T ) (6)

Here f(T ) is chosen temperature function (which will be explained later),
while l> = max(lupper, llower), where lupper and llower are orbital quantum
numbers for upper and lower level respectively.

3. For all other types of these simplest transitions (type III), like nl–nl′, L 6= l,
L′ 6= l′ and nl–n′l′, L 6= l, L′ 6= l′ (for example, 3s1P o–3p1D, 3s4P o–3p4P ,
3p5Do–3d5F , 3d1F o–4p1D, etc.), a well known general expression, valid also
for the first two types, can be used to obtain width for particular lines within
a multiplet from an average width as a whole:

ωE3 =
(λE3

λ0

)2

ω0 (7)

where ωE3 and ω0 are estimates of uknown Stark widths and a Stark width
obtained with estimates (5) or (6), while λE3 and λ0 are corresponding
wavelengths respectively.

After optimizing the number of parameters in these estimates according to min-
imum description length properties (see, for example, Grünwald, 2004), and
keeping in mind that all models are uncertain, idealizing reality (Wit et al.,
2012) and that sample is not equal to population, we rounded exponents in (5)
and (6) on the closest integer or rational number, to avoid physically meaning-
less results (for example, λ1.74 is replaced with λ2, Z1.95 with Z2, etc.) and to
approach enough to probable statistical model ideally concerning about popu-
lation.

From interpolation of analysed data, new temperature function is suggested:

f(T ) =
1− β√
T

+ β
lnT√
T

(8)

where β is the linear function of temperature defined as:

β = AT +B (9)

Numerical constants A and B are estimated to be A = 9.62 · 10−7 and B =
−4.167 ·10−2 from the values of lower temperature limit for all considered Stark
widths. Lower temperature limit for most of considered Stark widths lies in a
range 15000 – 70000 K which corresponds to range of distance between perturb-
ing and perturbed levels used in all considered Stark width calculations around
cca 7500 – 38500 cm−1. It is easy to see that relation 0 ≤ β ≤ 1 is mostly
valid for such choice of A and B, and that temperature function approximately
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simulates both lower and upper temperature limit conditions when β reach to
its limits, which is in a good agreement with some previous analyses of behavior
of Stark width values for highest and lowest value of temperature (for example
Sahal-Bréchot et al., 2014a).

Correlation between new estimates of full Stark width at half maximum
(FWHM) obtained by using relations (5), (6) and (7), and existing MSE val-
ues for transition type I, type II and type III with corresponding regression
lines are displayed in Figs. 1-3 respectively. To calculate correlation parameters
for each estimate, we used the general symbol ωEST instead of ωE1, ωE2, and
ωE3. Correlation coefficients corresponding to each estimate WEST are pre-
sented in Table 1. In the most idealistic scenario, for log-log regression equation
logωEST = C1 + C2 logωMSE , should be valid C1 = 0, C2 = 1 and therefore
ωEST = ωMSE . As the additional attemption to confirm a validation of this
method, predicted Stark widths with estimates from above are compared with
corresponding experimental values from references (Konjević et al., 1984, 2002).
Result of this comparison is presented in Fig. 4.

Table 1. Correlation parameters for log-log regression equation

logωEST = C1 + C2 logωMSE , between results of estimates (5), (6) and (7)

respectively, and MSE values of FWHM Stark widths from analysed sample.

Transition type C1 C2 ErrC1 ErrC2 St. dev. Rcorr

I -1.45E-5 0.9126 0.0325 0.0336 0.13 97.76
II -.28E-5 1.0266 0.0473 0.0262 0.19 99.32
III -0.0334 0.84 0.025 0.029 0.064 97.23

2.2. Machine learning methods and RF algorithm

As machine learning represents a very popular tool for different types of prob-
lems encountered in science, here it was applied on the study of regularities of
Stark broadening. Machine learning model based on Random Forest algorithm
was developed and described in detail in reference (Tapalaga et al., 2022), so
here it would be briefly described for the sake of completeness. Before devel-
oping the model, we needed to develop and create a database for training and
testing of the future models. This database was created as a combination of two
databases, namely NIST atomic database (Kramida et al., 2022), from which we
took atomic parameters of interest for every transition and Stark B database
(Sahal-Bréchot et al., 2015) from which we took Stark width and plasma pa-
rameters for each calculated width. After the completion of this database, it
contained around 53 000 lines. Features selected for this research were: Plasma
electron density, electron temperature, atomic number, charge of the emitter,
energies of both upper and lower levels, total angular momentum of both upper
and lower levels, principal and orbital quantum numbers for initial and final of
corresponding transitions.
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Figure 1. Log-log correlation between FWHM Stark width values obtained by us-

ing estimates from multiple regression analysis (ωE1) and MSE values (ωMSE), with

corresponding regression line.
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Figure 2. Log-log correlation between FWHM Stark width values obtained by us-

ing estimates from multiple regression analysis (ωE2) and MSE values (ωMSE), with

corresponding regression line.

Additionaly, ionization energy and quantity called upper level effective po-
tential after (Purić, Šćepanović, 1999) were taken into a set of input parameters,
which provides a label data comparison. Data outliers were removed as data
having higher energy of lower level than upper level. Finally, the analysis was
constrained to the following plasma parameters: N ≤ 1017 cm−3, Te ≤ 150 000
K and Eupper ≤ 500 eV. This restriction left us with around 32 000 available
transitions for further analysis. To choose the best model and corresponding
parameters, GridSearchCV (Grid Search Cross Validation) technique was ap-
plied. Here for every set of model parameters, model is trained and tested on
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Figure 3. Log-log correlation between FWHM Stark width values obtained by us-

ing estimates from multiple regression analysis (ωE3) and MSE values (ωMSE), with

corresponding regression line.
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Figure 4. Linear correlation between FWHM Stark width values obtained by using

estimates from multiple regression analysis (ωEST ) and corresponding experimental

values (ωEXP ), with corresponding regression line.

given dataset, and best performance is reported. Along with best performance,
algorithm reports with which parameters has been obtained. Three models were
tested: Decission Tree, Random Forest and Gradient Boosting Regressor. Per-
formances of the model are reported in table 2.

It can be seen that the best results were obtained with Random Forest for
the following parameters: maximal depth of the tree equal to 10, minimal sam-
ples at one leaf set to 3 and number of estimators equal to 200. As in the case
of multiple regression method, Stark widths predicted with using RF algorithm
were compared with corresponding experimental widths from the same refer-
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Table 2. Comparison of preformances for three learning machine models used in anal-

ysis.

Model Parameters R2 score
Decision tree max depth = 5 0.9

Random Forest
max depth = 10

min samples leaf = 3
n estimators = 200

0.97

Gradient Boosting Regressor
max depth = 10

min samples leaf = 2
n estimators = 200

0.96

ences as before (Konjević et al., 1984, 2002). Results of this comparison are
shown in Fig. 5 and Fig. 6. As we can see on figure 5, RF model preforms well,
except of few points that are estimated badly. Also, from the figure 6 it can
be concluded that RF method performs better in visible part than in the ultra
violet or infrared part of the spectrum.
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W
EXP

[Å]

Figure 5. Log-log correlation between FWHM Stark width values obtained by using

RF algorithm (ωRF ) and corresponding experimental values (ωEXP ), with correspond-

ing regression line.

To improve the model and to test whether we could reduce the number of
features in the dataset while keeping the accuracy of the model, permutation
importance test was performed. This method permutes each feature randomly
within dataset, and calculate the decrease in performance of the already trained
model. Greater the decrease, more important is the feature. Results of this
analysis are given in table 3.
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Figure 6. Dependence of ratio between experimental FWHM Stark widths (ωEXP )

and corresponding values obtained by using RF algorithm (ωRF ) on wavelength of

spectral lines for which Stark widths are calculated.

Table 3. Feature importance test results for RF model.

Feature Importance score

Electron density Ne 5.9 ± 0.2

Upper - level principal quantum number ni 3.50 ± 0.12

Charge of emitter q 1.04 ± 0.04

Upper-level effective potential χ 0.37 ± 0.04

Emitter Z 0.31 ± 0.03

Upper-level orbital quantum number li 0.19 ± 0.02

Energy of upper level Eupper 0.11 ± 0.02

Lower-level principal quantum number nf 0.11 ± 0.01

Energy of lower level Elower 0.048 ± 0.005

Lower-level orbital quantum number lf 0.029 ± 0.004

Lower-level total angular momentum quantum number Jupper 0.029 ± 0.007

Upper-level total angular momentum quantum number Jlower 0.021 ± 0.005

Te 0.017 ± 0.003

Ei 0.002 ± 0.001

Results in table 3 indicate that electron density is most important feature
as expected, while other important features are naturally emitter, its charge,
principal and orbital quantum numbers of upper level and upper-level effective
potential χ. Other parameters were removed from analysis, as upper level is
included in definition of χ, and model was retrained. As expected, model gave
very similar results as those reported in this work, which just confirms that
model didn’t got confused with some redundant data in initial run.
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3. Discussion

For Type I, ratios between estimates and MSE values vary between 0.5 and 2.6,
for type II between 0.4 and 1.7, and for type III between 0.7 and 2.0. so we can
say that accuracy of our estimates according to MSE values are mostly between
–50% and +160%. Including predicted accuracy of MSE results, which is ±50%,
we expect that global accuracy of our estimates, according to statistical sample
we used, should lie between ±50% and ±100% e.g. comparable with the old
Griem’s semiempirical theory (Griem, 1968).

Despite of several exceptions, ratio between most of new calculated estimates
and corresponding experimental Stark widths from references (Konjević et al.,
1984, 2002), lies between 0.2 and 2 (see Tab. 3), which leads to conclusion that
our estimates are usually accurate in a range of ±100%, in accordance with our
expectations. On the other hand, average value of this ratio for comparison of
estimates with experimental Stark widths is 1.38 ± 0.11, resulting with accuracy
in a range between ±30% and ±50%, which is even better than theoretically
predicted accuracy for modified semiempirical theory by Dimitrijević and Kon-
jević (1981).

Ratios between Stark widths predicted by using RF algorithm and corre-
sponding experimental Stark widths taken from the same references mentioned
above (Konjević et al., 1984, 2002), with the exception of two extreme values
0.06 and 4, lie between 0.16 and 2.23, but average ratio of these values is 0.96
± 0.16, leading to an accuracy of around ±20%, which is much better than
accuracy of predicted results obtained by using classical statistical method. To
express the accuracy for both methods, as it is usual in statistics, we used
arithmetical mean as the average value of analysed data, while the standard
deviation is used as a measure of data dispersion. As a final proof that both
of presented methods could be valid, in Fig. 7 we presented results obtained
from mutual comparison of Stark width values predicted with these two differ-
ent approaches. Linear regression equation which expresses dependence between
Stark widths predicted with RF method ωRF and those predicted by using es-
timates WEST obtained by using formulae (5), (6) and (7) is found to be ωRF

= 0.0523 + 1.0563 ωEST with correlation coefficient RCORR = 91.05%. Figure
7 and values of correlation parameters show that both of these two methods
are equivalent, e. g. the results of the estimates with RF model and classical
multiple regression statistical method are almost the same. Although it is feeded
with results obtained by using semiclassical perturbation method (see for exam-
ple Sahal-Bréchot et al., 2014a), RF algorthm is shown to be a good predictor,
despite of a theoretical method used to calculate analysed Stark width data,
because it gives results comparable with estimates based on set of calculations
obtained by using modified semiempirical method.
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Figure 7. Linear correlation between FWHM Stark width values obtained by using

estimates from multiple regression analysis (ωEST ) and corresponding values obtained

by using RF algorithm (ωRF ) , with corresponding regression line.

4. Conclusion

Both of the methods used in this study have some advantages and disadvan-
tages. In general, the advantage of ML models is that they are faster and easier
to perform with the proper knowledge of computer programming. On the other
hand, any of ML algorithms is some kind of black box, e. g. we finally don’t
know how input and output parameters are connected. If we want to find out
the relationship between Stark width values and atomic and plasma parame-
ters presented in a form of simple formula, we have to continue to investigate
regularities and systematic trends of Stark widths using the estimates as, for
example, were obtained here (equations (5)-(7)). If we don’t need to know this
connection, using of some ML algorithm is probably the best solution. Results
of predictions using RF model show that, if some general estimate really ex-
ists, according to previous vision of Jagoš Purić, it should be the function of 14
variables. In this case, number of input atomic and plasma parameters we used
before in a group of equations (1) to find systematic trends among the Stark
width value, should be enlarged. We proved that, with additional two parame-
ters (upper and lower orbital quantum number) and considering transition type
into analysis, strongly affect on result of estimate, as it is assumed, for example,
in (Majlinger et al., 2017b).

However, it is very important to stress that the estimates obtained in this
work should be valid under the assumption that they can be applied on simple
type of spectra, as they have been analysed in this case (for example, where for
all transtitions in a whole spectrum parent term remains the same). For more
complex spectra, these estimates should be improved, or some other methods
are welcome to be used. Furthermore, although RF model shows very strong
potential to be applied on RST analysis in future, it is tested only in the sample
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of Stark broadening parameters related to simple spectra described here, and
in the case of Li I spectral lines (Tapalaga et al., 2022), so it should also be
confirmed in a greater sample to make us sure that this method can be applied
generally in prediction of new Stark widths despite of complexity of a spec-
trum we investigate.For the application of these methods to study regularities
and systematic trends among the Stark broadening parameters of lines in more
complex spectra, additional investigations are needed, and development of both
of these method are neccessary. Created database used in this and previous
study is published online and it is available for use. It can be found on the link
https://github.com/ivantraparic/StarkBroadeningMLApproach.
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151

Killian, J., Montenbruck, O., Nissen, P. 1991, Astron. Astrophys. Suppl., 88, 101

https://github.com/ivantraparic/StarkBroadeningMLApproach


New perspectives in the analysis of Stark width regularities and systematic trends 71
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Purić, J., Miller, H., Lessage, A. 1993, Astrophys. J., 416, 825
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Tapalaga, I., Dojčinović, I. P., Purić, J. 2011, Mon. Not. R. Astron. Soc., 415, 503
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Abstract. We report use of the spectral line shapes of the Lyman series of ionized helium 
for diagnostics of high temperature plasmas. As a light source the low pressure pulsed arc 
was used. Electron density was determined from width of the He II Pashen alfa line and 
parameters of the He I 447.1 nm line, while electron temperature was determined from 
Boltzmann plot of the He II lines. The use of the Inglis-Teller relation on merging of 
spectral lines along series and on condition for partial local thermodynamic equilibrium 
was tested as methods for electron density estimation. 
 

1. INTRODUCTION 
 

Vacuum ultra violet, VUV spectroscopy is very important since most intense spectral 
lines of various elements are in this wavelength region. Special attention was devoted 
to study of hydrogen and helium lines important for diagnostics of astrophysical and 
fusion plasmas. Among them, in high temperature plasmas the shape and width of 
ionized helium Lyman series lines are extensively studied both theoretically, (Kepple, 
1971) and experimentally (Wrubel, 2001) and (Mijović, 1989). Since lower members 
of a series are often highly self-absorbed, in this work methods for plasma diagnostics 
based on higher member of Lyman series are analyzed. 

 

2. EXPERIMENT 
 

Experimental setup is shown in Figure 1. Plasma source is low pressure pulsed arc, 
whose inner diameter is 10 mm and distance between electrodes 130 mm. Pressure in 
the source was set and controlled by needle valve, with the gas flow of 0.2 l/min. One 
side of plasma source is mounted on VUV spectrometer, and on the other end there is a 
quartz window. Light emission was obtained by discharging capacitor of Experimental 
setup is shown in Figure 1. Plasma source is low pressure pulsed arc, whose inner 
diameter is 10 mm and distance between electrodes 130 mm. Pressure in the source 
was set and controlled by needle valve, with the gas flow of 0.2 l/min. One side of 
plasma source is mounted on VUV spectrometer, and on the other end there is a quartz 
window. Light emission was obtained by discharging capacitor of 5 μF (previously 
charged using high voltage supply unit) with ignitron switch BK7703. The discharge 
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process is controlled via automatic trigger unit. Around the source, Rogowski coil was 
placed, in order to measure current shape and its value. The radiation from this source 
is projected 1:1 onto the slit of VIS spectrometer using optical mirrors M1 and M2. 
Mirror M1 is plane mirror, while M2 is focusing mirror (f = 2m). Visible spectrometer 
is McPherson 2061 Cherny-Turner type spectrometer, who has the slit widths of 15 
μm, focal length of 1 m and grating with 1200 grooves/mm. As light detector we used 

photomultiplier, PMT mounted on spectrometer exit slit. Wavelength scanning was 
performed by rotation of diffraction grating with stepper motor, controlled by PC.    

As we said above, the other end of plasma source is mounted on VUV spectrometer 
McPherson 247, which have concave grating of radius 2.2 m and 600 
grooves/mm.Wavelength scanning is performed by moving the exit slit around the 
Rowland circle with help of stepper motor controlled by the PC. Spectrometer is 
grazing incidence spectrometer (large incidence angle), so we can observe EUV 
wavelengths from 0 to around 125 nm.  
 

3. RESULTS AND DISCUSSION 
 

In order to compare results obtained by different methods for electron density 
determination, Ne was determined from spectral lines recorded in visible spectral range. 
The Ne in early times of plasma evaluation was determined from full width at half 
maximum, FWHM of He II Pashen alpha line using formula (Busher et al, 1996): 
 

                                    Ne[cm-3] = 3.58·1017 · FWHM [nm]1.204                                           (1) 

In plasma decay Ne was determined from separation between forbidden and allowed 
component of the He I using formula (Ivković et al, 2010): 
 

logଵሺ ܰሻ ൌ 21.5  logଵ ቆቀ
ݏ

0.1479
ቁ
ሺ ்ሻ

െ 1ቇ , 	ܾሺ ܶሻ ൌ 1.46 	
8380

ܶ
ଵ.ଶ 										ሺ2ሻ 

 

using Te = 32000 ± 4000 K determined from Boltzmann plot of He II Lyman lines, see 
Figure 2 and 5. The correction of self-absorption using additional mirror was not 
possible due to window-less opreration of the discharge tube, since neither air not 
MgF2 window are not transparent for radiation at 30 nm and below. 

Figure 1: Experimental setup 
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Shapes of the He II lines belonging to the Lyman series were recorded using VUV 
spectrometer. Recordings were performed at different He gas pressures and different 
voltages.  

It can be seen that He II Lyman alpha line at 30.2 nm is self-absorbed and becomes 
even self-reversed, see Figure 3.  

Therefore, additional methods based on the recordings of higher members of the He 
II Lyman series shape for Ne determination were tested. First method is based on 
relation, see (Inglis-Teller, 1939), between Ne and principal quantum number of  the 
upper level of the last resolved line in series nmax:   

 

																		logଵሺ ܰ  ܰ	ሾܿ݉ିଷሿሻ ൌ 23.26 െ 7.5݊௫  4.5 logଵ ܼ																		ሺ3ሻ 
 

The second one is based on determination of n for which partial local thermo-dynamic 
equilibrium-PLTE criteria, see (Griem, 1963) was satisfied: 
 

Figure 2: Time dependence of the electron densities in He 
at 3 mbar and 7 kV 

Figure 3: Line shapes of the He II Lyman alpha line at He gas pressure of 3 mbar  
at discharge voltages V of : a) 7 kV and b) 6 kV 
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Here Z is the nuclear emitter charge, EH is the hydrogen atom ionization energy and Te 
is electron temperature. 

In order to estimate the range of application and accuracy of these methods Ne 
calculated by these two methods for Te = 32 000 K is presented in Table 1. It can be 
seen that both methods can be used only for Ne < 1016 cm-3. 

 
Table 1: Ne determined by relation (3) – IT and (4) – PLTE for Te = 32 000 K 

n 2 3 4 5 6 7 8 9 
Ne IT 

[cm-3] 
5.02 
E20 

2.4 
E19 

2.77 
E18 

5.2 
E17 

1.32 
E17 

4.17 
E16 

1.53 
E16 

6.34 
E15 

Ne PLTE 
[cm-3] 

2.94 
E17 

9.35
E15 

8.11 
E14 

1.22 
E14 

2.58 
E13 

6.97 
E12 

2.24 
E12 

8.23 
E11 

It should be stressed that for He gas pressure of 3 mbar, discharge voltage 7 kV the 
Ne determined from He II P line is 3.15, from IT relation between 1.53 and 4.17 and 
from PLTE criteria using n = 3.8, see (Konjević et al, 2009) is 0.13 times 1016 cm-3.  
Increasing accuracy of IT method by using envelopes i.e. curves through min and max 
of series lines proposed by (Vidal, 1966) is under development.  
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Figure 4. He II Lyman series lines at He gas pressure of 3 mbar at V = 7kV 
Spectra recorded (left) and Boltzmann plot (right) 
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Abstract. Diagnostics of the plasma-facing components (PFC) of a fusion reactor is vital 
for the safe operation of the device. In this paper, the calibration-free (CF) LIBS procedure 
was used to assess the chemical composition of an ITER-relevant material, an austenitic 
steel sample. The self-absorption correction of the intensities of the chosen spectral lines 
was done for each element, using the estimated plasma temperature and the internal 
reference line. Obtained results suggest that this method could be suitable for the chemical 
analysis of austenitic steels, but further investigation is needed to quantify its analytical 
performance fully. 
 

1. INTRODUCTION 
 
The structural materials of fusion reactors are subjected to thermal, mechanical, 
chemical, and radiation loads. Due to their excellent manufacturability, good 
mechanical properties, welding ability, and corrosion resistance, austenitic stainless 
steels were chosen as structural reference material for ITER (P.J. Maziasz and J.T. 
Busby, 2012). In addition, to diagnose the composition of the deposits on the 
fusion reactor’s first wall, test targets made of austenitic steel (AISI 316 L) were 
settled at ten positions on the LHD at NIFS in Japan (V. Kh. Alimov et al., 2019). 
A CF-LIBS analysis of the LIBS 316L(N)-IG (ITER Grade) was conducted to 
evaluate the applicability of LIBS for the determination of the composition of test 
targets and deposits at reactor walls. 
 

2. EXPERIMENTAL SETUP 
 
The experimental setup is shown in Figure 1. Target AISI 316L (YUS = Č.45703, 
DIN = X2CrNiMo17-12-2, EN 1.4404) plates were placed on the PC controllable 
x-y table. The impulse from Nd:YAG Q-switch laser (Quantel, λ = 532 nm, energy 
55 mJ, pulse duration 6 ns) was focused on a target with a lens whose focal length 
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is 15 cm. Light emitted from a plasma was collected using fiber optic cable (Ø = 
400 μm) and detected using Andor Tech. Mechelle 5000 spectrograph equipped 
with Andor iStar DH734 camera. The camera was triggered using an external 
photodiode, and the gating of the camera was done with the help of the external 
Stanford Research System Digital Delay Generator DG535.  

 
Figure 1: LIBS experimental setup 

 
Delay was set to 0.6 μs, and 3 μs and 30 μs gates were used. LIBS experiments 
were performed in air at atmospheric pressure. 
 

3. RESULTS 
 
A part of the spectrum, in the range 350 nm to 370 nm, recorded for two different 
delay times is shown in Figure 2. 

 
Figure 2: Part of the recorded spectrum with identified lines of Fe I, Ni I, Mo I, and Cr I.  

 
For both delay times, 30 spectra were averaged to obtain the final one, and the gain 
of 100 was set to amplify the signal further and improve the signal-to-noise ratio. 
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Quantitative analysis was done using a calibration-free algorithm proposed by 
Yang et al. (Yang et al., 2018). As a first step, internal reference lines were selected 
manually for each plasma species. In the next step, self-absorption (SA) correction 
of the internal reference line was done using the following formula (Yang et al., 
2018): 
 

ఒ݂
௦ ൌ ఒ݂ೃ

࢙ ൫ܫఒ
 ఒೃܫ

ൗ ൯ሺܣ݃ ⁄݃ܣ ሻ݁ாೖିா ಳ்⁄  (1) 
  

where fλ and fλR are the SA coefficients of the analytical and internal reference line; 
Imn, Amn, gm, and  Iki, Aki, gk, are the intensity, coefficient of spontaneous emission, 
and statistical weight of the upper level for reference and analytical line, 
respectively.  
In the third step, Boltzmann plots, constructed using uncorrected intensities of 
spectral lines for each analyte, were used to determine excitation temperatures. 
After this, the optimal temperature was searched in the interval (Tmin, Tmax) using 
Particle Swarm Optimization (PSO) algorithm. The selection of temperature 
interval was based on the minimal and maximal estimated temperatures from 
Boltzmann plots (Tmin = 7477 K, and Tmax = 18567 K). Number of particles was set 
to 20, inertia coefficient was w = 0.6, and cognitive and social coefficients were c1 
= c2 = 0.5. The optimal temperature was found to be 7920 K (0.68 eV).  
Finally, using equation (2) (Yang et al., 2018) and the optimal temperature found 
by PSO, we were able to correct the analytical lines for self–absorption: 
 

ఒܫ
௦ ൌ ൫ܫఒೃ


ఒ݂ೃൗ ൯ሺܣ݃ ⁄݃ܣ ሻ݁ாିாೖ ಳ ்⁄  (2) 

 

Results of the optimization process are shown in figure 3. 
 

 
Figure 3. Boltzmann plots before any correction (left) and after all corrections (right). 

After all corrections, concentrations of all species were calculated using standard 
calibration–free procedure (Yang et al., 2018): 
 

ܿ௦ ൌ
1
ܨ ௦ܷሺܶሻ݁ೞ (3) 

 

Here, F is the experimental parameter that includes the optical efficiency of the 
collecting system, Us(T) is the partition function of given species for temperature T, 
and qs is the intercept of the Boltzmann plot.  
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Parameter F was determined from the following condition: 

ܿ௦



௦ୀଵ

ൌ
1
ܨ
 ௦ܷሺܶሻ݁ೞ


௦ୀଵ

ൌ 1 (4) 

 
By applying the described CF model to the experimentally determined intensities 
of spectral lines, the following elemental composition of the analyzed sample was 
calculated: Fe - 89.5%, Cr - 8.3 %, Mo - 1.7 %, and Ni - 0.50 %. 
 

4. CONCLUSION 
 
The applied CF model successfully corrected Boltzmann plots for self-absorption, 
but the obtained concentrations deviate significantly from the expected chemical 
composition of this type of steel. Careful analysis of the relative spectral intensities 
of the Fe, Mo, Cr, and Ni lines, considering the measured temperature value, 
indicates that the declared composition most likely does not correspond to the 
tested sample. In the next step, an independent chemical analysis of the same 
sample is planned to confirm the validity of the applied model for the analysis of 
this type of steels. 
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Abstract. The presented work investigates the application of artificial neural networks 
(ANN) onto spectral classification. The goal of the work was to determine the type of 
unknown spectra on the basis of a train dataset with the usage of several types of basic 
ANN. The numerical procedures we are developing, for LIBS analysis of the plasma-
facing components of the fusion reactor, was tested on the classification of spectra from 
different soil or ore types. The data source is a laser ablation combined with fast pulse 
discharge, the method proposed for the reactor wall analysis. The success in it’s application 
has shown not only that the ANN is usable in case of classification of type of spectra but it 
presents a step forward making of expert system for the more complex equipment. 
 

1. INTRODUCTION 
 
Classification and determination is a common field for the usage of machine 

learning. The artificial neural networks (ANN) are most powerful machine learning 
algorithms (Mishra et. al. 2017). As a test case the simplest shallow and deep neural 
networks has been selected. As a merit a experimental data from laser ablation 
assisted plasma source for the cases of clay soil and tile brick are used. The goal 
was to test if the ANN could achieve precision in determining of the appropriate 
analyzed material as well as type of plasma as an emitter, and as such to prove the 
usability of ANN method for the fast classification of the recorded spectra. The test 
dataset was collected with the advanced, laser ablation combined with fast pulse 
discharge, enhanced LIBS technique (Vinić et al., 2014).   

The main contributions of this research work are as follows: 
- We compared the applications of the four ANN of different complexities. 
- Utilized the ANN of deep type. 

 In the flowing section we have described the experimental setup and 
discussed the results and the future steps. 
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2. EXPERIMENTAL SETUP 
  
The laser induced breakdown spectroscopy (LIBS) has evolved to a mature 

technique for the analysis of various samples, from gaseous up to underwater 
samples. The work has been carried out in order to enhance the emissivity of 
plasma, the introducing a second pulse, in the case of dual pulse LIBS (DP-LIBS). 
This technique has made improvement in detection limit and a DP-LIBS is now 
comparable to other more mature spectroscopy techniques and as such is adopted 
as a standard spectroscopy technique. The other way of enhancement of the 
detection limit is fast spark discharge enhanced LIBS, it also has a possibility to 
excite harder to excite elements such as carbon, chlorine, sulphur and fluorine.  

The experimental setup is shown on Figure 1. The investigated material (1.) is 
irradiated by the 100-mJ nanosecond pulse Molectron model MY-34 Nd-YAG 
laser (2). The plasma is formed on the sample, as well as inside the fast spark 
discharge. The radiation is analyzed spectrally as well as temporally with the 
Andor technology, model Shamrock 303-i spectroscope, coupled with the Andor 
iStar iCCD camera, model  DH 720 -18F-03 (position 3). The time delay for the 
start of collection a spectral data is determined by the delay unit (4). The electrical 
behavior of the spark as well as total emissivity is monitored and recorded on the 
oscilloscope (5). The spark discharge unit consists of capacitor (7), and current 
probe (8). The photodiode (9) monitores the emissivity of produced plasma. 

 
Figure 1: Experimental setup of the system for the laser ablation of the sample 
material spectroscopy: 1. - investigated material pill, 2. - Nd-YAG laser, 3. - 

spectroscope with coupled iCCD camera, 4. - delay unit, 5. - oscilloscope, 6. - high 
voltage supply , 7. - capacitor bank , 8. - current probe.   

 
The set of measurements for clay soil and tile bricks are selected. In the initial time at 
the delay of 0.1 us, only the LIBS phase of the plasma is visible, in the later recorded 
spectra, 0.6 us delay, the ablated material is inside spark discharge that was triggered 
by the LIBS phase plasma. So, the four classes of spectra are recorded and used for 
ANN training, they are denoted here as clay-LIBS, clay-spark, tile-LIBS and tile-
spark. For more details on the technique as well as achieved improvement of the 
signal to noise ratio please consult (Vinić et al., 2014).  
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3. ANN THEORY AND TOPOLOGY 
 

The artificial neural network application in various areas of spectroscopy is in 
growth, from environmental applications up to the analysis of LIBS extraterrestrial 
probes on Mars rover (Sun et al. 2021). In the literature the LIBS spectroscopy as a 
tool for determining a lead concentration in soil (Zhao et al. 2019) is coupled with 
ANN. It is a trend in progress for environmental and geophysical analysis (Tingting 
et al., 2020). Usually, the package of proven machine learning kit is used, for 
instance Google kit Keras (https://keras.io/) is often used in LIBS specific 
applications (Hao et al., 2020), in this work a Keras implementation of feed forward 
and deep feed forward ANN was made for the investigation of the usability of ANN 
presented in this manuscript. 
 

4. RESULTS AND DISCUSSION 
 

The prediction was made on the basis of available experimental data set. The 
selection was made to throw individual CCD lines of data in order to have artificial 
dataset enlargement with the different areas of plasma observed as well as different 
noise composition. The random choice of two thirds of the data was used to train the 
ANN while the one thirds was used to test the prediction.  

Figure 2: Artificial neural network prediction of the spectra type 
 

The input layer is determined with the dimensionality of input data, so for the 
available data set the input layer consists of 9927 input neurons. The prediction space 
consists of four individual outcomes, so the output layer consists of four vectors: [1 0 
0 0] – clay-LIBS; [0 1 0 0] – clay-spark; [0 0 1 0] – tile-LIBS; and [0 0 0 1] – tile-
spark. The output layer of ANN consists of four neurons belonging to each output 
vector. Three networks were compared, simplest one consists of only one hidden 
layer of 15000 neurons, the two layers one with additional 512 neuron second hidden 
layer, and third one, most complex, consisting of three hidden dense layers of 15000, 
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1200 and 256 neurons consequently. The output of four consecutive runs was 
recorded for each of the three investigated ANN. The output outcome was shown on 
Figure 2. The most complex ANN consist of three hidden dense layers is the one that 
converged fastest towards the 100% prediction. It could be seen that the process of 
selection of investigated spectra could be conducted with the help of ANN. 

 
5. CONCLUSIONS AND PERSPECTIVES 

 
From the presented results it is possible to make several conclusions, as first it 

could be seen that the determination of target type as well as plasma condition, as 
an emitter could be achieved with ANN successfully. The further conclusion is 
made by the analysis of the convergence, the more complex, deep ANN, could be 
more usable for investigation of the further applicability of the method. More over, 
the third one, is that the sensitivity on the type of emitter, the type of plasma with 
the ablated material, could lead to more advanced application of inverse methods, 
to enable prediction of the emitted spectra based on input variables as laser energy, 
buffer gas, pressure, composition of target and so on.  

The paths for the further development, enlarging the data base of the training 
sets in order of making a more precise determination of the investigated spectra 
category, the outcome could be enlarged sensitivity on both target material 
composition as well as plasma conditions. In the case of large training set the 
interpolation of the known cases is more precise so the inverse problem could be 
tested. The other result could be more sensitive selection between the spectra that 
could not be easily dissolved by human eye or the in depth analysis of data could 
be both time and effort consuming process. Finally, a set of trained ANN could be 
generated for the in field usage for the specific tasks, e.g. the path towards the 
production of expert systems.  
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Abstract. Stark broadening caused by free electrons in plasma and its dependence on 
atomic parameters available in NIST and Stark-b atomic databases has been investigated 
using a new method based on the machine learning (ML) approach. The correlation 
parameter obtained by artificial intelligence (AI) is slightly better than the one obtained by 
classical methods, but the scope of application is much wider. ML algorithms successfully 
identified quantum nature by analyzing atomic parameters. The biggest issue of classical 
analysis, which is infinite spectral line broadening for high ionization stages, was resolved 
by AI with a saturation tendency. 
 
 

1. INTRODUCTION AND THEORETICAL BACKGROUND 
 

Stark broadening of spectral lines of neutral atoms and ions is used in science for a 
number of problems in various physical conditions (see Tapalaga et al. 2022). 
Recent research indicates the importance and usefulness of searching for possible 
types of regularities in the framework of a Stark broadening investigation. Still, 
existing tables with calculated and measured Stark widths have a big lack of data. 
There is a need for Stark widths data in the wide range of chemical elements, 
plasma temperature and electron densities. In this paper a correlation between Stark 
broadening and environment parameters, such as the ionization potential of the 
upper level of the corresponding transition, electron density and temperature, will 
be investigated using modern ML algorithms. If this method proves to be accurate 
enough, the process of calculating the value of Stark widths will be significantly 
accelerated and facilitated. 

 

The general formula for Stark width calculation in the impact approximation 
(see Griem 1974) is very complicated, it cannot be resolved exactly, so it is useful 
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to use different approaches in the calculation. The regularity approach which 
correlates Stark width of spectral line (ω) expressed in [rad/s], electron density 
(Ne), electron temperature (Te) and positive value of electron binding energy on the 
upper level of the transition ( ), expressed in [eV], is given by Puric and 
Scepanovic 1999. (Eq. 1) 

 
                                                                                        (1) 
 

where Ze = 1, 2, 3... for neutrals, singly charged ions, ... respectively and it 
represents the rest core charge of the ionized emitter and a, b and k are coefficients 
independent of electron concentration and ionization potential for a particular 
transition and the rest core charge of the emitter.  
 

It is expected that spectral series within an isoelectronic sequence show 
regularity behavior because a wide range of atomic/ionic parameters depend on the 
electron number. In the last decade we have investigated Stark broadening 
regularities within spectral series of individual elements, individual isoelectronic 
sequences and within two spectral series of isoelectronic sequences simultaneously. 
The present investigation goes one step further and analyses all elements for which 
there are available data needed for Stark broadening investigation, simultaneously, 
using machine learning approach. The aim is to find the best possible model which 
correlates Stark width of spectral line with all available parameters for transition of 
interest (atomic parameters and environmental parameters). 

 
2. DATASET CREATION AND DATA CLEANING 

 
In order to create dataset, two public repositories connected with atomic 
spectroscopy are used. First one is Stark B database, see Sahal-Brechot et al. 2020, 
where the parameters of Stark broadening for different emitters are given. The 
features taken from this database are: chemical element, ionization stage, upper and 
lower level of spectral transitions, Stark broadening, the environment temperature 
and electron density in environment. For analysis purpose, Stark widths expressed 
in angstroms are converted in radian per second. 
To ensure better results we enriched features taken from Stark B database with 
ones taken from NIST Atomic Spectra database (see Kramida et al. 2019): binding 
energy of both upper and lower transition levels, ground level energy, total angular 
momentum quantum number (J) of both upper and lower transition level, as well as 
principal (n) and orbital (l) quantum numbers and ionization energy. The algorithm 
for connecting those two databases to form our own works is described below. For 
every transition connected with certain chemical element, we take the electronic 
configuration of both upper and lower levels from Stark B database. Then we look 
for that particular element in NIST database and compare the electronic 
configurations. If they match, then we take the binding energy of those levels, their 
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principal quantum number, orbital quantum number and total angular momentum 
quantum number and finally the ionization energy of that atom. 
After data cleaning, dataset contains 53 emitters and 34973 spectral lines and 
follows a normal distribution. 

 
3. MODEL CREATION AND TRAINING 

 
For model creation and training, public Python package Sci-kit learn is 

used. Four models have been created, every being Pipeline with two steps. In each 
object of Pipeline class, the first step was data scaling using StandardScaler, and in 
second step we made our predictions with defined model. Considered models were: 
Linear Regression, Decision Tree Regressor, Random Forest Regressor and 
Gradient Boosting Regressor. The dataset was split into training and test dataset 
using train test split method, leaving 25% of the data for testing. To rank the 
performance of models, we used best Coefficient of Determination, R2, value 
obtained after GridSearchCV algorithm finished. As a result, we got that the best 
R2 value was for Random Forest Regressor having R2 = 0.95 for n estimators = 
100. Random Forest is a learning method that operates by constructing a large 
number of decision trees during the training process, see Tapalaga et al. 2022. It is 
simple to use and shows high performance for a wide variety of tasks, making it 
one of the most popular ML algorithms in different sciences. Random forests are 
an effective tool in predicting new data, in our case new atomic parameters. 

 
 

4. RESULTS 
 

The Random Forest model is used to calculate Stark broadening data for 
spectral series within neutral lithium Li I, see Tapalaga et al. 2022. Fig 1. shows 
the dependence of the Stark width (ω) on the reciprocal value of the electron 
binding energy at the upper level of the transition (χ−1) for 2s-np and 3s-np 
transitions within lithium atom. Calculated Stark widths (red lines) for transitions 
within analyzed series are represented with existing known values of Stark widths 
data at the same graphs (see Fig. 1). The functional dependence obtained using the 
ML algorithm describes the quantum structure of the energy levels of lithium 
atoms. From the model lines (red lines) it can be concluded that the model 
successfully (within the error) indicates the quantum nature of atomic transitions 
and that other results do not make physical sense, but only jumps. 
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Figure 1: Stark widths regularities within 2s-np and 3s-np spectral series of Li I  

(T = 30000 K, Ne = 1020 m−3) 
 

 
5. CONCLUSION 

 
Analysis of spectral data on Stark broadening for 53 different emitters and 34973 
lines by ML algorithms was done with more success than it was previously done by 
classical methods of data analysis. Random forest has scored an average of R2 = 
0.95 which makes it an excellent choice for Stark broadening calculations. With 
standard known methods for Stark width calculation, it is not possible to calculate 
Stark widths for levels for which energy values of the closest perturbing levels are 
missing, but ML algorithms enable calculation in these situations, too. 
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Abstract. The study of the hydrogen’s isotope retention in the first wall of the fusion 
reactors is the main task in diagnostics of plasma facing components (PFC). Laser Induced 
Breakdown Spectroscopy (LIBS) enables in-situ PFC diagnostics without any sample 
preparation making it a most promising technique for this purpose, see H.J. van der Meiden 
et al, 2021. The basis of this diagnostics is the measurement of the emission of hydrogen 
isotopes Balmer alpha lines. The most challenging task is the resolving of these lines. 
Therefore, the first task was the selection and preparation of the targets from which, due to 
the laser irradiation and consequent plasma formation, hydrogen and deuterium spectral 
lines will be emitted. Such targets should be substitutes of the hydrogen isotopes enriched 
components of PFC of future fusion reactors. The main idea was to use the heavy water 
D2O embedded in various substrates that are good absorbers of water. For this purpose, 
following substrates were tested: NaCl - salt, copper sulfate pentahydrate CuSO4•5H2O - 
known as blue vitriol or blue stone, active coal - charcoal, microporous aluminosilicates - 
zeolites, calcium carbonate CаСO3 - quicklime, CаSO4•2H2O – gypsum.  Several forms of 
graphite were also considered: factory made graphite discs, electrodes with controlled 
amount of the D2O on it and spectroscopically pure (or mixed with silica gel) graphite 
powder, which was doped with water before or after pressing it by hydraulic press. Testing 
was performed using a 6 ns Q – switched Nd:YAG and TEA CO2 laser (having 80 ns pulse 
with 2 s long tail) in low pressure argon or helium atmosphere. The best results are 
obtained using gypsum and graphite doped with silica gel, see Traparic at al 2024.  
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Abstract. Plasma spectroscopy represents the non-contact and non-perturbative plasma 
diagnostics tool that is widely used. One such application, considered in this work, is the 
determination of electron density from Stark broadening of emitted spectral lines. The 
other, laser-induced breakdown spectroscopy (LIBS) is often used for quantitative analysis 
of sample constitution. Finally, to track impurity transport mechanisms, extreme ultraviolet 
(EUV) and vacuum ultraviolet (VUV) plasma spectroscopy are used in many fusion 
devices to monitor highly charged impurity ions. Over the years many approximative 
formulae and robust models were developed to simulate the shape of emitted spectral lines 
due to the Stark effect from which line width and shift can be determined. Since a lot of 
these codes request substantial computational resources, the application of machine 
learning (ML) for quick estimation of line width was considered (Tapalaga et al. 2022). 
Usually, the usage of ML in LIBS quantitative analysis is followed by the recording of a 
large enough database with enough variance in it for precise analysis. Therefore, the usage 
of an already recorded database for training of the ML model was investigated for 
additional acceleration of the procedure, and its potential was discussed (Traparic and 
Ivkovic. 2023). Last but not least, variational autoencoder (VAE) was employed to model 
the so-called Unresolved Transition Array (UTA) structure, that rises due to the emission 
from highly charged tungsten ions. The application considered here is the validation of 
collisional radiative models and estimation of plasma core temperature and electron 
temperature profile in devices that don’t have advanced diagnostics for this purpose. 
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Abstract. The diagnostics of the first wall of future fusion reactors represents a major

source of information about the state of the machine and the expected lifetime of the first 
wall components. As the absorption of neutrons can cause induced radioactivity of the first 
wall tiles, it is of the essence to monitor the amount of absorbed neutrons. One possibility 
to monitor them is via nuclear transmutation reaction where tungsten absorbs neutron and 
create rhenium core [1]. Therefore by assessing the amount of rhenium present in the 
material, the number of absorbed neutrons can be deduced. In this work Laser Induced 

Breakdown Spectroscopy (LIBS) combined with fast pulse discharge was used to assess the 
concentration of rhenium. The main result is the amplification of line intensity and signal to 
noise ratio compared to the classical LIBS setup at reduced pressure. This results is of 
particular importance since only small amounts of rhenium are expected to be found, 
therefore making this approach suitable for this type of diagnostics. Additionally, univariate 
calibration method based on intensity ratio of W I 488.7 nm and Re I 488.9 nm spectral 

lines was proposed for determination of rhenium concentrations. 

Figure 1: Amplification of Re I 488.9 nm line intensity with FPD (left) and 

resulting signal to noise ratio (right). 
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Abstract. Laser Induced Breakdown Spectroscopy - LIBS is the most promising technique 
for the in-situ analysis of the plasma fusion reactor walls, see (Cong Li at al, 2016). The setup 
which is most frequently used in fusion reactors is so-called remote in-situ RIS LIBS, see 

(Cai et al, 2019). This configuration uses a scanning system which controls the Mo mirror to 
direct the laser beam to a different position inside the fusion reactor.  In this study, it was 
investigated how changes in the ablation angles affect the intensity of the emitted spectral 
lines, considering that the incident beam is not always perpendicular to the PFCs. To this 
end, the classical LIBS setup at atmospheric pressure was employed. The angle of collection 
fiber with respect to the laser beam was fixed to 17 degrees. Chosen targets were tungsten-

based alloys relevant to fusion research. The spectrum of the plasma was recorded with a 
Solar MS7504i spectrometer and a fast camera.  Results show that there is a non-trivial 
dependance of the line intensity on the ablation angles, which was attributed to the change of 
laser focus and ablation surface as the angles were varied both in poloidal and toroidal 
directions. Additionally, the line intensity correction factor was calculated as the ratio of the 
intensity for the beam incident at an angle to that of the beam at normal incidence, and it 

exhibited a complex dependence on both angles. 
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AND AI ALGORITHMS

I. Traparić

Institute of Physics Belgrade, Pregrevica 118, 11080 Belgrade, Serbia

E-mail : traparic@ipb.ac.ac

During past 20 years many Stark broadening models were developed
that can calculate spectral lineshape and estimate a line width that is
extensively used in plasma diagnostics of both astrophysical and laboratory
plasmas. Some of these calculations yield results relatively fast, some of
them need a lot of computational time. Therefore, idea of creating a machine
learning (ML) model emerged as a tool for fast estimation of Stark width
without need of huge computational time. In our approach, out of three
tested models, random forest (RF) algorithm showed the best predictive
power after it has been trained, where the coefficient of determination
R2 = 0.94 was obtained. Model was trained on a database created by
merging parameters from Stark B and NIST atomic databases, it had 14
input parameters that were used to predict final Stark width. Results were
compared with experimental ones as well as with SCP theory. We also
checked for regularities in Stark effect, and they were also confirmed and in
agreement with previous findings.
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