




1 STRUČNA BIOGRAFIJA - MILOŠ TRAVAR

Miloš Travar rod̄en je 9. jula 1993. u Novom Sadu. Osnovnu školu ”Jovan Popović” završava u Novom
Sadu, posle koje upisuje prirodno-matematički smer gimnazije ”Jovan Jovanović Zmaj”. Nakon završetka
gimnazije 2012. godine upisuje osnovne akademske studije fizike, smer medicinska fizika, na departmanu za
fiziku, Prirodno-matematički fakultet, Univerzitet u Novom Sadu. Posle osnovnih studija upisuje i master
akademske studije 2017. na istoj katedri, smer nuklearna fizike, koje završava 2018. sa odbranom master rada
pod naslovom ”Priprema NICOLE opreme za LTNO eksperiment”. Doktorske akademske studije upisuje
2018. godine takod̄e na katedri za nuklearnu fiziku Prirodno-matematičkog fakulteta koje uspešno završava
9.8.2024. sa disertacijom pod naslovom ”Verifikacija simulacionih tehnika u izučavanju nuklearnih procesa”.

U periodu od 2019. do 2023. godine Miloš je bio stipendista Ministarstva nauke, prosvete i tehnološkog
razvoja Vlade Republike Srbije, angažovan kao student doktorant na projektu OI171002 naslova ”Nuklearne
metode istraživanja retkih dogad̄aja i kosmičkog zračenja”. Od 15. maja 2023. godine zaposlen je na Institutu
za fiziku u Beogradu, kao istraživač saradnik u okviru Niskofonske laboratorije za nuklearnu fiziku.

Tokom master i doktorskih studija uključuje se u više različitih naučnih grupa u okviru kojih sprovodi
svoja istraživanja. Od 2018. godine postaje član CERN-a, u okviru ISOLDE kolaboracije, gde radi na
NICOLE eksperimentu. Takod̄e je bio dobitnik više ENEN stipendija (European Nuclear Education Network)
u okviru kojih je sproveo istraživačke radove na institutima European Commission - Joint Research Centre
u Belgiji i Nemačkoj. Pored ovih kolaboracija član je i drugih naučnih grupa sa više različitih svetski
priznatih instituta. Naučne oblasti kojima se bavi su γ-spektrometrija, Monte Karlo simulacije, nuklearna
forenzika, radioekologija i druge. Tokom master i doktorskih studija učestvovao je na raznim internacionalnim
školama i treninzima. Autor i koautor je više naučnih radova u med̄unarodnim časopisima koji su svojevrsno
prezentovani na med̄unarodnim naučnim skupovima i konferencijama na kojima je učestvovao.

Beograd
20. septembar 2024. dr Miloš Travar
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2 PREGLED NAUČNE AKTIVNOSTI

Naučno-istraživački rad dr Miloša Travara se temelji na istraživanjima u okviru oblasti oblasti Monte
Karlo simulacija, γ-spektrometrije, kosmike, radioekologije, nuklearne forenzike i bezbednosti u drugih.

Shodno tome, rad kandidata se može klasifikovati u nekoliko kategorija:

• Ispitivanja nuklearnih procesa,
• Razvijanje i validacija Monte Karlo simulacija,
• Eksperimentalne i simulacione tehnike γ-spektrometrije.

Kandidat je do sada učestovao na znatnom broju med̄unarodnih naučnih skupova i kao autor i koautor je
objavio ukupno 7 radova u vrhunskim med̄unaronim časopisima, od toga 5 od trenutka biranja u prethodno
zvanje istraživača saradnika (datum izbora 7.2.2022.) pa do danas.

RAZVIJANJE I VALIDACIJA MONTE KARLO KODOVA

Jedan od glavnih zadata γ-spektrometrijske laboratorije predstavlja precizno odred̄ivanje tj. kvantifikaciju
detekcione efikasnosti eksperimentalne postavke. U standardnoj γ-spektrometrijskoj praksi, odred̄ivanje
aktivnosti radioizotopa koji emituju nisko-energetske kvante zračenja se može pokazati kao relativno složeno.
γ-spektrometrija se često koristi kao inicijalan alat u odred̄ivanju osnovnih karakteristika nepoznatih uzoraka,
posebno kada se za uzorak sumnja da je deo nezakonitog transporta tj. krijumčarenja radioaktivnih materijala.
Glavna zabrinutost u većini slučajeva predstavlja uranijum, kako se jedan od njegovih izotopa (235U)
može iskoristiti u svrhu nuklearnog naoružanja. Upravo γ-spektrometrija, u kombinaciji sa Monte Karlo
simulacijama, predstavlja najčešće korišćenu nedestruktivnu tehniku u nuklearnoj forenzici u kontekstu
analize izotopskih kompozicija uranijumskih matrica. Glavni cilj u okviru istraživanja ove prirode bio
je razviti simulacionu metodu korišćenjem GEANT4 transportnog Monte Karlo simulacionog paketa i
ispitati prednosti i nedostatke u komparaciji sa polu-empirijskim metodama. Na osnovu generalnih rezultata
prezentovani su predlozi korišćenja kako polu-empirijskih tako i simulacionih metoda u svrhu istraživanja
ove prirode. Rezultati istraživanja su objavljeni u radu:

1. Testing of EFFTRAN and Angle software in comparison to GEANT4 simulations
in gamma spectrometry of cylindrical and noncylindrical sample geometries

Autori: A. Vraničar, J. Nikolov, N. Todorović, I. Maksimović, M. Mladenović, D. Mrd̄a, M. Travar
Časopis: Nuclear Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment, Volume 986, 11. januar 2021; M22, IF 1.335
DOI: 10.1016/j.nima.2020.164768

ISPITIVANJE NUKLEARNIH PROCESA - FISIONA DINAMIKA

Proteklih godina modelovanje nuklearnog procesa fisije je doživelo znatni iskorak. Razvijeni su kodovi
sa ciljem simuliranja emisije fisionih neutrona i γ-fotona. Svi modeli dele zajedničko svojstvo oslanjanja na
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eksperimentalne podatke fisionih fragmenata, npr. emisionih prinosa i ukupne kinetičke energije, kao i poda-
taka nuklearne strukture. Kako su podaci nuklearne strukture za jezgra bogata neutronima veoma siromašni,
neprecizni ili pak nedostupni, proračuni modela se oslanjaju na ekstrapolirana svojstva posmatanjem stabilnih
jezgara. Podela ekscitacione energije izmed̄u fisionih fragmenata u trenutku fisije igra krucijalnu ulogu i može
biti parametrizovana na osnovu ograničenih podataka promptnih fisionih neutrona. Ovo ostavlja teoretičare
sa brojnim parametrima modela. Kao posledica, koherentan opis emisije promptnih neutrona i γ-fotona i dan
danas ne poseduje neophodnu preciznost i predvidljivost. Posmatrani su promptni γ-fotoni emitovani tokom
spontane fisije 252C f . Srednji broj (multiplicitet) promptnih γ-fotona je odred̄en u funkciji mase fisionih
fragmenta i ukupne kinetičke energije. Dobijeni podaci, dobijeni korišćenjem tri detektora u tri različite
postavke, nedvosmisleno potvrd̄uju ”testerast” oblik funkcije multipliciteta u funkciji mase, u kontrastu sa
prethodno objavljenim podacima. Dodatno, zavisnost multipliciteta u odnosu na ukupnu kinetičku energiju je
eksperimentalno odred̄eno i pored̄eno sa skorašnih publikacijama. Rezultati istraživanja su objavljeni u radu:

1. Experimental information on mass- and
TKE-dependence of the prompt fission γ-ray multiplicity

Autori: M. Travar, V. Piau, A. Göök, O. Litaize, J. Nikolov,
A. Oberstedt, S. Oberstedt, J. Enders, M. Peck, W. Geerts, M. Vidali
Časopis: Physics Letters B, Volume 817, 10. jun 2021; M21, IF 4.95
DOI: 10.1016/j.physletb.2021.136293

EKSPERIMENTALNE I SIMULACIONE TEHNIKE γ -SPEKTROMETRIJE

Tokom godina HPGe sistemi su se pokazali kao odličan praktičan alat i kao takvi su utemeljili svoju
široku primenu u raznim granama nuklearne fizike, uključujući i niskofonsku γ-spektrometriju. Jedna od
glavnih prednosti ove discipline predstavlja njenu prostu pripremu uzorka koja u najvećem broju slučajeva ne
zahteva dodatnu hemijsku obradu i/ili separaciju. Stoga, uz samo jedno merenje moguće je simultano izvesti
kako kvalitativnu tako i kvantitavnu analizu. Pouzdanost HPGe sistema pored ostalih faktora zavisi i od
kvaliteta kalibracije. Prilikom identifikacije radionuklida neophodna je precizna energetska kalibracija, dok je
sa druge strane u cilju dobijanja kvalitetne karakterizacije aktivnosti neophodno precizno poznavanje FEPE
funkcije prilagod̄ene eksperimentalnim uslovima. U kombinaciji sa Monte Karlo simulacijama moguće je
nadomestiti odred̄ene eksperimentalne nedostatke γ-spektrometrije kao što je upravo precizno poznavanje FE-
PE funkcije, ili npr. kvantifikacija uzoraka nepoznatih hemijskih sastava. Precizno poznavanje matrice uzorka
igra značajnu ulogu u odred̄ivanju koncentracija aktivnosti uzoraka i obrnuto, za šta je takod̄e neophodno
imati precizan i pouzdan simulacioni model ukoliko se koriste Monte Karlo simulacije u kombinaciji sa
γ-spektrometrijom. U okviru ovih istraživanja kvantifikacija matrice je vršeno na nepoznatim uranijumskim
uzorcima dok je prethodno optimizacija i validacija detekcionih modela vršena korišćenjem GEANT4 Monte
Karlo transportnog koda. Rezultati ovih istraživanja su objavljeni u radovima:

1. Sample matrix influence on the efficiency function
modeling for uranium isotopes determination by gamma spectrometry

Autori: A. Vraničar, J. Nikolov, Ð. Lazarević, A. Rikalo, N. Todorović, D. Arbutina, M. Travar
Časopis: Radiation Physics and Chemistry, Volume 192, mart 2022; M21a, IF 2.9
DOI: 10.1016/j.radphyschem.2021.109891
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2. Detailed optimization procedure of an HPGe detector using GEANT4 toolkit

Autori: M. Travar, J. Nikolov, N. Todorović, A. Vraničar,
P. Volgyesi, P. Kirchknopf, I. Čeliković, T. Milanović, D. Joković
Časopis: Journal of Radioanalytical and Nuclear Chemistry, Volume 332, 5. mart 2023; M22, IF 1.5
DOI: 10.1007/s10967-023-08810-x

ISPITIVANJE NUKLEARNIH PROCESA - KOSMIČKO ZRAČENJE

Dinamika Sunčevog koronalnog magnetnog polja može prouzrokovati složenim kosmičkim dogad̄ajima.
Med̄u ovim dogad̄ajima su npr. solarne eksplozije ili baklje (SF), koronalna izbacivanja masa (CME),
med̄uplanetarna konoralna izbacivanja masa (ICME), emisija solarnih energetskih čestica (SEP), i drugi. Ovi
dogad̄aji mogu dovesti do raznih negativnih efekata u heliosferi, što posledično utiče i na Zemljinu sredinu.

Generalno, SF i CME mogu izazvati složene promene i poremećaje kako u okviru heliosfere tako i u
okviru Zemljine magnetosfere. Kako bi se ovi dogad̄aji bolje razumeli moraju se ispitati sve moguće veze
izmed̄u različitih procesa koje ovi fenomeni indukuju. U ovom kontekstu ispitivan je Forbušov pad 4.11.2021.
uočen preko raznih detekcionih stanica kosmičkih zraka (uključujući i stanicu u Beogradu) koji je omogućila
serija CME dogad̄aja u periodu izmed̄u 28.10.2021. i 4.11.2021. Pored ovoga, ukazano je na mogućnost
postojanja dve klase Forbušovog pada prilikom čega je razvijena procedura klasifikacije koja implementira
mašinsko učenje u cilju potencijalnog poboljšanja statistike. Detaljno je ispitana veza izmed̄u povećanog
SEP fluksa i svojstava istovremenog Forbušovog pada. Rezultati ovih istraživanja su objavljeni u radovima:

1. Analyzing solar activity with Belgrade muon station:
case study of 2021 November 4th Forbush decrease

Autori: N. B. Veselinović, M. B. Savić, D. M. Maletić, A. L. Dragić,
R. M. Banjanac, D. R. Joković, D. Knežević, M. Travar, V. I. Udovičić
Časopis: Contributions of the Astronomical Observatory Skalnaté Pleso, Vol. 53, 2023; M23, IF 0.4
DOI: 10.31577/caosp.2023.53.3.148

2. Forbush decrease events associated with coronal
mass ejections: Classification using machine learning

Autori: M. B. Savić, N. B. Veselinović, A. L. Dragić, D. M. Maletić,
R. M. Banjanac, D. R. Joković, D. Knežević, M. Travar, V. I. Udovičić
Časopis: Contributions of the Astronomical Observatory Skalnaté Pleso, Vol. 53, 2023; M23, IF 0.4
DOI: 10.31577/caosp.2023.53.3.156

3. Further study of the relationship between transient effects in
energetic proton and cosmic ray fluxes induced by coronal mass ejections

Autori: M. Savić, N. Veselinović, D. Maričić, F. Šterc, R. Banjanac, M. Travar, A. Dragić
Časopis: Universe, Volume 10, jun 2024; M22, IF 2.9
DOI: 10.3390/universe10070283
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3 ELEMENTI ZA KVALITATIVNU ANALIZU

NAUČNOG DOPRINOSA KANDIDATA

3.1 ZNAČAJ NAUČNIH REZULTATA

Miloš Travar se bavio istraživačkim radom u okviru više različitih disciplina nuklearne fizike koje su
ukratko opisane zajedno sa značajem rezultata dalje u tekstu. Kao član Niskofonske laboratorije na Institutu
za fiziku u Beogradu, glavna oblast istraživanja kandidata predstavljaju Monte Karlo simulacije.

U okviru ove oblasti istraživanja, kandidat je svojevrsno razvio simulacione programske kodove u
okviru različitih eksperimentalnih postavki tokom kolaboracija i boravka na više različitih inostranih svetski
priznatih instituta u okviru kojih su ovi eksperimenti sprovod̄eni. Ovim simulacionim modelima i kodovima
su pokrivene različite oblasti istraživanja fizike nuklearnih procesa, neke med̄u kojima su fisiona dinamika,
γ-spektrometrija, nuklearna bezbednost i forenzika, retrospektivna dozimetrija, itd. Razvijeni simulacioni
modeli su korišćeni u svrhu validacije eksperimentalnih rezultata, ali i uspešnog modelovanja i predvid̄anja
eksperimentalno nedostupnih podataka. Ovim istraživanjima su rezultovale naučne publikacije u vrhunskim
med̄unarodnih časopisima ukratko opisane tačkom 3.

Pored glavnog pravca svog istraživanja, Miloš Travar je dao svoj doprinos i u drugim naučnim granama
nuklearne fizike uključujuži nuklearnu bezbednost i forenziku, retrospektivnu dozimetriju, itd. Kao član
Niskofonske laboratorije za nuklearnu fiziku na Institutu za fiziku u Beogradu, Miloš je takod̄e dao svoj
doprinos i u oblasti kosmičkog zračenja. Sve svoje naučne rezultate Miloš je svojevrsno prezentovao kako na
vrhunskim med̄unarodnim naučnim skupovima i konferencijama tako i na domaćim skupovima.

3.1.1 PARAMETRI KVALITETA ČASOPISA

Dr Miloš Travar je tokom svoje naučne karijere kao autor i koautor objavio ukupno 7 radova u vrhunskim
med̄unardnim časopisima. Od prethodnog izbora u zvanje istraživača saradnika (datum izbora 7.2.2022.)
Miloš je objavio ukupno 5 radova. Kvalitet objavljenih radova se može izmed̄u ostalog proceniti i prema
kvalitetu časopisa u kojima su ovi radovi objavljeni, a to su:

• 1 rad u istaknutom med̄unarodnom časopisu: Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment (M22, IF 1.335),

• 1 rad u vrhunskom med̄unarodnom časopisu: Physics Letters B (M21, IF 4.95),
• 1 rad u med̄unarodnom časopisu izuzetnih vrednosti: Radiation Physics and Chemistry (M21a, IF 2.9),
• 1 rad u istaknutom med̄unarodnom časopisu: Journal of Radioanalytical and Nuclear Chemistry (M22, IF 1.5),
• 2 rada u med̄unarodnom časopisu: Contributions of the Astronomical Observatory Skalnaté Pleso (M23, IF 0.4),
• 1 rad u istaknutom med̄unarodnom časopisu: Universe (M22, IF 2.9).

Ukupan impakt faktor publikovanih radova kandidata je 14.385.

IF M SNIP

Ukupno 14.385 39 5.387

Usrednjeno po članku 2.055 5.57 0.77

Usrednjeno po autoru 1.72 4.81 0.66
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3.1.2 POZITIVNA CITIRANOST RADOVA KANDIDATA

Prema Scopus bazi podataka ( Scopus link � ), radovi dr Miloša Travara citirani su 22 puta, od čega 21
put izuzimajući autocitate, sa ukupnim h-indeksom 3.

3.2 NORMIRANJE BROJA KOAUTORSKIH RADOVA, PATENATA I TEHNIČKIH REŠENJA

Svi radovi dr Miloša Travara spadaju u eksperimentalne radove u prirodno-matematičkim naukama
tako da se radovi sa 7 koautora uzimaju sa punom težinom, dok se radovi sa više koautora (jedan rad iz
med̄unardnih časopisa sa 11 i tri rada sa 9 koautora) normiraju po formuli datoj u Pravilniku o postupku i
načinu vrednovanja, i kvantitativnom iskazivanju naučno-istraživačkih rezultata istraživača (K/(1+0.2(n-7))).

3.3 UČEŠĆA NA PROJEKTIMA, POTPROJEKTIMA I PROJEKTNIM ZADACIMA

Kandidat je u periodu od 2019. do 2023. kao stipendista bio angažovan na projektu pod brojem OI171002
naslova ”Nuklearne metode istraživanja retkih dogad̄aja i kosmičkog zračenja” Ministarstva prosvete, nauke i
tehnološkog razvoja Vlade Republike Srbije, vod̄en od strane prof. dr Ištvana Bikita.

3.4 UTICAJ NAUČNIH REZULTATA

Značaj objavljenih naučnih rezultata kandidata je detaljno opisan u tački 4.1, dok se njihov uticaj ogleda
u prilogu o citiranosti opisan u tački 4.1.2.

3.5 KONKRETAN DOPRINOS KANDIDATA U REALIZACIJI

RADOVA U NAUČNIM CENTRIMA U ZEMLJI I INOSTRANSTVU

Kandidat je svoje naučne aktivnosti realizovao na Prirodno-matematičkom fakultetu Univerziteta u
Novom Sadu, Institutu za fiziku u Beogradu, Centre for Energy Research istraživačkom institutu u Mad̄arskoj
(CER �, Budimpešta), European Commission Joint Research Centre institutu u Belgiji (EC-JRC �, Geel) i
European Commission Joint Research Centre institutu u Nemačkoj (EC-JRC �, Karlsruhe). Svoj doprinos
tokom istraživanja je realizovao i dao u vidu numeričkog računanja, dizajniranja eksperimentalnih postavki,
razvijanju simulacija, analizom i interpretacijom rezultata, pisanju radova i komunikaciji sa recenzentima.

3.6 UVODNA PREDAVANJA NA KONFERENCIJAMA, DRUGA PREDAVANJA I AKTIVNOSTI

Tokom studija kandidat dr Miloš Travar je učestovao na sledećim naučnim skupovima, treninzima,
školama i konferencijama kako u zemlji tako i u inostranstvu:

Stručne škole i treninzi:

1. CERN Masterclass: Overview of LHC data & radiotherapy simulations; 2018/2023; Novi Sad, Srbija,

2. THOR: Study of hot matter and heavy ion collisions; 2020; Jahorina, BiH,
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3. EC-JRC: Workshop on γ-spectra evaluation via PC FRAM; 2021; Novi Sad, Srbija,

4. EUNPDC: WDM Non-proliferation and disarnament pathways; 2022; Stokholm, Švedska,

5. CER & ARIEL: Study & analysis of nuclear data from research reactors; 2023; Budimpešta, Mad̄arska.

Med̄unarodni skupovi i konferencije:

1. RAD - Seventh International Conference of Radiation in Various Field of Research; 210Pb correction
for self-absorption effect in EFFTRAN and Angle softwares (M. Travar, J. Nikolov, N. Todorović, A.
Vraničar, J. Hansman, D. Mrd̄a); Jun 2019, Crna Gora,

2. RAD - Seventh International Conference of Radiation in Various Field of Research; 226Ra n water
measurement by non-Marinelli geometry and γ-spectrometry (M. Travar, J. Nikolov, N. Todorović, A.
Vraničar, J. Hansman, D. Mrd̄a); Jun 2019, Crna Gora,

3. ENVIRA - Conference on Environmental Radioactivity Variations of Environmental Radionuclides;
Self-absorption effects in low-energy region for non-destructive nuclear forensics method (J. Nikolov,
A. Vraničar, N. Todorović, M. Travar, J. Hansman, S. Gadžurić, D. Mrd̄a); Septembar 2019, Republika
Češka,

4. THEORY5 - Workshop on Nuclear Fission Dynamics and the Emission of Prompt Neutrons and
γ-Rays; An Insight into the future of NICOLE (M. Travar, J. Nikolov, A. Vraničar, R. Grzywacz, M.
Madruga, J. R. Stone, N. J. Stone, K. Kolos); Septembar 2019, Italija,

5. ENVIRA - Conference on Environmental Radioactivity Variations of Environmental Radionuclides;
Monte Carlo approach for model optimization of HPGe detector (A. Vraničar, M. Travar, N. Todorović,
J. Nikolov); Decembar 2021, Grčka,

6. ENVIRA - Conference on Environmental Radioactivity Variations of Environmental Radionuclides;
Experimental verification of ANGLE5 software for quantitative γ-spectrometry (J. Nikolov, A. Vraničar,
M. Travar, N. Todorović); Decembar 2021, Grčka,

7. BPU11 - 11th International conference of the Balkan Physical Union; Prezentacija pod naslovom
HPGe detector optimization by means of Monte Carlo simulations through application of GEANT4
toolkit (M. Travar, J. Nikolov, A. Vraničar, N. Todorović, D. Joković, I. Čeliković, T. Milanović);
Avgust 2022, Srbija,

8. ELISCIR - Potential electronic intrumentation for ionizing radiation environments; Experimental
verification of ANGLE 5 software for quantitative gamma spectrometry (A. Vraničar, M. Travar, N.
Todorović, J. Nikolov); Januar 2023, Srbija,

9. ELISCIR - Potential electronic intrumentation for ionizing radiation environments;Retrospective
dosimetry by GEANT4 for possible application in Nuclear Forensics (M. Travar, J. Nikolov, A.
Vraničar); Januar 2023, Srbija,

10. ELISCIR - Potential electronic intrumentation for ionizing radiation environments;Development of
nuclear forensics capabilities in Serbia (J. Nikolov, N. Todorović, A. Vraničar, M. Travar); Januar
2023, Srbija,

11. RANC - International Conference on Radioanalytical and Nuclear Chemistry; Prezentacija pod
naslovom Applied retrospective dosimetry in nuclear forensics (J. Nikolov, M. Travar, A. Vraničar,
N. Todorović, Z. Arazi, E. Elish, S. Segal, G. Yardeni, E. Gilad, N. Porat, P. Völgyesi, A. Kovacs, A.
Klemen, V. Sos, Z. Varga, M. Wallenius, K. Mayer); Maj 2023, Mad̄arska.
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4 ELEMENTI ZA KVANTITATIVNU

ANALIZU NAUČNOG DOPRINOSA KANDIDATA

Ostvareni rezultati (Tabela 1):

Tabela 1: Ostvareni rezultati.

Kategorija
M bodova

po radu
Broj radova

Broj radova
za normiranje

Ukupno M bodova
Ukupno M bodova

sa normiranjem

M21a 10 1 0 10 10

M21 8 1 1 8 4.44

M22 5 3 1 15 13.57

M23 3 2 2 6 4.29

M34 0.5 11 2 5.5 5.08

M70 6 1 0 6 6

Ukupan broj bodova 50.5 43.38

Pored̄enje sa minimalnim kvantitativnim uslovima za izbor u zvanje naučni saradnik (Tabela 2):

Tabela 2: Minimalni uslovi.

Minimalno Ostvareni rezultati
Ostvareni

normirani rezultati

Ukupno 16 50.5 43.38

M10+M20+M31+M32+M33+M41+M42 10 39 32.3

M11+M12+M21+M22+M23 6 39 32.3
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5 SPISAK NAUČNIH RADOVA MILOŠA TRAVARA

Radovi u med̄unarodnim časopisima izuzetnih vrednosti (M21a)

1. Sample matrix influence on the efficiency function modeling for uranium isotopes determination by
gamma spectrometry; A. Vraničar, J. Nikolov, Ð. Lazarević, A. Rikalo, N. Todorović, D. Arbutina, M.
Travar; Radiation Physics and Chemistry, Volume 192, mart 2022;

Radovi u vrhunskim med̄unarodnim časopisima (M21)

1. Experimental information on mass- and TKE-dependence of the prompt fission γ-ray multiplicity; M.
Travar, V. Piau, A. Göök, O. Litaize, J. Nikolov, A. Oberstedt, S. Oberstedt, J. Enders, M. Peck, W.
Geerts, M. Vidali; Physics Letters B, Volume 817, 10. jun 2021;

Radovi u istaknutim med̄unarodnim časopisima (M22)

1. Testing of EFFTRAN and Angle software in comparison to GEANT4 simulations in gamma spectro-
metry of cylindrical and noncylindrical sample geometries; A. Vraničar, J. Nikolov, N. Todorović,
I. Maksimović, M. Mladenović, D. Mrd̄a, M. Travar; Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, Volume 986,
11. januar 2021;

2. Detailed optimization procedure of an HPGe detector using GEANT4 toolkit; M. Travar, J. Nikolov,
N. Todorović, A. Vraničar, P. Volgyesi, P. Kirchknopf, I. Čeliković, T. Milanović, D. Joković; Journal
of Radioanalytical and Nuclear Chemistry, Volume 332, 5. mart 2023;

3. Further study of the relationship between transient effects in energetic proton and cosmic ray fluxes
induced by coronal mass ejections; M. Savić, N. Veselinović, D. Maričić, F. Šterc, R. Banjanac, M.
Travar, A. Dragić; Universe, Volume 10, jun 2024;

Radovi u med̄unarodnim časopisima (M23)

1. Analyzing solar activity with Belgrade muon station: case study of 2021 November 4th Forbush
decrease; N. B. Veselinović, M. B. Savić, D. M. Maletić, A. L. Dragić, R. M. Banjanac, D. R. Joković,
D. Knežević, M. Travar, V. I. Udovičić; Contributions of the Astronomical Observatory Skalnaté
Pleso, Volume 53, decembar 2023;

2. Forbush decrease events associated with coronal mass ejections: Classification using machine learning;
M. B. Savić, N. B. Veselinović, A. L. Dragić, D. M. Maletić, R. M. Banjanac,D. R. Joković, D.
Knežević, M. Travar, V. I. Udovičić; Contributions of the Astronomical Observatory Skalnaté Pleso,
Volume 53, decembar 2023;

Saopštenja sa med̄unarodnih skupova štampano u izvodu (M34)

1. RAD - Seventh International Conference of Radiation in Various Field of Research; 210Pb correction
for self-absorption effect in EFFTRAN and Angle softwares (M. Travar, J. Nikolov, N. Todorović, A.
Vraničar, J. Hansman, D. Mrd̄a); Jun 2019., Crna Gora,

2. RAD - Seventh International Conference of Radiation in Various Field of Research; 226Ra n water
measurement by non-Marinelli geometry and γ-spectrometry (M. Travar, J. Nikolov, N. Todorović, A.
Vraničar, J. Hansman, D. Mrd̄a); Jun 2019., Crna Gora,
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3. ENVIRA - Conference on Environmental Radioactivity Variations of Environmental Radionuclides;
Self-absorption effects in low-energy region for non-destructive nuclear forensics method (J. Nikolov, A.
Vraničar, N. Todorović, M. Travar, J. Hansman, S. Gadžurić, D. Mrd̄a); Septembar 2019., Republika
Češka,

4. THEORY - Workshop on Nuclear Fission Dynamics and the Emission of Prompt Neutrons and γ-Rays;
An Insight into the future of NICOLE (M. Travar, J. Nikolov, A. Vraničar, R. Grzywacz, M. Madruga,
J. R. Stone, N. J. Stone, K. Kolos); Septembar 2019., Italija,

5. ENVIRA - Conference on Environmental Radioactivity Variations of Environmental Radionuclides;
Monte Carlo approach for model optimization of HPGe detector (A. Vraničar, M. Travar, N. Todorović,
J. Nikolov); Decembar 2021., Grčka,

6. ENVIRA - Conference on Environmental Radioactivity Variations of Environmental Radionuclides;
Experimental verification of ANGLE5 software for quantitative γ-spectrometry (J. Nikolov, A. Vraničar,
M. Travar, N. Todorović); Decembar 2021., Grčka.

7. BPU11 - 11th International conference of the Balkan Physical Union; Prezentacija pod naslovom
HPGe detector optimization by means of Monte Carlo simulations through application of GEANT4
toolkit (M. Travar, J. Nikolov, A. Vraničar, N. Todorović, D. Joković, I. Čeliković, T. Milanović);
Avgust 2022., Srbija,

8. ELISCIR - Potential electronic intrumentation for ionizing radiation environments; Experimental
verification of ANGLE 5 software for quantitative gamma spectrometry (A. Vraničar, M. Travar, N.
Todorović, J. Nikolov); Januar 2023., Srbija,

9. ELISCIR - Potential electronic intrumentation for ionizing radiation environments;Retrospective
dosimetry by GEANT4 for possible application in Nuclear Forensics (M. Travar, J. Nikolov, A.
Vraničar); Januar 2023., Srbija,

10. ELISCIR - Potential electronic intrumentation for ionizing radiation environments;Development of
nuclear forensics capabilities in Serbia (J. Nikolov, N. Todorović, A. Vraničar, M. Travar); Januar
2023., Srbija,

11. RANC - International Conference on Radioanalytical and Nuclear Chemistry; Prezentacija pod nas-
lovom Applied retrospective dosimetry in nuclear forensics (J. Nikolov, M. Travar, A. Vraničar, N.
Todorović, Z. Arazi, E. Elish, S. Segal, G. Yardeni, E. Gilad, N. Porat, P. Völgyesi, A. Kovacs, A.
Klemen, V. Sos, Z. Varga, M. Wallenius, K. Mayer); Maj 2023., Mad̄arska.
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A B S T R A C T

Being able to accurately determine the efficiency of detection, in respect of having precise measurements
of radioactivity, represents one of the main objectives of every gamma spectrometry laboratory. In standard
gamma spectrometry practice, activities of low-energy emitters can prove to be difficult for measurement.
Gamma spectrometry is often used as an initial monitoring tool to determine basic parameters of the unknown
sample found in the field, especially when it is suspected that this material can be a part of illicit trafficking
involving radioactive materials. The main concern in most cases is uranium, as one of its isotopes (235U) can
be used in the production of a nuclear bomb. Gamma spectrometry is the most applicable, non-destructive
technique used in a nuclear forensic investigation for uranium isotopic composition analysis.

The main idea of this paper was to test the advantages and disadvantages of semi-empirical methods by
using two software (EFFTRAN and Angle) and simulation method in GEANT 4 applied on samples containing
uranium and thorium isotopes. Special attention was devoted to non-cylindrical sample geometries. The general
purpose of the presented study was to investigate the possibilities of routine gamma spectrometry laboratory
to be able to respond to a nuclear security event.

Based on the obtained results, general recommendations for the use of semi-empirical and simulation
methods are given.

1. Introduction

Being recognized as one of the main challenges in low-energy
gamma spectrometry (energies below 200 keV), accurately determining
the efficiency of detection in this region proves to be of crucial impor-
tance to produce precise results for activity concentration of uranium
isotopes.

One of the possible applications of gamma spectrometry is as a non-
destructive technique for nuclear forensics purposes. The phenomenon
of nuclear smuggling and illicit trafficking of nuclear material has led
to the development of nuclear forensics. As a relatively young scientific
discipline, nuclear forensic represents a way to use knowledge and
skills from the domain of nuclear physics and implement them to help
authorities in criminalistic investigations [1]. Samples of interest for
nuclear forensics may serve as evidence for an ongoing investigation,
hence a non-destructive method such as gamma-spectrometry is at
all times the preferential choice [2]. In the case of special nuclear
material containing uranium, gamma spectrometry can be used for

∗ Corresponding author.
E-mail address: jovana.nikolov@df.uns.ac.rs (J. Nikolov).

the determination of total nuclear material content, the age of the
material (time past since last enrichment), the presence of reprocessed
uranium, and the presence of fission products. In addition to this,
being a non-destructive method for sample analysis, laboratory applica-
tions of gamma-spectrometry for purposes of nuclear forensics provide
means to accurately determine the isotopic composition of gamma-
emitting radionuclides in a sample and to quantify the amount of each
radioisotope present [3].

Uranium is a naturally occurring rare earth element that is found in
Earth’s crust with an average presence of 3 ppm. Natural uranium is a
mixture of three radioactive isotopes 238U (99.27% abundance), 235U
(0.72% abundance) and 234U (0.0054% abundance) [4]. The majority
of the most intensive gamma-lines that are emitted from all uranium
isotopes lie in the low-energy part of the gamma spectrum. This energy
region presents a challenge in any gamma spectrometric analysis. In
order to obtain any information about radionuclide from the gamma
spectrum, the main prerequisite must be fulfilled, and that is having
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an accurate reading for the count rate from the lower end part of the
spectrum. This can prove to be difficult for mainly two reasons, line
positioning in the area which naturally has a substantial background
and poorly (inadequately) defined function of detection efficiency for
this energy range. One of the reasons for the latter could be if the
self-absorption effects of the low-energy gammas in the sample are not
quantified. Given what is stated, one of the main problems in low-
energy gamma spectrometry is accurately determining the function of
the efficiency of detection in this region and it proves to be of crucial
importance to produce precise results for the activity concentration of
uranium.

The samples found in the field are in most cases irregular in shape
— non-cylindrical, and if we want to keep the sample undamaged for
further analysis we cannot change its shape and constitution. In regular
gamma spectrometry laboratory calibration of germanium detectors is
usually done for the cylindrical geometry of the sample. In order to
be able to use those calibrations for any sample that is not necessarily
cylindrical, a satisfyingly good approximation of its geometry must be
created. Also the density, composition, and radionuclide content of
the samples found in the field may vary and it is not easy to find an
adequate approximation that is needed in mathematical calculations of
detection efficiency.

A typical gamma-spectrometry laboratory is dealing with limited
resources in routine practice. There are automatic, commercial software
available for the characterization of suspicious nuclear material found
in the field like MGAU, MGAU++ (Multi-Group Analysis for Uranium),
PC FRAM [5–7]. That software is dealing with the analysis of the
gamma spectra using multiplet deconvolution functions. But, from the
other side, having in mind that analysis of nuclear and other radioactive
material for nuclear forensics needs is not that often, it is of great
importance to test also the capabilities and limitations of available
mathematical calculation codes (EFFTRAN, ANGLE, and similar) for
efficiency determination that could be used for further more precise
experimental analysis of gamma spectra. Those mathematical codes
are not devoted only to uranium and/or plutonium content analy-
sis and therefore are more commonly found in gamma spectrometry
laboratory. With the adequate adjustment, efficiency transfer math-
ematical calculation codes could give acceptable results for activity
concentration of radioisotopes present in the sample of interest.

In a number of studies that are focused on the impact of different
samples matrices, densities, and composition in cylindrical sample
geometries on efficiency determination, it was concluded that currently
available mathematical calculation codes for efficiency transfer gave
substantial deviations in resulting activity concentrations for radionu-
clides in the lower energy region [8–10]. The idea of this paper is to test
the applicability of two semi-empirical methods (by using EFFTRAN
and Angle software) in comparison to the simulation method (GEANT
4) for analysis of samples of both, non-cylindrical and cylindrical,
geometry by carefully defining the shape of the sample more precisely.
This study was conducted on the samples that contain uranium and/or
thorium isotopes. The general purpose of this study was to investigate
the possibilities of routine gamma spectrometry laboratory to be able
to respond to a nuclear security event.

2. Materials and methods

2.1. Detector

In this study, an extended range closed-end coaxial HPGe Canberra
GX10021 ultra-low background detector was used. The detector has an
active volume of 380 cm3 and a 100% relative detection efficiency. It’s
end-cap is 0.89 mm thick and is made of a high-strength carbon fiber
composite, which provides greater than 85% transmissions for photon
energy above 15 keV and nearly 100% transmissions for photons with
energies above 20 keV [11]. It has a 1.4 keV at 122 keV and 2.0 keV at

1332 keV energy resolution [8]. Count rates are 0.05–46 cps depending
on the sample.

The HPGe detector Canberra GX10021 is placed in a commercial
ultra low-background passive bulk lead shielding. The manufacturer’s
mark of the shielding is Canberra model 777B. The total mass of this
shielding 1633 kg. The thickness of the lead in the shielding is 15 cm.
The outer 125 mm of the shielding is made of low-background lead,
while the innermost 25 mm are made of selected lead with 210Pb
content of 20 Bq kg−1. The thickness of the inner lead layer is enough
to stop the bremsstrahlung from the outer lead volume. Model 777B
has an additional inner layer of low background tin (1 mm) and high
purity copper (1.5 mm). Tin is used to stop the lead K-shell x rays with
energies 75–85 keV. The copper is used to stop the tin K-shell x rays
with energies 25–28 keV.

The counting system consists of the HPGe detector (combined with
the pre-amplifier), a high-voltage supply system (4.5 kV), an amplifier,
and a Multi-Channel Analyser system connected to a PC.

Spectrum analysis was done with GENIE 2000 software. It contains
multiple packages, but in this work, Gamma Analysis Software and
Interactive Peak Fit packages were used. Gamma Analysis Software is a
package that contains a set of advanced algorithms for gamma spectrum
analysis that are acquired by GENIE 2000 software. Interactive Peak
Fit is a package that provides various tools for analyzing peaks in
a given spectrum. This package is useful when acquiring complex
spectrums, because of its capability of singlet or multiplet peak analysis,
independently of the rest of the spectrum. It also provides the user with
an option to manually fit any gamma peak (singlet or multiplet).

2.2. Samples

Sample 1: Sample 1 (Fig. 1) is a uranium dioxide (UO2) pellet. It
is cylindrical in shape, with a diameter of 11.2 mm and a height of
15.1 mm and placed within a glass test-tube container with a wall
thickness of 1 mm. It was placed horizontally on the detector cap and
measured. Spectra acquisition time was 7.5⋅104 s. Due to the fact that
EFFTRAN and Angle software are designed to work only with vertical
axially-symmetrical cylindrical sample geometry, there is a need to
define an approximate equivalent sample geometry which means to
‘‘make’’ any irregular sample geometry as close to cylindrical shape as
possible. In this way, a certain uncertainty is introduced that cannot
be easily estimated and it is neglected in further calculations as we
used the same equivalent sample geometry in both software that was
compared. Only in GEANT 4, there is no need for approximation with
equivalent sample geometry as the shape of the sample could be defined
with details. The sample was defined as a cylinder with a diameter
of 18.33 mm and a height of 5.6 mm. It was approximated that the
equivalent cylinder base surface was equal to half of the UO2 pellet
shell and the height was calculated based on the assumption that the
UO2 pellet and the effective cylinder have the same volume. The sample
matrix was taken to be UO2 with a density of 10.96 g cm−3.

Sample 2: Sample 2 is IAEA reference material, uranium ore (IAEA-
RGU-1) [12], packed in a horizontally placed 1 mm wall thickness
HDPE vial with a diameter of 27 mm and a height of 48 mm. Equivalent
sample geometry was a cylinder with a diameter of 42.29 mm and
a height of 18.4 mm. Spectra acquisition time was 8.3⋅104 s. An
effective cylinder base surface was taken to be the cross-section of a
horizontally placed vial (Fig. 2) and the height was calculated based
on the assumption that the U-ore horizontal vial and the effective
cylinder have the same volume. Sample 2 was also packed in a standard
cylindrical geometry (Fig. 3) with a diameter of 69 mm and a height
of 60 mm. Sample matrix was taken to be soil-like with a measured
density of (1.23 ± 0.05) g cm−3. Sample 2 has a reference value for
activity concentration of 238U of (4.94 ± 0.49) kBq kg−1.

Sample 3: Sample 3 (Fig. 4) is a metallic iron sheet, originating
from an airplane engine with a high 232Th content. It has a uniform
thickness of 2 mm, and is irregular in shape, approximately 32 by
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Fig. 1. (a) Sample 1 uranium dioxide pellet, (b) Sample 1 placed on detector obtained by GEANT 4.

Fig. 2. Sample 2 reference material in vial placed on detector obtained by GEANT 4.

38 mm. Equivalent sample geometry was a cylinder with a diameter of
39.36 mm and a height of 2 mm. Spectra acquisition time was 7.9⋅104

s. An effective cylinder base surface was taken to be the surface of the
irregular metal plate, considering it was a square. The sample matrix
was taken to be Fe with a density of 7.874 g cm−3 packed in an HDPE
container with a wall thickness of 1 mm.

2.3. Calculations

To calculate appropriate efficiency functions Angle and EFFTRAN
software were used.

Fig. 3. Sample 2 reference material in cylindrical geometry placed on detector obtained
by GEANT 4.

Angle is an advanced efficiency calculation application for High
Purity Germanium and Sodium Iodide detectors based on the concept
of Efficiency Transfer. This method combines the measured efficiency
of a known reference configuration and solid angle models to derive
the efficiency for different containers, sample materials, and sample
positions. This semi-empirical approach is more accurate than pure
mathematical models due to large errors that can be imposed by
detector characteristics that are not precisely known – such as crystal
defects, contact thickness, and dead layers – as these errors cancel
out in the reference efficiency measurement. And, since the reference
efficiency can be determined from any standard source, there is no need

3



A. Vraničar, J. Nikolov, N. Todorović et al. Nuclear Inst. and Methods in Physics Research, A 986 (2021) 164768

Fig. 4. (a) Sample 3 - metallic iron sheet, (b) Sample 3 placed on detector obtained by GEANT 4.

for complex and costly factory characterization of the detector [13].
The very concept that is behind the code is well described in the paper
of Jovanovic et al. [14]. Angle software does not include the corrections
for the effects of true coincidence summing.

EFFTRAN is a mathematical software code which is written in For-
tran 77 and runs on the Windows platform through a Microsoft Excel
interface by using some of its Visual Basic Application (VBA) fea-
tures [15]. It represents an implementation of the efficiency transfer
method for cylindrical samples in gamma-ray spectrometry, based on
a Monte Carlo integration of the interaction probabilities of gamma
rays throughout the detector and sample volumes. This approach makes
it possible for the computer code to be relatively straightforward to
write and the speed of the calculation to be adequate for routine on-
line analysis of gamma-ray spectra. The mechanism of this method is
calculating the ratio of the total efficiencies for the sample of interest
and the calibration sample and by multiplying it with the measured Full
Energy Peak Efficiency (FEPE) of the latter [16]. A major advantage
of the method, as pointed out and verified by its founders, is that in
the calculated ratio many inaccuracies in the detector model can be
expected to cancel out to a large degree, making it possible to work
directly with non-optimized detector data supplied by the manufac-
turer. The cancellation of differences also applies to the interaction
cross-section data that different implementations of the ET method may
use and to their physical models of particle interaction and tracking.
EFFTRAN software also has the ability to calculate true coincidence
summing correction factors for a given radionuclide in a corresponding
sample and detector geometry [15]. During the calculation of these
factors, gamma–gamma, gamma–X-ray, and X-ray–X-ray coincidences
are taken into account. After the calculation, true coincidence summing
correction factors are used to multiply the net peak area with them.
EFFTRAN software automatically calculates correction factors for true
coincident summing effects, based on a sample geometry, detector
model, and radionuclide of interest input.

In the majority of the gamma lines of considered radionuclides in
analyzed samples, the obtained true coincidence summing correction
factors that are calculated by EFFTRAN software are close to 1 and
therefore the difference from obtained Angle values is generally smaller
than 8%. So, in this case, the coincidence summing correction factors
were not of great importance for obtaining the final results.

Angle and EFFTRAN software both rely on a process called effi-
ciency transfer to calculate the unknown efficiency on a given sample.
The procedure of acquiring the detection efficiency for an unknown

sample is well described in Ref. [8]. The efficiency transfer method is
carried out according to the equation:

𝜀 = 𝜀𝑟𝑒𝑓
𝜂

𝜂𝑟𝑒𝑓
(1)

Here, full-energy-peak efficiencies are designated by 𝜀 and total effi-
ciencies by 𝜂. Quantities without labels refer to the volume sample
and those labeled ‘‘ref’’ to the calibration reference source geometry.
The two total efficiencies are computed by the code and the reference
source full energy-peak efficiency has to be measured. The result of the
method is the required full-energy peak efficiency of the volume source.
To be able to calculate these total efficiencies, a detailed model of the
detector must be constructed.

In order to get accurate results of gamma spectrometry measure-
ments, it is of great importance that the efficiency of a detector gets
precisely calculated for different energies, source geometries, and ma-
trices, either with the help of a source standard with known activities
of radionuclides where there is no need for approximations or by using
a designated software for numerical or semi-empirical calculations.
Therefore, efficiency calibration is an intrinsic part of any measurement
dealing with detectors with parameter-specific efficiencies. After the
spectra are measured, the reference efficiency calculation process can
be approached. First, after measuring a well-defined source with known
activity, a peak selection is made from which activity analysis is done
for specific radionuclides. Then, efficiency can be derived from the
following formula:

𝜀ref =
𝑁

𝑡 ⋅ 𝑝𝛾 ⋅ 𝐴
(2)

In this formula, N stands for the total number of detected gamma
photons, t is the collection time, 𝑝𝛾 is the probability of emission of
a photon at a given energy, and A is the activity of a radionuclide
with the decay correction. Reference efficiency curves can be calculated
for reference material, for different detectors, sample geometries, and
matrices. Knowing that detector, sample, and standard specifications,
EFFTRAN and Angle software can give us the desired efficiency values
for our measured sample.

As reference material for all calculations, we used certified Czech
Metrology Institute standard type CBSS 2, which contains a mixture of
various radionuclides, for an energy interval of 59–1846 keV. These
radionuclides are implanted in a silicon resin with known composition
and a density of 0.985 g cm−3. The standard material was packed in a
cylindrical geometry with a diameter of 70 mm and a height of 69 mm.
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Comparing to the semi-empirical method, for the simulation method
there is no need to have reference material at all. Therefore, the
simulation method is tested with the same group of samples.

Monte Carlo simulation, based on GEANT 4 simulation package
[17], has been developed to obtain the response of germanium detec-
tors, with the aim to reproduce experimental spectra of detectors in a
wide range of applications in gamma spectroscopy measurements [18,
19]. GEANT 4 allows the description of an experimental setup repre-
sented by a structure of geometrical volumes filled by given materials
and associated with tracking media. In the simulation, germanium
detectors, together with the whole detector assembly, are constructed
in great detail, according to the manufacturer’s data specifications. In
the present work, the GEANT 4 software (version 4.9.5.) [17] was
used to obtain the detection efficiencies for different geometries of
voluminous sources placed in front of the HPGe detector (Figs. 1–4). In
order to perform the simulations, the detector was modeled taking into
account the technical features obtained from the manufacturer, except
for the central void, whose size parameters were estimated [20]. For
each gamma energy, 106 photons were generated isotropically from a
certain source. The elemental composition, as well as density of the
source matrices, were taken into account in simulations. The photopeak
efficiency for each gamma energy was found as the ratio of the number
of photons detected under photo-peak of given energy and the number
of generated photons. The GEANT 4 standard electromagnetic pack-
age was applied in the simulations with the following MC simulation
parameters: 1000 nm for tracking cut and 990 eV for energy cut.

The activity of the sample was calculated using the following equa-
tion:

𝐴 = 𝑁
𝑡 ⋅ 𝑝𝛾 ⋅ 𝜀

(3)

The combined relative measurement uncertainty for calculated sam-
ple activity using EFFTRAN and Angle software, u(A) was obtained
according to the following equation:

𝑢 (𝐴) =
√
(𝛿𝜀)2 + (𝛿𝑁)2 (4)

where 𝛿𝜀 represents relative uncertainty of the efficiency function fit
combined with the relative uncertainty of the radioactive solution of
the secondary reference material and the uncertainty introduced in the
process of production of the secondary reference material given by the
manufacturer, used in efficiency transfer method, 𝛿N is the relative
counting uncertainty. The uncertainties introduced via t and 𝑝𝛾 are
negligible. Relative measurement uncertainty u(A) for all energies did
not exceed 10% at 2𝜎 level of confidence level.

In GEANT 4, during the calculation of measurement uncertainty, the
following assumption was taken into account. The main variables that
have been input into the simulation are 9 characteristic dimensions of
the detector (crystal diameter and length, crystal cavity diameter and
length, top and side dead layer, end-cap diameter, window thickness,
and window to crystal gap) and 4 characteristics related to the sam-
ple (sample volume, sample and container material, namely density
and chemical composition, and container to detector window gap).
For these variables, except the chemical composition of sample and
container, the uncertainty can be estimated to be 1% for the geometry
of crystal and container to detector window gap and 10% for window
thickness and window to crystal gap. To minimize the discrepancy
between simulated and measured values, buletization, dead layer, and
window to crystal gap was varied in the simulation, and the uncertainty
was lowered to an estimated 1%. The chemical composition of the
container is well defined, but for the sample, the situation is more
complicated, and inadequate knowledge of the chemical composition
of uranium ore, metallic plate, and UO2 pellet can be the source
of larger uncertainty. This is estimated to be 10% [20]. Regarding
simulation, the relative uncertainty 𝑢𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 was calculated according
to the following equation:

𝑢𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 =
√∑

(𝛿𝑥𝑖)2 (5)

Fig. 5. Efficiency curves for experimental and simulated (with appropriate adjustment
of detector characteristics) certified reference material CBSS 2.

where 𝛿xi stands for the relative uncertainty of the value. In the
calculation of the relative measurement uncertainty of the simulation,
the variable xi represents the Full Energy Peak Efficiencies (FEPE) that
was individually simulated within GEANT 4 code for the each energy,
whereas 𝛿xi represents the relative deviation of FEPE values calculated
from simulation runs with different number of generated events per
run. The optimum number of events per run which yields good statistics
with favorable uncertainty was found to be 106 events per run, while
keeping this uncertainty in the range of the mentioned 5%. Taking into
account what is stated, the overall uncertainty of the simulated results
is estimated to be 5%.

3. Results and discussion

The results obtained by two efficiency transfer software (Angle and
EFFTRAN) and simulation method (GEANT 4) are presented in the form
of activity concentrations on a selected group of energies (Tables 1–
4). In this work the efficiency transfer method was implemented in
GEANT 4 simulation code on the following way: the manufacturer
characteristics of the detector were used with additional geometry ad-
justment (such as the thickness of dead layers, crystal distance from the
window, etc.) with a goal to validate simulation results. The measured
and simulated efficiency curves of the certified reference material CBSS
2 are presented in Fig. 5. The relative uncertainty for a full spectrum
range falls under 15%. The adjusted detector characteristics were then
used for all further calculations for investigated samples.

The activity concentration of the 238U was calculated from 63.3
keV line originating from 234Th and 1001.03 keV line originating from
234mPa, due to the least interference from other gamma lines in spectra.
The activity concentration of the 235U was calculated from 143.8 keV
and 163.3 keV gamma line (Tables 1–3).

For 232Th the energy lines 238.6 keV and 338.3 keV were used to
test the methods (Table 4).

The activities calculated for a given sample geometry using EFF-
TRAN, Angle, and GEANT 4 software were obtained from the same
spectrum.

A comparison of the obtained results for lower energies is given in
Figs. 6–10. For Samples 1 and 3 the correct value is unknown so to test
methods we used average value with appropriate deviation. Sample 2
is reference material and activities of all containing radioisotopes are
known, so we used reference value as a true value.

From the results for Sample 2 in different geometries presented in
Table 2 and Fig. 7, as well as Table 3 and Fig. 8 it can be seen that
both, semi-empirical and simulation, methods gave satisfying results—
good agreement with the average value. Therefore, the total activity
concentration is also calculated both for Sample 1 and for Sample 2 in
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Fig. 6. Activity concentrations on 63.3 keV obtained by different methods for Sample
1.

Fig. 7. Activity concentrations on 63.3 keV obtained by different methods for Sample
2 in a horizontal vial.

Fig. 8. Activity concentrations on 63.3 keV obtained by different methods for Sample
2 in cylindrical geometry.

Table 1
Activity concentrations for Sample 1 obtained by semi-empirical and simulation
methods.

Software Energy [keV] Activity concentration
[MBq kg−1]

EFFTRAN

63.3 3.56 ± 0.17
143.8 0.233 ± 0.014
163.3 0.245 ± 0.016
1001.03 5.68 ± 0.24

Angle

63.3 3.73 ± 0.19
143.8 0.195 ± 0.013
163.3 0.234 ± 0.015
1001.03 5.38 ± 0.81

GEANT 4

63.3 3.94 ± 0.21
143.8 0.213 ± 0.014
163.3 0.219 ± 0.014
1001.03 5.79 ± 0.87

Table 2
Activity concentrations for Sample 2 in horizontal vial geometry obtained by
semi-empirical and simulation methods.

Software Energy [keV] Activity concentration
[kBq kg−1]

EFFTRAN

63.3 4.45 ± 0.29
143.8 0.424 ± 0.018
163.3 0.266 ± 0.015
1001.03 4.51 ± 0.26

Angle

63.3 4.36 ± 0.28
143.8 0.382 ± 0.019
163.3 0.254 ± 0.021
1001.03 4.37 ± 0.25

GEANT 4

63.3 4.85 ± 0.31
143.8 0.386 ± 0.018
163.3 0.251 ± 0.015
1001.03 5.34 ± 0.29

Table 3
Activity concentrations for Sample 2 in cylindrical geometry obtained by semi-empirical
and simulation methods.

Software Energy [keV] Activity concentration
[kBq kg−1]

EFFTRAN

63.3 5.17 ± 0.24
143.8 0.242 ± 0.019
163.3 0.249 ± 0.021
1001.03 5.23 ± 0.26

Angle

63.3 5.26 ± 0.25
143.8 0.248 ± 0.018
163.3 0.266 ± 0.022
1001.03 5.28 ± 0.27

GEANT 4

63.3 5.17 ± 0.26
143.8 0.193 ± 0.018
163.3 0.204 ± 0.015
1001.03 5.23 ± 0.28

Table 4
Activity concentrations for Sample 3 obtained by semi-empirical and simulation
methods.

Software Energy [keV] Activity concentration
[105 Bq kg−1]

EFFTRAN 238.6 1.11 ± 0.04
338.3 1.12 ± 0.05

Angle 238.6 1.09 ± 0.05
338.3 1.03 ± 0.06

GEANT 4 238.6 0.91 ± 0.05
338.3 0.94 ± 0.05

different geometries. For Sample 1 the correct value of activity concen-
tration is unknown so as a reference value we used average value with
appropriate deviation. In Tables 5–7 as well as in Figs. 11–13, the total
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Fig. 9. Activity concentrations on 238.6 keV obtained by different methods for Sample
3.

Fig. 10. Activity concentrations on 338.3 keV obtained by different methods for
Sample 3.

Table 5
Total 238U activity concentration for Sample 1.

Software Total 238U activity
concentration
[MBq kg−1]

Medium value as a
reference
[MBq kg−1]

Relative
deviation [%]

EFFTRAN 4.96 ± 0.08
4.82 ± 0.15

+2.92
Angle 4.67 ± 0.13 −3.26
GEANT 4 4.84 ± 0.15 +0.31

activity concentration of 238U and relative deviation from reference
activity concentration is presented. Total activity was calculated both
from 63.3 keV and 1001.03 keV lines (from 238U progeny) as well as
from 143.8 keV and 163.3 keV gamma line (from 235U decay chain).
When calculating the 238U activity concentration from 235U gamma
lines, the following formula was used [21], where 1/0.046 is the 235U
to 238U activity concentration ratio in natural samples.

𝐴
(238𝑈)

= 𝐴
(235𝑈)

⋅
1

0.046
(6)

Relative deviations of total activity concentration for 238U from
reference value for Sample 2 for two tested geometries are below
8% for both, semi-empirical and simulation, methods, Tables 6–7 and

Table 6
Total 238U activity concentration for Sample 2 in a horizontal vial.

Software Total 238U
activity
concentration
[kBq kg−1]

Reference value
[kBq kg−1]

Relative
deviation [%]

EFFTRAN 4.96 ± 0.39
4.94 ± 0.49

+0.40
Angle 4.79 ± 0.38 −3.04
GEANT 4 5.25 ± 0.37 +3.58

Table 7
Total 238U activity concentration for Sample 2 in cylindrical geometry.

Software Total 238U
activity
concentration
[kBq kg−1]

Reference value
[kBq kg−1]

Relative
deviation [%]

EFFTRAN 5.25 ± 0.44
4.94 ± 0.49

+6.38
Angle 5.31 ± 0.45 +7.61
GEANT 4 4.81 ± 0.39 −2.71

Fig. 11. Total 238U activity concentration for Sample 1.

Fig. 12. Total 238U activity concentration for Sample 2 in a horizontal vial.

Figs. 12–13. Similar agreement between methods was obtained on
specific energies, presented in Tables 2–3 and Figs. 7–8. In Ref. [20]
similar conclusion was obtained by using a comparison of EFFTRAN

7
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Fig. 13. Total 238U activity concentration for Sample 2 in cylindrical geometry.

Fig. 14. A comparison between EFFTRAN, Angle, and GEANT 4 efficiency results and
experimental results obtained for reference material Sample 2 for cylindrical geometry.

and GEANT 4, the authors concluded that when a lower part of the
spectrum is of interest (63 keV line) EFFTRAN produces results with
greater accuracy. In an ideal situation, the activity concentrations
calculated separately for lines 63.3 keV and 1001.03 keV should be
comparable. From Tables 1–3 it is obvious that Angle and EFFTRAN
software both gave satisfactory results.

A similar assumption can be applied for calculation of activity
concentration of 232Th from energy lines 238.6 keV and 338.3 keV
separately. The results presented in Table 4 are showing that all three
used methods give expected results.

To get a more direct indication of the accuracy of the applied
methodology, additional comparison between EFFTRAN, Angle, and
GEANT 4 efficiency results and experimental results obtained for ref-
erence material Sample 2 for cylindrical geometry is presented in
Fig. 14. Experimental efficiency was obtained with reference activity
concentration values that are known in advance. Results presented
in Fig. 14 clearly indicate the good agreement of efficiencies for all
investigated methods.

4. Conclusion

The main idea of this paper was to test the applicability of two
mathematical calculations software EFFTRAN and Angle for precise
determination of the activity concentrations in comparison with the

simulation method (GEANT 4) for different sample geometries. The
obtained results may be of use in every gamma-spectrometry labo-
ratory that does not have commercial software designed especially
for uranium content determination as analysis of nuclear and other
radioactive materials for nuclear forensics needs are not that often.
Both methods (two semi-empirical and simulation) were tested on 3
different sample geometries and matrices, although the samples mea-
sured are not directly related to the field of nuclear forensics they were
used only for testing purposes and the conclusion could be related to
any other sample. The analyzed samples were UO2pellet, the reference
material in the cylindrical vertical axis, and cylindrical vial placed in
a horizontal position on the detector, and a small metal plate with an
irregular shape. The main idea of using a reference material was to
test the methods with known activity concentrations. In practice, when
speaking about samples that could be found out of regulatory control
they can be in a variety of forms and composition and the overall
conclusion of this investigation is that the only way to use EFFTRAN
and Angle software for activity concentration determination (efficiency
transfer method) is to approximate the geometry as close to cylindrical
and also the composition–density of the sample should be approximated
or measured. In GEANT 4 simulation toolkit the sample geometry and
composition can be defined more precisely.

From the obtained results it can be concluded that both Angle
and EFFTRAN efficiency transfer software with adequate approximate
geometry definition gave satisfying results although Angle is not in-
cluding coincidence summing correction and both software is designed
for cylindrical vertical axis geometry. But the definition of sample
geometry has to be performed as close as possible to the cylindrical
shape. The main disadvantage is that in order to use that two software,
certified reference material is needed. From the other side, GEANT 4
simulation method could be used without certified reference material
with manufacturer definition of the detector, but more accurate results
can be obtained if the definition of detector characteristics is done
based both on manufacturer definition and with special adjustment
with simulation performed on certified reference material. The other
way is similar to the efficiency transfer method on which Angle and
EFFTRAN are based.

The overall conclusion is that both methods (semi-empirical and
simulation method) can be used for the initial estimation of the activity
concentration of uranium radioisotopes in samples of different geome-
tries. Although when using a simulation method a certified reference
material is not needed, better results can be obtained if the detector set-
up is validated with certified reference material. From the other side,
although the geometry of the analyzed metal plate was challenging
both methods gave comparable results for 232Th activity concentration.

In future studies the tests can be made also for other non-cylindrical
samples with the unknown radioisotope content as different nuclear
and other radioactive materials can be found out of regulatory con-
trol and gamma spectrometry has been proved to be one of the best
non-destructive technique for initial, fast characterization and catego-
rization of the unknown material.
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Prompt γ rays from the spontaneous fission of 252Cf were measured with cerium-doped LaBr3 detectors. 
The average prompt fission γ -ray multiplicity, Mγ , was determined as a function of fragment mass 
number (A) and total kinetic energy (TKE). High-statistics data, obtained from three detectors of different 
size at different angles relative to the fission chamber, confirms unequivocally a saw-tooth like shape of 
the γ multiplicity as a function of fragment mass, in contrast to previously published data. In addition, 
the TKE-dependence of Mγ was determined experimentally and compared with recent data.
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1. Introduction

In recent years nuclear fission modeling has witnessed con-
siderable progress. Research groups in the US [1–8], France and 
Germany [9–14] have developed model codes aiming at simulat-
ing prompt fission neutron and γ -ray emission. All models have 
in common that they rely on experimental fission-fragment data, 
e.g. emission yield and total kinetic energy, as well as on nuclear-
structure data. Since, for very neutron-rich isotopes, the latter data 
is scarce, imprecise or even unavailable, model calculations rest on 
properties extrapolated from stable nuclei. The sharing of excita-
tion energy between the two fission fragments at the moment of 
scission plays a crucial role here and can only be parametrized 
based on a limited number of prompt-fission neutron data. This 
situation leaves theoreticians with numerous model parameters. As 
a consequence, a coherent description of prompt neutron and γ -

* Corresponding author.
E-mail address: stephan.oberstedt@ec.europa.eu (S. Oberstedt).

1 Present address: Department of Physics, KTH Royal Institute of Technology, 
10691 Stockholm, Sweden.

ray emission is, to date, still lacking the necessary precision and 
predictability.

Hence, correlation data between prompt fission neutrons or γ
rays and fission fragment properties, in particular yield and to-
tal kinetic energy (TKE), needs to be provided from experiment. 
For example, the mass-dependence of the prompt fission neutron 
(PFN) multiplicity, ν(A), is governed mainly by the initial excita-
tion energy and may teach us about how it is partitioned between 
the two fragments at scission. The prompt γ -ray multiplicity for a 
given fragment mass, Mγ (A), is determined by the nuclear struc-
ture of the fragments and the initial spin and excitation energy. 
Together, prompt neutron and γ -ray multiplicities, can guide the 
modeling of the fragments’ excitation energy and angular momen-
tum distribution.

Although several PFN measurement campaigns were conducted 
in recent years to obtain such correlated data, the few exper-
imental data on prompt fission γ rays (PFG) essentially date 
back to the 1970s [15–21] and 1980s [22]. The former data from 
233,235U(nth ,f), 239Pu(nth ,f) and 252Cf(sf) showed that Mγ (A) has 
a similar, saw-tooth like shape as observed for prompt neutrons, 
ν(A). In contrast, Ref. [22] was interpreted to show only a weak 
dependence of the fragment mass, if any. The previously observed 
shape was interpreted as an artifact due to a wrongly calibrated 

https://doi.org/10.1016/j.physletb.2021.136293
0370-2693/© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
SCOAP3.
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Fig. 1. Available experimental data on the prompt fission γ -ray multiplicity, Mγ , 
as a function of the fragment mass prior to prompt neutron emission, Apre from 
the spontaneous fission of 252Cf [15,17,22]; the data from John et al. [17] is mul-
tiplied with a constant to match our average total gamma multiplicity for shape 
comparison. The data was extracted from the corresponding publications by means 
of digitization [23].

mass scale of the fission detector. In Fig. 1 the so far available 
Mγ (A) data for the spontaneous fission of 252Cf is shown.

We have measured this mass-dependent PFG characteristics. In 
this paper we focus on the presentation of the employed experi-
mental technique and the results on Mγ (A) for the spontaneous 
fission of 252Cf, but also its dependence on the fragments’ total ki-
netic energy, Mγ (T K E).

2. The experiment

The experiment was performed at the European Commission’s 
JRC-GEEL. We coupled the VESPA (versatile γ spectrometer array) 
spectrometer to a position-sensitive Frisch-grid ionization chamber, 
developed in-house, which serves as fission detector [24]. We used 
three cerium-doped LaBr3 γ -ray detectors of two different sizes. 
Those detectors offer a superior combination of intrinsic peak ef-
ficiency, energy and timing resolution [25–27], and their imple-
mentation led to considerable improvements of prompt fission γ
ray spectra (PFGS) data [28], as demonstrated in a number of re-
cent experiments on 252Cf(sf) [27,29,30], 235U(nth , f) [29,31] and 
241Pu(nth , f) [29,32]. Here we used a 252Cf source with a 5 mm 
wide circular spot deposited on a 250 nm thick nickel backing and 
a fission strength of 800 fissions per second. In total, the measure-
ment went on for about three months.

2.1. The γ -ray detectors

One large-volume detector (A11218) was placed on the symme-
try axis of the fission detector and two medium-size detectors at 
the same cos(θ ) with respect to the symmetry axis, but at different 
azimuthal angles, φ, labelled IKDA and A14400, as shown in Fig. 2. 
For all three detectors, the distance to the fission source was about 
35 cm. The γ -ray detectors were calibrated in the energy range 
between 80 keV and 9 MeV with several standard sources, 133Ba, 
137Cs and 60Co, 208Tl, as well as with 9Be(α,n)12C and 58Ni(nth ,γ ) 
reactions. The three calibration spectra up to Eγ = 4.4 MeV are de-
picted in Fig. 3. The energy resolution at Eγ = 662 keV was 3.5, 2.8 
and 3.0% for detector A11218, IKDA and A14400, respectively.

2.2. The fission-fragment detector

The fission-fragment detector provides information about the 
fragment energies and masses, as well as the fission-axis orienta-
tion, which is needed to reconstruct the direction of γ -ray emis-
sion. For details about the design and working principle we refer 
to Ref. [24].

Fig. 2. Partial view of the versatile γ spectrometer array, VESPA, and the position-
sensitive fission detector; the three cerium-doped LaBr3 γ -ray detectors, of size 
(diameter × length) 89 mm × 203 mm (A11218) and 76 mm × 76 mm (IKDA, 
A14400), used for the present work are labeled.

Fig. 3. Calibration spectra for the three cerium-doped LaBr3 γ -ray detectors, as 
shown and specified in Fig. 2, for γ -ray energies up to 4440 keV.

Fission fragment energies and masses are determined via the 
double-kinetic-energy (2E) technique, based on conservation of 
mass and linear momentum [33–35]. The intrinsic energy reso-
lution of the ionization chamber is better than 0.6 MeV. Taking 
target thickness, responsible for an average energy spread of about 
0.4 MeV, and correction for the PFN emission into account, we end 
up with a TKE resolution of about 1.5 MeV [36]. As counting gas 
we used CH4 gas (99.9995%). The pulse height defect of the count-
ing gas is corrected with parameters adjusted to reproduce known 
values of the average light and heavy fragment masses and TKE 
[37,38]. The deviation of the average light and heavy pre-neutron 
fission-fragment masses is smaller than 0.25 u. The correctness 
of the mass calibration was verified by gating on several isomeric 
γ -decay lines (Fig. 4 a) and projecting the data on the fragment-
mass axis. The corresponding mass spectra in 95Sr and 134Te are 
depicted in Fig. 4 b), as representative examples. The pre- and 
post-neutron mass resolution at A = 95 is 4.2 u and 4.9 u (FWHM), 
respectively. The coincidence timing resolution of the fission cham-
ber with a γ -ray detector was around 1 ns (FWHM). Since prompt 
γ -rays were taken in an interval of ±3 ns relative to fission, all 
prompt fission neutrons were essentially discriminated.
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Fig. 4. a) Isomeric γ -rays from 95Sr and 134Te used for calibrating the fragment-
mass scale; b) Fragment-mass spectra gated on the isomeric transitions shown in 
a); open symbols depict pre-neutron masses and full symbols post-neutron masses. 
The pre- and post-neutron mass resolution is 4.2 and 4.9 u (FWHM), respectively.

3. Data analysis

From each detector, we constructed a set of background-
corrected PFG spectra for several mass and TKE bins, Sij(Ai, T K E j). 
Those spectra have to be deconvoluted in order to get the cor-
rect multiplicities. Deconvolution matrices were calculated from 
the detector responses, simulated with the GEANT-4 simulation 
toolkit [41], and from the integral spectra, i.e. I = ∑

Sij . These cal-
culations were performed through the iterative unfolding method 
described in Ref. [43], implemented within the RooUnfold frame-
work [42]. From the deconvoluted PFG spectra we obtain the num-
ber of γ -rays that enter into the solid angle covered by the γ -ray 
detector for 80 keV ≤ Eγ ≤ 8 MeV, denoted as nγ ,A,TKE. In the fol-
lowing the subscript TKE is dropped as it has no bearing on the 
analysis principle.

We have not performed full efficiency calibrations of the γ -ray 
detectors used in the experiment. Instead, we have corrected the 
GEANT-4 simulated efficiency by scaling the total γ -ray multiplic-
ity to results from Ref. [30], taking into account the difference in 
energy range.

Then, we obtained multiplicity and average total γ energy as 
functions of single fragment mass utilizing the Doppler shift and 
relativistic aberration in the laboratory angular distribution of PFG 
emission. We started from the fission-fragment analysis that pro-
vides us with the fragment mass and kinetic energy, from which 
we calculated on an event-by-event basis the velocity component 
of the de-exciting fragment in the direction of the γ -ray detec-
tor, expressed relative to the speed of light c, βA or βAcn−A . 
The indices A and Acn − A denote the mass of the fragment 
and the complementary fragment, respectively. Since the kine-
matic anisotropy of the emitted number of γ -rays, αN = 2β cos θ +
f (β2), has its maximum at θ = 0o relative to the fission axis, only 

the cones of fission-fragment emission towards the γ detectors are 
taken into account. This cone had a size of �θ ≈ 25o , very similar 
to the one in Ref. [22]. Full details of the concept may be found in 
Ref. [19], but for the sake of clarity the essential ingredients are re-
called in the following. For the sake of traceability we follow very 
closely the notation employed therein.

The number of γ -rays that enter into the solid angle covered 
by the γ -ray detector, nγ A , when a fragment with mass A flies 
in the direction of the detector and the complementary fragment, 
with mass Acn − A, moves in the opposite direction is

nγ A = nA{Mγ A(1 + 2βA) + Mγ Acn−A(1 − 2βAcn−A)} , (1)

where Mγ A and Mγ Acn−A denote the mass-dependent γ -ray mul-
tiplicities. The number of fission fragments detected in the direc-
tion of the γ detector and in the opposite direction are denoted 
nA and nAcn−A , respectively. Since A and Acn − A refer to the frag-
ment masses before prompt neutron evaporation, nA and nAcn−A
are equal by definition. However, because of instrumental asym-
metry in the detection of fission fragments on either side of the 
target, the experimentally observed distributions will never be ex-
actly equal.

For the complementary fragment, Eq. (1) turns into

nγ Acn−A = nAcn−A{Mγ A(1 − 2βA) + Mγ Acn−A(1 + 2βAcn−A)} .

(2)

Re-arranging Eqs. (1) and (2) and subsequent simultaneous solu-
tion results in

Mγ A = 1 + 2βAcn−A

4 (βA + βAcn−A)

nγ A

nA
− 1 − 2βAcn−A

4 (βA + βAcn−A)

nγ Acn−A

nAcn−A
.

(3)

This is essentially the same result as presented in Ref. [22], ex-
cept for the fact that here the forward-backward asymmetry of 
the fission detector is explicitly taken into account. This proved 
to be an essential difference, which if not taken into account2 re-
sulted in different Mγ A curves for each γ -ray detector. As seen in 
Eq. (3), the determination of Mγ A comes down to the ratio of two 
mass distributions, with and without coincidences. The differences 
in the mass distributions nγ A and nγ Acn−A caused by the rela-
tivistic aberration, as described by Eqs. (1) and (2), are very small 
and will be masked by instrumental asymmetry between the de-
tection of fission fragments on the two sides of the fission target. 
This instrumental asymmetry can, however, be cancelled if the co-
incident mass distribution is always divided by the non-coincident 
mass distribution detected on the same side of the target. As a last 
step one needs to remember that the dependence of the multi-
plicity on βA, βAcn−A in Eq. (3) comes down to a dependence on 
TKE. Therefore, to get the mass-dependent multiplicity, Mγ (A), we 
needed to sum the matrix Mγ (A, T K E) over TKE:

Mγ (A) =
∑
T K E

Mγ (A, T K E)

× [nA(T K E) + nAcn−A(T K E)]/
∑
T K E

[nA(T K E) + nAcn−A(T K E)] .

(4)

The uncertainties for nγ A and nγ Acn−A are estimated using the 
bootstrapping method [44]. This method uses “toys”, which are 
histograms filled after sampling the original content hk of each 
bin assuming a normal distributed error ek , N (μ = hk, σ = ek). 

2 By assuming nAcn−A = nA .
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We generated 100 toys from the statistical uncertainties of the 
response functions and of each spectrum Sij . No systematic un-
certainties, e.g. uncertainties in the cross-sections, were taken into 
account. The uncertainty on nγ is the standard deviation of the 
set of ñγ obtained from the 100 toys. The total uncertainty of 
Mγ (A, T K E) is then calculated by error propagation.

Since fission fragments are gradually stopped in the counting 
gas, their velocity at the time they emit the γ -rays is not necessar-
ily the velocity they were born with. In order to account for this, 
we performed energy-loss calculations with the SRIM code [39]
to assess the velocity of each fragment after traveling through the 
gas for 0.1 ns, the average emission time according to Refs. [15,16]. 
This emission time determines the effective kinetic energy of the 
fragments and, therefore, the cone of emission. The effect of this 
reduction in velocity on Mγ (A) was added as a systematic uncer-
tainty. The energy loss in the nickel backing was also taken into 
account.

4. Results

After the treatment of the data we have determined the multi-
plicity as a function of both fragment mass (A) and corresponding 
total kinetic energy (T K E). In the following subsections we present 
the obtained distributions together with other experimental data 
from literature, when available.

4.1. The mass-dependent emission of prompt fission γ rays

In Fig. 5 a) we show the measured mass dependence of the 
prompt fission γ -ray multiplicity for all three detectors. The uncer-
tainties correspond to the linear sum of statistical and systematic 
uncertainty. The systematic uncertainty accounts for about 0.04 
γ /fragment mass on average, weakly dependent on the fragment 
mass, while the average statistical uncertainty from the bootstrap-
ping method is 0.22 γ /fragment mass (see Fig. 5 b) for the corre-
sponding mass dependence).

Obviously, the distributions show a very distinct, saw-tooth like 
shape, which is independent of the position of the individual de-
tector with respect to the fission chamber. All distributions overlap 
within the uncertainties in the mass range between 83 and 168. 
This makes us confident in the quality of our data and that the 
observed shape is real. In addition, an averaged distribution is de-
picted as well.

4.2. The TKE-dependent emission of prompt fission γ rays

In Fig. 6 the same physical quantity is exhibited as in Fig. 5 a), 
but now as a function of T K E in the range from 140 to 220 MeV. 
Again, all distributions lie very much on top of each other and 
agree well within the uncertainties. Results from a recent mea-
surement [40] are also shown for comparison.

5. Discussion

Before we started this study, the initially observed structure in 
the mass-dependent average PFG multiplicity distribution [15,17], 
Mγ (A), had been questioned and attributed to an experimental ar-
tifact, e.g. due to an erroneous calibration of the mass scale [22]. 
Therefore, we explicitly paid attention to this issue as presented in 
Sect. 2.2. We performed also a data analysis with only provisional 
masses, i.e. without applying prompt neutron corrections. The ef-
fect turned out to be completely negligible and did practically not 
change the shape of the distribution at all. The time window was 
a little narrower than that in Ref. [22] assuring complete PFN sup-
pression. FIFRELIN calculations have shown that varying the time 

Fig. 5. a) Pre-neutron mass-dependent PFG multiplicity, Mγ (A), obtained with each 
of the three detectors; the mean is depicted with the yellow dashed line; b) Corre-
sponding statistical and systematic uncertainties.

Fig. 6. TKE-dependent PFG multiplicity, Mγ (TKE), as obtained with each of the three 
detectors. The statistical uncertainty accounts for 0.55 γ /MeV on average, while 
the systematic uncertainty is negligible, i.e. 0.005 γ /MeV. Experimental data from 
Ref. [40] is shown for comparison.

window within a few nanoseconds does not change notably the 
mass dependence of Mγ [45].

In Fig. 7 a) we present our result, depicted as a shaded area 
between the upper and lower boundaries (one sigma) of the dis-
tribution, averaged over the three distributions shown in Fig. 5 a). 
We compare it with the data from the same fissioning system, pre-
sented already in Fig. 1. Our data does not leave any doubt about 
the shape of the multiplicity distribution. The sawtooth shape indi-
cates a positive correlation between the average γ -ray and neutron 
multiplicities as a consequence from the correlation between frag-
ment deformation at scission and angular momentum, reflected by 
ν(A) and Mγ (A), respectively [46].

In Fig. 7 b) we compare our experimental data with latest 
FIFRELIN calculations using the latest version of the database RIPL-
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Fig. 7. a) Comparison of our measured pre-neutron mass-dependent PFG multiplicity 
distribution, Mγ (A), from the spontaneous fission of 252Cf, together with previous 
results from Refs. [15,22] for the same system. Corresponding data from Ref. [19]
for 235U(nth , f) were added to support the observed trend; b) Comparison with 
recent FIFRELIN calculations, with parameters adjusted to reproduce experimental 
data on νL /νH , considering initial spin distributions driven by two different spin 
cut-off models. The FIFRELIN data has been normalized to the same average gamma-
ray multiplicity as the one obtained in this work, Mγ = 8.39 γ / f ission.

3-2020 [47]. In FIFRELIN, the excitation energy sharing among fis-
sion fragments is based on an empirical Temperature Ratio Law, as 
explained more detailed in Ref. [48]. The distribution of the angu-
lar momentum, J , for a given fragment writes

P ( J ) = 2 J + 1

2σ 2
exp

{
− ( J + 1/2)2

2σ 2

}
, (5)

where the parameter σ is the so-called spin cut-off parameter. Two 
different models are presented in Fig. 7 b). The constant model uses 
two different constant parameters, for heavy (H) and light frag-
ments (L), which are then free parameters of the simulation. In 
the inertia+shell model, the spin cut-off parameter depends on the 
moment of inertia, I , and the nuclear temperature, T , of the frag-
ment:

σ 2 = kH,L × a

ã
× I T , (6)

where kH and kL are free parameters of the simulation. The mo-
ment of inertia, I , is calculated from the rigid-body model in-
cluding the quadrupole deformation parameter of the nucleus in 
its ground state and, T is derived assuming that the nucleus is a 
Fermi-gas (for more details see Ref. [48]). The level density param-
eter a is following the Ignatyuk prescription as referred in RIPL-3 
[49] and, ã is its asymptotic value. This additional ratio a/ã is in-
cluded to take into account the shell effects in nuclei [14,49]. At 
low excitation energies, a discrete spin cut-off based on known 
low-lying states of the nuclear level scheme is used as recom-
mended in Ref. [49].

The inertia+shell model predicts a sawtooth-like behavior of 
Mγ (A) with minima at A ≈ 80 and A = 132. A constant value 
of σ (A) for the light fragments completely fails to reproduce the 
structure of Mγ (A), while the inertia+shell model reproduces the 

data remarkably well. However, this model fails in the heavy frag-
ment region, indicating that the average spin is over-predicted in 
this region. This shows that improvements in the FIFRELIN mod-
els and/or their parameters are needed. Presently, shell corrections, 
moments of inertia and spin distributions from microscopic calcu-
lations are being studied. These studies are beyond the scope of 
the present experimental work.

6. Conclusion

With our recent measurement of the average prompt fission 
γ -ray multiplicity as a function of pre-neutron fragment mass, 
Mγ (Apre), we have unambiguously confirmed the sawtooth-like 
shape with distinct local minima at Apre ≈ 80 and Apre = 130. The 
high-statistics data allowed testing model calculations with high 
sensitivity as demonstrated with the modeling of the spin cut-off 
parameter used in FIFRELIN.

This was possible by measuring the correlations between Mγ

and Apre (and T K E , see below) with three different γ -detectors 
of different size and position relative to the symmetry axis of the 
fission detector and assuring proper energy and mass calibration 
of our setup. In addition, a compact experimental geometry and 
about three months of data taking provided good statistics for 
measurements with high precision.

The observed average prompt fission γ -ray multiplicity as a 
function of T K E , Mγ (T K E), exhibits a rather constant behavior 
from 140 MeV up to about 180 MeV, turning into an almost lin-
ear decrease towards 220 MeV. To our knowledge there is only one 
other experimental set of data available, which agrees well to our 
result (see Fig. 6).
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A B S T R A C T   

The aim of the presented study was to explore the influence of precise determination of sample matrix in order to 
obtain reliable gamma spectrometry results. The test was done using two different approaches which have the 
same goal: quantifying the activity concentration of uranium isotopes in different samples found in the former 
uranium ore deposit Mazdreja. The first approach is based on iterative methodology, which utilizes the char
acteristic of a sample that can be quantified before gamma spectrometric measurement. Density of the sample 
and calculated mass fractions of its constituents (which vary in each iteration) can help to obtain the efficiency 
function from which activity concentrations of 235U and 238U can be derived and corresponding masses of 
uranium for the next iteration. In this approach LabSOCS software is used in order to obtain appropriate effi
ciency. The second approach that was tested represents semiempirical method which applies Monte-Carlo 
simulations through Geant4 and EFFTRAN software codes for the purposes of generating the detection effi
ciency functions needed for further calculations. 

The idea was to compare different methods for uranium activity concentration determination in sample 
matrices with high uranium mass content and also establish the need for precise calculation (described within the 
iterative method) by quantifying the relative deviation in activities, calculated by using different methods. 

From the obtained results, it can be seen that it is very important to adjust the sample matrix to correct 
composition if we need a precise gamma spectrometry result. But if there is a need to get results in a short period 
of time, then for the estimation of the activity concentration of the analyzed sample an approximate sample 
composition can be used. All three tested analyzed methods gave comparable results inside 15% of difference. 
The major difference was obtained by EFFTRAN software, but on the other side this software is user-friendly and 
the results can be obtained faster than by using other analysis methods presented in this study.   

1. Introduction 

Sample matrices containing elements from the actinide series, 
especially uranium, are found to be a very important topic for research 
due to the facts that they present hazards associated with TENORM 
[Dowdall et al., 2004], the use of depleted uranium, and illegal traf
ficking of nuclear and other radioactive materials. 

In the past, when technology for HPGe detectors with high detection 
efficiency in the higher energy spectrum wasn’t available, the mea
surement of 238U activity was mostly based on the analysis of the 63.3 
keV peak of 234Th (with an intensity of 3.7%). This was due to the poor 
counting statistics of the less intense 1001.03 keV peak of 234mPa 

(0.84%) which has less spectral interferences. Nowadays, when 
adequate HPGe technology is present, the 1001.03 keV peak is widely 
used for 238U activity determination [Dowdall et al., 2004] [Yücel et al., 
1998]. As it can be seen, in gamma spectrometry the uranium activity is 
determined indirectly through gamma lines of the daughter nuclides. 
When analyzing gamma spectra from high uranium content samples, 
one must take into consideration the high spectral interferences and 
high self-attenuation in the measured sample on 63.3 keV peak of 234Th 
which lies on the high-background continuum. It is shown that ignoring 
the spectral contributions of 235U and 232Th on the 63.3 keV gamma 
peak can lead to great deviation (0.8–122%) in calculated 238U activity, 
while in the instance of disregarding the contribution of 232Th (via 
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228Ac) to the peak at 1001 keV of 234mPa, results in a relatively smaller 
systematic influence of 0.05–3%, depending on thorium contents in the 
samples [Yücel et al., 2009]. Therefore, if the technical terms are met, 
one should take the high-energy uranium peak (1001 keV) for activity 
calculation, due to the lesser sample matrix influence on the accuracy of 
the final result. 

The aim of this study was to compare different approaches for ura
nium activity concentration determination in sample matrices with high 
uranium mass content and also establish the need for precise calculation 
(described within the iterative method) by quantifying the relative de
viation in activities, calculated by using different methods. In this paper, 
two different approaches for calculating the activity concentration of 
uranium isotopes are presented. One is an iterative method which uses 
comprehensive analysis involving the calculation of uranium mass in 
each iterative step and multiple correction factors for the activity 
calculation, and the other is a semi-empirical approach, described in 
[Vranicar et al., 2021], which uses two different software (EFFTRAN 
and Geant4). 

2. Materials and methods 

2.1. Detectors 

Samples that are analyzed in this work were measured on two de
tectors. Detector 1 is a High Purity Germanium (HPGe) low background 
extended range coaxial detector. It is made by ORTEC with a serial mark 
GMX-20190. It is an N-type coaxial detector, with a crystal that has a 
radius of 28.0 mm, a height of 65.2 mm, and an active volume of 160 
cm3. Being extended range type, it has a beryllium window which is 
99.8% pure and is 0.5 mm thick. The detector has a 32.4% relative ef
ficiency, an energy resolution (FWHM) of 1.92 keV at 1.33 MeV, and a 
Peak to Compton ratio of 54.1. Detector 1 is shielded with multi-layer 
lead, tin, and copper shielding. The shielding is composed of an outer 
120 mm layer of refined low background Pb, 3.5 mm of Sn, and an inner 
layer of 0.5 mm of a high purity Cu (Fig. 1). Measurements of samples 1 
and 2 using Ge detector 1 were made for a distance of 0.5 cm between 
the bottom of the sample containers and the Be window. 

Detector 2 is also a High Purity Germanium (HPGe) detector, made 
by CANBERRA with a serial mark GX5020. Its crystal has a radius of 
31.8 mm and a height of 63.95 mm with an active volume of 200 cm3. 
The adjusted geometry model of the detector 2 was achieved by opti
mising the dead layer thickness in Monte Carlo simulations, the values 

are: top dead layer of 0.005 mm, side dead layer of 1.2 mm and a 
beryllium window 0.5 mm thick. It has a 50% relative efficiency and an 
energy resolution (FWHM) of 2.0 keV at 1.33 MeV. Detector 2 is encased 
in lead shielding of 16.5 cm thickness which ensures low background 
interference (around 1 cps). Measurements of samples 1 and 2 using Ge 
detector 2 were made for a distance of 6.6 cm between the bottom of the 
sample containers and the Be window. The samples were placed on an 
empty Marinelly beaker which was placed on the detector, providing the 
6.6 cm distance. 

2.2. Samples 

In this study, 2 samples were analyzed. Both samples were taken 
from an abandoned mine shaft in the former uranium ore deposit 
Mazdreja, in the eastern part of Serbia. Sample 1 was a soil, orange in 
color, with a measured density of 0.801 g cm-3 and a mass of 20.72 g. 
Sample 2 was dark grey, almost black in color soil, with a measured 
density of 2.25 g cm-3 and a mass of 49.59 g (Fig. 2). 

2.3. Iterative method 

Iterative procedure is based on the constant density of the sample, 
while mass fractions of its constituents vary in each iteration. Iterative 
method is directly related to the variations of the mass fractions of 
different sample matrix constituents. The only value concerning sample 
composition that can be measured is its density. In order to determine 
mass fractions of sample constituents only one equation with one vari
able can be set up. 

In sample 1 spectrum 232Th series gamma peaks were completely 
missing and only gamma peaks from the first few radionuclides from the 
238U series were present. Based on this it was assumed that present ra
dionuclides are not in their natural form and that they are most likely 
present as constituents of the industrially made yellowcake. However 
due to low sample density and the fact that only one equation with one 
unknown variable can be set up in the first iteration it was assumed that 
the sample consists of only air and soil. 

Theoretical values used for soil and air were 1.4 g/cm3 and 
0.00125 g/cm3, respectively. Multiplying it with sample volume and 
dividing it with sample mass it is possible to determine mass fractions of 
sample constituents. 

In sample 2 spectrum gamma lines from both 232Th and 238U series 
are present in their entirety. This means that soil is rich with radionu
clides in the natural form. Based on the sample density it was assumed 
that the sample consists of industrially produced yellowcake and wet 
soil rich with radionuclides in their natural form. 

It was determined that yellowcake mass is 22.55 g and soil mass is 
27.04 g. It was approximated that wet soil consists of 30 % water and 

Fig. 1. Detector 1 and a representation of sample.  

Fig. 2. Sample 1 and sample 2 in their containers.  
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70 % dry soil which means that it consists of 18.930 g of dry soil and 
8.113 g of water. After determining mass fractions, samples can be 
defined in the LabSOCS library. 

Coincidence summing correction factors for voluminous sources 
were determined by equation (1), derived from the method described in 
reference [Kolotov et al., 1996]. This method requires the source to be 
divided into several zones, equal in volume. 

Fg =

∑n
i=1εi,gvi

∑n
i=1

εi,g
fg(zi)

vi
(1) 

Factor Fg represents correction factor for coincidence summing at 
specific energy g for voluminous source, εi,g is the efficiency of the de
tector on energy g for a zone enumerated with index i and fg(zi) is 
experimentally determined coincidence summing correction factor for a 
point source at energy g (Fig. 3). 

Detector efficiencies for each zone εi,g are determined by calibration 
software LabSOCS. It is necessary to properly define the dimensions of 
each zone and its distance from the detector. The problem arises when it 
comes to defining zones enumerated with numbers 2, 4, and 6 because it 
is impossible to define its shape in LabSOCS software. In order to 
circumvent this setback instead of determining detector efficiency for 
zone 2, the efficiency of the bigger cylindrical zone that contains both 
zones 1 and 2 was determined. This bigger zone has the same contri
bution to the count rate as zones 1 and 2 combined. Detector efficiency 
for zone 2 can be calculated from the equation: 

ε2 =
ε12(V1 + V2) − ε1V1

V2
(2)  

where ε12 represents detector efficiency for the zone containing zones 1 
and 2. Detector efficiencies for other even zones can also be determined 
in the same way using LabSOCS software. 

Correction factors as a function of the distance between detector and 
point sources fg(zi) were determined in reference [Milošević et al., 2014; 
Djordjević, Milošević, 2012] using 235U and 238U point standards. Un
like point source standards, zones in this paper have a substantial vol
ume that means that some parts of zones will be further from the 
detector than other parts. In order for functions fg(zi) to be used correctly 
it is necessary to determine the average distance between each zone and 
the detector. This is achieved by determining the distance between two 
randomly chosen points, one is within the volume of the sample, and the 
second one is on the detector surface. Afterward, this expression is 
averaged by using integration across sample volume and detector sur
face. Potential problem with accurately computing detection efficiency 
is interference with self fluorescence x-rays on energy 92.59 keV that 
was reported by several authors [Murray et al., 1987]. As a consequence 

of beta decay electron is emitted from the atom core. These electrons can 
interact with other atoms, decelerate and emit continuous bremsstrah
lung radiation. Additionally, in thorium-rich samples these beta parti
cles can eject an electron from the inner K shell of thorium atoms, a more 
loosely bound electron from the L shell then fills this vacancy. As a result 
of this, a deexcitation Kα1 photon with an energy of 93 keV is emitted. 
This creates interference with the 92.59 keV peak [Kaste et al., 2006]. 

Due to interference with self-fluorescence X-rays on energies 92.59 
keV and 63.29 keV, it is necessary to divide correction factors deter
mined for these energies with a factor of 1.125. The activity of 238U was 
determined in the equation below by using peaks at 63.29 keV, 92.59 
keV, and 1001.03 keV 

A=
N

tmεpγF
(3) 

A denotes the sample activity determined by a gamma peak at a 
specific energy, N represents count rates, tm is acquisition time, pγ is the 
yield of detected gamma rays and F is the correction factor for gamma 
peak of interest. 

2.4. Semiempirical method 

This method is also based on constant density of the samples. Using 
the methodology developed and described in [Vranicar et al., 2021], we 
used EFFTRAN and Geant4 software to obtain the detection efficiency 
function. Apart from the means of acquiring the efficiency function 
(separately and in different processes via EFFTRAN and Geant4 soft
ware), the method of calculating the mass activity of 238U and 235U are 
identical. 

Initially, it was assumed that the uranium activity in the measured 
samples may come from uranium in different chemical forms - pure U, 
UO2, and U3O8 (if one does not have any prior knowledge of the origin or 
the chemistry of the samples, and also to test the impact of different 
matrix on the detection efficiency). In addition to this, the impact of 
different uranium mass contents in the sample on the efficiency function 
was tested, using Geant4 package. 

In the sample 1, due to its density od 0.81 g cm-3 and intense orange 
color, as well as, the absence of 232Th series gamma peaks, it was 
assumed that the uranium in this sample was in the form of yellowcake, 
i.e. U3O8. The mass fraction of U3O8 was calculated to amount to 45.4%. 
Density of soil was taken to be 1.4 g cm-3. 

In the sample 2, considering its greater density of 2.25 g cm-3 and 
darker colour, it was assumed that the uranium could be present in 
different forms – i.e. U, UO2, and U3O8. As noted in the section covering 
the iterative method, in sample 2 spectrum gamma lines from both 232Th 
and 238U series are present in their entirety. In this method, it was 
assumed that the sample consists of one form of uranium and soil. The 
mass fractions of different constituents are calculated based on the dif
ference of the sample 2 density and the density of pure soil matrix, which 
is taken to be 1.4 g cm-3. During every calculation it was assumed that 
each one of the constituents (U, UO2, and U3O8) is responsible for added 
sample density, and based on the densities of these three constituents 
(19.0, 10.9 and 8.3 g cm-3 respectively) and the sample density, it was 
calculated that the mass fractions of U, UO2, and U3O8 are 40.8%, 43.4% 
and 45.4% respectively. 

Taking into account that the discrepancies within resulting specific 
activities of 238U and 235U with this choice of sample matrices are not 
negligible (further discussion will be presented in Results and Discussion), 
sample matrix corrections had to be performed. Having this in mind, 
sample compositions obtained in second iteration in Iterative method 
were used and applied in further EFFTRAN and Geant4 calculation. 

For the calibration purposes, certified Czech Metrology Institute 
standard type CBSS 2 was used as a reference material. It consists of a 
mixture of various radionuclides, with an energy interval of 59–1846 
keV. These radionuclides are implanted in a silicon resin with known 
composition and a density of 0.985 g cm-3. The Czech Metrology 

Fig. 3. Sample divided to 6 zones used in calculation.  
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Institute standard type CBSS 2 was packed in a cylindrical geometry 
with a diameter of 70 mm and a height of 69 mm. 

2.5. Software 

In this study, EFFTRAN, Geant4 and LabSOCS computer codes were 
used. 

EFFTRAN is a mathematical software code that represents an 
implementation of the efficiency transfer method (ET) for cylindrical 
samples in gamma-ray spectrometry, based on a Monte Carlo integration 
of the interaction probabilities of gamma rays throughout the detector 
and sample volumes [Vidmar, 2005; Vidmar et al., 2010]. EFFTRAN 
software automatically calculates correction factors for true coincident 
summing effects, based on a sample geometry, detector model, and 
radionuclide of interest input [Vranicar et al., 2021]. 

Monte Carlo simulation, based on Geant4 simulation package 
[Agostinelli et al., 2003], has been developed to obtain the response of 
germanium detectors, with the aim to reproduce experimental spectra of 
detectors in a wide range of applications in gamma spectroscopy mea
surements [Joković et al., 2009; Krmar et al., 2013]. Geant4 allows the 
description of an experimental setup represented by a structure of 
geometrical volumes filled by given materials and associated with 
tracking media. In the simulation, germanium detectors, together with 
the whole detector assembly, are constructed in great detail, according 
to the manufacturer’s data specifications. In the present work, the 
Geant4 software (version 4.9.5.) [Agostinelli et al., 2003] was used to 
obtain the detection efficiencies for different geometries of voluminous 
sources placed in front of the HPGe detector. In order to perform the 
simulations, the detector was modeled taking into account the technical 
features obtained from the manufacturer, except for the central void, 
whose size parameters were estimated [Nikolic et al., 2014]. For each 
gamma energy, 106 photons were generated isotropically from a certain 
source. The elemental composition, as well as density of the source 
matrices, were taken into account in simulations. The photopeak effi
ciency for each gamma energy was found as the ratio of the number of 
photons detected under photo-peak of given energy and the number of 
generated photons. 

LabSOCS (Laboratory SOurceless Calibration Software) is a com
mercial software used for mathematically determining the detection 
efficiency function of High Purity Germanium detectors [LabSOCS user 
manual, 2002]. Typically, LabSOCS software comes pre-paired with 
your Canberra detector, having all its parameters already predefined by 
its manufacturer. In our practice [Djordjevic, Milosevic, 2012], it has 
been shown that for cylindrical samples the difference in efficiency 
between the values obtained by this software and experimentally is less 
than 3%. 

Spectrum analysis was done with GENIE 2000 software. It contains 
multiple packages, but in this work, Gamma Analysis Software and 
Interactive Peak Fit packages were used. Gamma Analysis Software is a 
package that contains a set of advanced algorithms for gamma spectrum 
analysis that are acquired by GENIE 2000 software. Interactive Peak Fit 
is a package that provides various tools for analyzing peaks in a given 
spectrum. This package is useful when acquiring complex spectrums, 
because of its capability of singlet or multiplet peak analysis, indepen
dently of the rest of the spectrum. It also provides the user with an option 
to manually fit any gamma peak (singlet or multiplet) [Vranicar et al., 
2021]. 

2.6. Uncertainty budget 

The combined relative measurement uncertainty for calculated 
sample activity, u(A) was obtained according to the following equation: 

u(A)=
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(δε)2
+ (δN)

2
+
(
δpγ

)2
√

(4)  

where δε represents relative uncertainty of the efficiency function fit 

combined with the relative uncertainty of the radioactive solution of the 
secondary reference material and the uncertainty introduced in the 
process of production of the secondary reference material given by the 
manufacturer, used in efficiency transfer method, δN is the relative 
counting uncertainty, δpγ is the yield uncertainty. The uncertainty 
introduced via t is negligible. Relative measurement uncertainty u(A) for 
all energies did not exceed 10% at 2σ of confidence level. 

In Geant4, during the calculation of measurement uncertainty, the 
following assumption was taken into account. The main variables that 
have been input into the simulation are 9 characteristic dimensions of 
the detector (crystal diameter and length, crystal cavity diameter and 
length, top and side dead layer, end-cap diameter, window thickness, 
and window to crystal gap) and 4 characteristics related to the sample 
(sample volume, sample and container material, namely density and 
chemical composition, and container to detector window gap). For these 
variables, except for the chemical composition of sample and container, 
the uncertainty can be estimated to be 1% for the geometry of crystal 
and container to detector window gap and 10% for window thickness 
and window to crystal gap. To minimize the discrepancy between 
simulated and measured values, buletization, dead layer, and window to 
crystal gap was varied in the simulation, and the uncertainty was low
ered to an estimated 1%. The chemical composition of the container is 
well defined, but for the sample, the situation is more complicated, and 
inadequate knowledge of the chemical composition of uranium ore, 
metallic plate, and UO2 pellet can be the source of larger uncertainty. 
This is estimated to be 10% [Nikolic et al., 2014]. Regarding simulation, 
the relative uncertainty usimulation was calculated according to the 
following equation: 

usimulation =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑
(δxi)

2
√

(5)  

where δxi stands for the relative uncertainty of the value. In the calcu
lation of the relative measurement uncertainty of the simulation, the 
variable xi represents the Full Energy Peak Efficiencies (FEPE) that were 
individually simulated within Geant4 code for each energy, whereas δxi 
represents the relative deviation of FEPE values calculated from simu
lation runs with a different number of generated events per run. The 
optimum number of events per run which yields good statistics with 
favorable uncertainty was found to be 106 events per run while keeping 
this uncertainty in the range of the mentioned 5%. Taking into account 
what is stated, the overall uncertainty of the simulated results is esti
mated to be 5%. 

3. Results and discussion 

3.1. Iterative method 

3.1.1. Sample 1 
The most reliable peak for determining uranium activity proved to be 

the ’’pure peak’’ at 1001.03 keV where only the true coincidence 
summing (TCS) correction factors had to be determined. It originates 
from the decay of 234mPa, the second daughter of 238U. 

Contributions to gamma peak 92.59 keV originate from the decay of 
234Th (238U series) and 231Th (235U series). With the decay of 234Th 
gamma rays 92.38 keV (2.31%) and 92.80 keV (2.1%) are emitted, 
alongside emission of gamma rays, X-ray 92.28 (0.0171%) is also 
emitted as a consequence of 234 Th day. Decay of 231Th is followed by 
emission of 93.02 keV (0.047%) gamma-ray and 92.282 keV x-ray which 
causes interference with photons emitted with the decay of 234Th. It is 
necessary to subtract the 235U series contribution from the total peak 
area. This contribution is calculated below: 

N[92.59keV; 231Th] =A235U ⋅tm⋅ε92.59⋅pγ (6)  

where ε92.59 is detector efficiency at 92.59 keV, pγ is combined gamma- 
ray and x-ray emission probability and A235U is the activity of 235U. 
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There are multiple methods for determining this activity, one of them is 
described in reference [Yücel et al., 2009]. However, we took a different 
approach and used the equation below: 

A235U =
0.007204λ235

0.992742λ238
A238U (1001 keV) (7)  

where 0.007204 and 0.992742 represent the natural abundance of 235U 
and 238U respectively, λ235 and λ238 are their decay constants and A238U is 
238U activity which was calculated by using a peak at 1001.03 keV. 

238U series contributes to peak at 63.29 keV with the decay of 234Th, 
234Pa, and 234mPa. Decay of 234Th produces gamma rays 62.86 keV 
(0.016%) and 63.29 keV (3.7%). Decays of 234Pa and 234mPa emit 
gamma-rays of 62.70 keV (0.0012% and 1.6% respectively). Interfer
ence is present due to decay of 231Th, daughter of 235U. In this decay 
gamma-ray, 63.86 keV (0.023%) is emitted, its contribution is calcu
lated below and it is necessary to be subtracted from the peak area. 

N
[
63.29keV; 231Th

]
=A235U ⋅tm⋅ε63.29⋅pγ (8)  

where A235U is the activity of 235U determined from equation (235U ac
tivity) and pγ is emission probability of 63.86 keV gamma-rays. 

235U activity can be calculated by using peaks at 143.76 keV, 163.33 
keV, and 185.72 keV. Contributions to 143.76 keV peak in gamma 
spectrum originate from the decay of 235U and its daughters 223Ra and 
231Pa. With decay of 235U gamma rays 142.40 keV (0.005%) and 143.76 
keV (10.96%) are emitted. With decay of 223Ra and 231Pa gamma rays 
144.4 keV (0.015%) and 144.235 keV (0.0327%) are emitted respec
tively. Additionally, with the decay of 234Pa, the daughter of 238U 
gamma-ray at 143.78 keV is emitted which causes interference with 
gamma rays from 235U and its daughters. This contribution needs to be 
subtracted from the spectrum count rate to obtain 235U chain contri
bution from equation (activity). 234Pa contribution is calculated below: 

N
[
143.76keV; 234Pa

]
=A238U ⋅tm⋅ε143.76⋅pγ (9)  

where A238U is the weighted activity of 238U based upon all 3 gamma 
peaks. 

With the decay of 235U and its daughter, 231Th gamma rays 163.356 
keV (5.08%) and 163.1 keV (0.154%) are emitted respectively. Addi
tionally, there is a small contribution from gamma line 164.94 keV 
which originates from the decay of 234Pa. Its contribution is calculated 
below and it needs to be subtracted from the 163.33 keV peak count rate 
from the spectrum. 

N
[
163.33 ​ keV; 234Pa

]
=A238U ⋅tm⋅ε163.33 ⋅ pγ (10) 

With the decay of 235U gamma-ray 185.72 keV (57.2%) is emitted 
and gives contribution to 185.72 keV peak in gamma spectrum. With the 
decay of 234Pa gamma-ray, 186.15 keV is emitted which causes inter
ference. The contribution of 234Pa is calculated below and it needs to be 
subtracted from the peak area. 

N
[
185.72keV; 234Pa

]
=A238U ⋅tm⋅ε185.72 ⋅pγ (11) 

Table 1 represents the activities of 235U and 238U determined using 
gamma peaks originating from their descendant, and their averaged 
weighted activity. A big discrepancy between these activities is present 

which means our initial assumption concerning sample constituents was 
wrong. It is necessary to define the new sample composition in the 
second iteration to eliminate these discrepancies. 

The activity of 238U that was used determined by using 1001.03 keV 
peak was used to determine the mass of 238U and U3O8 in the sample in 
the following equations: 

m′
238U =

A238U (1001keV)⋅Am
( 238U

)

λ238⋅NA
= 6.24g (12)  

mU3O8 =
m′

238U

(
3⋅Am

( 238U
)
+ 8⋅Am

( 16O
) )

3⋅Am
( 238U

) = 7.35g (13) 

Using U3O8 mass defined by equation (15) it is possible to calculate 
the mass of soil in the sample. Sample 1 in the second iteration was 
defined as 35.6% yellowcake and 64.4% dry soil in the LabSOCS library. 
It was necessary to repeat the entire procedure which consists of 
determining detector efficiency using the LabSOCS software, calculating 
correction factors, and calculating activities of 235U and 238U. The re
sults of the second iteration are shown in Table 2. Activities determined 
from different peaks have similar values and their discrepancies from 
the weighted averaged activity are within borders of measurement 
uncertainty. 

3.1.2. Sample 2 
In the sample 2, there are additional interferences that originate from 

the 232 Th day chain and the remaining members of the 238U chain that 
weren’t present in sample 1. These contributions also need to be taken 
into account when calculating uranium activity by subtracting them 
from the peak count rate in the spectrum. In order to determine the 
contribution of these radionuclides to various peaks, it was necessary to 
determine their activity first. These radionuclides are present in sample 
2 in their natural form so it was assumed that radioactive equilibrium 
exists between members of the 232Th series and between members of the 
238U series that are not present in yellowcake. The activity of the 232Th 
series members was determined using reference peaks of 228Ac at 338.3 
keV, 911.3 keV, and 969.9 keV. The activity of 228Ac was determined by 
using the weighted averaged activity of these three peaks and activity of 
other radionuclides from the 232 Th day chain was determined based 
upon radioactive equilibrium between them and 228Ac. An identical 
technique was employed in determining the activity of remaining ra
dionuclides from the 238U chain, with three reference peaks of 214Bi at 
609.3 keV, 1120.3 keV, and 1764.5 keV. 

Additional contributions were taken into account during activity 
calculations of 238U with the help of peaks at 63.29 keV (decay of 232Th 
which produced gamma-ray at 63.81 keV) and 92.59 (decay of 228Ac 
which produced gamma-ray at 93.35 keV). While calculating the ac
tivity of 235U with help of 185.72 keV peak it was necessary to 

Table 1 
The activity concentration of Sample 1, iteration 1.  

Radionuclide Energy 
[keV] 

Activity concentration 
[MBq kg-1] 

Weighted activity 
[MBq kg-1] 

238U 63.29 1.66 ± 0.01 2.58 ± 0.21 
92.59 2.66 ± 0.17 
1001.03 3.75 ± 0.23 

235U 143.76 0.11 ± 0.01 0.119 ± 0.003 
163.33 0.12 ± 0.01 
185.72 0.13 ± 0.01  

Table 2 
Activity concentrations of Sample 1, iteration 2. 

m′ ′
238U =

A′ ′
238U ⋅Am

( 238U
)

λ238⋅NA
= 5.982g (14)  

m′ ′
235U =

A′ ′
235U ⋅Am

( 235U
)

λ235⋅NA
= 0.043g (15)   

Radionuclide Energy 
[keV] 

Activity concentration 
[MBq kg-1] 

Weighted activity 
concentration [MBq kg-1] 

238U 63.29 3.56 ± 0.22 3.59 ± 0.08 
92.59 3.65 ± 0.23 
1001.03 3.59 ± 0.23 

235U 143.76 0.16 ± 0.01 0.166 ± 0.005 
163.33 0.16 ± 0.01 
185.72 0.17 ± 0.01  
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additionally subtract contributions from 226Ra (186.21 keV) and 228Ac 
(184.54 keV). Based on the observations obtained from gamma spectra 
of the samples-the absence of post-radon gamma peaks (mainly 295.2 
keV, 351.9 keV, and 609.3 keV) indicated that there is little to none 
226Ra contribution to the 185.72 peak. The influence is negligible. 

In the first iteration constituents of sample 2 were defined as 45.47% 
yellowcake, 38.17% soil, and 16.36% water. After detector efficiency 
and correction factors were determined the activity of sample 2 was 
calculated while taking into account all interference effects. Calculated 
activities in the first iteration are presented in Table 3. 

Calculated activities for 238U for different peaks were not in align
ment with each other so it was necessary to define new sample 
composition based upon activity determined using 1001.03 keV peak. 
New yellow cake mass was determined by equations (18) and (19) and 
based upon it new sample composition for the second iteration was 
determined as: 63.33% yellowcake, 25.67% soil, and 11% water. 

m′
238U =

A238U (1001keV)⋅Am
( 238U

)

λ238⋅NA
= 26.47g (16)  

mU3O8 =
m′

238U

(
3⋅Am

( 238U
)
+ 8⋅Am

( 16O
)

3⋅Am
( 238U

) = 7.35g (17) 

After repeating the process, new activities were calculated and pre
sented in Table 4. 

3.2. Semiempirical method 

To make sure that the detection efficiency values acquired with 
Geant4 software are good enough, the efficiency transfer method was 
conducted in the following manner: the manufacturer characteristics of 
the detector were used with additional geometry adjustment (such as the 

thickness of dead layers [Tsang et al., 2019], crystal distance from the 
window, etc.) with a goal to validate simulation results. The measured 
and simulated efficiency curves of the certified reference material CBSS 
2 are presented in Fig. 4. On average, the deviation of the efficiency 
curve experimentally obtained from the certified standard source range 
falls under 8%. The adjusted detector characteristics were then used for 
all further calculations for investigated samples [Vranicar et al., 2021]. 

In Fig. 5, the results of the impact of different uranium mass contents 
in the sample on the efficiency function, using Geant4 package are 
presented. To test and see the influence of different uranium concen
trations in sample matrices on detection efficiency curves, a set of 
arbitrary uranium concentration values was applied within the Geant4 
code. 

Uranium concentration values in sample matrices were taken to be 
0–30% in various increments. From Fig. 5, one can derive that uranium 
concentration has a stronger impact in the low-energy of spectrum in 
regards to the high-energy region. A sudden drop in efficiency values 
that can be observed at 115 keV represents uranium’s K-edge. The en
ergies that are included in the analysis performed in this research lie out 
of the K-edge zone, so it is safe to assume that efficiencies used are 
unaffected by this phenomenon. 

The results from the first approximation, i.e. that the uranium ac
tivity observed in gamma spectra of the two samples, comes from ura
nium in various chemical forms (U, UO2, and U3O8), are given in 
Tables 5 and 6. 

In Table 5, the first approximation for the activity concentrations of 
235U and 238U for Sample 1 is presented. Taking into consideration its 
orange color and the lower density, it was assumed that the uranium in 
this sample comes in the form of U3O8. It can be seen that there is a 
significant discrepancy between activity concentrations calculated for 
energies 63.3 and 1001.03 keV, which indicates that the sample matrix 
is not well defined. 

In Table 6, the first approximation for the activity concentrations of 
235U and 238U for Sample 2 is presented. In this instance, having in mind 
the darker color, greater density as well as the presence of gamma lines 
from both 232Th and 238U series, it was presumed that the uranium ac
tivity in this sample may come in the form of U, UO2 and U3O8. Sig
nificant discrepancy between activity concentrations calculated for 
energies 63.3 and 1001.03 keV is also present in this instance, as well as 
the difference in activity concentration values for different matrices, 
which depicts the influence of form and therefore, the concentration of 
uranium in the sample matrix. 

Since there is a great discrepancy between the calculated 238U spe
cific activity from low and high energies for Sample 1 and Sample 2, a 
different sample matrix had to be defined. Sample matrices from the 
second iteration in the iterative method were taken for calculation, in 
order to test and quantify the relative deviation in 235U and 238U specific 
activities, calculated by using different methods. These results are pre
sented in Figs. 6 and 7 and Tables 7 and 8. 

From Tables 7 and 8, it can be seen that even though calculated 238U 
activities from 63.3 to 1001.03 keV by both EFFTRAN and Geant4 
software slightly differ from the ones obtained by the iterative method 
for Sample 2 if one observes the values of calculated 238U activities from 
63.3 to 1001.03 keV by individual software, a good agreement between 
activity values for mentioned energies is found. From Fig. 7, it can be 
seen that EFFTRAN software gives underestimated activity concentra
tion values, although judging from the activity values from 63.3 to 
1001.03 keV, it is observed that a good sample matrix was defined. In 
the case of sample 1, a good agreement between all methods is observed. 
Discrepancies between activity values are not greater than 15%. 

Table 3 
Activity concentrations of Sample 2, iteration 1.  

Radionuclide Energy 
[keV] 

Activity concentration 
[MBq kg-1] 

Weighted activity 
concentration [MBq kg-1] 

238U 63.29 4.92 ± 0.31 5.96 ± 0.11 
92.59 5.38 ± 0.33 
1001.03 6.63 ± 0.41 

235U 143.76 0.25 ± 0.02 0.26 ± 0.06 
163.33 0.24 ± 0.01 
185.72 0.30 ± 0.02  

Table 4 
Activity concentrations of Sample 2, iteration 2. 

m′ ′
238U =

A′ ′
238U ⋅Am

( 238U
)

λ238⋅NA
= 26.54g (18)  

m′ ′
235U =

A′ ′
235U ⋅Am

( 235U
)

λ235⋅NA
= 0.195g (19)   

Radionuclide Energy 
[keV] 

Activity concentration 
[MBq kg-1] 

Weighted activity 
concentration [MBq kg-1] 

238U 63.29 6.61 ± 0.41 6.65 ± 0.12 
92.59 6.74 ± 0.42 
1001.03 6.65 ± 0.41 

235U 143.76 0.32 ± 0.02 0.315 ± 0.008 
163.33 0.31 ± 0.02 
185.72 0.32 ± 0.02  
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4. Conclusion 

In this study, for the purpose of determining the specific activity of 
238U, gamma peaks on 63.3 keV (234Th), and 1001.03 keV (234mPa) with 
the addition of 92.6 keV gamma peak (234Th) in iterative method were 
used, while for the specific activity of 235U, we used the gamma peaks on 
143.8 keV, 163.3 keV and 185.7 keV and using the information about 
natural abundance of 235U and 238U. Samples analyzed within this 
research were found in the former uranium ore deposit Mazdreja in 
Eastern Serbia, and deducted to be yellowcake and either dry or wet soil 
mixture. 

Obtained results proved that it is of great importance to adjust the 
sample matrix in order to obtain correct results. As seen in Tables 7 and 
8 and Figs. 6 and 7, all three methods gave comparable results, with a 
margin of error between Activity concentration results not greater than 

Fig. 5. Influence of different uranium mass content in the sample on the efficiency curve in Geant4.  

Table 5 
Activity concentrations of 235U and 238U for Sample 1 (0.81 g cm-3) in first 
approximation.  

Matrix Software Radionuclide Energy 
[keV] 

Activity concentration 
[MBq kg-1] 

U3O8 EFFTRAN 238U 63.3 3.93 ± 0.23 
1001.03 3.33 ± 0.20 

235U 143.8 0.18 ± 0.01 
163.3 0.19 ± 0.01 
185.7 0.19 ± 0.01 

Geant4 238U 63.3 4.39 ± 0.26 
1001.03 3.58 ± 0.21 

235U 143.8 0.19 ± 0.01 
163.3 0.18 ± 0.01 
185.7 0.18 ± 0.01  

Fig. 4. Efficiency curves for experimental and simulated certified reference material CBSS 2.  

A. Vraničar et al.                                                                                                                                                                                                                               
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Fig. 6. Activity concentrations of 235U and 238U for Sample 1 obtained by Iterative and semiempirical methods.  

Fig. 7. Activity concentrations of 235U and 238U for Sample 2 obtained by iterative and semiempirical methods.  

Table 6 
Activity concentrations of 235U and 238U for Sample 2 (2.25 g cm-3) in first 
approximation.  

Matrix Software Radionuclide Energy 
[keV] 

Activity concentration 
[MBq kg-1 ] 

U EFFTRAN 238U 63.3 3.75 ± 0.23 
1001.03 5.65 ± 0.34 

235U 143.8 0.24 ± 0.01 
163.3 0.24 ± 0.01 
185.7 0.27 ± 0.02 

Geant4 238U 63.3 4.84 ± 0.30 
143.8 0.24 ± 0.01 

235U 163.3 0.24 ± 0.01 
185.7 0.24 ± 0.01 
1001.03 6.09 ± 0.37 

UO2 EFFTRAN 238U 63.3 3.55 ± 0.22 
1001.03 5.67 ± 0.35 

235U 143.8 0.23 ± 0.01 
163.3 0.23 ± 0.01 
185.7 0.26 ± 0.02 

Geant4 238U 63.3 4.56 ± 0.28 
1001.03 6.07 ± 0.38 

235U 143.8 0.23 ± .0.01 
163.3 0.23 ± 0.01 
185.7 0.24 ± 0.01 

U3O8 EFFTRAN 238U 63.3 3.57 ± 0.22 
1001.03 5.67 ± 0.35 

235U 143.8 0.23 ± 0.01 
163.3 0.23 ± 0.01 
185.7 0.26 ± 0.02 

Geant4 238U 63.3 4.60 ± 0.28 
1001.03 6.07 ± 0.36 

235U 143.8 0.23 ± 0.01 
163.3 0.23 ± 0.01 
185.7 0.24 ± 0.01  

Table 7 
Activity concentrations of 235U and 238U for Sample 1 (0.81 g cm-3) in second 
approximation.  

Software Radionuclide Energy [keV] Activity concentration [MBq kg-1] 

LabSOCS 238U 63.3 3.56 ± 0.19 
1001.03 3.59 ± .0.20 

235U 143.8 0.16 ± 0.01 
163.3 0.16 ± .0.01 
185.7 0.17 ± .0.01 

EFFTRAN 238U 63.3 3.30 ± 0.19 
1001.03 3.44 ± 0.20 

235U 143.8 0.16 ± 0.01 
163.3 0.17 ± 0.01 
185.7 0.18 ± 0.01 

Geant4 238U 63.3 3.65 ± 0.18 
1001.03 3.63 ± 0.21 

235U 143.8 0.17 ± 0.01 
163.3 0.17 ± 0.01 
185.7 0.18 ± 0.01  

Table 8 
Activity concentrations of 235U and 238U for Sample 2 (2.25 g cm-3) in second 
approximation.  

Software Radionuclide Energy [keV] Activity concentration [MBq kg-1] 

LabSOCS 238U 63.3 6.61 ± 0.41 
1001.03 6.65 ± 0.42 

235U 143.8 0.32 ± 0.02 
163.3 0.31 ± 0.02 
185.7 0.32 ± 0.02 

Geant4 238U 63.3 6.11 ± 0.38 
1001.03 6.19 ± 0.38 

235U 143.8 0.29 ± 0.02 
163.3 0.29 ± .0.02 
185.7 0.30 ± 0.02 

EFFTRAN 238U 63.3 5.41 ± 0.34 
1001.03 5.83 ± .0.35 

235U 143.8 0.29 ± 0.02 
163.3 0.28 ± 0.01 
185.7 0.30 ± 0.02  
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15%. Although EFFTRAN results slightly differ from the ones of iterative 
method and Geant4 software, it should be noticed that this software 
obtains the results in a quicker manner than the mentioned two. In that 
light, it presents a good tool for a quick screening method, which gives 
fast activity concentration results with satisfying confidence levels. 

The overall conclusion is that if we need a precise results of activity 
concentration of an unknown sample, the more thorough study must be 
conducted as it was shown by iterative method. Contrary to this, if the 
fast determination of result is needed while precision in activity con
centration is not of great importance, then the efficiency transfer 
method can give a valuable contribution. 

In order to perform more detailed validation of the obtained results, 
the chemical composition of the samples should be measured by some 
more precise methodology and that could be a next step in the future 
investigation of this topic. 
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Abstract. In presented work we further explore previously indicated possibil-
ity of the existence of two classes of Forbush decrease events, established by the
prior analysis of the correlation between the shape of energetic proton fluence
spectra and Forbush decrease properties. In an attempt to increase statistical
robustness of the analysis and potentially reduce the uncertainties, we have de-
veloped an alternative classification procedure that employs machine learning
and utilizes space weather parameters as input variables. Based on the overall
performance, efficiency and flexibility of different machine learning methods we
selected the best performing algorithm and established the optimal boundary
value of Forbush decrease intensity to be used for class separation. A subset of
good input variables was selected based on their predictive power.

Key words: cosmic rays – Forbush decrease – coronal mass ejection – solar
energetic particles

1. Introduction

The dynamic activity of the Sun’s coronal magnetic field can give rise to com-
plex space weather events. These events may include solar flares (SFs), coronal
mass ejections (CMEs), their interplanetary counterparts known as interplan-
etary coronal mass ejections (ICMEs), the emission of solar energetic particles
(SEPs), and similar phenomena (Kahler, 1992; Yashiro & Gopalswamy, 2008;
Gopalswamy, 2022).

One such complex event can produce a number of effects in the heliosphere,
one of which is the acceleration of solar wind particles. There is a distinction
between particles accelerated by a SF in the lower Sun’s atmosphere and those
accelerated locally by the CME shock. The later are often referred to as energetic
storm particles (ESPs) (Desai & Giacalone, 2016).

Additionally, the passage of a CME can affect the primary cosmic rays (CRs)
potentially resulting in a sudden drop in the observed CR flux, followed by a
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recovery phase that takes place over the several following days. This effect is
known as a Forbush decrease (FD) and can be observed by Earth-based CR
detectors.

A previous study of the relationship between transient modulations in the
fluxes of energetic protons and cosmic rays (measured near and at Earth respec-
tively) indicated an existence of two classes of FD events (Savić et al., 2023). The
main objective of this work is to expand this analysis and investigate whether a
specific set of space weather (SW) parameters can be successfully used as input
parameters for classification. The proposed procedure would aim to separate FD
events into classes as indicated by the aforementioned analysis, while increasing
the statistical significance and potentially the reliability of the analysis. Addi-
tional positive outcome of a successful classification would be the selection of a
subset of SW parameters that prove to be good input variables. These variables
could then be further used for the prediction of FD magnitudes utilizing some
regression algorithm.

2. Motivation

As simultaneous ESP and FD events are very likely a consequence of the passage
of an ICME, a relationship between them was assumed. To establish this possi-
ble connection, correlation of characteristics of proton fluence spectra and FD
parameters was investigated (as described in more detail in Savić et al. (2023)).

The proton fluence spectra were calculated from in situ measurements at L1
by SOHO/ERNE instrument (Torsti et al., 1995), and fitted by a double-power
law, as shown for one selected event on Figure 1.

Exponents obtained from these fits were used to parameterize the spectra
shape, and some degree of correlation between these exponents and FD magni-
tudes was established. However, this analysis also indicated a possible existence
of two classes of FD events, as illustrated in Figure 2. The plot shows the depen-
dence of the FD magnitude corrected for the magnetospheric effect on one of the
proton fluence spectra exponents. The green oval indicates a supposed class of
events that exhibit a stronger correlation between these two variables, while the
red oval indicates a class of events where this correlation is apparently weaker.
One possible way to define the boundary between these two classes could be by
introducing a cut on the intensity of the event.

Due to relatively low statistics of events where proton fluence can be reliably
determined, one idea for extending this analysis is to try and utilize other space
weather parameters in order to increase statistics and more strongly establish
the assumed existence of two classes of FD events.
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Figure 1. Proton fluence spectra at L1 for one event during October 2001, in linear

(left) and logarithmic scale (right).

Figure 2. The dependence of the FD magnitude corrected for the magnetospheric

effect (MM ) on one of the exponents used to parameterize the proton fluence spectra

(α). Two assumed classes of FD events are indicated by the green and red ovals.
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3. Methods and Results

IZMIRAN catalogue of Forbush effects (IZMIRAN, 2016) was used as the source
of SW related data, as it contains an extensive list of FD events and associated
SW parameters. The parameters selected from the IZMIRAN catalogue to be
used in the analysis presented here fall into several cathegories: parameters de-
scribing the source (Otype, Stype) or the characteristics of the CME (Vmean,
CMEwidth); solar wind parameters (Vmax, KTmax, KTmin); parameters de-
scribing interplanetary or geomagnetic field (Bzmin, Kpmax, Apmax, Dstmin);
and parameters related to the associated solar flare (Xmagn, Sdur, SSN).

Several machine-learning-based classification methods implemented in the
TMVA analysis network (Hoecker et al., 2007) were employed in order to es-
tablish the optimal FD magnitude for the separation of two classes (boundary
criteria mentioned in Section 2), as well as to determine the optimal classifi-
cation algorithm. Comparing the efficiency of various methods available in the
TMVA (shown of Figure 3), it was found that the optimal separation between
two classes is achieved with FD magnitude cut set to 6%, as separation efficiency
seems to drop-off beyond that for most methods. Support vector machine (SVM)
(Cortes & Vapnik, 1995) was identified as the overall best-performing algorithm.

Figure 3. Comparison of the classification efficiency of various TMVA methods de-

pendence on the FD magnitude cut used for class separation.

SVM implementation in the scikit-learn package (Pedregosa et al., 2011) was
utilized to identify which of the SW parameters could reliably classify FD events.
Third-degree polynomial kernel was found to have the most flexible and efficient
performance.
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Figure 4. Example of SVM classification using some of SW parameters (mean CME

velocity, maximum Kp index and minimal Dst index over the event’s duration) that

proved to be good input variables for FD classification.

Obtained results appear to confirm the assumption regarding the existence of
two classes of FD events. Furthermore, a subset of SW parameters that provide
a more reliable classification of FD events was determined. These include mean
CME velocity (Vmean) and geomagnetic indices (Kpmax, Apmax, Dstmin),
with a possible inclusion of the solar wind speed (Vmax) and minimal hourly
component of the interplanetary magnetic field (Bzmin). Decision boundaries
between some pairs of mentioned good input variables are showed on Figure 4.
Other SW variables proved to be less well suited for classification (as illustrated
in Figure 5, for KTmin and KTmax).
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Figure 5. Example of SVM classification using some of SW parameters (KTmax,

KTmin) that proved to be less well suited input variables for FD classification.

The identified good variables could prove useful in a potential future exten-
sion of the analysis. More specifically, they could serve as an input for a regres-
sion procedure that would potentially allow the prediction of FD magnitudes.
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This prediction would provide either estimates of FD magnitude as measured
by Earth-based detectors or, more importantly, estimates of FD magnitudes
corrected for the magnetospheric effect.

4. Conclusions

The potential existence of two classes of FD events was investigated. To increase
statistical robustness and reduce uncertainties, the analysis was expanded to
include a wider set of various space weather parameters. Machine learning tech-
niques were employed in an attempt to separate FD events into two assumed
classes, using a number of selected SW parameters as input variables. We com-
pared the efficiency of different machine learning algorithms, and established
the optimal boundary value of FD intensity to be used for class separation. The
SVM algorithm was selected for the analysis based on its overall performance,
efficiency and flexibility, and used to select a subset of space weather variables
to be used for reliable classification of FD events. This subset of good variables
variables could prove useful for a future extension of the analysis, where they
would provide an input for a regression procedure used to predict FD magni-
tudes.
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Savić, M., Veselinović, N., Dragić, A., et al., New insights from cross-correlation studies
between solar activity indices and cosmic-ray flux during Forbush decrease events.
2023, Advances in Space Research, 71, 2006, DOI: 10.1016/j.asr.2022.09.057

Torsti, J., Valtonen, E., Lumme, M., et al., Energetic Particle Experiment ERNE.
1995, Solar Physics, 162, 505, DOI: 10.1007/BF00733438

Yashiro, S. & Gopalswamy, N., Statistical relationship between solar flares and coronal
mass ejections. 2008, Proceedings of the International Astronomical Union, 4, DOI:
10.1017/S1743921309029342



Contrib. Astron. Obs. Skalnaté Pleso 53/3, 148 – 155, (2023)
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Abstract. The first significant Forbush decrease of the solar cycle 25 was
recorded on November 4th, 2021. The Forbush decrease was observed with
numerous ground based cosmic rays stations including Belgrade cosmic rays
muons’ station. Series of coronal mass ejections during October 28–November
4 2021. produce conditions for this Forbush decrease. We discuss here the vari-
ation of cosmic rays’ flux detected with ground-based detectors and connection
with conditions, measured in-situ, in interplanetary space around Earth, flux
of solar wind protons measured with SOHO probe to assess implication for
solar-terrestrial coupling processes.

Key words: Cosmic rays – Forbush decrease – Space weather – muon detector

1. Introduction

One of the methods of researching solar-terrestrial coupling processes is observ-
ing the response of the flux of cosmic rays (CR) to various types of disturbances
(or drivers) in the heliosphere. Transient phenomena detected in CR flux due
to modulation in the heliosphere is the Forbush decrease: a sudden drop in CR
flux followed by a gradual return to the previous level. It occurs as CR interact
with irregularities in the interplanetary magnetic field (IMF), usually connected
with the emission of coronal plasma known as a coronal mass ejection (CME)
and its interplanetary counterpart (ICME) (Yermolaev et al., 2021). In recent
decades, space probes have measured IMF parameters in-situ as well as par-
ticle flux. The detected particles can be fast-moving particles, known as solar
energetic particles (SEPs), related to violent eruptions from the Sun that can
cause a sudden increase in measured CR flux at the surface - a ground level
enhancement (GLE). The other particles detected with probes, aside from solar
wind particles and SEPs, are energetic storm particles (ESP) accelerated locally
by shocks driven by fast ICMEs (Desai & Giacalone, 2016) and low-energy CR
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(Veselinović et al., 2021). It has been shown (Koldobskiy et al., 2019; Savić et al.,
2023; Kolarski et al., 2023) that parameters measured in-situ correlate with the
magnitude and time evolution of FD. The end of October and the beginning of
November 2021 marked extreme activity with a strong X-class solar flare (CIT),
accompanied by the first Ground Level Enhancement (GLE) event in this cycle
on October 28th, measured by several ground stations (Papaioannou, A. et al.,
2022). There were several typical CMEs during this period. Most pronounced
were two halo CMEs on October 28th and November 2nd. The second halo CME,
due to its speed, caught up with previous ICMEs and produced a CME-CME
interaction (Li et al., 2022).These disturbances created additional modulation
of CR, producing the first strong FD in the present solar cycle, detected by
multiple ground stations around the globe (Chilingarian et al., 2022).

The present case-study combines in-situ measurements of solar wind param-
eters and proton flux in near-Earth space with measurements on the ground to
analyze how these parameters affect parameters of the FD detected on Novem-
ber 4th, 2021.

2. Ground level cosmic ray observations

The most widely method of detecting CR use detectors that are part of the
worldwide network of Neutron Monitors (NM) (https://www.nmdb.eu/nest/).
One of the other species of these secondary CR that can be detected and used
for monitoring primary CR are muons.

2.1. Belgrade muon detector

The ground level Belgrade muon station (GLL) is a part of the Low-Background
Laboratory for Nuclear Physics at the Institute of Physics, Belgrade, Serbia. The
energy range of the observed primary CR extends and complements the energy
ranges detected by the NM network, but is still sensitive to CR modulation
of the heliosphere. Details of the experimental setup, as well as the calculated
response function of the detectors, are presented in (Veselinović et al., 2017).

2.2. Ground level data analysis

Both NM and muon detectors measure integral flux over different energy ranges,
so the median energy of the detected primary CR is used in the analysis of the
measured data. Another property of the detector system is Cut-off rigidity, the
minimal magnetic rigidity that the CR must have in order to penetrate the
IMF and geomagnetic field. To determine the amplitude of the FD for each
station, which differs in median energy and asymptotic direction, a baseline was
established using the average hourly count rate during mid-October 2021 when
solar activity was low. For this study, we utilized 1-hour time series of CR flux
detected at 17 NM stations and GLL data (Table 1).
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Table 1. Cut-off rigidity (Rc) and median energy (Em) of primary CR for several

stations.

Stations Rc (GV) Em (GeV) Stations Rc (GV) Em (GeV)
Belgrade 5.3 63 Kerguelen 1.14 10.4
Athens 8.53 17.8 Oulu 0.8 10.3

Guadalajara 6.95 15.4 Apatity 0.65 10.3
Baksan 5.6 13.7 Norilsk 0.63 10.3

Jungfraujoch 4.5 12.6 Tixie Bay 0.5 10.2
Lomnicky st́ıt 3.84 12 Fort Smith 0.3 10.2

Dourbes 3.18 11.5 Inuvik 0.3 10.2
Kiel 2.36 11 S. Pole bare 0.1 10.1

Yakutsk 1.65 10.6 S. Pole 0.1 10.1

Median energy for NM was found using formula given in Li et al. (2023) and
median energy for GLL was found using Monte Carlo method of CR transport.
Dependence of FD amplitude on CR median energy is given by power law (Cane,
2000)

∆N

N
= E−a (1)

Here N is CR flux, E is median energy and a is power exponent that depends
on heliospheric conditions.

A scatter plot of the selected event is given (Figure 1) plotted in log-log scale
and it show clear median rigidity dependence of the amplitude of FD.

Steeper spectrum during this event shows greater modulation of primary
CR. If GLL data is included in the plot, the power exponent is not so large so
that can be interpreted as stronger modulation of the lower energy CR due to
CME-CME interaction. Linear regression is performed to found power indices
correspond to November 2021 event. Power index for NM only is 1.23±0.22 and
for NM and GLL power index is 0.62±0.10. This is, in general, in good agreement
with some previous studies (Lingri et al. (2016) and references within).

3. Relation to in-situ measured data

In this study we used measured in-situ parameters relevant for heliospheric stud-
ies which are available at GSFC/Space Physics Data Facility, in the form of 1-
hour resolution OMNI data (https://spdf.gsfc.nasa.gov/pub/data/omni/
lowresomni/ ). Also we used proton flux date gathered by SOHO probe with
two detectors, ERNE and EPHIN, onboard SOHO probe (Torsti et al., 2000;
Kühl & Heber, 2019) at Lagrange point 1 in vicinity of Earth. Comparison be-
tween 1-hour time series of selected parameters of IMF from OMNI data and
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Figure 1. Rigidity spectrum of FD from November 4th 2021. Points represent the

amplitude of the Forbush decrease as seen by 18 NMs and Belgrade GLL muon station.

relative detected CR flux of NM with low cut-off rigidity at South Pole and
Belgrade muon detector and similar comparison for the same time interval be-
tween CR flux detected with two ground level detectors and selected channels
of SOHO/ERNE and SOHO/EPHIN proton flux data is shown in Figure 2.

The discrepancies between time series of CR flux detected with ground sta-
tions and parameters of the IMF shows that CR was influenced by complex in-
teractions in the heliosphere where low energy proton flux detected in-situ with
detectors on board SOHO does not contribute substantially either to condition
in heliosphere or CR flux.Increase of SEP flux, apparent in all detected proton
flux from SOHO/ERNE and SOHO/EPHIN, produce GLE event detected with
NM with low cut-off rigidity. Shape of detected FD on different stations varied,
as expected due to difference cut-off rigidity, median energy, detector design,
and sensitivity.

Correlation between respective time series was found using Pearson correla-
tion coefficient using 2-tail test for significance is given at Table 2.

As expected correlation of CR flux is greater for NM detector at South Pole
due to lower energy of detected CR which are more sensitive to disturbances of
IMF. Inverse correlation of average magnetic field and solar wind plasma speed
with CR flux is expected due to scattering of CR on turbulent magnetic field
that produce a decrease in detected CR flux. The lack of correlation between
proton fluxes and higher energy CR flux detected with GLL shown that monitor
only some of the proton energy channel is not sufficient to model FD over range
of CR energies during complex event with CME-CME interaction. Modeling of
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Figure 2. Left: Time series for plasma parameters (taken from OMNI database)

and cosmic ray flux ( measured at South Pole NM and GLL) from October 20th until

November 20th, 2021. Right: Hourly time series for different proton energy channels

from SOHO/ERNE and SOHO/EPHIN and two CR detectors time series for the same

period.

this complicated shock-associated ICME disturbance where multiple shocks and
transient flows merged is challenging and other studies (Zhao & Zhang, 2016;
Werner et al., 2019) showed similar complex dependence of CR flux on different
parameters of the IMF condition.

4. Summary

In this work we studied the FD occurred in November 4th, 2021, using data from
Belgrade muon station and other multiple sources. Increased solar activity at
the begging of the November 2021 had a measurable effect on CR, observed as a
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Table 2. Pearson correlation coefficients for the correlation between CR flux detected

at Belgrade CR station (GLL), at South pole (SOPO), flux of protons of different

energies from SOHO/ERNE and SOHO/EPHIN and plasma parameters (from OMNI

database) for the period from October 20th until November 20th, 2021.

SOPO GLL
Pearson Corr. p-value Pearson Corr. p-value

SOPO 1 0.52 <10−5

GLL 0.52 <10−5 1
|B| Average -0.55 <10−5 -0.48 <10−5

Bz −0.4 <10−5 −0.15 <10−4

Proton temperature -0.18 <10−5 -0.23 <10−5

Proton Density 0.23 <10−5 0.14 <10−4

Plasma (Flow) speed -0.61 <10−5 -0.53 <10−5

7.3-25.0 MeV p 0.17 <10−5 -0.12 0.002
4.3-7.8 MeV p 0.01 0.67 -0.29 <10−5

25.0-40.9 MeV p 0.21 <10−5 0.02 0.5
40.9-53.0 MeV p 0.21 <10−5 0.03 0.45
80-100 H Mev p 0.22 <10−5 0.03 0.37

decrease in measured flux by all relevant CR stations. Energy range of affected
primary CR was wide enough so effect was detected by neutron monitors but
also muon detectors. Rapid decrease was detected with CR detectors around
the world and it was one of the consequence, along with the strong G3-class
geomagnetic storm, auroras and GLE event, of series of overlapping CMEs. We
showed that based on measured amplitude of FD of the range of ground station
that higher energy CR was less affected with heliospheric disturbance. Cross
correlations between time series of CR flux and IMF and solar wind charac-
teristics during these strongly disturbed heliospheric conditions were presented.
Lack of strong correlation is also apparent for higher energy CR flux time series
and time series of the heliospheric parameters and proton flux of certain energy
ranges. This proves that, in order to better understand solar-terrestrial coupling
processes, particularly its effect for higher energy particles requires more data
from various sources and various probes and this analysis can be done in the
future.
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Abstract
Presented study describes the optimization method of an HPGe detector through implementation of Geant4 toolkit. The 
optimized model was verified through comparison with experimentally obtained data using a set of point-like radioactive 
calibration sources. Acquired results displayed good agreement with the experimental data that falls under an average rela-
tive deviation of the order of ~ 2% within the energy range of 53–1836 keV. Additionally, in order to test the validity of the 
code it was also applied to a different detection equipment where an average relative deviation of the order of ~ 1.8% was 
achieved within the energy range of 121–1112 keV.

Keywords  HPGe detector · γ-Spectrometry · FEP efficiency · Geant4 model · Monte Carlo simulation

Introduction

Over the years, High Purity Germanium (HPGe) detec-
tors proved to be an excellent practical tool and as such 
have established their todays wide use in low background 
γ-spectrometry. One of the more significant advantages of 
γ-spectrometry is its easy sample preparation as chemi-
cal processing and separation of the studied subject is not 
always required. Therefore, with a single measurement, one 
can simultaneously perform both qualitative and quantita-
tive analysis [1].

One of the most prominent features of HPGe detectors 
is their superior resolution. This feature virtually allows 
researchers to perform a thorough analysis by discriminat-
ing photons of similar energies in the studied spectra where 
otherwise they would superimpose within a single-energy 

peak and as such would scathe analysis and produce wrongly 
assessed results. Naturally, this comes as of great importance 
when identification of radionuclides, as well as their activ-
ity concentrations, is being performed where high precision 
comes as a necessity [2].

Performance and reliability of HPGe systems depends, 
amongst other factors, on the quality of their calibration. In 
particular, performing radionuclide identification requires 
good energy calibration, while on the other hand to be able 
to obtain high-quality characterization of the activities one 
would require an accurate understading and knowledge on 
the full-energy-peak (FEP) efficiency appropriate to specific 
conditions under which the measurement was carried out. 
This efficiency represents complex function that is charac-
terized not only by detectors specifications but also by the 
aforementioned measuring conditions. Detailed information 
on the FEP efficiencies could be experimentally obtained 
using standard calibration sources. However, this carries 
certain difficulties. Namely, it is a question of availability 
of sources that have same or similar composition, as well as 
same or similar counting geometry as the studied sample. 
This may not always be physically or economically feasible, 
and can sometimes be difficult and time consuming. In turn, 
this led many of the research groups to turn towards the use 
of different software toolkits that implement Monte Carlo 
method. When applied along with γ-spectrometry Monte 
Carlo simulations provide means to determine the detectors 
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response function for any new given measuring geometry 
or matrix without the need of additional standard calibra-
tion sources, optimizing in that way both time and financial 
resources. Thus, Monte Carlo approach comes as a reliable 
solution with little to no expense depending on the software 
of choice [3].

Monte Carlo simulations

Today there is a handful of Monte Carlo codes available to 
the scientific community, but the ones most commonly used 
for the purpose of detector optimization are MCNP (Monte 
Carlo N-Particle code, LoS Alamos National Laboratory [4]) 
and Geant4 (GEometry ANd Tracking4, CERN [5]). Besides 
the two, there are other commercially available codes that 
utilize and combine both absolute approach to FEP effi-
ciency calculations by means of Monte Carlo simulations 
as well as relative approach by means of experimental com-
parison with well-known sources (LabSOCS [6], ANGLE 
[7], EFFTRAN [8], etc.). A detailed optimization procedure 
of a co-axial extended range (XtRa) HPGe detector based on 
application of Geant4 toolkit, with accent on the dependen-
cies of FEP efficiency values on certain detector parament-
ers, is presented within this work.

Geant4: a brief overview

Geant4, first introduced back in 1998, is an open-source 
software toolkit that can accurately simulate the passage of 
particles through matter. Design choice for this code was 
an object-oriented methodology and C++ language in order 
to provide the user with a modular and flexible software. 
Unlike its previous instalment Geant3, which was not able to 
simulate particles with energies bellow 10 keV, Geant4 can 
simulate electromagnetic processes down to 250 eV. This 
feature can greatly influence the accuracy when low-energy 
γ-spectrometry simulations are being performed [9].

Geant4 code includes facilities for handling geometry, 
tracking, run management, visualization, detector response 
and user interface (UI). Unlike other computational Monte 
Carlo codes such as MCNP [4], FLUKA [10], PENELOPE 
[11], etc., Geant4 is not an executable program but rather 
a set of C++ class libraries that users must implement on 
their own. In order to build a simulation code, one must 
describe through these classes the geometry of the setup 
(shapes and materials used, sensitive components), genera-
tion of primary particles as well as the production of relevant 
secondary particles (their type, energy, momentum, charge), 
physics processes, etc. Hence, a firm knowledge in object-
oriented programming is required [9].

Utility of Geant4 reflects in its ability to trace the history 
of each individual particle which consists of its emission by 
the radioactive source, its interaction with the detector and 

surrounding materials and the production and transport of 
secondary particles. As such, the code can directly deter-
mine energy deposition in the simulated scoring volume of 
the detector, allowing one to perform FEP efficiency calcu-
lations. Since no approximations are needed there are no 
limitations to sample-detector configurations. However, the 
accuracy of the simulated efficiencies is largely affected by 
incomplete parameters of the detector. Generic characteri-
zation provided by the manufacturer is usually insufficient, 
since some of the parameters are unknown or sometimes not 
even related to the specific detector but are instead rather 
averaged over a set of the detectors of the same or similar 
type. Consequently, many studies reported large deviations 
between the simulated and experimentally obtained FEP 
efficiencies when nominal values provided by manufacturer 
were used (well over 10–20%). This in turn demands the 
optimization of the detector model to be carried out in order 
to achieve better agreements. Beside this, one of the main 
disadvantages of the code in the past was its time scale for 
generating sufficient number of events in order to achieve 
good statistical uncertainties of the order of 1% or less. 
This issue is complemented with today’s available hardware 
where significant improvements have been made in terms 
of computational times thanks to significant increase in the 
computational power due to use of parallel computing, com-
puter clusters, supercomputers, etc.

Version of Geant4 used for optimization procedure pre-
sented in this work was 4.10.0.7. To significantly reduce 
computational times the simulation code was written in mul-
tithreading mode. Based on data provided by the manufac-
turer (Table 2) initial model of the detector was made using a 
variety of geometry classes that Geant4 provides. Parameters 
supplied by the manufacturer were taken as constant while 
other parameters were taken as free that would undergo fur-
ther adjustments.

Geant4 also provides a variety of classes that describe 
physics processes. Low-energy electromagnetic package 
valid down to energy of 250 eV was used in this study 
(G4EmLivermoorePhysics). This package facilitates pro-
cesses necessary for performing low energy γ-ray spectrom-
etry, some of which are: Compton and Rayleigh scattering, 
photo-electric effect, pair production, fluorence and Auger 
effect, bremsstrahlung and ionization, etc.

Materials and methods

Optimization procedure

The most notable detector parameters that can significantly 
influence FEP efficiency calculations, and which are not 
always provided, are the so-called dead layers. These lay-
ers are formed by diffusion of contact material (usually 
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lithium) into the germanium crystal. However, they cannot 
simply be quantified as the depth of Li-diffused atoms. 
They are described as layers consisting of actual dead layer 
(with no charge collection) and partially active or effec-
tive dead layer (with low charge collection efficiency). 
Thickness of these layers depends on the impurity level 
of germanium crystal as well as the electrode production 
process. Dead layers virtually act as absorbing layers, 
shielding the crystal and effectively decreasing its active 
volume. Over time, they increase as a consequence of 

Fig. 1   Schematic diagram of the HPGe detector (XtRa—extended range, model no. GX10021, Canberra, Mirion Inc.) and its cooling system 
(U-type of cryostat configuration, model no. 7915-30-ULB, Canberra, Mirion Inc.). Values given in mm

Table 1   Components and 
materials (refer to Fig. 1)

*Carbon-fiber-reinforced poly-
mer (1.42 g/cm3 density)

Components Material

Entry-window cfrp*
Ge-crystal Ge
Inner contact pin Cu
Crystal cup holder Cu
CN nut Al
Alumina Al
Cold finger Cu
Lead shielding Pb

Fig. 2   3D model of the detector with its cooling system and commer-
cial passive shielding in which it is installed
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continuous diffusion of Li-atoms, making it important to 
be precisely quantified especially when working with older 
equipment. For p-type HPGe detectors these layers play a 
significant role and have to be properly taken into account. 
In contrast, for n-type detectors also known as Reverse 
Electrode Ge-detectors (REGe), the outter dead layer is 
much thinner and doesn’t represent a significant modifica-
tion in the simulation model. Other than this, there is also 
the possibility of other paramaters deviating from the val-
ues they were initially assigned by the manufacturer, some 
of which are the diameter or length of the crystal, crystal-
to-window distance, inner crystals cavity dimensions, the 
rounding of the crystal (bulletization), thickness of the 
entry window, etc. Any change of these parameters can 
have an impact on the efficiency values. Thus, to improve 
on the accuracy an optimization procedure needs to be 
carried out [12].

Generally, there are two approaches one could adopt when 
optimizing a model. First one involves an accurate deter-
mination of the geometrical parameters using various tech-
niques that include x/γ-ray radiography scans. With these, 
a detailed imaging of the inner structure of their equipment 
can be obtained and thus greatly facilitate optimization (refer 
to “LEGe detector optimization” section). Even though this 
approach can be extremely precise, its application is dif-
ficult for many laboratories as the required equipment for 
this may not always be available. Second approach involves 
an experimental calibration of a simple configuration after 
which one tries to adjust the parameters in the simulation in 
order to obtain better results. Many of the studies that per-
formed the latter approach [1–3, 9, 12–17] report agreements 
that typically fall within an average uncertainty of 5% or less 
within the studied energy range. Main advantages of this 
approach is its simplicity and quick implementation. How-
ever, it brings certain downsides as well. Namely, there is 
no guarantee that the optimized model actually matches the 
one in reality as there is no reference to take from and since 
efficiencies depend on more than one factor, it is also pos-
sible that multiple configurations yield satisfactory results 
for a given setup. With this in mind, the optimized model for 
one counting geometry would not necessarily be realiable 
for a different one. Therefore, it is advised to perform the 
optimization for each new counting configuration.

Experimental setup

In this study a low-background γ-spectrometer with coaxial 
p-type HPGe detector (XtRa, model no. GX10021, Can-
berra, Mirion Inc.) was used. Figure 1 illustrates technical 
drawing of the detector with its components listed in Table 1. 
A 3D model of the equipment along with its commercial 

Table 2   Information on the detectors specification and performance 
data provided by the manufacturer

Specifications
Detector model GX10021
Cryostat model 7915-30-ULB
Preamplifier model 2002C
Physical characteristics
Crystal diameter 80 mm
Crystal height 77.5 mm
End-to-cap distance 5 mm
Active volume 0.6 mm
Inner cavity height /
Inner cavity diameter /
Top dead layer /
Inner dead layer (p + contact) /
Lateral dead layer (n + contact) /
Electrical characteristics
Depletion voltage 3000 Vdc
Recommended bias voltage Vdc (+) 3500 Vdc

Table 3   Point-like radioactive source along with their activities and 
respective uncertainties (Ritverc co.)

Source Activity (kBq) Uncer-
tainty 
(%)

Mn-54 57.23 3
Co-57 45.52 3
Co-60 74.55 3
Y-88 1.781 3
Cd-109 57.03 3
Ba-133 83.33 3
Eu-152 88.48 3
Am-241 40.84 3

Fig. 3   Ritverc co. point-like standard gamma calibration sources
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shielding and cooling system is illustrated in Fig. 2. Table 2 
lists detectors nominal values provided by the manufacturer.

This detector has a relative efficiency of 100% and an 
energy resolution of 1.20 keV and 2.1 keV at energies 
122 keV and 1332 keV, respectively. Most conventional 
p-type co-axial detectors come with a lithium diffused con-
tact of typically 0.5–1.5 mm thickness which is more than 
enough to stop most of the photons bellow 40 keV energies. 
However, the entry window present with XtRa offers all 
the advantages of standard co-axial detector, as well as the 
energy response in low-energy region of the more expensive 
REGe detectors. In our case the entry window is made of 
highly durable carbon composition in the form of carbon 
epoxy, which allows the transmission of more than 85% for 
photons of energies above 15 keV and nearly 100% for those 
of energies above 20 keV.

The detector is installed within commercial passive 
shielding in order to achieve low background needed in 
environmental applications (Canberra, Mirion Inc., model 
type 777B). This shielding consists of (from inside to out-
side) a thin layer of copper and tin, followed by lead layer of 
150 mm thickness and a layer of low-carbon steel of 10 mm 
thickness. Thin layers of copper and tin play a role of passive 
shielding of x-rays produced by transitions on K-shell of lead 
(75–85 keV energy region). The presence of x-rays in tin in 
the energy region of 25–28 keV is reduced by the presence 
of copper layer. Lead layer is made of 125 mm outer layer 
which contains standard low-radioactive lead while the inner 
layer of 25 mm thickness contains 210Pb with activities less 
than 20 Bq/kg. As such, this type of passive shielding offers 
significant reduction of surrounding background (mainly 
from 40K and 208Tl) as well as reduction to the contribution 
of the annihilation line at 511 keV.

Acquisition of gamma spectra was driven by Genie2K™ 
software [18]. All of spectra were recorded in mode of 
16,384 channels with the energy width per channel of 

178.4 eV and with the upper energy threshold set to detect 
photons of energies up to 3 MeV. Acquisition time for each 
measured spectrum was adjusted as such to keep the statisti-
cal uncertainty of the interested peak area below 1% with 
dead-times for all measurements standing less than 4%.

Experimental calibration of the equipment was carried 
out using a set of point-like standard gamma calibration 
radioactive sources (Table 3, Fig. 3). These sources are 
hot sealed between two polyimide foils of total thickness 
of 100 ± 10 μm placed in aluminium capsule in the form 
of a ring of 3 mm thickness and 25 mm diameter. The 
active part is less than 2 mm in diameter. Sources were 
mounted on a support made of polyethylene in order to 
minimize attenuation losses at lower energies. Measure-
ments were performed with sources placed at a distance of 
150 mm from the end-cap of the detector to also minimize 
effects on dead times as well as the coincidence summing 
in sources where this effect is present.

Results and discussion

Full‑energy‑peak efficiency calculations

Experimental FEP efficiencies along with their relative 
uncertainties were calculated by the following formulas:

(1)�exp .(E) =
N(E)

A ⋅ p� ⋅ t
⋅ Ci

(2)Ci = Cdead time ⋅ Ccoincidence ⋅ Cdecay ⋅ Cattenuation

(3)U� =

√(
UN

)2
+
(
UA

)2
+

(
Up�

)2

+
(
Ut
)2

Fig. 4   Experimentally obtained FEP efficiency values for yttrium-88 measurement. Efficiencies from all four measured points show good agree-
ments indicating that there is no displacement of the crystal or any possible type of irregularies in it
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where N (E) respresents the number of net counts under a 
peak at energy of interest E, A is the activity of the source 
at the measurement start, pγ is the emission probability of 
the studied peak, while t is the measurement live time. Ci 
are correction factors due to effects of dead time, decay cor-
rection factor for the activity decrease during measurement, 
coincidence summing correction factor for radionuclides 

with complex decay-schemes and correction to the effect of 
self-attenuation. Dead-time was virtually corrected for dur-
ing the measurement itself since the analyzer automatically 
corrects dead-time losses because the MCA works in the 
live-time regime. Thus, time used for efficiency calculations 
was the ADC live time. Also coincidence summing effect 
was negligible since the reference measuring geometry was 
as such that the sources were far enough from the end-cap of 
the detector to minimize this effect while the correction on 
activity decline during the measurement was also negligible 
since the measurement times were significantly shorter than 
the half-life periods of corresponding sources. Taking into 
account the construction of the sources used the correction 
factor due to self-attenuation was also excluded from the 
calculations. As such, main source of uncertainty was the 
uncertainty of sources activities. Values of photon energies, 
emission probabilities, half-lifes and their uncertainties were 
all taken from the recommended data of National Nuclear 
Data Center (NNDC—Brookhaven National Laboratory 
[19]).

When it comes to simulation, the primary particles were 
generated as photons of discerete energies that were emitted 
in random direction in 4 πsr spatial angle [20]. Simulated 
efficiencies were calculated as:

where Ndet is the number of events that deposit their full 
energy in the defined scoring volume while Ntotal is the total 
number of simulated events for a given energy E. Number 
of photons generated in each run was as such that the rela-
tive uncertainty of the simulated FEP efficiencies at given 
energies was bellow 1%.

(4)�sim.(E) =
Ndet .

Ntotal

Fig. 5   Measuring geometry used for validation of crystals placement 
inside detectors housing using yttrium-88 source. Source was meas-
ured at 4 individual spatial points at 5 cm distance from the end-cap 
of the detector, with each point being displaced from the housing 
symmetry axis by 2.5 cm and covering full circle with a step of π/4 
between the points

Fig. 6   Efficiency curves for four different set combinations of the 
crystals inner cavity radius and height
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Creating the MC model

Due to geometry of the sources and the distance at which 
they were measured, in simulation one could approximate 
them as ideal point-sources. However, for the purpose of 
completeness of the simulation sources were defined as thin 
discs of 50 μm thickness with diameter of 2 mm. Therefore, 
the events in the simulation were generated randomly in spa-
tial points confined by volume defined in this manner.

Initially, before creating a model, quick measurement was 
carried out in order to check if there was any possible dis-
placement of the crystal from the axis of the housing as well 
as if the inactive layers surrounding the crystal, including 
the Ge dead layer, were homogeneously distributed. This 
revolved around measuring yttrium-88 source at four dif-
ferent spatial points. The idea was to check if there were 
any significant changes in efficiencies between these four 
measuring points since it could indicate on irregularities one 
would need to further investigate. However, all four meas-
ured points showed good agreements between one another, 
with maximum deviation being less than 1.2%. Efficiencies 
of this measurement are given in Fig. 4, while the setup used 
is illustrated in Fig. 5.

One of the biggest obstacles we have encountered while 
modelling the detector was quantifying the inner contact 
cavity of the crystal as its dimensions were not specified 
by the manufacturer (refer to Table 2). This property of the 
crystal is important as any kind of modification essentially 
impacts its active volume. As such it influences the FEP effi-
ciency values in mid and high-end energy region the most. 
For lower energies it doesn't play a significant role since 
low-energy photons don't have the ability to penetrate high-
density material such as germanium more than only few mil-
limetres in depth. In order to characterize this property of the 
crystal, a simulation of 14 different combinations of cavi-
ties length (starting at 40 mm with 2.5 mm step) and radius 
(starting at 5 mm with 0.25 mm step) were carried out.

During this an approximation for crystals active volume 
based on crystals dimensions was taken into account. It was 
our understanding that the active volume of such a crystal 
could be in the range of 380 cc ± 1%. Side dead layer was 
chosen to be 1 mm in addition to its further tuning. Since 
low-energy photons are not as important in this adjustment 
as previously mentioned the top dead layer was excluded for 
the time being. While choosing optimum values of radius 
and height we opted out to stay within ~ 10% deviation from 
the experimental data. Further accuracy would later on be 
achieved with additional dead layer tuning.

For our model, the optimum values for radius and height 
of the cavity were chosen to be 7.5 mm and 65 mm (cor-
responding to crystals active volume of 377.9 cc), respec-
tively. Figure 6 displays efficiencies covering full energy 
range for a set of four different radius-height combinations, 
while Table 4 lists efficiencies covering all 14 runs (lower 
energies are excluded from the table as they are not impacted 
by these crystal parameters which can be seen from Fig. 6). 
Here, it is worth noting that radiography scans would be very 
beneficial, but that aside them there are other experimental 
approaches (e.g. with the use of collimators) that could pro-
vide a more insightful information on the matter [14].

Dead layers tuning

Lateral dead layer

HPGe crystals typically have dead layers on their surface 
that do not contribute to detection events. Their thickness 
can change over time and thus their estimation needs to be 
made in order to appropriately model it in the simulation 
(refer to “Optimization procedure” section). Since precise 
thicknesses and compositions of all layers surrounding the 
detector can significantly vary from the nominal values, the 
thicknesses of the dead layers were used for correction of 
these unknown parameters. The dead layers in the simulation 

Table 4   Simulated FEP efficiencies covering all 14 different combinations of inner cavities radius and height along with average relative devia-
tion (RSD) in respect to experimental data

E
(keV) (%)

Crystals active volume (cc)
Simulated FEP efficiencies (%)
386.2 385.7 385.1 384.4 383.7 382.9 382.1 381.1 380.1 379.0 377.9 376.6 375.3 374.4

662 0.369 0.421 0.423 0.418 0.419 0.413 0.411 0.408 0.405 0.401 0.399 0.392 0.390 0.383 0.382
779 0.324 0.384 0.381 0.380 0.377 0.376 0.373 0.369 0.367 0.364 0.359 0.356 0.350 0.346 0.344
835 0.312 0.368 0.368 0.364 0.364 0.360 0.358 0.355 0.351 0.348 0.347 0.340 0.338 0.332 0.327
898 0.292 0.355 0.351 0.351 0.347 0.347 0.345 0.342 0.339 0.336 0.329 0.328 0.322 0.319 0.315
964 0.289 0.334 0.334 0.331 0.331 0.327 0.325 0.323 0.319 0.316 0.314 0.309 0.306 0.301 0.300
1173 0.242 0.298 0.299 0.294 0.295 0.291 0.288 0.286 0.283 0.280 0.279 0.273 0.272 0.267 0.265
1332 0.224 0.277 0.274 0.274 0.271 0.269 0.268 0.265 0.263 0.260 0.256 0.254 0.249 0.248 0.244
1836 0.186 0.223 0.222 0.220 0.219 0.217 0.215 0.213 0.211 0.208 0.206 0.203 0.200 0.198 0.194
Avg. RSD (%): 18.20 17.64 17.23 16.56 16.01 15.30 14.49 13.61 12.57 11.26 10.09 8.84 7.42 6.74

Efficiency curves corresponding to highlighted crystals active volumes of 385.7, 382.9, 379.0 and 374.4 cc are illustrated in Fig. 6
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were considered as completely inactive layers with no charge 
collection and were split into two parts: lateral (side) and 
top dead layer. Each part was individually optimized, since 
different thicknesses were expected (due to detectors entry 
window, top layer was expected to be thinner).

First adjustments were made for the lateral dead layer. For 
this, the efficiencies in the energy range of 662–1836 keV 
for measuring configuration of sources at a distance of 
150 mm were used. With photon energies high enough the 
attenuation effects within the absorbing layers between the 
source and the active volume of the crystal are negligible. 
Therefore, since top dead layer doesn’t play a significant 
role at these energies it was excluded for the time being. 
Simulated efficiencies in this energy region for different val-
ues of lateral dead layer thickness are illustrated in Fig. 7. 
Figure 8 shows the decrease of FEP efficiency at a given 

Fig. 7   Efficiencies covering energy range of 662–1836 keV for differ-
ent values of the lateral dead layer thickness

Fig. 8   Dependency of FEP efficiency at a given photon energy in 
relation to the thickness of the lateral dead layer

Fig. 9   An example of experimental efficiency interpolation on the 
linear fit obtained from simulated FEP efficiencies

Fig. 10   Thickness of lateral dead layer obtained from linear interpo-
lation covering the energy range of 662–1836 keV

Fig. 11   Interpolation of normalized efficiency at 662  keV line from 
137Cs measured at three distances from the detector
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photon energy for different values of dead layer thicknesses. 
Clearly there is good linearity between the simulated effi-
ciencies and the thicknesses of the lateral dead layer. These 
values were thus fitted using linear function with the value of 
adjusted R-squared of greater than 0.995 for all investigated 
photon energies.

The thickness of the lateral dead layer for a given photon 
energy was then interpolated based on these linear functions 
using the experimental FEP efficiency value as a reference 

point. Example of this interpolation for energy of 662 keV in 
the case of 137Cs is illustrated in Fig. 9. Interpolated values 
corresponding to different photon energies with an average 
thickness of 1.62 mm are shown in Fig. 10. In order to cor-
roborate this value another measurement was carried out 
using 137Cs source measured at three different distances from 
the end-cap of the detector (50 mm, 100 mm and 150 mm). 
Value of lateral dead layer thickness was then obtained with 
previously described interpolation on the linear fits (Fig. 11). 
Average thickness from this measurement was obtained to 
be 1.66 mm which is in good agreement with previously 
obtained value.

Top dead layer

Similar approach was adopted for the adjustment of top dead 
layer. Figure 12 shows efficiency dependance on the thick-
ness of the top dead layer for 59 keV photons from 241Am 
source measured at three different distances from the end-
cap of the detector (50 mm, 100 mm and 150 mm). Average 
thickness of the top dead layer obtained in this way was 
67.4 μm. In contrast to lateral, the top dead layer is signifi-
cantly thinner which was expected due to the detectors entry 
window. However, in order to experimentally corroborate 
this another measurement using collimator made out of brass 
and again 241Am source was performed (setup illustrated in 
Fig. 13). In total two measurements were carried out. In the 

Fig. 12   Interpolation of normalized efficiency at 59  keV line from 
241Am measured at three distances from the detector

Fig. 13   Experimental setup using collimator and an 241Am source for the estimation of the top dead layer. Table lists mass attenuation coeffi-
cients of different layers that photons traverse taken from NIST Standard Reference Database [21]
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first measurement the collimated beam from 241Am source 
incident on the crystal was perpendicular in respect to crys-
tals surface. In the second one the collimator was placed on 
a different mounting tilting the beam under a certain angle 
in respect to crystals axis (in our case the angle was 20°). 
This implies that photons have to traverse different lenghts 
of layers in order to be detected. Both measurements were 
performed with source being at the same distance of 30 mm 
from the end-cap of the detector.

From photon intensity, given as:

where I is the photon intensity after they traverse the depth 
d of material with attenuation coefficient μ, while I0 is the 
initial intensity, one can deduce the depth of the layers from 
the ratio of the two as:

where

where the summation term represents each known layer that 
photons traverse before finally depositing their energy in the 
crystal and being detected.

Thickness of the top dead layer obtained using this 
approach was estimated to be 71.8 μm which is in good 
agreement with previously obtained simulated value. Com-
parison between the experimental FEP efficiencies and the 
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final simulation model covering full studied energy range 
(53–1836 keV) is given in Fig. 14.

LEGe detector optimization

Additionally, after performing the optimization on the XtRa 
detector, the code was also applied to a different detection 
equipment. This time around the optimization was not as 
detailed as it was primarily done only to check to a cer-
tain extent the validity of the code when applied to a dif-
ferent setup as well as to test the quickness of its imple-
mentation. For this purpose, our colleagues from Centre 
for Energy Research in Budapest have provided us with 
one of their detection devices. The detector in question is 

Fig. 14   Comparison of the experimental and simulated FEP efficien-
cies along with relative deviation between the two

Fig. 15   Radiography scan of the LEGe detector (GL2020) showing 
the inner components of the detector in great detail

Table 5   Information from the manufacturer along with data obtained 
through radiography scan

Values are given in mm

Physical characteristics Nominal Scan

Crystal diameter 50 50.52
Crystal height 20 20.37
End-to-cap distance 5 5.0
Entry-window thickness 0.5 /
Cup end thickness / 1.54
Cup outter diameter / 77.35
Cup inner diameter / 73.65
Top holder ring outer diameter / 59.24
Crystal holder outer diameter / 54.13
Crystal holder inner diameter / 51.97
Crystal bulletization (average) / 1.9
Cup rounded corner outer radius / 4.09
Cup rounded corner inner radius / 2.47
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a Low Energy high-purity Germanium (LEGe) detector, 
model no. GL2020, manufactured by Canberra. This detec-
tor has a crystal of 20 mm thickness with an upper active 

area of ~ 2000 mm2 and an energy resolution of 400 eV 
and 680 eV at energies 5.9 keV and 122 keV, respectively. 
It is designed with thin front and side contacts, while the 
rear contact is significantly less in surface than crystals full 
lower area which provides lower detector capacitance. To 
further improve efficiency performance of the detector at 
low-energy part of the spectrum it is equipped with an entry 
window made of beryllium of 0.5 mm in thickness.

In contrast to GX10021 model, the GL2020 model came 
with a slightly more detailed documentation on its speci-
fications. However, what makes this detector stand out in 
regards to the previously described one in terms of avail-
able information, is that it went under a radiography scan 
which provided a detailed imaging of its inner structure. 
This represented a significant source of information on its 
construction which greatly facilitated the process of creating 
its MC model. Image obtained through this scan, displayed 
in Fig. 15, allowed determining in greater detail the com-
ponents of the detector as well as their dimensions, some 
of which are the thickness of the aluminium housing, posi-
tion and outer dimensions of the crystal, crystals bulletiza-
tion, crystal-to-window distance, etc. Detailed listing of the 

Fig. 16   Schematic diagram of the LEGe detector (Low Energy range 
Germanium, model GL2020, Canberra, Mirion Inc.) along with its 
3D model and a listing of its inner components and materials

Fig. 17   Comparison of the experimental and simulated FEP efficiencies along with relative deviation between the two
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dimensions of different detector components are given in 
Table 5. Technical drawing of GL2020 detector along with 
its 3D model is illustrated in Fig. 16.

Experimental calibration of detection equipment was car-
ried out using a point-like standard gamma calibration 152Eu 
source measured at 25 cm distance from the end-cap of the 
detector and thus covering energy range of 121–1112 keV. As 
before, the source is hot sealed between two polyimide foils 
with active area of around 2 mm in diameter. Because of the 
more detailed information on the equipment thanks to radiog-
raphy imaging the MC modelling was significantly faster as 
there was no need to check for additional things (e.g. possi-
ble crystal displacement, “Dead layers tuning” section). Opti-
mized model of the GL2020 detector showed good agreement 
with the experimental data that falls under an average rela-
tive deviation of ~ 1.8% for the studied energy range (Fig. 17). 
This can also further be improved upon by expanding the 
studied energy range using additional calibration sources, 
but it only shows that the more detailed documentation and 
information on the equipment plays a significant role in the 
process of optimizing detection equipment through Monte 
Carlo simulations.

Conclusion

Here presented study describes in detail a procedure for 
optimization of a coaxial p-type HPGe detector. Four detec-
tor parameters including the radius and height of the inner 
crystals cavity as well as the thickness of the lateral and top 
dead layers were tuned with the goal of achieving better 
results. Dead layers were adjusted based on the interpola-
tion of the experimental efficiencies into the linear func-
tions, which were determined by the fitting of the simulated 
efficiencies. For detector model GX10021 simulated FEP 
efficiencies obtained using the optimized model showed 
good agreement with the experimental data for a given 
measuring configuration. An average relative deviation 
of ~ 2% between the two for energy range of 53–1836 keV 
was achieved. Additionally, the code was applied on a dif-
ferent detection equipment (detector model GL2020) where 
an average relative devition of ~ 1.8% was achieved for 
energy range of 121–1112 keV.
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Abstract
Presented study describes the optimization method of an HPGe detector through implementation of Geant4 toolkit. The 
optimized model was verified through comparison with experimentally obtained data using a set of point-like radioactive 
calibration sources. Acquired results displayed good agreement with the experimental data that falls under an average rela-
tive deviation of the order of ~ 2% within the energy range of 53–1836 keV. Additionally, in order to test the validity of the 
code it was also applied to a different detection equipment where an average relative deviation of the order of ~ 1.8% was 
achieved within the energy range of 121–1112 keV.

Keywords  HPGe detector · γ-Spectrometry · FEP efficiency · Geant4 model · Monte Carlo simulation

Introduction

Over the years, High Purity Germanium (HPGe) detec-
tors proved to be an excellent practical tool and as such 
have established their todays wide use in low background 
γ-spectrometry. One of the more significant advantages of 
γ-spectrometry is its easy sample preparation as chemi-
cal processing and separation of the studied subject is not 
always required. Therefore, with a single measurement, one 
can simultaneously perform both qualitative and quantita-
tive analysis [1].

One of the most prominent features of HPGe detectors 
is their superior resolution. This feature virtually allows 
researchers to perform a thorough analysis by discriminat-
ing photons of similar energies in the studied spectra where 
otherwise they would superimpose within a single-energy 

peak and as such would scathe analysis and produce wrongly 
assessed results. Naturally, this comes as of great importance 
when identification of radionuclides, as well as their activ-
ity concentrations, is being performed where high precision 
comes as a necessity [2].

Performance and reliability of HPGe systems depends, 
amongst other factors, on the quality of their calibration. In 
particular, performing radionuclide identification requires 
good energy calibration, while on the other hand to be able 
to obtain high-quality characterization of the activities one 
would require an accurate understading and knowledge on 
the full-energy-peak (FEP) efficiency appropriate to specific 
conditions under which the measurement was carried out. 
This efficiency represents complex function that is charac-
terized not only by detectors specifications but also by the 
aforementioned measuring conditions. Detailed information 
on the FEP efficiencies could be experimentally obtained 
using standard calibration sources. However, this carries 
certain difficulties. Namely, it is a question of availability 
of sources that have same or similar composition, as well as 
same or similar counting geometry as the studied sample. 
This may not always be physically or economically feasible, 
and can sometimes be difficult and time consuming. In turn, 
this led many of the research groups to turn towards the use 
of different software toolkits that implement Monte Carlo 
method. When applied along with γ-spectrometry Monte 
Carlo simulations provide means to determine the detectors 
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response function for any new given measuring geometry 
or matrix without the need of additional standard calibra-
tion sources, optimizing in that way both time and financial 
resources. Thus, Monte Carlo approach comes as a reliable 
solution with little to no expense depending on the software 
of choice [3].

Monte Carlo simulations

Today there is a handful of Monte Carlo codes available to 
the scientific community, but the ones most commonly used 
for the purpose of detector optimization are MCNP (Monte 
Carlo N-Particle code, LoS Alamos National Laboratory [4]) 
and Geant4 (GEometry ANd Tracking4, CERN [5]). Besides 
the two, there are other commercially available codes that 
utilize and combine both absolute approach to FEP effi-
ciency calculations by means of Monte Carlo simulations 
as well as relative approach by means of experimental com-
parison with well-known sources (LabSOCS [6], ANGLE 
[7], EFFTRAN [8], etc.). A detailed optimization procedure 
of a co-axial extended range (XtRa) HPGe detector based on 
application of Geant4 toolkit, with accent on the dependen-
cies of FEP efficiency values on certain detector parament-
ers, is presented within this work.

Geant4: a brief overview

Geant4, first introduced back in 1998, is an open-source 
software toolkit that can accurately simulate the passage of 
particles through matter. Design choice for this code was 
an object-oriented methodology and C++ language in order 
to provide the user with a modular and flexible software. 
Unlike its previous instalment Geant3, which was not able to 
simulate particles with energies bellow 10 keV, Geant4 can 
simulate electromagnetic processes down to 250 eV. This 
feature can greatly influence the accuracy when low-energy 
γ-spectrometry simulations are being performed [9].

Geant4 code includes facilities for handling geometry, 
tracking, run management, visualization, detector response 
and user interface (UI). Unlike other computational Monte 
Carlo codes such as MCNP [4], FLUKA [10], PENELOPE 
[11], etc., Geant4 is not an executable program but rather 
a set of C++ class libraries that users must implement on 
their own. In order to build a simulation code, one must 
describe through these classes the geometry of the setup 
(shapes and materials used, sensitive components), genera-
tion of primary particles as well as the production of relevant 
secondary particles (their type, energy, momentum, charge), 
physics processes, etc. Hence, a firm knowledge in object-
oriented programming is required [9].

Utility of Geant4 reflects in its ability to trace the history 
of each individual particle which consists of its emission by 
the radioactive source, its interaction with the detector and 

surrounding materials and the production and transport of 
secondary particles. As such, the code can directly deter-
mine energy deposition in the simulated scoring volume of 
the detector, allowing one to perform FEP efficiency calcu-
lations. Since no approximations are needed there are no 
limitations to sample-detector configurations. However, the 
accuracy of the simulated efficiencies is largely affected by 
incomplete parameters of the detector. Generic characteri-
zation provided by the manufacturer is usually insufficient, 
since some of the parameters are unknown or sometimes not 
even related to the specific detector but are instead rather 
averaged over a set of the detectors of the same or similar 
type. Consequently, many studies reported large deviations 
between the simulated and experimentally obtained FEP 
efficiencies when nominal values provided by manufacturer 
were used (well over 10–20%). This in turn demands the 
optimization of the detector model to be carried out in order 
to achieve better agreements. Beside this, one of the main 
disadvantages of the code in the past was its time scale for 
generating sufficient number of events in order to achieve 
good statistical uncertainties of the order of 1% or less. 
This issue is complemented with today’s available hardware 
where significant improvements have been made in terms 
of computational times thanks to significant increase in the 
computational power due to use of parallel computing, com-
puter clusters, supercomputers, etc.

Version of Geant4 used for optimization procedure pre-
sented in this work was 4.10.0.7. To significantly reduce 
computational times the simulation code was written in mul-
tithreading mode. Based on data provided by the manufac-
turer (Table 2) initial model of the detector was made using a 
variety of geometry classes that Geant4 provides. Parameters 
supplied by the manufacturer were taken as constant while 
other parameters were taken as free that would undergo fur-
ther adjustments.

Geant4 also provides a variety of classes that describe 
physics processes. Low-energy electromagnetic package 
valid down to energy of 250 eV was used in this study 
(G4EmLivermoorePhysics). This package facilitates pro-
cesses necessary for performing low energy γ-ray spectrom-
etry, some of which are: Compton and Rayleigh scattering, 
photo-electric effect, pair production, fluorence and Auger 
effect, bremsstrahlung and ionization, etc.

Materials and methods

Optimization procedure

The most notable detector parameters that can significantly 
influence FEP efficiency calculations, and which are not 
always provided, are the so-called dead layers. These lay-
ers are formed by diffusion of contact material (usually 
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lithium) into the germanium crystal. However, they cannot 
simply be quantified as the depth of Li-diffused atoms. 
They are described as layers consisting of actual dead layer 
(with no charge collection) and partially active or effec-
tive dead layer (with low charge collection efficiency). 
Thickness of these layers depends on the impurity level 
of germanium crystal as well as the electrode production 
process. Dead layers virtually act as absorbing layers, 
shielding the crystal and effectively decreasing its active 
volume. Over time, they increase as a consequence of 

Fig. 1   Schematic diagram of the HPGe detector (XtRa—extended range, model no. GX10021, Canberra, Mirion Inc.) and its cooling system 
(U-type of cryostat configuration, model no. 7915-30-ULB, Canberra, Mirion Inc.). Values given in mm

Table 1   Components and 
materials (refer to Fig. 1)

*Carbon-fiber-reinforced poly-
mer (1.42 g/cm3 density)

Components Material

Entry-window cfrp*
Ge-crystal Ge
Inner contact pin Cu
Crystal cup holder Cu
CN nut Al
Alumina Al
Cold finger Cu
Lead shielding Pb

Fig. 2   3D model of the detector with its cooling system and commer-
cial passive shielding in which it is installed
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continuous diffusion of Li-atoms, making it important to 
be precisely quantified especially when working with older 
equipment. For p-type HPGe detectors these layers play a 
significant role and have to be properly taken into account. 
In contrast, for n-type detectors also known as Reverse 
Electrode Ge-detectors (REGe), the outter dead layer is 
much thinner and doesn’t represent a significant modifica-
tion in the simulation model. Other than this, there is also 
the possibility of other paramaters deviating from the val-
ues they were initially assigned by the manufacturer, some 
of which are the diameter or length of the crystal, crystal-
to-window distance, inner crystals cavity dimensions, the 
rounding of the crystal (bulletization), thickness of the 
entry window, etc. Any change of these parameters can 
have an impact on the efficiency values. Thus, to improve 
on the accuracy an optimization procedure needs to be 
carried out [12].

Generally, there are two approaches one could adopt when 
optimizing a model. First one involves an accurate deter-
mination of the geometrical parameters using various tech-
niques that include x/γ-ray radiography scans. With these, 
a detailed imaging of the inner structure of their equipment 
can be obtained and thus greatly facilitate optimization (refer 
to “LEGe detector optimization” section). Even though this 
approach can be extremely precise, its application is dif-
ficult for many laboratories as the required equipment for 
this may not always be available. Second approach involves 
an experimental calibration of a simple configuration after 
which one tries to adjust the parameters in the simulation in 
order to obtain better results. Many of the studies that per-
formed the latter approach [1–3, 9, 12–17] report agreements 
that typically fall within an average uncertainty of 5% or less 
within the studied energy range. Main advantages of this 
approach is its simplicity and quick implementation. How-
ever, it brings certain downsides as well. Namely, there is 
no guarantee that the optimized model actually matches the 
one in reality as there is no reference to take from and since 
efficiencies depend on more than one factor, it is also pos-
sible that multiple configurations yield satisfactory results 
for a given setup. With this in mind, the optimized model for 
one counting geometry would not necessarily be realiable 
for a different one. Therefore, it is advised to perform the 
optimization for each new counting configuration.

Experimental setup

In this study a low-background γ-spectrometer with coaxial 
p-type HPGe detector (XtRa, model no. GX10021, Can-
berra, Mirion Inc.) was used. Figure 1 illustrates technical 
drawing of the detector with its components listed in Table 1. 
A 3D model of the equipment along with its commercial 

Table 2   Information on the detectors specification and performance 
data provided by the manufacturer

Specifications
Detector model GX10021
Cryostat model 7915-30-ULB
Preamplifier model 2002C
Physical characteristics
Crystal diameter 80 mm
Crystal height 77.5 mm
End-to-cap distance 5 mm
Active volume 0.6 mm
Inner cavity height /
Inner cavity diameter /
Top dead layer /
Inner dead layer (p + contact) /
Lateral dead layer (n + contact) /
Electrical characteristics
Depletion voltage 3000 Vdc
Recommended bias voltage Vdc (+) 3500 Vdc

Table 3   Point-like radioactive source along with their activities and 
respective uncertainties (Ritverc co.)

Source Activity (kBq) Uncer-
tainty 
(%)

Mn-54 57.23 3
Co-57 45.52 3
Co-60 74.55 3
Y-88 1.781 3
Cd-109 57.03 3
Ba-133 83.33 3
Eu-152 88.48 3
Am-241 40.84 3

Fig. 3   Ritverc co. point-like standard gamma calibration sources
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shielding and cooling system is illustrated in Fig. 2. Table 2 
lists detectors nominal values provided by the manufacturer.

This detector has a relative efficiency of 100% and an 
energy resolution of 1.20 keV and 2.1 keV at energies 
122 keV and 1332 keV, respectively. Most conventional 
p-type co-axial detectors come with a lithium diffused con-
tact of typically 0.5–1.5 mm thickness which is more than 
enough to stop most of the photons bellow 40 keV energies. 
However, the entry window present with XtRa offers all 
the advantages of standard co-axial detector, as well as the 
energy response in low-energy region of the more expensive 
REGe detectors. In our case the entry window is made of 
highly durable carbon composition in the form of carbon 
epoxy, which allows the transmission of more than 85% for 
photons of energies above 15 keV and nearly 100% for those 
of energies above 20 keV.

The detector is installed within commercial passive 
shielding in order to achieve low background needed in 
environmental applications (Canberra, Mirion Inc., model 
type 777B). This shielding consists of (from inside to out-
side) a thin layer of copper and tin, followed by lead layer of 
150 mm thickness and a layer of low-carbon steel of 10 mm 
thickness. Thin layers of copper and tin play a role of passive 
shielding of x-rays produced by transitions on K-shell of lead 
(75–85 keV energy region). The presence of x-rays in tin in 
the energy region of 25–28 keV is reduced by the presence 
of copper layer. Lead layer is made of 125 mm outer layer 
which contains standard low-radioactive lead while the inner 
layer of 25 mm thickness contains 210Pb with activities less 
than 20 Bq/kg. As such, this type of passive shielding offers 
significant reduction of surrounding background (mainly 
from 40K and 208Tl) as well as reduction to the contribution 
of the annihilation line at 511 keV.

Acquisition of gamma spectra was driven by Genie2K™ 
software [18]. All of spectra were recorded in mode of 
16,384 channels with the energy width per channel of 

178.4 eV and with the upper energy threshold set to detect 
photons of energies up to 3 MeV. Acquisition time for each 
measured spectrum was adjusted as such to keep the statisti-
cal uncertainty of the interested peak area below 1% with 
dead-times for all measurements standing less than 4%.

Experimental calibration of the equipment was carried 
out using a set of point-like standard gamma calibration 
radioactive sources (Table 3, Fig. 3). These sources are 
hot sealed between two polyimide foils of total thickness 
of 100 ± 10 μm placed in aluminium capsule in the form 
of a ring of 3 mm thickness and 25 mm diameter. The 
active part is less than 2 mm in diameter. Sources were 
mounted on a support made of polyethylene in order to 
minimize attenuation losses at lower energies. Measure-
ments were performed with sources placed at a distance of 
150 mm from the end-cap of the detector to also minimize 
effects on dead times as well as the coincidence summing 
in sources where this effect is present.

Results and discussion

Full‑energy‑peak efficiency calculations

Experimental FEP efficiencies along with their relative 
uncertainties were calculated by the following formulas:

(1)�exp .(E) =
N(E)

A ⋅ p� ⋅ t
⋅ Ci

(2)Ci = Cdead time ⋅ Ccoincidence ⋅ Cdecay ⋅ Cattenuation

(3)U� =

√(
UN

)2
+
(
UA

)2
+

(
Up�

)2

+
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)2

Fig. 4   Experimentally obtained FEP efficiency values for yttrium-88 measurement. Efficiencies from all four measured points show good agree-
ments indicating that there is no displacement of the crystal or any possible type of irregularies in it
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where N (E) respresents the number of net counts under a 
peak at energy of interest E, A is the activity of the source 
at the measurement start, pγ is the emission probability of 
the studied peak, while t is the measurement live time. Ci 
are correction factors due to effects of dead time, decay cor-
rection factor for the activity decrease during measurement, 
coincidence summing correction factor for radionuclides 

with complex decay-schemes and correction to the effect of 
self-attenuation. Dead-time was virtually corrected for dur-
ing the measurement itself since the analyzer automatically 
corrects dead-time losses because the MCA works in the 
live-time regime. Thus, time used for efficiency calculations 
was the ADC live time. Also coincidence summing effect 
was negligible since the reference measuring geometry was 
as such that the sources were far enough from the end-cap of 
the detector to minimize this effect while the correction on 
activity decline during the measurement was also negligible 
since the measurement times were significantly shorter than 
the half-life periods of corresponding sources. Taking into 
account the construction of the sources used the correction 
factor due to self-attenuation was also excluded from the 
calculations. As such, main source of uncertainty was the 
uncertainty of sources activities. Values of photon energies, 
emission probabilities, half-lifes and their uncertainties were 
all taken from the recommended data of National Nuclear 
Data Center (NNDC—Brookhaven National Laboratory 
[19]).

When it comes to simulation, the primary particles were 
generated as photons of discerete energies that were emitted 
in random direction in 4 πsr spatial angle [20]. Simulated 
efficiencies were calculated as:

where Ndet is the number of events that deposit their full 
energy in the defined scoring volume while Ntotal is the total 
number of simulated events for a given energy E. Number 
of photons generated in each run was as such that the rela-
tive uncertainty of the simulated FEP efficiencies at given 
energies was bellow 1%.

(4)�sim.(E) =
Ndet .

Ntotal

Fig. 5   Measuring geometry used for validation of crystals placement 
inside detectors housing using yttrium-88 source. Source was meas-
ured at 4 individual spatial points at 5 cm distance from the end-cap 
of the detector, with each point being displaced from the housing 
symmetry axis by 2.5 cm and covering full circle with a step of π/4 
between the points

Fig. 6   Efficiency curves for four different set combinations of the 
crystals inner cavity radius and height
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Creating the MC model

Due to geometry of the sources and the distance at which 
they were measured, in simulation one could approximate 
them as ideal point-sources. However, for the purpose of 
completeness of the simulation sources were defined as thin 
discs of 50 μm thickness with diameter of 2 mm. Therefore, 
the events in the simulation were generated randomly in spa-
tial points confined by volume defined in this manner.

Initially, before creating a model, quick measurement was 
carried out in order to check if there was any possible dis-
placement of the crystal from the axis of the housing as well 
as if the inactive layers surrounding the crystal, including 
the Ge dead layer, were homogeneously distributed. This 
revolved around measuring yttrium-88 source at four dif-
ferent spatial points. The idea was to check if there were 
any significant changes in efficiencies between these four 
measuring points since it could indicate on irregularities one 
would need to further investigate. However, all four meas-
ured points showed good agreements between one another, 
with maximum deviation being less than 1.2%. Efficiencies 
of this measurement are given in Fig. 4, while the setup used 
is illustrated in Fig. 5.

One of the biggest obstacles we have encountered while 
modelling the detector was quantifying the inner contact 
cavity of the crystal as its dimensions were not specified 
by the manufacturer (refer to Table 2). This property of the 
crystal is important as any kind of modification essentially 
impacts its active volume. As such it influences the FEP effi-
ciency values in mid and high-end energy region the most. 
For lower energies it doesn't play a significant role since 
low-energy photons don't have the ability to penetrate high-
density material such as germanium more than only few mil-
limetres in depth. In order to characterize this property of the 
crystal, a simulation of 14 different combinations of cavi-
ties length (starting at 40 mm with 2.5 mm step) and radius 
(starting at 5 mm with 0.25 mm step) were carried out.

During this an approximation for crystals active volume 
based on crystals dimensions was taken into account. It was 
our understanding that the active volume of such a crystal 
could be in the range of 380 cc ± 1%. Side dead layer was 
chosen to be 1 mm in addition to its further tuning. Since 
low-energy photons are not as important in this adjustment 
as previously mentioned the top dead layer was excluded for 
the time being. While choosing optimum values of radius 
and height we opted out to stay within ~ 10% deviation from 
the experimental data. Further accuracy would later on be 
achieved with additional dead layer tuning.

For our model, the optimum values for radius and height 
of the cavity were chosen to be 7.5 mm and 65 mm (cor-
responding to crystals active volume of 377.9 cc), respec-
tively. Figure 6 displays efficiencies covering full energy 
range for a set of four different radius-height combinations, 
while Table 4 lists efficiencies covering all 14 runs (lower 
energies are excluded from the table as they are not impacted 
by these crystal parameters which can be seen from Fig. 6). 
Here, it is worth noting that radiography scans would be very 
beneficial, but that aside them there are other experimental 
approaches (e.g. with the use of collimators) that could pro-
vide a more insightful information on the matter [14].

Dead layers tuning

Lateral dead layer

HPGe crystals typically have dead layers on their surface 
that do not contribute to detection events. Their thickness 
can change over time and thus their estimation needs to be 
made in order to appropriately model it in the simulation 
(refer to “Optimization procedure” section). Since precise 
thicknesses and compositions of all layers surrounding the 
detector can significantly vary from the nominal values, the 
thicknesses of the dead layers were used for correction of 
these unknown parameters. The dead layers in the simulation 

Table 4   Simulated FEP efficiencies covering all 14 different combinations of inner cavities radius and height along with average relative devia-
tion (RSD) in respect to experimental data

E
(keV) (%)

Crystals active volume (cc)
Simulated FEP efficiencies (%)
386.2 385.7 385.1 384.4 383.7 382.9 382.1 381.1 380.1 379.0 377.9 376.6 375.3 374.4

662 0.369 0.421 0.423 0.418 0.419 0.413 0.411 0.408 0.405 0.401 0.399 0.392 0.390 0.383 0.382
779 0.324 0.384 0.381 0.380 0.377 0.376 0.373 0.369 0.367 0.364 0.359 0.356 0.350 0.346 0.344
835 0.312 0.368 0.368 0.364 0.364 0.360 0.358 0.355 0.351 0.348 0.347 0.340 0.338 0.332 0.327
898 0.292 0.355 0.351 0.351 0.347 0.347 0.345 0.342 0.339 0.336 0.329 0.328 0.322 0.319 0.315
964 0.289 0.334 0.334 0.331 0.331 0.327 0.325 0.323 0.319 0.316 0.314 0.309 0.306 0.301 0.300
1173 0.242 0.298 0.299 0.294 0.295 0.291 0.288 0.286 0.283 0.280 0.279 0.273 0.272 0.267 0.265
1332 0.224 0.277 0.274 0.274 0.271 0.269 0.268 0.265 0.263 0.260 0.256 0.254 0.249 0.248 0.244
1836 0.186 0.223 0.222 0.220 0.219 0.217 0.215 0.213 0.211 0.208 0.206 0.203 0.200 0.198 0.194
Avg. RSD (%): 18.20 17.64 17.23 16.56 16.01 15.30 14.49 13.61 12.57 11.26 10.09 8.84 7.42 6.74

Efficiency curves corresponding to highlighted crystals active volumes of 385.7, 382.9, 379.0 and 374.4 cc are illustrated in Fig. 6
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were considered as completely inactive layers with no charge 
collection and were split into two parts: lateral (side) and 
top dead layer. Each part was individually optimized, since 
different thicknesses were expected (due to detectors entry 
window, top layer was expected to be thinner).

First adjustments were made for the lateral dead layer. For 
this, the efficiencies in the energy range of 662–1836 keV 
for measuring configuration of sources at a distance of 
150 mm were used. With photon energies high enough the 
attenuation effects within the absorbing layers between the 
source and the active volume of the crystal are negligible. 
Therefore, since top dead layer doesn’t play a significant 
role at these energies it was excluded for the time being. 
Simulated efficiencies in this energy region for different val-
ues of lateral dead layer thickness are illustrated in Fig. 7. 
Figure 8 shows the decrease of FEP efficiency at a given 

Fig. 7   Efficiencies covering energy range of 662–1836 keV for differ-
ent values of the lateral dead layer thickness

Fig. 8   Dependency of FEP efficiency at a given photon energy in 
relation to the thickness of the lateral dead layer

Fig. 9   An example of experimental efficiency interpolation on the 
linear fit obtained from simulated FEP efficiencies

Fig. 10   Thickness of lateral dead layer obtained from linear interpo-
lation covering the energy range of 662–1836 keV

Fig. 11   Interpolation of normalized efficiency at 662  keV line from 
137Cs measured at three distances from the detector
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photon energy for different values of dead layer thicknesses. 
Clearly there is good linearity between the simulated effi-
ciencies and the thicknesses of the lateral dead layer. These 
values were thus fitted using linear function with the value of 
adjusted R-squared of greater than 0.995 for all investigated 
photon energies.

The thickness of the lateral dead layer for a given photon 
energy was then interpolated based on these linear functions 
using the experimental FEP efficiency value as a reference 

point. Example of this interpolation for energy of 662 keV in 
the case of 137Cs is illustrated in Fig. 9. Interpolated values 
corresponding to different photon energies with an average 
thickness of 1.62 mm are shown in Fig. 10. In order to cor-
roborate this value another measurement was carried out 
using 137Cs source measured at three different distances from 
the end-cap of the detector (50 mm, 100 mm and 150 mm). 
Value of lateral dead layer thickness was then obtained with 
previously described interpolation on the linear fits (Fig. 11). 
Average thickness from this measurement was obtained to 
be 1.66 mm which is in good agreement with previously 
obtained value.

Top dead layer

Similar approach was adopted for the adjustment of top dead 
layer. Figure 12 shows efficiency dependance on the thick-
ness of the top dead layer for 59 keV photons from 241Am 
source measured at three different distances from the end-
cap of the detector (50 mm, 100 mm and 150 mm). Average 
thickness of the top dead layer obtained in this way was 
67.4 μm. In contrast to lateral, the top dead layer is signifi-
cantly thinner which was expected due to the detectors entry 
window. However, in order to experimentally corroborate 
this another measurement using collimator made out of brass 
and again 241Am source was performed (setup illustrated in 
Fig. 13). In total two measurements were carried out. In the 

Fig. 12   Interpolation of normalized efficiency at 59  keV line from 
241Am measured at three distances from the detector

Fig. 13   Experimental setup using collimator and an 241Am source for the estimation of the top dead layer. Table lists mass attenuation coeffi-
cients of different layers that photons traverse taken from NIST Standard Reference Database [21]
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first measurement the collimated beam from 241Am source 
incident on the crystal was perpendicular in respect to crys-
tals surface. In the second one the collimator was placed on 
a different mounting tilting the beam under a certain angle 
in respect to crystals axis (in our case the angle was 20°). 
This implies that photons have to traverse different lenghts 
of layers in order to be detected. Both measurements were 
performed with source being at the same distance of 30 mm 
from the end-cap of the detector.

From photon intensity, given as:

where I is the photon intensity after they traverse the depth 
d of material with attenuation coefficient μ, while I0 is the 
initial intensity, one can deduce the depth of the layers from 
the ratio of the two as:

where

where the summation term represents each known layer that 
photons traverse before finally depositing their energy in the 
crystal and being detected.

Thickness of the top dead layer obtained using this 
approach was estimated to be 71.8 μm which is in good 
agreement with previously obtained simulated value. Com-
parison between the experimental FEP efficiencies and the 
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final simulation model covering full studied energy range 
(53–1836 keV) is given in Fig. 14.

LEGe detector optimization

Additionally, after performing the optimization on the XtRa 
detector, the code was also applied to a different detection 
equipment. This time around the optimization was not as 
detailed as it was primarily done only to check to a cer-
tain extent the validity of the code when applied to a dif-
ferent setup as well as to test the quickness of its imple-
mentation. For this purpose, our colleagues from Centre 
for Energy Research in Budapest have provided us with 
one of their detection devices. The detector in question is 

Fig. 14   Comparison of the experimental and simulated FEP efficien-
cies along with relative deviation between the two

Fig. 15   Radiography scan of the LEGe detector (GL2020) showing 
the inner components of the detector in great detail

Table 5   Information from the manufacturer along with data obtained 
through radiography scan

Values are given in mm

Physical characteristics Nominal Scan

Crystal diameter 50 50.52
Crystal height 20 20.37
End-to-cap distance 5 5.0
Entry-window thickness 0.5 /
Cup end thickness / 1.54
Cup outter diameter / 77.35
Cup inner diameter / 73.65
Top holder ring outer diameter / 59.24
Crystal holder outer diameter / 54.13
Crystal holder inner diameter / 51.97
Crystal bulletization (average) / 1.9
Cup rounded corner outer radius / 4.09
Cup rounded corner inner radius / 2.47
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a Low Energy high-purity Germanium (LEGe) detector, 
model no. GL2020, manufactured by Canberra. This detec-
tor has a crystal of 20 mm thickness with an upper active 

area of ~ 2000 mm2 and an energy resolution of 400 eV 
and 680 eV at energies 5.9 keV and 122 keV, respectively. 
It is designed with thin front and side contacts, while the 
rear contact is significantly less in surface than crystals full 
lower area which provides lower detector capacitance. To 
further improve efficiency performance of the detector at 
low-energy part of the spectrum it is equipped with an entry 
window made of beryllium of 0.5 mm in thickness.

In contrast to GX10021 model, the GL2020 model came 
with a slightly more detailed documentation on its speci-
fications. However, what makes this detector stand out in 
regards to the previously described one in terms of avail-
able information, is that it went under a radiography scan 
which provided a detailed imaging of its inner structure. 
This represented a significant source of information on its 
construction which greatly facilitated the process of creating 
its MC model. Image obtained through this scan, displayed 
in Fig. 15, allowed determining in greater detail the com-
ponents of the detector as well as their dimensions, some 
of which are the thickness of the aluminium housing, posi-
tion and outer dimensions of the crystal, crystals bulletiza-
tion, crystal-to-window distance, etc. Detailed listing of the 

Fig. 16   Schematic diagram of the LEGe detector (Low Energy range 
Germanium, model GL2020, Canberra, Mirion Inc.) along with its 
3D model and a listing of its inner components and materials

Fig. 17   Comparison of the experimental and simulated FEP efficiencies along with relative deviation between the two
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dimensions of different detector components are given in 
Table 5. Technical drawing of GL2020 detector along with 
its 3D model is illustrated in Fig. 16.

Experimental calibration of detection equipment was car-
ried out using a point-like standard gamma calibration 152Eu 
source measured at 25 cm distance from the end-cap of the 
detector and thus covering energy range of 121–1112 keV. As 
before, the source is hot sealed between two polyimide foils 
with active area of around 2 mm in diameter. Because of the 
more detailed information on the equipment thanks to radiog-
raphy imaging the MC modelling was significantly faster as 
there was no need to check for additional things (e.g. possi-
ble crystal displacement, “Dead layers tuning” section). Opti-
mized model of the GL2020 detector showed good agreement 
with the experimental data that falls under an average rela-
tive deviation of ~ 1.8% for the studied energy range (Fig. 17). 
This can also further be improved upon by expanding the 
studied energy range using additional calibration sources, 
but it only shows that the more detailed documentation and 
information on the equipment plays a significant role in the 
process of optimizing detection equipment through Monte 
Carlo simulations.

Conclusion

Here presented study describes in detail a procedure for 
optimization of a coaxial p-type HPGe detector. Four detec-
tor parameters including the radius and height of the inner 
crystals cavity as well as the thickness of the lateral and top 
dead layers were tuned with the goal of achieving better 
results. Dead layers were adjusted based on the interpola-
tion of the experimental efficiencies into the linear func-
tions, which were determined by the fitting of the simulated 
efficiencies. For detector model GX10021 simulated FEP 
efficiencies obtained using the optimized model showed 
good agreement with the experimental data for a given 
measuring configuration. An average relative deviation 
of ~ 2% between the two for energy range of 53–1836 keV 
was achieved. Additionally, the code was applied on a dif-
ferent detection equipment (detector model GL2020) where 
an average relative devition of ~ 1.8% was achieved for 
energy range of 121–1112 keV.
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Maričić, D.; Šterc, F.; Banjanac, R.;

Travar, M.; Dragić, A. Further Study
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Abstract: The study and better understanding of energetic transient phenomena caused by distur-
bances occurring on our Sun are of great importance, primarily due to the potential negative effects
those events can have on Earth’s environment. Here, we present the continuation of our previous
work on understanding the connection between disturbances in the flux of energetic particles induced
in the near-Earth environment by the passage of interplanetary coronal mass ejections and related
Forbush decrease events. The relationship between the shape of fluence spectra of energetic protons
measured by the instruments on the SOHO/ERNE probe at Lagrange point L1, Forbush decrease
parameters measured by the worldwide network of neutron monitors, and coronal mass ejection
parameters measured in situ is investigated. Various parameters used to characterize transient phe-
nomena and their impact on the heliosphere, provided by the WIND spacecraft, were utilized to
improve the accuracy of the calculation of the associated energetic proton fluence. The single and
double power laws with exponential rollover were used to model the fluence spectra, and their
effectiveness was compared. Correlation analysis between exponents used to characterize the shape
of fluence spectra and Forbush decrease parameters is presented, and the results obtained by the two
models are discussed.

Keywords: coronal mass ejections; solar energetic particles; solar wind; space weather; cosmic rays;
Forbush decreases

1. Introduction

The study of eruptive events on the sun and associated disturbances in the heliosphere
is of great importance, largely due to the potential hazards they can pose to many areas of
modern life. This is especially true at the present time, given the increased likelihood of
their occurrence in the rising phase of solar cycle 25.

Magnetic reconnection on the sun involves violent processes through which magnetic
energy is transformed into other forms of energy, often resulting in solar flares (SFs) or coro-
nal mass ejections (CMEs). SFs are sudden eruptive phenomena in the solar atmosphere’s
active regions, observed as a flash of electromagnetic radiation, and are frequently associ-
ated with CMEs [1,2]. CMEs are large-scale eruptions of magnetized plasma from the sun’s
corona into the interplanetary medium, where they can be referred to as interplanetary
coronal mass ejections (ICMEs).

Solar flares and coronal mass ejections may induce complex disturbances in the helio-
sphere and Earth’s magnetosphere. One such phenomenon includes particle acceleration
that results in a flux enhancement of protons, electrons, and ions. These enhancements, typ-
ically referred to as solar energetic particle (SEP) events, can be measured in interplanetary
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space by detectors onboard space probes, and in extreme cases, by Earth-based detectors.
High-energy particles can be ejected and accelerated from the sun during SF events [3,4],
or they can be accelerated by CME- and ICME-induced shock waves. These phenomena
can accelerate SEPs to MeV or even GeV energies, reaching Earth usually within a day
after their occurrence or even faster [5]. It is important to study not just the strong SEP
events, which have the potential to affect our civilization [6], but also the weaker and more
frequent ones. It is crucial to understand the circumstances under which they occur but
also the parameters that describe the propagation and strength of these events [7].

Another way eruptive events on the sun can affect the near-Earth environment is
through their impact on cosmic rays (CRs). Cosmic rays are high-energy charged particles
that predominantly originate from outside our solar system, although some of these par-
ticles can originate from the sun. In the heliosphere, CRs interact with the interplanetary
magnetic field (IMF), which is carried by the stream of supersonic plasma blowing outward
from the sun known as the solar wind. Transients such as CMEs and ICMEs with accompa-
nied bow shocks, created due to the interaction of faster ICME with slower solar wind, can
modulate CRs [8,9]. This modulation of CRs can be detected on Earth as a sudden offset
in the CR flux, followed by a gradual recovery phase that can last several days [10,11],
an effect commonly known as a nonrecurrent Forbush decrease (FD). Thus, the observed
change in CR flux can be used as a proxy for solar activity.

These are just some of the numerous phenomena that can occur in the heliosphere and
are associated with the sun’s activity. To maximize our understanding of such complex
events, we must investigate all the interconnections among the various induced processes.
In this work, we expand on our previous study of one such relationship [12], specifically
the connection between the enhanced flux of solar energetic particles and the properties
of concurrent Forbush decreases, which have also been observed and studied by other
authors [13,14]. The main idea behind the study is that, on one hand, the passage of a
CME/ICME can lead to particle acceleration and an increase in the detected flux of energetic
particles, while on the other hand, it may cause a decrease in the observed flux of CRs or the
aforementioned Forbush decrease. To investigate the connection between these two phe-
nomena, we examined the correlation between the shape of the event-integrated differential
SEP flux, or differential fluence, measured at Lagrange point 1 (L1), and the magnitudes
of associated FDs. To extend and potentially refine our previous study, we implemented
several improvements. These features include the utilization of high-resolution data for
the IMF, solar wind, and CME speeds in order to increase the precision in determining the
onset and duration of events. Furthermore, we introduced an additional model for the
description of the fluence spectra to be used alongside and compared with the previously
used one. Finally, we applied a new fitting procedure based on the Monte Carlo approach.
We believe these improvements lead to noticeably more precise and reliable results that
further support the proposed relationship between the shape of the differential fluence
spectra and the magnitudes of FDs.

In the article, we first discuss various data sources used in the analysis and justify the
selection of events from solar cycles 23 and 24. We then describe in detail the procedure
used to determine the differential SEP fluence spectra. In the next section, we introduce
two models that were used to parameterize the fluence spectra and compare how well
they were able to fit the data. Finally, we perform the correlation analysis to study the
dependence between FD parameters and the spectral indices of SEP fluence spectra, as well
as the selected CME parameters. We discuss the results in terms of the models applied and
evaluate the usefulness of obtained indices as predictors of FD properties.

2. Data and Event Selection
2.1. Data Sources

Various types of data were necessary for the presented study, including energetic
proton data measured near Earth, selected IMF, CME, solar wind, and geomagnetic field
parameters, as well as CR measurements by Earth-based detectors. The data are available
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either in the form of time series or as extreme and averaged values over the duration of
the event. Two main repositories were used to acquire these data: the OMNIWeb Plus
repository provided by the NASA/Goddard Space Flight Center [15] (for energetic proton
data and time series of IMF and solar wind speeds) and the IZMIRAN Forbush decrease
database provided by the Pushkov Institute of Terrestrial Magnetism, Ionosphere, and
Radio Wave Propagation, Russian Academy of Sciences [16] (for Forbush decrease and
averaged space weather parameters).

Energetic proton data in the OMNIWeb Plus repository are provided by the Energetic
and Relativistic Nuclei and Electron (ERNE) sensor unit onboard the Solar and Heliospheric
Observatory (SOHO) [17]. SOHO is situated in a halo orbit around L1. SOHO/ERNE has
two energetic particle sensors: the Low-Energy Detector (LED) and the High-Energy
Detector (HED), each with ten energy channels measuring ion fluxes and count rates in
the ranges of 1.3–13 MeV/nucleon and 13–130 MeV/nucleon, respectively. This setup has
been actively monitoring differential proton flux over the course of the last three solar
cycles [18,19]. For this study, hourly data of energetic protons were used.

IMF and solar wind speed data in the OMNIWeb Plus repository were provided by the
Global Geospace Science (GGS) WIND spacecraft. The spacecraft was positioned upstream
of Earth at L1, initially in a Lissajous orbit and then, more recently, inserted into a halo orbit
around L1. The primary goal of the mission has been to monitor the properties of the solar
wind, a task that its onboard instruments have successfully performed over the last three
decades [20].

Various space weather parameters associated with a specific FD event were taken from
the database of Forbush decreases compiled by researchers from IZMIRAN. FD magnitudes
in the database are obtained using measurements from the worldwide network of neutron
monitors (the most widely used type of ground-level CR detectors). Neutron monitor data
were corrected for efficiency and atmospheric effects. Other space weather data in the
IZMIRAN database were assembled from various sources to produce a comprehensive
repository containing various associated parameters of FDs, the heliosphere, and the
geomagnetic field. In this study, we used parameters related to CMEs and solar wind,
such as average CME speed and maximum solar wind speed, as well as the minimal
Disturbance Storm-Time index (Dst) over the duration of the FD event. We also used
FD magnitudes calculated by the IZMIRAN researchers using the global survey method
(GSM) technique [21]. GSM integrates measurements from a worldwide network of neutron
monitors, accounting for all effects caused by various anisotropies and disturbances of
atmospheric and geomagnetic origin, to derive the hourly variation of primary cosmic
ray flux outside Earth’s atmosphere. In addition to FD magnitudes measured at Earth,
they also provide the values of FD magnitudes corrected for the magnetospheric effect,
which should remove the contribution of the disturbances introduced by variations in the
geomagnetic field.

2.2. Event Selection

In this study, we focused on the events that occurred during most of the solar cycle
23 and 24. To establish the connection between the shape of energetic proton fluence
spectra and the properties of concurrent Forbush decrease (FD) events, we decided to focus
on events with larger magnitudes, expecting the correlation to be more pronounced in
such cases due to less noise from noncontributing processes. The lower boundary for FD
magnitude for event selection was somewhat arbitrarily set to 4%. Further lowering this
bound would certainly increase the statistics in the analysis, but we do not believe it would
add much support to the proposed relationship, due to the non-negligible likelihood that
events of lower magnitude may exhibit different behavior from events of larger magnitudes
(which is further discussed in Section 5). However, there are plans to investigate this in more
detail in the future and possibly extend the analysis to include events of lower magnitudes.

The term SEP event can be somewhat misleading due to two possible processes leading
to particle acceleration, so we feel we should clarify the nature of the events used in this
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work. Evidence of two distinctive physical mechanisms of SEP acceleration has been
accumulating for the last half-century [4]. The first of the two mechanisms is associated
with type II radio bursts from coronal and interplanetary shock waves, while the second is
associated with type III radio bursts produced by streaming electrons. The former is driven
by fast CMEs, is proton-dominated, and produces “gradual” SEP events (sometimes also
referred to as Energetic Storm Particle, or ESP events) that have high SEP flux intensity near
Earth. The latter mechanism is predominantly connected to magnetic reconnection with
open magnetic field lines and resonant wave–particle interactions in impulsive SFs and jets.
It produces “impulsive” SEP events that last for hours, in contrast to gradual events, which
can last for days partly due to the continuing acceleration of the shock. Even though all of
the CMEs used in the analysis can be associated with SFs, we believe all of them belong to
the gradual SEP event class.

Determining event-integrated SEP fluence was not always simple, especially in the case
of complex events where structures that appear to have different sources are superimposed.
That is why we have decided to eliminate all events for which we did not find a clear
association with the passage of a specific CME, leaving us with 20 events to be used in the
analysis. Selected FD events and their respective parameters from the IZMIRAN database
are shown in Table 1.

Table 1. Selected parameters from the IZMIRAN database associated with FD events: FD magnitude
for particles with 10 GV rigidity (M), FD magnitude for particles with 10 GV rigidity corrected for
magnetospheric effect (MM), average CME speed between the Sun and the Earth calculated from the
beginning of the associated CME (VmeanC), maximal hourly solar wind speed during the event (Vmax),
and minimal Dst index during the event (Dstmin).

Date/Time
of FD Onset

M
[%]

MM
[%]

VmeanC
[kms−1]

Vmax
[kms−1]

Dstmin
[nT]

29−Sep−2001
09:40:00 4.3 4.4 831 694.0 −56.0

11−Oct−2001
17:01:00 7.0 6.9 769 572.0 −71.0

21−Oct−2001
16:48:00 5.4 7.3 858 677.0 −187.0

24−Nov−2001
05:56:00 9.2 9.8 1366 1024.0 −221.0

17−Apr−2002
11:07:00 6.2 7.0 745 611.0 −127.0

07−Sep−2002
16:36:00 4.6 5.1 863 550.0 181.0

30−Oct−2003
16:19:00 14.3 9.4 2140 1876.0 383.0

20−Nov−2003
08:03:00 4.7 6.8 872 703.0 422.0

26−Jul−2004
22:49:00 13.5 14.4 1290 1053.0 197.0

13−Sep−2004
20:03:00 5.0 5.3 948 613.0 50.0

15−May−2005
02:38:00 9.5 12.2 1231 987.0 263.0

14−Dec−2006
14:14:00 8.6 9.6 1165 955.0 146.0

05−Aug−2011
17:51:00 4.3 4.8 1104 611.0 −115.0

24−Oct−2011
18:31:00 4.9 6.5 633 516.0 −147.0

08−Mar−2012
11:03:00 11.7 11.2 1188 737.0 143.0

14−Jul−2012
18:09:00 6.4 7.6 834 667.0 −127.0

23−Jun−2013
04:26:00 5.9 5.3 844 697.0 −49.0

12−Sep−2014
15:53:00 8.5 5.9 897 730.0 −75.0

22−Jun−2015
18:33:00 8.4 9.1 1040 742.0 −204.0

07−Sep−2017
23:00:00 6.9 7.7 1190 817.0 −124.0
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3. Determination of Energetic Proton Fluence Spectra

Establishing a clear connection between a CME originating on the sun and a conse-
quent FD is often not straightforward [22]. Due to the many potential interactions that can
occur in the heliosphere, the same can be true when one tries to establish the effect of an
ICME passage on the observed flux of energetic protons in interplanetary space.

Complex events on the sun and related disturbances in the heliosphere include various
processes that can lead to particle acceleration and contribute to an increased flux of ener-
getic protons [23]. Hence, the direct link between the structures observed in the energetic
proton flux time series and the passage of an ICME is not always obvious. To establish this
link as reliably as possible, we utilized data provided by various instruments onboard the
WIND spacecraft. As our primary interest was the determination of the precise timing of
the onset and duration of the interaction, we found the time series of the IMF and CME
velocity to be the most useful parameters for this purpose available in the WIND data.

To illustrate the usefulness of WIND data for this purpose, Figure 1 shows the time
series for the IMF (both the total magnitude and its components), solar wind velocity, and
the flux of energetic protons for one selected channel (1.3–1.6 MeV/nucleon) measured by
the SOHO/ERNE instrument for the November 2001 event. Vertical dashed lines indicate
the time intervals associated with the shock-sheath region and the ICME itself (from left to
right, respectively). Some of the analyzed events are forming complex magneto-plasma
structures, which can be explained by interactions with high-speed solar wind streams or
other ICMEs.
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Figure 1. Time series for selected WIND parameters and SOHO/ERNE proton flux data for the
November 2001 event: (a) IMF, (b) IMF components, (c) solar wind speed, and (d) energetic proton
flux in 1.3–1.6 MeV energy channel.

Considering the different time resolutions of WIND (92 s) and SOHO/ERNE data
(1 h), which can result in slight hour-round-off time shifts of the time series for the latter,
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we observe a clear impact of the arrival of the ICME shock on the flux of energetic protons.
In addition to the increase in proton flux attributed to the passage of the ICME, there is
a noticeable structure that seemingly precedes the ICME shock. This structure does not
appear to be directly related to the variations in the IMF or solar wind velocity. Due to the
general complexity of events on the sun, which typically lead to the formation of CMEs, and
the different mechanisms of particle acceleration and interaction with the solar wind, it is
possible that the detected increase in proton flux preceding the shock is induced by some
other aspect of such phenomena or could be some kind of event precursor. We discuss the
possible nature of this structure below; however, we believe that the absence of a detailed
explanation of the mechanism behind its origin will not critically affect the procedure
of determining differential proton fluence and the presented results. Nonetheless, it is
definitely a feature that we will try to investigate in our future work, as we believe it will
lead to a better overall understanding of complex space weather phenomena.

The times marking the shock and the end of ICME interaction, determined as ex-
plained in the previous paragraphs, are now used as integration bounds to calculate
event-integrated flux (or differential fluence) for each of the SOHO/ERNE energy channels.
An illustration of this procedure is shown in Figure 2 for four selected SOHO/ERNE channels.
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Figure 2. Energetic proton flux in four selected SOHO/ERNE energy channels for the November
2001 event: (a) 1.3–1.6 MeV, (b) 4.0–5.0 MeV, (c) 13–16 MeV, (d) 40–50 MeV. Green dashed line marks
the end of the interval used to calculate the baseline, while the two red dashed lines indicate the
bounds of the time interval used for integration.

Among the three vertical dashed lines, the second and the third ones mark the integra-
tion bounds, while the first one indicates the end of the time interval used to calculate the
baseline value (the beginning of the baseline interval being the same as the beginning of the
interval shown on the graph). In several cases where energetic proton flux preceding the
event was disturbed for a longer period of time, a time interval after the event, when the
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flux has recovered and was stable, was used. The duration of time intervals used for
baseline determination ranged from a day and a half to several days. The filled area under
the graph represents the differential fluence value for a given channel calculated relative to
the baseline.

One can observe that part of the proton flux time series associated with the structure
preceding the arrival of the shock exhibits a different energy dependence to the part we
assume is induced by the passage of the ICME and its interaction with the local particles [24],
as the relative ratio of the areas under respective profiles increases with increasing energy.
This could indicate that the observed structure is not related to the CME but is a consequence
of some other interaction.

In our previous work [12], due to the lack of high-resolution WIND data, integration
intervals were more loosely defined. We were unable to precisely separate only the CME-
induced part of the energetic proton flux, often including the precursor structure. We believe
the new approach is a significant improvement and should lead to more reliable results.

4. Parametrization of Fluence Spectra

Using the values for differential energetic proton flux in different energy channels
integrated over the duration of the event (as detailed in Section 3), we form the differential
fluence spectra for selected events. The average energy in MeV was used for particle energy
bin values [25].

Several models have been proposed over the years to describe the observed spec-
tra [26]. One feature that has proven somewhat challenging to accurately describe is the
characteristic brake or “knee”, which can be prominent in extreme events [27,28], possibly
occurring due to the effect of interplanetary transport [29]. Previously [12], we relied on the
model proposed by Band et al. [29,30] to fit the event-integrated fluence spectra. The model,
originally developed to describe gamma-ray burst spectra but also successfully used to
model fluence spectra [31], is based on the double power law in the following form:

dJ
dE

=

{
AEα exp

(
− E

EB

)
E ≤ (α − β)EB,

AEβ[(α − β)EB]
α−β exp(β − α) E > (α − β)EB,

(1)

where E is the particle energy, EB is the “knee” energy, α is the power law index that char-
acterizes the low-energy part of the spectrum, β is the power law index that characterizes
the high-energy part of the fluence spectrum, and A is the spectral coefficient.

While this model reasonably described the observed spectra for a number of events,
in some cases, it seemed that the agreement could be better. Attempting to use the “knee”
energy as a free parameter in the fitting procedure resulted in either fit instability or diver-
gent fits. We believed this to be a consequence of the limitations of standard minimizers
in handling a relatively large number of free parameters. To overcome this issue, in our
previous analysis, we decided to treat the “knee” energy as a fixed parameter, determining
EB by relying on the dependence of this parameter on the integral fluence reported by
some authors [28,32]. Additionally, the range conditions in Equation (1) were approximated
using the expected values for indices α and β of −1 and −2, respectively, as suggested
in [30], effectively reducing the conditions for the low-energy and high-energy ranges to
E ≤ EB and E > EB. However, the number of approximations needed to stabilize the fitting
procedure seemed excessive, so considering an alternative approach seemed advisable.

To reduce potentially significant uncertainties and to increase the reliability of the
fitting, in this study, we resorted to employing the procedure based on the Monte Carlo
approach, specifically utilizing the emcee Python package. emcee is a robust, well-tested,
and user-friendly MIT-licensed tool for Bayesian inference, which uses Markov Chain
Monte Carlo (MCMC) sampling. It is based on the affine-invariant ensemble sampler
and is widely and successfully applied in various research disciplines and data science
domains, including astrophysics, biostatistics, and machine learning. We performed the
fitting procedure using Equation (1) and setting all four parameters as free variables.
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The fitting algorithm performed exceptionally well, rapidly and reliably converging to
optimal parameter values with very high precision and minimal deviation between inde-
pendent walkers. The approach led to a significantly improved and more stable fitting
procedure, ultimately resulting in noticeably more reliable outcomes compared with our
previous method.

Although fitting the energetic proton fluence spectra with the Band function using the
MCMC method eventually performed remarkably well, the function was not so straightfor-
ward to implement when the fitting procedure was based on standard minimizer algorithms.
Hence, we were interested in investigating whether a simpler and more robust model could
be comparably effective in describing energetic proton spectra while also being easier to
implement. One such model, proposed by Ellison and Ramaty, was developed based on ob-
servations of particle acceleration at interplanetary shocks [33], and was successfully used
to model spectra of several particle species during large SEP events [34]. In these studies, it
was concluded that for strong events it mainly fits the lower energy range satisfactorily.
However, we felt it performed well enough to test it on the set of events we selected for
the presented analysis. The model assumes the form of a power law with an exponential
rollover to describe the energetic particle fluence spectra:

dJ
dE

= AEγ exp
(
− E

E0

)
, (2)

where E is the particle energy, E0 is the cutoff exponent parameter, γ is the spectral index,
and A is the spectral coefficient.

Even though it is one of the older proposed models, and some authors had objections
to the somewhat arbitrary introduction of the rollover correction [32], we found the Ellison–
Ramaty model to be mostly in good agreement with the observed data. Additionally,
it proved to be robust in terms of the convergence of the fit. Hence, we felt it is a good
candidate to compare against the model proposed by Band et al. to possibly determine if
one is more suited than the other for the purpose of our analysis.

We fitted the fluence data with both Band and Ellison–Ramaty models and compared
how accurately they described the observed spectra. The Ellison–Ramaty model mostly
converged stably and performed reasonably well when used with standard minimizers.
However, for a more accurate comparison of both models, we utilized the aforemen-
tioned implementation using the emcee package for the Ellison–Ramaty function as well.
This indeed led to further improvements, greater accuracy, and increased precision of the
fit results.

In direct comparison, the Band function proved to be an overall more flexible model,
describing the spectra more accurately, particularly apparent in its ability to effectively
model the “knee” feature. While in some cases this difference in performance was more
evident, for the majority of events, the Ellison–Ramaty model seemed to describe the
spectra sufficiently well, offering only a moderately poorer fit. In Figures 3 and 4, we show
two events that best illustrate the different cases of the level of agreement between the
two models.

The green line in Figures 3 and 4 represents the fit function given by Equation (1)
(Band et al.), and the magenta line represents the fit function given by Equation (2) (Ellison–
Ramaty). The left panels on both figures show the fluence spectrum in log–log scale, while
the right panels zoom in on the region around the “knee” energy in linear scale, which
proved to be the most demanding to fit adequately.

An example where the difference in performance between the two models is most ap-
parent is the second event in October 2001 (occurring around October 21), shown in Figure 3.
Here, the observed spectrum is clearly better described by Equation (1). The Ellison–Ramaty
fit starts to diverge just after the “knee”, and although the divergence is not dramatic, it
is still noticeable. However, in the case of the June 2013 event (Figure 4), the difference
between the two models is much smaller, with Ellison–Ramaty providing only a marginally
less accurate fit. We believe that the fact that the second situation is encountered more
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often provides sufficient justification for continuing to use both models in the remainder of
the analysis.

10
2

10

Particle Energy [MeV]

1

10

2
10

3
10

4
10

5
10

6
10

7
10

]1
−

M
e
V

2
−

s
r

2
−

d
J
/d

E
 [
c
m

Fitting functions:

Ellison­Ramaty

Band et al.

(a)

Diff. Fluence Vs. Particle Energy

5 10 15 20 25 30 35

Particle Energy [MeV]

0

100

200

300

400

500
3

10×

]1
−

M
e
V

2
−

s
r

2
−

d
J
/d

E
 [
c
m

Fitting functions:

Ellison­Ramaty

Band et al.

(b)

Diff. Fluence Vs. Particle Energy

October 2001 (second) event

Figure 3. Fluence spectrum associated with the FD that occurred on 21 October 2001: (a) full range in
log–log scale and (b) interval around the “knee” energy in linear scale. The green line indicates the fit
by the Band et al. function, while the magenta line indicates the fit by the Ellison–Ramaty function.
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Figure 4. Fluence spectrum associated with the FD that occurred on 23 June 2013: (a) full range in
log–log scale and (b) interval around the “knee” energy in linear scale. The green line indicates the fit
by the Band et al. function, while the magenta line indicates the fit by the Ellison–Ramaty function.

The obtained spectral indices α, β, and γ, as well as the values for the ‘knee’ and roll-
over energies, are shown in Table 2. Fit errors for all parameters are given in parentheses.

To further study and compare the usefulness of the models in describing the mea-
sured spectra, we performed a correlative analysis, presenting the results of both models
in parallel.
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Table 2. Parameters for the two models used to fit the fluence spectra for all events: spectral indices
(α, β) and “knee” energy (EB) for the Band et al. model, and spectral index (γ) and roll-over energy
(E0) for the Ellison–Ramaty model.

Date/Time
of FD Onset

α β EB
[MeV]

γ E0
[MeV]

29−Sep−2001
09:40:00 −1.859(1) −3.60(2) 11.71(5) −1.806(1) 10.000(1)

11−Oct−2001
17:01:00 −1.229(8) −4.130(4) 1.354(6) −1.798(4) 1.999(6)

21−Oct−2001
16:48:00 −1.169(6) −2.695(1) 2.44(2) −1.918(2) 7.93(4)

24−Nov−2001
05:56:00 −0.375(1) −5.537(5) 3.535(1) −0.378(1) 3.548(1)

17−Apr−2002
11:07:00 −1.422(2) −3.783(2) 2.529(4) −1.667(1) 3.271(4)

07−Sep−2002
16:36:00 −1.866(1) −4.73(2) 4.991(8) −1.882(1) 5.122(7)

30−Oct−2003
16:19:00 −0.100(1) −5.876(4) 3.271(1) 0.000(1) 3.071(1)

20−Nov−2003
08:03:00 −1.599(4) −3.419(5) 3.45(2) −1.801(2) 4.58(2)

26−Jul−2004
22:49:00 −1.234(1) −4.910(7) 3.328(2) −1.255(1) 3.404(2)

13−Sep−2004
20:03:00 −0.949(1) −6.54(2) 3.467(1) −0.951(1) 3.474(1)

15−May−2005
02:38:00 −0.431(1) −7.37(4) 2.811(1) −0.432(1) 2.813(1)

14−Dec−2006
14:14:00 −0.721(1) −4.038(2) 2.200(1) −0.841(1) 2.427(1)

05−Aug−2011
17:51:00 −1.532(1) −4.70(1) 4.742(5) −1.545(1) 4.837(5)

24−Oct−2011
18:31:00 −1.112(2) −7.57(5) 1.641(1) −1.119(1) 1.648(1)

08−Mar−2012
11:03:00 −0.677(1) −3.642(1) 5.129(1) −0.698(1) 5.286(1)

14−Jul−2012
18:09:00 −1.246(1) −9.999(1) 2.496(1) −1.245(1) 2.494(1)

23−Jun−2013
04:26:00 −1.560(1) −5.08(3) 5.71(1) −1.564(1) 5.752(9)

12−Sep−2014
15:53:00 −0.551(3) −3.350(1) 1.287(2) −1.699(1) 3.232(4)

22−Jun−2015
18:33:00 −1.382(1) −6.21(2) 3.424(1) −1.386(1) 3.437(1)

07−Sep−2017
23:00:00 −1.210(1) −5.11(1) 4.553(3) −1.216(1) 4.590(2)

5. Correlation between Spectral Indices and Forbush Decrease Parameters

To study the relationship between the enhanced flux of energetic protons accelerated
by a CME/ICME-related interplanetary shock and the effect of the passage of these dis-
turbances on cosmic rays, we investigate the correlation between spectral indices used to
parameterize the shape of the energetic proton fluence spectra and the magnitudes of coinci-
dent Forbush decreases. FD magnitudes for 10 GV rigidity particles, calculated using GSM
applied to neutron monitor data provided by the global neutron monitor network [35], are
available in the IZMIRAN database. In addition to FD magnitudes measured at Earth, the
database offers calculated values of FD magnitudes for 10 GV rigidity particles corrected
for magnetospheric effects using the Dst index.

Figure 5 shows the dependence between the spectral index α, obtained by fitting the
fluence spectra with the function proposed by Band et al., and FD magnitudes. The depen-
dence for the measured FD magnitude (M) is shown in the left panel, while the dependence
for FD magnitude corrected for magnetospheric effects (MM) is shown in the right panel.

Equivalent plots for spectral index β are shown in Figure 6.
Figure 7 shows the relationship between FD magnitude and the spectral index γ,

obtained by fitting the fluence spectra with the Ellison–Ramaty function. As in the previous
figure, the dependence for the measured FD magnitude is shown on the left panel, while
one for the FD magnitude corrected for magnetospheric effects is shown on the right panel.
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Figure 5. Dependence of FD magnitudes on the spectral index α for (a) FD magnitude for particles
with 10 GV rigidity and (b) FD magnitude for particles with 10 GV rigidity corrected for magneto-
spheric effect.
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Figure 6. Dependence of FD magnitudes on the spectral index β for (a) FD magnitude for particles
with 10 GV rigidity and (b) FD magnitude for particles with 10 GV rigidity corrected for magneto-
spheric effect.
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Figure 7. Dependence of FD magnitudes on the spectral index γ for (a) FD magnitude for particles
with 10 GV rigidity and (b) FD magnitude for particles with 10 GV rigidity corrected for magneto-
spheric effect.

The new fitting procedure has undoubtedly improved the reliability with which
spectral index α is determined, and for some events, the newly obtained values have
changed non-negligibly. However, the effect of the new results on the dependence shown
in Figure 5 was not dramatic. A much larger change was observed in new values for the
parameter β (Figure 6). Where before it exhibited similar dependence as spectral index
α in relation to FD magnitudes, now it is clear there is little correlation between these
quantities. A few reasons come to mind to explain this observation, which could be related
to the origin, acceleration mechanisms, and potential transport effects of the higher energy
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protons. However, we feel such a discussion is probably beyond the scope of this study,
so for now this feature should be noted and further investigation left for future analysis.
When it comes to the spectral index obtained from the Ellison–Ramaty fit, we observe a
very similar relationship between γ and FD magnitudes as we do for α. This could indicate
that the poorer fit of the Ellison–Ramaty function does not have a significant impact on
this relationship. The observation seems consistent with our assumption, based on the
negligible correlation between the spectral index β and FD magnitudes, that the importance
of the shape of the high-energy part of the spectrum appears to be less significant for the
relationship we are investigating.

It is worth noting that in the distributions shown in Figures 5 and 7, we observe what
could be an outlier event (the July 2004 event with the value for M slightly below and
the value for MM slightly above 14%) A potential reason for the deviation could be the
overestimation of the FD magnitude for this event. The July 2004 event occurred on 26 July
at 22:49:00 (according to the IZMIRAN database). It was preceded by two other events:
one on 22 July at 10:36:00 (with a magnitude of 5.2%) and the second one on 24 July at
06:13:00 (with a magnitude of 4.6%). Cosmic ray flux had not yet recovered from these two
events before the occurrence of the 26 July FD. We believe that if that was not the case, the
magnitude for this event would be several percent smaller, hence it would deviate less in
distributions presented in Figures 5 and 7.

Previously [12], we noticed the possibility of the existence of two classes of events,
where a different trend was observed for the events of smaller and events of larger FD
magnitude, the boundary between them somewhat arbitrarily set to a magnitude of 6%.
After refining the analysis in this work, the possibility of such classification is not eliminated
but is somewhat less evident, and it appears to require a more careful analysis, which could
be considered in a possible future extension of this study.

To quantify the proposed correlations between the spectral indices and FD magnitudes,
we have performed a standard correlation analysis. Pearson correlation coefficients between
FD magnitudes and spectral indices α, β, and γ, as well as several selected space weather
parameters, are shown in Table 3. We omitted to include the results for the parameters
EB and E0, as they exhibited an insignificant correlation with other parameters of interest.
Additionally, aside from a relatively modest correlation between γ and E0 of −41%, they
also showed negligible correlations with the spectral indices themselves.

Table 3. Correlation coefficients between FD magnitudes and spectral indices, as well as selected
space weather parameters.

α β γ
VmeanC
[kms−1]

Vmax
[kms−1]

Dstmin
[nT]

M[%] 0.70 −0.05 0.68 0.78 0.79 −0.38
MM [%] 0.54 −0.15 0.59 0.54 0.53 −0.42

The correlation between spectral index α and FD magnitude M is roughly the same
as previously reported (70% instead of 67%), while the correlation with FD magnitude
corrected for the magnetospheric effect MM is somewhat smaller (54% instead of 64%).
There is barely any correlation between spectral index β with any of the FD magnitudes,
as was indicated by the plots in Figure 6. Correlation coefficients for the spectral index γ
have values comparable to those obtained for α–68% and 59% for M and MM, respectively.
We believe that these results are non-negligibly affected by the observed deviation of the
July 2004 event and that the actual correlations are stronger. Indeed, if the July 2004 event
is removed, the correlations increase for both spectral indices α and γ, as shown in Table 4.
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Table 4. Correlation coefficients between FD magnitudes, spectral indices, as well as selected space
weather parameters, with the July 2004 event excluded.

α β γ VmeanC
[kms−1]

Vmax
[kms−1]

Dstmin
[nT]

M[%] 0.83 −0.07 0.77 0.81 0.80 −0.39
MM [%] 0.71 −0.20 0.73 0.54 0.52 −0.47

Based on the results in Table 3, we see that the correlation between FD magnitude
M and spectral indices α and γ are only slightly smaller than the correlations between M
and the maximum hourly solar wind speed (Vmax) and average CME velocity (VmeanC),
which are quantities that typically show the largest correlation with FD magnitudes [36],
and could be considered as the best predictors for FD magnitudes among space weather
parameters. On the other hand, the correlations between the corrected FD magnitude
MM and spectral indices are comparable to the correlations between MM and Vmax and
VmeanC. If the July 2004 event is not taken into account (results presented in Table 4),
the correlations with M for both spectral indices become comparable to those for Vmax
and VmeanC. More importantly, for MM, the correlations are significantly larger for both
indices, indicating the extent to which the results in Table 3 were negatively influenced by
the deviation of the July 2004 event.

Presented results, particularly the ones in Table 4, indicate even more strongly than in
our previous work the significant correlation between spectral indices used to parameterize
the shape of fluence spectra of energetic protons and FD magnitudes. The level of corre-
lation for magnitude M suggests that spectral indices α and γ serve as equally effective
predictors of FD magnitude for particles with 10 GV rigidity obtained by the GSM model
(M) as other space weather parameters, while for the FD magnitude for particles with 10 GV
rigidity corrected for magnetospheric effects (MM), they appear to be better predictors than
other parameters. The results for both α and γ are largely comparable, and they seem to be
almost equally useful for our study. However, if we had to choose the recommended model
for use in this type of analysis, it would be the model proposed by Band et al. This model
proved to be more flexible, especially in modeling the “knee” and the higher energy part of
the energetic proton fluence spectra. The potential downside of this model is that it requires
some effort in implementation. In that sense, we believe the Ellison–Ramaty model remains
a useful tool due to its robustness and ‘out-of-the-box’ applicability.

It was shown [1] that even during complex heliospheric events, involving multiple
CMEs in succession, it was possible to calculate with sufficient accuracy the magnitude of
the FD outside the geomagnetic field (corrected for the magnetospheric effect) using the
established correlation. The obtained value for the FD magnitude corrected for magneto-
spheric effects was −8.3%, which was in good agreement with the value of −7.7% obtained
from the GSM (the relative difference between the two methods being 7%). In the case of
the FD magnitude measured at Earth relative difference was somewhat larger (15%), where
we obtained the value of −8.1%, while the value calculated based on the GSM was −6.9%.
These results indicate that the established correlations, even without additional refinement,
can reliably predict FD amplitudes.

6. Conclusions

We presented an extension of our work, focusing on studying the connection between
disturbances in the flux of energetic particles in the heliosphere and concurrent variations
in the cosmic ray flux induced by the passage of a CME/ICME. Energetic proton flux,
measured by the SOHO/ERNE instrument at L1 in twenty energy channels, was integrated
over the duration of the event to obtain differential fluence spectra. To enhance the accuracy
of this procedure, IMF and CME speed data provided by the WIND satellite were utilized.
Fluence spectra were fitted with both the Ellison–Ramaty model and the model proposed
by Band et al., and their effectiveness was compared. Cross-correlation between the spectral
power indices obtained from the models and FD magnitudes, calculated by the GSM model
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for 10 GV particles from the IZMIRAN database, was performed. The correlation between
spectral indices and FD magnitude for events of moderate-to-high magnitude proved to be
significant and, with the exception of the July 2004 event, comparable to the correlation with
other space weather parameters that could be considered good predictors of FD magnitude.
In the case of FD magnitude corrected for magnetospheric effects, the correlation with
spectral indices is greater than for any other space weather parameter. Even though the
Ellison–Ramaty model was able to model the energetic proton fluence spectra well in
many cases, the model proposed by Band et al. performed better overall. Therefore, in our
opinion, it should be the recommended model for similar studies.
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