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A B S T R A C T

We present a reactive molecular dynamics study on tribological properties of five vanadium oxides (𝑉2𝑂3, 𝑉3𝑂5,
𝑉8𝑂15, 𝑉9𝑂17, 𝑉 𝑂2) under elevated temperatures and pressures. All considered stoichiometries provide lubrica-
tion with a comparatively low coefficient of friction (𝐶𝑂𝐹 ∼ 0.2 at 600 K, 𝐶𝑂𝐹 < 0.2 at 800 and 1000
K) which is a valuable information relevant for the design of coatings containing vanadium as a lubricious
agent. An overall tendency of the decrease of friction coefficient with the increase of temperature represents
a tribological effect useful for self-adjusting lubrication. We observed the increasing trend of adhesion-related
offset of the friction force with the decrease of oxygen content in vanadium oxides.

1. Introduction

Friction and wear represent a serious obstacle to the efficient opera-
tion of engineering systems in all areas of industry. There is an estimate
that friction and wear cause a loss of approximately one-quarter of
the global energy production [1]. In every system where a contact
between surfaces in relative motion is present, the phenomenon of
friction occurs and causes energy losses. Considering this fact, the usage
of materials, referred to as lubricants, which can enable low friction and
prevent wear, is necessary [2].

The most common choices include liquid lubricants like water-based
ones [3–6], petroleum-based oils [7–9], or ionic liquids [10–14]. When
it comes to more specific operating conditions, including high tem-
perature or vacuum, solid lubricants need to be used instead of liquid
ones. The two major families include carbon-based solid lubricants
(such as graphite [15–17] or diamond-like carbon coatings [18,19])
and transition metal dichalcogenides (TMDs) [20–24]. However, both of
them show a tendency to degrade at elevated temperatures in oxidative
environment [25,26].

Taking into account that providing effective lubrication at high
temperatures/pressures and under oxidation is relevant for various
industrial applications, such as turbomachinery and cutting tools [27,
28], there is a need for designing suitable coatings. Those are hard
and oxidation-resistant coatings consisting of binary or ternary films
(e.g., Cr–N, Ti–N, Cr–Al–N, Ti–Al–N), doped with an additional element
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(usually a metal) [27–33]. Such coatings operate in a way that the
dopant diffuses to the surface of the coating, reacts with oxygen, and
forms an oxide layer that serves as a lubricant. Out of several possibili-
ties for the choice of the metal, vanadium and silver gained popularity.
There is either oxide (V–O ) or metallic (Ag) lubrication. Vanadium
oxides and metallic silver reduce friction and melt at relatively low
temperatures (below 700 ◦C in case of V2O5; melting point of metallic
Ag is 961.8 ◦C, both at atmospheric pressure), hence providing liquid
lubrication [28,32,34–39].

We have previously studied the tribological properties of vanadium
pentoxide V2O5 [40]. We found out that even a single layer of it present
on the surface of a vanadium doped solid lubricant provides efficient
lubrication with the coefficient of friction 𝐶𝑂𝐹 < 0.2, which is an es-
tablished value when considering lubrication based on solid-lubricating
materials [26].

The dopant of solid coatings investigated in the present study is
vanadium (as in the Ref. [40]), which reacts with oxygen and forms
oxides with different stoichiometries, depending on the working con-
ditions [41]. Accordingly, the amount of oxygen present in the oxida-
tive environment, can be taken as a study parameter, leading to the
consideration of different vanadium-oxide stoichiometries.

This study aims to explore the tribological performance of under-
oxidized vanadium lubricants. The key questions which we are target-
ing are related to the usability (i.e., providing lubrication regardless
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Fig. 1. Snapshots ((a) 𝑥𝑧 and (b) 𝑦𝑧 cross-sections) of the simulated tribological system taken at the start (𝑡 = 0) and at the end (𝑡 = 2.5 ns) of a simulation. Vanadium and
oxygen atoms are represented as smaller yellow and bigger red spheres, respectively. The top and bottom V2O5 layer represent rigid counter-bodies, while V and O atoms confined
between them constitute a vanadium oxide lubricant of a certain stoichiometry, in general labelled as V𝑥O𝑦.

of the stoichiometry) and efficiency (i.e., enabling low friction coef-
ficient) of such lubricants. We have conducted a reactive molecular
dynamics study on the tribological properties of five vanadium ox-
ide stoichiometries. Our study includes V2O3,V3O5,V8O15,V9O17,VO2,
which are observed in experimental investigations of coatings with
vanadium oxide-based lubrication [37,41,42].

2. Methods

We have employed an atomistic model within the ReaxFF (reactive
force field) potential [43] to describe the interactions of vanadium and
oxygen atoms. ReaxFF is an empirical potential based on the bond order
concept. The total potential energy of the system is calculated as a sum
of energies of different components: bonds, atoms, lone-pairs, valence
and torsion angles, hydrogen bonds, van der Waals and Coulombic in-
teractions. ReaxFF uses bond orders which change dynamically during
the simulation, depending on the interatomic distances.

In this study, we used the Chenoweth et al. force field parame-
terization [44], which was originally developed for oxidative dehy-
drogenation on vanadium oxide catalysts. Besides that purpose, the
aforementioned force field has been used to study the chemical stability
and surface stoichiometry of solid vanadium oxide phases [45]. Also,
the Chenoweth et al. force field has been used in a study on the tribo-
logical properties of crystalline and amorphous V2O5 lubricants [40].

All reactive molecular dynamics simulations presented in this work
have been conducted using the reax/c package [46] of the LAMMPS
code [47,48].

Since the main target of our study is the exploration of the effects
of stoichiometry on the tribological properties of vanadium oxides, our
present simulation setup is designed analogously to the one utilized in
a previous study on the mechanism of tribological action of V2O5 [40].
Such approach allows comparisons of the tribological performance
of under-oxidized vanadium and vanadium pentoxide lubricants. Our
tribological system consists of two V2O5 layers, which are used as rigid
counter-bodies, and an initially random arrangement of 𝑁𝑉 = 144 vana-
dium atoms and an appropriate number of oxygen atoms 𝑁𝑂, which
are used as a lubricant confined between the two V2O5 layers. The
above-mentioned term appropriate means that the number of oxygen
atoms is determined in correspondence with the chosen stoichiometry
of vanadium oxides, which is in general labelled as V𝑥O𝑦, hence 𝑁𝑂 =
𝑦
𝑥𝑁𝑉 . The mass density of considered V𝑥O𝑦 phases was selected in a
way that it is equal to the mass density of the corresponding crystalline
vanadium oxide, minus 10% to account for a lower density of the
amorphous phase. Regarding the periodic boundary conditions applied,
our system was periodic in all three directions (i.e., 𝑥, 𝑦 and 𝑧), however
in the 𝑧 direction we effectively had rigid layers acting like walls.
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Fig. 2. Representative total radial distribution function (RDF ), labelled as 𝑔 (𝑟), for the
set of parameters (V3O5, 4 GPa, 1000 K). For all sets of parameters the RDFs have a
similar dependence on the distance, taking into account the presence of short-range
and the lack of long-range ordering (check Figs. 3, 4 in Supplementary Information).

The first step of our simulations was a structural relaxation of the
initially randomly arranged V𝑥O𝑦 phase, where we applied the con-
jugate gradient method within LAMMPS [47,48], with the stopping
tolerance of 10−12 for energy and 10−12 kcal/molÅ for force; both
maximum number of iterations of minimizer and maximum number
of force/energy evaluations were set at 105. After the relaxation, we
proceeded to a melt-quench step at a target normal load of 0, 1, 2, 3
or 4 GPa, imposed on the top rigid V2O5 layer. We heated the V𝑥O𝑦
phase up to 5000 K and then quenched it at a rate of −10 K/ps to the
target temperature of 600 K, 800 K or 1000 K. After these steps, we
proceeded with the system equilibration at the target temperature for
100 ps, and then we started the sliding of the top V2O5 layer in the 𝑥-
direction at a velocity of 𝑉𝑥 = 1.133 m∕s. We chose the sliding velocity
so that 1 ns of sliding corresponds to a run through the primitive cell
of V2O5, which is consistent with our previous study [40]. The sliding
part of our simulations lasted for 2 ns and during this production stage
we recorded the atomic positions and forces, so that they can be used
in a subsequent analysis. In all simulations, we used a timestep of 0.5
fs. For any simulation conditions (comprising selected stoichiometry,
applied normal load and temperature), 5 independent runs were carried
out. Different independent runs correspond to the usage of different
seeds of the random number generator applied to obtain the starting
configurations of the confined V and O atoms in the V𝑥O𝑦 phase. Such

a procedure enabled us to determine the averages and the standard
deviations of the computed quantities. An illustration of our simulation
setup at the start and at the end of a simulation is shown in Fig. 1.

3. Results and discussion

3.1. Tribological behaviour of amorphous vanadium oxides

Let us label the set of parameters defining a distinguishable simula-
tion as

⊵
V𝑥O𝑦, 𝐹𝑧, 𝑇 , 𝑖

⊶
, which correspond to the stoichiometry, normal

load, temperature and index of the independent run, respectively. The
friction force was defined as the force acting on the top rigid V2O5 layer
in the direction opposite to the sliding direction; hence, we label it as
𝐹𝑥. For each set of parameters

⊵
V𝑥O𝑦, 𝐹𝑧, 𝑇

⊶
we determine the friction

force by computing the average value over five independent runs. The
associated error was computed as the unbiased standard deviation over
the independent runs.

In Fig. 2 we show the total radial distribution function related to
the sliding segment of our simulations for the representative set of
parameters (V3O5, 4 GPa, 1000 K). The results are analogous for all sets
of parameters. We notice a short-range ordering, arising from distinct
(though not fixed) bonding distances, but any long-range ordering is
lacking, identifying our V𝑥O𝑦 phase as amorphous or liquid. The bound-
ary between an amorphous solid and a liquid state is not clearly and
straightforwardly distinguishable, especially considering the working
conditions of our study (i.e., relatively high temperatures and normal
loads, together with sliding). Taking all relevant circumstances into ac-
count, we consider those two states as equivalent within the framework
of our study.

In Fig. 3 we present the evolution of the sliding force with respect
to time for the set of parameters (V3O5, 4 GPa, 1000 K). It is a repre-
sentative case for the sliding force vs. time relationship; the profiles for
other sets of parameters look qualitatively similar to the reported one.
We can notice in Fig. 3(a) the absence of upward/downward trends,
which implies that the system undergoes a steady sliding process. This
kind of tribological behaviour is expected for amorphous/liquid lubri-
cants, differently from, for example, crystalline V2O5 lubricant [40].
In Fig. 3(b) we show the temporal trends (computed as the moving
average over 1000 values) of all five independent runs. Qualitatively,
in all 5 cases the sliding force vs. time curves are analogous.

By following the standard approach in tribology, we applied a linear
fitting on the dependence of the sliding force 𝐹𝑥 on the normal load 𝐹𝑧:

𝐹𝑥 = 𝐶𝑂𝐹 ⋅ 𝐹𝑧 + 𝐹 0
𝑥 , (1)

where the slope corresponds to the coefficient of friction (𝐶𝑂𝐹 ), while
the offset 𝐹 0

𝑥 corresponds to the sliding force when the normal load on

Fig. 3. Time profiles of the sliding force 𝐹𝑥 in the case of V3O5 lubricant under the applied pressure of 4 GPa and at the temperature of 1000 K. Panel (a) reports the results of
the independent run 1. In the panel (a), the solid blue line represents raw simulation data, the solid red line represents the moving average, while the horizontal dashed orange
line is the global average. Panel (b) shows the moving averages of the sliding force corresponding to the 5 independent runs, represented by solid lines with different colours. It
also includes the global average calculated over all 5 independent runs (for the same set of parameters (V3O5, 4 GPa, 1000 K)), marked with a horizontal dashed orange line.
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Fig. 4. Dependence of the sliding force 𝐹𝑥 on the normal load 𝐹𝑧 at the temperatures
of (a) 𝑇 = 600 K, (b) 𝑇 = 800 K and (c) 𝑇 = 1000 K. The error bars represent the
standard deviation of the average values obtained from the sliding simulations. The
solid lines were obtained by linear fitting via Eq. (1). Corresponding parameters of the
applied linear fitting are listed in Table I of the Supplementary Information.

the top V2O5 layer is not applied (i.e., 𝐹𝑧 = 0). In Fig. 4 we present
the sliding force 𝐹𝑥 vs. normal load 𝐹𝑧 dependence for all considered
stoichiometries and temperatures. We can notice the effects of stoi-
chiometry and temperature on the frictional behaviour of amorphous
vanadium oxide lubricants: there is a separation and ordering of the
results (i.e., the offset of the linear fits) depending on the stoichiometry;
temperature affects both the slope and the offset of the linear fits.

To gain a more detailed insight into the dependence of the slope
and offset of applied linear fits (from Eq. (1)) on the stoichiometry and
temperature, we prepared the 𝐶𝑂𝐹 and 𝐹 0

𝑥 vs. stoichiometry plots at
all studied temperatures, shown in Fig. 5(a) and Fig. 5(b), respectively.
At a fixed temperature, we do not notice any statistically significant
changes of the 𝐶𝑂𝐹 as a function of stoichiometry. The values which
we obtained for the 𝐶𝑂𝐹 (∼ 0.2 at 600 K, ∼ 0.15 at 800 K and ∼
0.1 at 1000 K) are also in good agreement with the previously deter-
mined results for amorphous V2O5 lubricant at the same temperatures

(e.g., see Fig. 8 and Table 6 in the Ref. [40]), which means that even
under-oxidized vanadium is going to be an effective lubricant. There
is also an overall tendency of the decrease of 𝐶𝑂𝐹 with the increase
of temperature for all considered vanadium oxides, however, in some
cases the values of 𝐶𝑂𝐹 at different temperatures are indistinguishable
within the margin of error. The decrease of friction coefficient with the
increase of temperature is an expected tribological effect in the case
of the hydrodynamic lubrication regime of the Stribeck curve [49]. A
higher temperature of an amorphous/liquid lubricant leads to its lower
viscosity [50,51] and, consequently, to a lower friction coefficient.
Another consequence of such behaviour is a somewhat self-adjusting
character of the lubrication, which enables lowering of the friction
coefficient. Sliding at a lower temperature with a higher 𝐶𝑂𝐹 would
generate energy, dissipated in the form of heat, that would, in turn,
increase the temperature of the coating and hence decrease the 𝐶𝑂𝐹 ,
allowing easier sliding. We added a dashed horizontal line in Fig. 5(a)
at 𝐶𝑂𝐹 = 0.2 to denote an established boundary for the low value
of the friction coefficient of high-temperature self-lubricating coatings.
Such a boundary low value can be used for defining the quality of
novel solid-lubricating materials (e.g., see Fig. 5 in the Ref. [26]). All
the obtained values of 𝐶𝑂𝐹 at the temperatures of 800 and 1000 K
are well-below this threshold of 0.2, while at 600 K the values belong
to its vicinity. We should mention that there is a good agreement of
our results regarding 𝐶𝑂𝐹 with the values of experimentally measured
𝐶𝑂𝐹 of vanadium-containing nitride coatings [29,37,52].

The offset 𝐹 0
𝑥 of the linear fits from Eq. (1) is related to the adhesion

component of the friction force [53–55]. In Fig. 5(b) we present the 𝐹 0
𝑥

vs. stoichiometry dependence for the three studied temperatures. We
notice an overall decreasing trend of the 𝐹 0

𝑥 with the increase of the
oxidation level of vanadium. As 𝐹 0

𝑥 accounts for the adhesion between
the top rigid V2O5 layer and the V𝑥O𝑦 lubricant, a higher oxidation
level of vanadium in V𝑥O𝑦 enables formation of less bonds between the
V2O5 layer and the lubricant, which leads to a lower adhesion. This rep-
resents mainly a qualitative explanation of the adhesion-stoichiometry
relation. However, we provide a quantitative explanation based on
counting the bonds between the V𝑥O𝑦 lubricant and the top V2O5 layer
in the following subsection titled Structural analysis.

As already stated in the Methods section, our simulation setup was
built with the V2O5 layers as counter-bodies of the tribo-contact to
make the results comparable with the previous study [40] dealing with
the amorphous V2O5 lubricant. However, such a simulation setup can
also be somewhat relevant for practical applications. In the operation
of a real coating, utilized for example, as a cutting tool, we would
expect the tribolayer of vanadium oxides to be sandwiched between
the products of oxidation of the coating (primarily oxides like SiO2 and
TiO2) and the surface of the stainless steel, which is also an oxidized
surface. Even though our molecular dynamics model is far from perfect
to simulate such interactions, it might show some relevant trends. In
the applications like coatings for cutting tools, adhesion can be a very
important phenomenon since the cutting tool should not be stuck on
the surface.

3.2. Structural analysis

We have defined a V–O bond as V and O atoms being closer than
the cutoff distance of 2.5 Å, which is the length of the longest V–O
bond in crystalline oxides (2.2 Å, in ReaxFF-optimized V2O5), plus extra
15% to account for generally longer bonds in amorphous phase [56].
We looked at a number of V–O bonds, expressed as the average co-
ordination numbers of vanadium, 𝐶𝑁𝑉 , and oxygen, 𝐶𝑁𝑂. We paid
special attention to the bonding between the rigid V2O5 layers and
the amorphous V𝑥O𝑦 oxide phase. These bonds are almost exclusively
formed between the V atoms of the amorphous V𝑥O𝑦 phase and the
O atoms of the rigid V2O5 layers. Consideration of the aforementioned
bonds provides us a good measure of the adhesion interactions between
a rigid oxide body and an amorphous oxide. We quantify this type of
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Fig. 5. (a) Dependence of the friction coefficient 𝐶𝑂𝐹 on the stoichiometry at the temperatures of 𝑇 = {600, 800, 1000} K. (b) Dependence of the offset of the sliding force 𝐹 0
𝑥 on

the stoichiometry at the temperatures of 𝑇 = {600, 800, 1000} K. The points presented in the panels (a) and (b) were obtained as slopes and offsets of the linear fits from Eq. (1),
respectively, while the errorbars represent the associated error computed via the fitting procedure. Dashed lines in the panel (b) represent linear fits, that serve as guides to the
eye.

bonding as the number of such bonds per a V atom, and denote it as
𝐶𝑁∗

𝑉 .
We have seen from Fig. 5(a) that the stoichiometry of amorphous

vanadium oxide lubricants weakly affects the friction coefficient. How-
ever, it clearly impacts the offset of the sliding force 𝐹 0

𝑥 , as we can
observe from Fig. 5(b). This effect can also be noticed in the separation
and ordering, with respect to stoichiometry, of the sliding force vs.
normal load curves in Fig. 4. In order to quantitatively describe such a
behaviour, we analysed the structural features of V𝑥O𝑦 phases, looking
primarily into V–O bonds.

The effect of stoichiometry on the network connectivity and the
occurrence of such V𝑥O𝑦-to-V2O5 bonds at the temperature of 1000 K
(results for the other two studied temperatures are analogous) is pre-
sented in Fig. 6. We observe the almost constant coordination numbers
of vanadium (𝐶𝑁𝑉 ∼ 4 under the normal load of 0 GPa) throughout the
stoichiometries. On the other side, the coordination number of oxygen
𝐶𝑁𝑂 decreases with the increase of the overall oxygen content in the
V𝑥O𝑦 phase, in order to provide enough bonding to vanadium. Also,
as we move to more oxygen-poor stoichiometries, we observe a higher
tendency of the vanadium atoms from V𝑥O𝑦 to bond with the oxygen
atoms from V2O5 rigid layers, i.e., 𝐶𝑁∗

𝑉 increases. Since those bonds
are to be considered the main cause of the adhesion between the V𝑥O𝑦
lubricant and the rigid V2O5 layers, this tendency offers an explanation
for the increase of the offset of the sliding force 𝐹 0

𝑥 with the decrease of
the oxygen content in V𝑥O𝑦, as shown in Fig. 5(b). Also, we obtained
that, at a fixed stoichiometry, all coordination numbers (i.e., 𝐶𝑁𝑉 ,
𝐶𝑁∗

𝑉 and 𝐶𝑁𝑂) increase with the increase of the normal load. This
outcome can be easily explained taking into account that the increased
normal load causes a closer contact of atoms in the V𝑥O𝑦 lubricant
(i.e., a lower volume per atom; see Fig. 1 in the Supplementary In-
formation). Consequently, there are more atoms positioned within the
bonding cutoff distance of 2.5 Å. As the oxygen content decreases, the
overall increase of the average coordination number of oxygen causes
the increase of the average V–O bond lengths, as we show it in Fig. 7.
The elongation of the bonding distances lowers the bond energy, which
makes bond switching in the course of sliding, and hence the changes
in the network connectivity of the V𝑥O𝑦 lubricant, easier. This might be
a reason for the almost constant 𝐶𝑂𝐹 throughout the stoichiometries:
there are more bonds per atom as the amount of oxygen in V𝑥O𝑦
decreases (both by just increasing the fraction of atoms with a higher
𝐶𝑁 and by increasing the 𝐶𝑁 of oxygen atoms). However, those bonds
are longer and, consequently, weaker. Hence, the opposite changes of
the number of bonds and their length with respect to stoichiometry are
the effects cancelling each other, which results in a weak dependence
of the friction coefficient on stoichiometry (see Fig. 5(a)).

Similarly to a previous study (see Fig. 9 in Ref. [40]), we present
the effect of the network connectivity of amorphous V𝑥O𝑦 lubricant

(expressed as the average coordination number of vanadium 𝐶𝑁𝑉 ) on
the sliding force 𝐹𝑥 in Fig. 8. As in the case of V2O5, we observe a linear
relation between the quantities in question, which is reasonable as a
behaviour consistent with the fluid lubrication regime of the Stribeck
curve [49]: higher network connectivity means higher viscosity [57,
58], which results in a higher friction force.

4. Conclusions

We have performed reactive molecular dynamics simulations to
study the tribological properties of practically relevant vanadium oxide
phases at elevated temperatures and pressures. Stoichiometries of vana-
dium oxides were selected in accordance with available experimental
studies. Sliding simulations explored the tribocontact of two rigid
V2O5 layers used as counter-bodies and a thermalized V𝑥O𝑦 lubricant
confined between them. Under the imposed working conditions, all
vanadium oxides were amorphous.

In general, the available amount of oxygen in an oxidative envi-
ronment in which a vanadium doped hard coating is used, might be
insufficient to form V2O5. The main goal of our study was to explore the
effectiveness of vanadium-based lubricants at lower oxidation states; in
other words: can they provide low friction in oxygen-poor environment.
We found no noticeable differences in friction coefficients between
various amorphous vanadium oxide phases. All of the studied vanadium
oxides provide lubrication with a considerably low friction coefficient
(𝐶𝑂𝐹 ∼ 0.2 at the temperature of 600 K, 𝐶𝑂𝐹 < 0.2 at the temperatures
of 800 and 1000 K). We figured out that the friction coefficient decreases
with the increase of the temperature, which can be favourable for self-
adjusting lubrication in the tribological conditions, when the energy
dissipation leads to the temperature increase.

We observed the increasing trend of the adhesion-related offset of
the friction force with the decrease of the oxygen content and explained
it by the more-pronounced tendency of vanadium atoms to bond with
the oxygen atoms of the counter-bodies in oxygen-poorer environment.
For all vanadium oxides we observed a linear relation between the
friction force and the network connectivity, consistent with previous
findings regarding V2O5. We obtained an overall tendency of the in-
crease in bond length and network connectivity with the increase of
normal load, for all stoichiometries and at all studied temperatures.

As a concluding remark, our study on vanadium oxide lubricants
provides a reliable reference relevant for the development of oxidation-
resistant hard coatings containing vanadium as a lubricious element.
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Fig. 6. Dependence of the average coordination numbers of vanadium (𝐶𝑁𝑉 in the
top and 𝐶𝑁𝑉 ∗ in the middle panel) and oxygen (𝐶𝑁𝑂 in the bottom panel) on the
stoichiometry at the temperature of 1000 K and under all applied normal loads. The
results at 600 and 800 K are quantitatively similar (i.e., impact of the temperature
within the studied range is negligible). The error bars represent the standard deviation
of the average values obtained from the sliding simulations. Dashed lines were obtained
by linear fitting and they serve as guides to the eye.
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Fig. 8. Relation between the sliding force 𝐹𝑥 and the average coordination number of
vanadium 𝐶𝑁𝑉 at the temperatures of (a) 𝑇 = 600 K, (b) 𝑇 = 800 K and (c) 𝑇 = 1000
K and for all considered vanadium oxide stoichiometries. Solid lines were obtained by
linear fitting and they serve as guides to the eye, pointing out to a linear relation
between 𝐹𝑥 and 𝐶𝑁𝑉 .

Appendix A. Supplementary information

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.triboint.2022.107795.
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ABSTRACT: We present a numerical investigation of the
influence of water content on the dynamic properties of a family
of phosphonium-based room-temperature ionic liquids. The study
presents a compelling correlation between structural changes in
water−ionic liquid solutions and thermodynamic and transport
properties across diverse systems. The results for phosphonium
ionic liquids are compared with 1-butyl-3-methylimidazolium
hexaphosphate ([bmim]PF6) as a reference. Through this
approach, phosphonium cation structure-related characteristics
can be identified and placed within the broader context of ionic
liquids. These insights are underpinned by observed changes in
interaction energy, boiling point, diffusion rate, and viscosity,
highlighting the crucial role of water molecules in weakening the strength of interactions between ions within the ionic liquid. The
investigation also explains temperature-dependent trends in phosphonium cations, showing that alkyl group length and molecular
symmetry are important tuning parameters for the strength of Coulomb interactions. These results contribute to a refined
understanding of phosphonium ionic liquid behavior in the presence of water, offering valuable insights for optimizing their use in
diverse fields.

■ INTRODUCTION
Ionic liquids (ILs) include a class of salts characterized by their
ability to remain in a liquid state at room temperature, with a
melting point below room temperature (300 K). Through the
high versatility of large asymmetric and irregularly shaped
organic or inorganic cations and anions, ILs possess unique
physicochemical properties that make them relevant for wide-
ranging modern applications. These properties include
negligible vapor pressure, exceptional thermal stability, high
viscosity, significant ion conductivity, a wide electrochemical
window, and adjustable polarity.1,2 Such attributes have led to
the exploration of ILs in a diverse range of fields, including
lubrication.3−5 Hence, it would be advantageous if we could
deduce relations between the molecular structure, transport,
and lubrication properties of ILs.

ILs utilized for lubrication purposes incorporate different
types of anions, both organic and inorganic, as well as various
cations. Among the commonly employed cations are those
based on ammonium, phosphonium,6 imidazolium,1 or
pyridinium.7 Notably, recent studies have highlighted the
potential of phosphonium ILs for lubrication due to several
advantageous characteristics.3,8−10 Phosphonium ILs have
been found to exhibit reduced wear and friction compared to
commonly used oils, and even ammonium and imidazolium
ILs.8,11,12 Phosphonium ILs have also been reported to possess
excellent resistance to corrosion and tribo-corrosion.13 Their

low volatility9 enables recycling and reusability without volume
loss, highlighting phosphonium ILs as leading candidates for
lubricant applications. The length of the alkyl chain in cations
has been found to influence the viscosity, melting point, and
pressure-viscosity coefficients of ILs.3,10 The influence of
cationic alkyl chain length on the tribological properties of ILs
in lubrication has been investigated.1,6,12,14−16 Interestingly,
Minami12 observed a decrease in the coefficient of friction
(COF) from 0.25 to 0.15 with increasing alkyl chain length
(nC = 2 to 12), while Dold et al.1 observed an increase in COF
from 0.025 to 0.1. Studies have also considered ILs with the
same cations but different anions. ILs change wetting behavior
depending on the anion size,6,14−16 from the absence of
wetting to partial or complete wetting.

Water is commonly employed during the synthesis of ILs,
and many ILs have a strong affinity for water. Consequently,
the residual water in ILs significantly influences various
properties such as density, viscosity, polarity, conductivity,
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and solubility.17,18 The solubility of ILs in water is particularly
important for reducing emulsification in water-based lubri-
cants. Both theoretical and experimental studies comparing
different ILs based on the symmetric phosphonium [P4,4,4,4]
cation revealed that solubility depends on the choice of
anion.19,20 Molecular dynamics (MD) simulations investigating
the mixing behavior between phosphonium ILs with chloride
and acetate anions and water showed that, while the anions
were well solvated due to their small size, only the smallest
cation [P2,2,2,2] was fully miscible with water, forming a
homogeneous binary solution.21 The analysis emphasized
electrostatic nature of cation−anion and anion−water
interactions, with van der Waals interactions playing a
dominant role in cation−water interactions.20

Understanding the properties of water−ionic liquid systems
is challenging due to different mechanisms and structural units
that can contribute to the interaction, such as ion solvation, ion
association, and numerous dynamic properties in the system.
Molecular dynamics is a powerful technique to examine
electrolyte properties because a direct correlation between the
atomistic level information and macroscopic properties can be
obtained.6 Molecular dynamics simulations were carried out on
four ILs based on the combinations of four different cations
([P6,6,6,6], [P4,4,4,12], [P4,4,4,4], and 1-butyl-3-methylimi-
dazolium [bmim]) with two anions benzoate [benz] and
hexafluorophosphate PF6.

6,9,22 Both anions and [bmim]
cations have similar molar masses. They are also roughly
50% lighter than the [P4,4,4,4] cation. Previous research has
focused on the physical properties of imidazolium hydrophilic
ionic liquid (IL) and water mixtures.23−25 The cation side
chain modification in imidazolium-based ILs was reported to
significantly influence its aggregation in the presence of
water.26,27 Also, water-induced cluster formation could disrupt
ion interactions28 and, for mixtures with 70 mol % or more of
water, the imidazolium-based IL systems behave as aqueous
solutions.28,29 Therefore, comparing anions and cations with
systematically varied shapes and sizes is useful for studies
aimed at understanding the effect of molecular shape and
mobility on tribological and mixing properties of ILs in the
presence of water.

Here, we present a comprehensive computational study of
the influence of water concentration on the structure of IL as
well as on the evolution of water−IL interactions. In particular,
we perform molecular dynamics simulations for dilute water/
IL systems for different anion types and phosphonium-based
cations with a range of alkyl-chain lengths. The role of the
symmetry and size of the phosphonium cation is examined.
The results for three phosphonium-based ionic liquids are also
compared with an imidazolium ionic liquid with a comparable
molecular weight. The set of considered ionic liquid cation−
anion pairs is depicted in Figure 1.

■ MATERIALS AND METHODS
Since the cation alkyl chain length affects the water affinity of ILs, the
simulations include three different phosphonium cations, [P6,6,6,6],
[P4,4,4,12], and [P4,4,4,4], in combination with benzoate [Benz]
anion. The results for the phosphonium family are compared with the
behavior of 1-butyl-3-methylimidazolium hexafluorophosphate
([bmim]PF6) ionic liquid. Each simulation consisted of one ionic
liquid homogeneously mixed with water. The initial configurations
were obtained by random placement of ions Nc = NA = 80 for
[bmim]PF6, 160 for [P6,6,6,6][benz] and [P4,4,4,12][benz], and 205
for [P4,4,4,4][benz] ILs into a cubic simulation box. The number of
water molecules was adjusted accordingly to obtain the following

mass volume fractions: NHd2O = 2590 corresponding to the
concentration of 45%w,IL, NHd2O = 1520 60%w,IL, and NHd2O = 304 for
87%w,IL.

The interatomic interactions within ILs were characterized using
the OPLS-AA force field derived from LigParGen.30,31 The intra-
molecular forces inside the water were calculated with the SPC/E
potential.32,33 The interactions between ILs and water were calculated
using the common Lorentz−Berthelot mixing rules.34,35 In principle,
the electronic polarizability of water and ionic liquid molecules should
be considered to have an accurate depiction of their interactions and
dynamics. However, previous simulations utilizing nonpolarizable
water and IL models6,36,37 have effectively captured crucial character-
istics of the water−IL mixture, hence justifying the adequacy of the
force fields adopted in this study. The value of the surface tension, as
well as viscosity38 and self-diffusion,39 for the SPC/E models is found
to be in reasonably good agreement with experiment.32

MD simulations were conducted using the open-source LAMMPS
package40 with a time step of 1 fs, and a typical length of simulation
before property data were collected was 0.5 ns, which was sufficient
for the energy to reach a steady state. To maintain the desired
temperature, a Nose−́Hoover thermostat was utilized, while the
velocity-Verlet algorithm was applied to solve the equations of
motion.41,42 The constant pressure (1 bar) simulations were
performed with a barostat coupled to the overall box volume. The
external pressure was specified as a scalar (isobaric ensemble). The
damping parameters for the thermostat and barostat were 10 fs and 1
ps, respectively.

■ RESULTS
Impact of Water on the Ionic Liquid Structure. Figure

2 illustrates the time-averaged interaction energies (u) between
water and ions in four different ILs after a steady state was
reached. These energies represent the combined effects of
Coulombic and van der Waals forces between water and the
surrounding ions. The corresponding potential energy values
were derived from MD simulations of the ILs, as explained in
the Materials and Methods section. We compare simulation
results in equilibrium for water/IL systems for a concentrated
99.5%w and diluted 60%w,IL with water. The differences
between the interaction energies of anions and cations with
water are also outlined in Figure 3. These results reveal that the
interaction energies between water and anions are 2−4 times
higher than those between water and cations. This finding is
consistent with previous molecular dynamics observations for
imidazolium ILs.27

In the case of phosphonium ILs, the strength of the water−
cation interaction decreased with the molecular weight of the
cation from 7 kcal/mol for [P4,4,4,4][benz] to 2.8 kcal/mol
for [P6,6,6,6][benz], considering a highly concentrated 99.5%w

Figure 1. Snapshots of the molecular models of the three
phosphonium ([P6,6,6,6], [P4,4,4,12], and [P4,4,4,4]) and 1-butyl-
3-methylimidazolium [bmim] cations, as well as benzoate [benz] and
PF6 anions used in the simulations of ILs. Sphere colors correspond to
atom type: white, H; gray, C; orange, P; red, O; green F; blue N. The
images are generated with LigParGen.30,31

Langmuir pubs.acs.org/Langmuir Article

https://doi.org/10.1021/acs.langmuir.4c00372
Langmuir 2024, 40, 9049−9058

9050

https://pubs.acs.org/doi/10.1021/acs.langmuir.4c00372?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.langmuir.4c00372?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.langmuir.4c00372?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.langmuir.4c00372?fig=fig1&ref=pdf
pubs.acs.org/Langmuir?ref=pdf
https://doi.org/10.1021/acs.langmuir.4c00372?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


ionic liquid. Conversely, the water and the benzoate ([benz])
anion followed an inverse trend, with their interaction energy
increasing from 7 kcal/mol for [P4,4,4,4][benz] to 14 kcal/
mol for [P6,6,6,6][benz], also in the 99.5%w system.

Both water−cation and water−anion interaction energy
decreased in all cases with an increase of water content, e.g., a
decrease in ionic liquid weight fraction wIL, as shown in Figure
3. However, even at an ionic liquid weight fraction of 60%w,IL,
the interaction between water and the [P4,4,4,4] cation
remained the strongest at 4.5 kcal/mol, while it was the
weakest for the [P6,6,6,6] cation at 2.3 kcal/mol, cf. Figure 2.
This relationship indicates that the energy of the water−cation
interaction decreased with an increase in the alkyl chain length
of the cation, which has been confirmed by measurements43,44

and other modeling studies.27 Consequently, due to the
opposing trends in water interaction energies with the
components of ionic liquids, all three phosphonium ionic
liquids exhibited similar interaction energies with water across
all investigated systems, approximately 17 kcal/mol for
99.5%w,IL and 11 kcal/mol for 60%w,IL, as shown in Figure 2.

Our findings for the phosphonium ionic liquids suggest that,
although the interaction energy between cations and water
depends on the cation’s molecular weight or molecular volume,
the stronger interaction between anions and water compen-
sates for this difference. This observation holds for a wide
range of ionic liquid concentrations. The interaction energy
between water and the ionic liquid is directly related (i.e.,
positively correlated) to ionic liquid weight fraction, decreasing
to 30% of the calculated concentrated phosphonium ionic
liquid values at 40%w ionic liquid content. In the case of the
[bmim]PF6 ionic liquid, the water−anion interaction energy
was 10 kcal/mol, while the water−cation interaction energy
was 3.5 kcal/mol for 99.5%w,IL, making it roughly 20% weaker
than the investigated phosphonium ionic liquids. This was
expected since [bmim]PF6 is immiscible with water.

A radial distribution function (RDF) analysis is conducted
for phosphonium ILs using the central phosphorus (P+) atom
of the cation and the oxygen atoms of a benzoate carboxyl
group and water, labeled as O− and OH O2

, respectively. This

Figure 2. Interaction energies of water with cations, uH O C2
+, and

anions, uH O A2
, in four different simulated ILs. The results are shown

for phosphonium benzoate [P6,6,6,6][benz], [P4,4,4,12][benz],
[P4,4,4,4][benz], and 1-butyl-3-methylimidazolium hexafluorophos-
phate [bmim]PF6 ionic liquids. The results are compared for IL
weight fractions of 60%w and 99.5%w.

Figure 3. Comparison of the interaction energy of water with ions,
uH O A2

and uH O C2
+, in three different ILs, with the ionic liquid

weight fraction wIL (A− indicates anion and C+ indicates cation).
Generally, the interaction energy increases with the lower amount of
absorbed water. The results are shown for the phosphonium benzoate
[P6,6,6,6][benz], [P4,4,4,12][benz], and [P4,4,4,4][benz] ionic
liquids.

Figure 4. Radial distribution functions indicate interionic distances and ion−ion or ion−water coordination. RDFs show data for phosphonium (a)
[P6,6,6,6][benz], (b) [P4,4,4,12][benz], (c) [P4,4,4,4][benz], and (d) [bmim]PF6 ionic liquids for 87%w,IL and 60%w,IL, indicated by the solid and
dashed lines, respectively. (e) The specific surface of the water−ionic liquid interface is calculated as the total surface of all water pockets
normalized with the number of water molecules in the system. Three lower panels show snapshots of the water clusters for [P4,4,4,12][benz] at
45%w,IL and 87%w,IL and [bmim]PF6 at 87%w,IL, from left to right, respectively.
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analysis provides insights into the liquid structure of ILs by
examining the distribution of ions and water molecules in their
environment. Figure 4a−c displays the RDFs of phosphonium
cation−anion (P+−O−), cation−cation (P+−P+), and cation−
water (P+−OH O2

) interactions for 87%w,IL and 60%w,IL,
indicated by the solid and dashed lines, respectively. As
shown in Figure 4, a solvation shell is evident in the cation−
anion interaction, with a prominent peak observed at 0.5 nm in
the P+−O− RDF. Furthermore, it can be observed from Figure
4 that the P+−O− interaction is inherently stronger than the
P+−P+ interaction. The results suggest that an increase in the
water fraction leads to significant differences in the local order
of anions and cations.

One notable effect of introducing more water into the
system is that the peak of the P+−O− RDF becomes more
pronounced and shifts closer to the contact distance of the van
der Waals volumes, as seen in Figure 4a−c. Specifically, the
pronounced peaks of the P+−O− RDF for [P4,4,4,4][benz] in
Figure 4c originate from the oxygens of the carboxyl group
(refer to Figure 1). Compared to [P6,6,6,6] molecules, the
shorter chains of [P4,4,4,4] are less likely to interfere with the
benzene ring to which the carboxyl group is attached in
benzoate.

The radial density of water molecules near the P+ core of the
phosphonium cation increases with higher water concentration
and for shorter alkyl chain lengths, cf. Figure 4a,c. This
indicates that water acts as a good solvent for phosphonium
alkyl chains. In this scenario, interactions between the alkyl
segments and solvent molecules are energetically favorable,
and additional water causes the alkyl chains to expand into a
linear configuration. As the alkyl chains expand, the anions and
water molecules can approach the polar core of the
phosphonium cation. The RDFs of P+−P+ for cation−cation
interactions exhibit the first peak at 1 nm, twice the length of
the P+−O− distance. The position and height of the P+−P+

RDFs remain unchanged with varying amounts of water in the
system, indicating that the phosphonium benzoate ionic liquid

possesses a fairly stable network structure of ions spanning the
system.

Figure 4d shows RDFs for [bmim]PF6, also for two ionic
liquid concentrations 87%w,IL and 60%w,IL, indicated by the
solid and dashed lines, respectively. The cation−anion
(bmim−F−) peak was observed at 0.48 nm, comparable to
peaks in [P6,6,6,6][benz] and [P4,4,4,12][benz] ionic liquids.
Interestingly, opposite to the trend observed for phosphonium,
[bmim]PF6 RDFs do not show any significant changes with
water concentration in Figure 4d. The radial density at the
cation−anion peak decreases only slightly with increasing
water concentration. For the anion−water−water interaction,
RDFs show a steady increase from 0.23 nm at 87%w,IL, which
evolves into a peak at 60%w,IL. This peak is followed by a
second water shell at 0.46 nm for 60%w,IL (reminiscent of
[P4,4,4,4][benz] RDFs).

Analyzing the [bmim]PF6 RDF for anion−anion (F−−F−)
interactions shows the first broadest peak at 0.53 nm, whereas
the second is at 0.89 nm, approaching much closer than anions
in phosphonium ionic liquids. The weak influence of water on
the structure of [bmim]PF6, visible in Figure 4d F−−OH O2

, is
expected since interaction energy between water and the
[bmim]PF6 system is weaker compared to phosphonium ionic
liquids. For example, the interaction energy in the case of
[bmim]PF6 reaches 30% of the calculated phosphonium ionic
liquids values at 60%w,IL, cf. Figure 2.

In the following, we investigate the self-organization of a
water−ionic liquid system at a larger scale. Already at 87%w,IL,
there are enough water molecules to create a connected
network of water pockets throughout the system. This network
of clusters adds a higher (microscopic) level to the water
structure inside the ionic liquid. We employ the specific surface
of the water−ionic liquid interface as a quantitative property of
the water molecule pockets within the IL.

The specific surface is the total surface enveloping water
clusters normalized by the number of water molecules in the
system. To generate the surface enveloping water molecule
clusters, we used a method that utilizes the superposition of 3D

Figure 5. Snapshots of the phosphonium benzoate [P6,6,6,6][benz] 87%w,IL system. Evolution with the temperature of a film consisting of ionic
liquid and water at the center of the simulation box, with a 5 nm vacuum added to form an interface. The snapshots of the film are shown at
temperatures (a) 300, (b) 400, and (c) 500 K. The critical water behavior in bulk is shown at temperatures (d) 300, (e) 400, (f) 500, and (g) 600
K. The simulations had periodic boundary conditions in all three Cartesian coordinate directions. The temperature increased while keeping the
pressure constant at 1 bar. A cation’s phosphorus atom is represented as orange, an anion’s oxygen is red, water’s oxygen is blue, carbon atoms are
gray, and hydrogens are white.
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Gaussian functions at each particle site.45 The algorithm
generates a density map by aggregating Gaussian densities on a
3D lattice within a bounding box, guaranteeing the inclusion of
all particles. Two pivotal parameters shaping the isosurface
morphology are the radius scaling, which adjusts the Gaussian
function width based on the visible particle radius multiplied
by a scaling factor (in this case, set to 1.25), and the Gaussian
isosurface value, a threshold determining the distance of the
contour surface from particle centers (here, set to 0.1). The
chosen parameter values lead to a reduced threshold and
broader particle-assigned volumes, effectively preventing the
gaps within water clusters which could unphysically increase
the surface.

Figure 4e shows the evolution of the normalized specific
surface (s) of the water−ionic liquid interface with water
concentration. The higher content of water results in a smaller
contact surface to the ionic liquid, as water molecules cluster
together. Conversely, the specific surface of the contact
increases as the water quantity decreases.

Snapshots showing only water molecules visualize the
evolution of the water network shape with ionic liquid content
in Figure 4e. The increase of specific surface in case of a higher
ionic liquid content is more than two times, cf. Figure 4e for
87%w,IL. Inspection of configurations for [P4,4,4,12][benz] and
[bmim]PF6 indicates that water clusters are becoming linear,
i.e., water orders into a network of elongated pockets and stays
interconnected into a network. Additionally, at low water
content (i.e., 87%w,IL), there is a difference of 30% in the
specific surface between phosphonium ionic liquids and the
[bmim]PF6 system. This difference can be traced to the
existence of the larger water clusters in [bmim]PF6 as opposed
to phosphonium ionic liquids, denoted on snapshots in Figure
4e with dashed lines. This observation is fully in line with a
weak influence of water content on the RDFs of [bmim]PF6
and in turn its weaker interaction energy compared to the
investigated phosphonium ionic liquids.
Boiling Point of Water−Ionic Liquid Systems. In this

section, we examine the simulation results of water evaporation
and analyze the boiling point of the water−IL system.
Snapshots of the two simulation setups are shown in Figure 5.

The first set of simulations comprises a film consisting of
ionic liquid and water at the center of the simulation box, with
a 5 nm vacuum added to form a liquid−vapor interface. The
snapshots of such an interface with [P6,6,6,6] [benz] 87%w,IL
are shown in Figure 5a−c. MD simulations of four liquid−
vapor interfaces for different ionic liquid−water solutions were
carried out, and the temperature was increased in 20 K steps
every 0.2 ns in the range 300−560 K. The well-defined liquid−
vapor interface was observed for all ionic liquid−water systems
at temperatures below 450 K. In simulations, the water
molecules in the solution detached from the surface and
evaporated into the vacuum, as well as, reabsorbed back into
the interface, see Figure 5a−c. At 400 K, with a kinetic energy
of 0.8 kcal/mol for water molecules, the surface released
adsorbed water due to the molecules having sufficient kinetic
energy to leave the droplet. We follow the evolution of the
evaporation rate, i.e., the number of water molecules released
into vacuum through the unit of surface area (28 nm2) in a
given time frame (0.2 ns).

The evaporation rate is modeled by the Arrhenius equation
k eE k T/A B . The Arrhenius equation postulates a threshold
energy governing individual collisions between molecules.
These collisions result in the molecule acquiring sufficient
kinetic energy to overcome adhesion to the surface and
undergo evaporation. Here, based on the simulated evapo-
ration rate, cf. Figure 6, we estimated the activation energy
(EA) for the evaporation process to be between 5 and 10 kcal/
mol, which is comparable to the intermolecular binding energy.
The simulated intermolecular binding energy of water and
cations is approximately 2 kcal/mol, while for anions, it is
around 8 kcal/mol (cf. Figure 2). Notably, the water
evaporation rates increased above 400 K, ranging to quite
substantial 10−50 molecules/nm2ns (see Figure 6). Similar
observations were made by Chaban and Prezhdo46 for 1-butyl-
3-methylimidazolium tetrafluoroborate [C4C1IM][BF4]-water
solution, who saw a temperature increase of up to 25 K in
water boiling point from vapor−liquid equilibrium. Our
findings show a rapid increase in the evaporation rate at
temperatures above 400 K. Furthermore, the rate of
evaporation in phosphonium ionic liquids depends on the
quantity of water in the system, while the film’s interior

Figure 6. Evolution of volume (black) and rate of evaporation (red) with increasing temperature for ionic liquid 45%w,IL, 60%w,IL, and 87%w,IL
content, indicated by the solid, dotted, and dashed lines, respectively. The panels show data for phosphonium benzoate (a) [P6,6,6,6][benz], (b)
[P4,4,4,12][benz], (c) [P4,4,4,4][benz], and (d) [bmim]PF6 ionic liquids. (e) Dependence of critical temperature Tc associated with volume
expansion in panels (a−d), i.e., V e T T/c on the specific surface s of the water−ionic liquid interface. The curve is obtained by a linear fit of the
points.
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remains fairly stable due to the water molecule’s binding
energy being 10 times higher than the kinetic energy of water
molecules. One should note that Gibbs ensemble Monte Carlo
simulations are necessary to fully characterize the vapor−liquid
equilibria of IL−H2O systems and mitigate the size effects.47,48

These simulations rely on vapor−liquid phase exchange to
equilibrate the chemical potential.

To investigate critical water behavior in bulk, we conduct
simulations shown in the right side panels of Figure 5d−g. The
simulations have periodic boundary conditions in all three
Cartesian coordinate directions.

Figure 6a−d shows the evolution of the volume (V/V300K) of
the bulk systems with temperature. As the temperature
increases in 20 K steps every 0.2 ns while keeping the pressure
constant at 1 bar, the overall volume gradually expands 10−
20% depending on the water/IL fraction up to temperature
500 K, keeping absorbed superheated water. The coefficient of
expansion, representing the fractional change in volume per
unit change in temperature, decreases from 1.4×10−3 K−1 to
0.7×10−3 K−1 for 60%w,IL and 87%w,IL, respectively.

At the boiling point of the water−IL system, the liquid
structure is disrupted, leading to the formation of water
bubbles in the gas phase within the ionic liquid. Even in a pure
water system, the surface tension of water plays a crucial role in
preventing the formation and growth of bubbles until the
temperature exceeds the boiling point.49 It is therefore not
surprising that the high boiling points and surface tension of
ionic liquid will increase the boiling point of the mixed system
compared to pure water (i.e., 273 K).

The boiling point of bulk ionic liquids is influenced by the
amount of ionic liquid, which prevents rapid water expansion.
Consequently, for all three phosphonium systems at low water
content, i.e., 87%w,IL, the onset of the volume expansion is
delayed by about 60 K compared to the other two
concentrations (45%w,IL and 60%w,IL), cf. Figure 6a-c.
Surprisingly, the [bmim]PF6 system exhibits only a 20 K
increase of boiling point when increasing the concentration of
ionic liquid from 60%w,IL to 87%w,IL, cf. Figure 6d. We observe
a similar trend in water evaporation rates for [bmim]PF6.

A possible relationship between the molecular structure of
the water−ionic liquid system (analyzed in the previous

section) and the critical temperature associated with an
exponential volume expansion, i.e., V e T T/c , due to water
bubble creation is outlined in Figure 6e. In particular, the
specific surface of the water−ionic liquid interface could be
instrumental in this, cf. Figure 4e. One can observe that a
higher specific contact area of water to ionic liquid s leads to
more pronounced retardation of vapor pocket formation, i.e.,
higher Tc. In all investigated systems, water is mixed with ionic
liquid. Still, the geometry of the water pockets evolves with
concentration and depends also on the molecular structure of
the ionic liquid, as demonstrated in Figure 6d. To some extent,
we can rely on macroscopic considerations: for the vapor
pocket to expand and form a bubble, the temperature must be
sufficient to generate enough vapor pressure to overcome the
surface tension. This excess pressure is inversely proportional
to the diameter of the bubble formed. The existence of larger
water clusters, which can overcome intramolecular forces
created by the strong Coulomb cohesion forces in the ionic
liquid, reduces critical temperature.

One of the appealing attributes of ILs for various
applications is their remarkably low volatility, e.g., high boiling
point. This is important since it is sometimes erroneously
claimed that ILs are nonvolatile. Rebelo et al.50 demonstrated
that ILs could undergo thermal vaporization, allowing for the
estimation of boiling points and critical temperatures. Later,
indirect and direct methods were employed to measure vapor
pressure.51,52 Simulations indicate that imidazolium ionic
liquids have critical temperatures around 1200 K, with a
decrease in critical temperature as the alkyl chain length on the
cation increases, but still far above the temperatures studied
here.47,48

In practical systems, we may encounter scenarios where
water molecules are removed from the vicinity of the ionic−
liquid surface. The resulting interface would experience a local
rapid depletion and evaporation would be limited by the rate at
which water diffuses through and between water pockets (seen
in Figure 4) to the surface, an aspect we will explore in the
following section.
Simulations of Diffusion in the Water−Ionic Liquid

System. The diffusivity of cations, anions, and water, Ds, was
investigated using the Einstein relation for molecular move-

Figure 7. Dependence of the coefficient of diffusion of anions, cations, and water (H2O) on ionic liquid content wm,IL. The full lines are simulated
at 300 K and dotted lines at 400 K. The panels show data for phosphonium (a) [P6,6,6,6], (b) [P4,4,4,12], (c) [P4,4,4,4], and (d) [bmim]PF6
ionic liquids. (e) Evolution of the diffusion coefficient scaled with the square root of the mass of the molecule D m( 1/ ) for different
concentrations.
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ment in liquid, D t r r6 ( )i
N

i is 1
0 2= = , linking diffusion

coefficient to the evolution with time of the mean-square of the
displacement (msd) of the center of mass position ri for each
molecule (ion or water) i. The msd over time is represented by
the brackets ⟨⟩, N denotes the number of ions, and the factor 6
accommodates the three-dimensional nature of the system.
The ionic liquid simulations at 300 K are found to be mostly
subdiffusive based on the observation that a linear fit to the
msd as a function of time on a log−log scale has a slope <1. To
compare the diffusivity of different systems, we focus on the
portion of the msd curve after 1.5 ns where all systems exhibit
a linear dependence of the msd on time, cf. refs 53 and 54.
Using the method of least-squares on msd values, we calculate
the diffusion coefficient for all systems and their different
components (i.e., cations, anions, and water molecules).

From Figure 7, it can be observed that, as the mass fraction
of ionic liquid increases, the diffusion coefficient D of all IL−
water system components decreases. The absolute values of
the ion diffusion constants, approximately 10−11 m2/s, are an
order of magnitude smaller than those of water at ambient
temperatures and this difference increases with concentration,
cf. refs 55 and 56. A most significant difference in water
transport between the three phosphonium ionic liquids and
[bmim]PF6 is visible at a high ionic liquid volume fraction
(87%w,IL). The diffusion coefficient values for water decrease
by an order of magnitude with increasing concentration of
phosphonium ionic liquids, from 2 × 10−8 m2/s at a fraction of
45%w,IL to below 10−9 m2/s at a fraction of 87%w,IL. On the
other hand, the water diffusion coefficient in [bmim]PF6
decreases to a third of its value at 45%w,IL, i.e., from 3 ×
10−8 m2/s to 1 × 10−8 m2/s in the range 45%w,IL to 87%w,IL,
respectively. This is due to a weaker interaction energy
between the ionic liquid and water, as outlined in Figure 2 and
the corresponding section.

At 400 K, we observe that, for all investigated ionic liquids,
the diffusion coefficient decreases with increasing ionic liquid
concentration ww,IL to a third of its value at 45%w,IL. The self-
diffusion coefficients at 400 K are an order of magnitude higher
than at 300 K. Such an increase in mobility cannot be
explained solely by an increase in thermal velocity
v T( )therm but also indicates a change in dynamics of

water association with ionic liquid and other water molecules
due to temperature.

One can observe that the slope of the diffusion rate D with
IL content ww,IL at 300 K is similar for all phosphonium anions
and cations independent of their cationic alkyl chain lengths.
On the other hand, cation's structure changes the evolution of
diffusion rate with the concentration of ionic liquid at 400 K.
The two phosphonium liquids with higher alkyl group content
[P6,6,6,6] and [P4,4,4,12] exhibit higher diffusional mobility
compared to [P4,4,4,4], cf. Figure 7a−c, especially at high
ionic liquid concentrations. This indicates that alkyl group
content is a tuning parameter for strong Coulomb interactions
between the central phosphorus atom in the cation and oxygen
of the anion molecule. Figure 7e shows the scaling of the
diffusion coefficient with the square root of the mass of the
molecule D m( 1/ ). The water behaves similarly in all four
systems and the three phosphonium benzoate pairs also follow
a similar trend. In contrast, [bmim]PF6 is more mobile than
the phosphonium ionic liquids, with the diffusion being an
order of magnitude larger when corrected for its mass.
Water−IL System under Shear. We calculated the shear

stress evolution with shear rate through nonequilibrium
molecular dynamics simulations in a box with periodic
boundary conditions. In bulk simulations, the entire simulation
box undergoes shear, causing changes in its shape. The
simulation box’s deformation and the subtraction of a velocity
bias due to deformation, i.e., the shear-induced velocity of flow,
are accomplished with the SLLOD thermostat.57,58

The results reveal that shear stress decreases with rising
temperature across all systems, as shown in Figure 8a−d. The
change in shear stress with temperature is particularly
pronounced in the case of the [bmim]PF6 ionic liquid and
low ionic liquid content (45%w,IL). Weak interaction of water
with [bmim]PF6 results in almost 50% lower shear stress than
that of the phosphonium ionic liquids. Further, viscosity is
lower for the asymmetric phosphonium cation molecule
[P4,4,4,12] compared to the symmetric one [P6,6,6,6]. Higher
symmetry facilitates close packing, promoting increased ionic
interaction, compared to interactions with water, as observed
in the energies in Figure 2 and contact surface in Figure 4e, cf.
also ref 59.

Figure 8. Dependence of shear stress pxy on shear rate v for different ionic liquid contents wm,IL. The water is denoted black, anion red, and cation
blue. The panels show data for phosphonium (a) [P6,6,6,6], (b) [P4,4,4,12], (c) [P4,4,4,4], and (d) [bmim]PF6 ionic liquids. The lines serve as a
guide to the eye. (e) Dependence of viscosity η = pxy/v across all systems at v = 100 ns−1 on ionic liquid weight fraction wm,IL. The solid lines in all
panels are simulated at 300 K and dashed−dotted lines at 400 K.
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The viscosity η = pxy/v is calculated across all systems at the
highest shear rate v = 100 ns−1 and depicted in Figure 8e. The
results demonstrate that an increase in water content leads to a
decrease in viscosity across all systems. This observation
suggests two considerations: first, since water is less viscous
than ionic liquids, the addition of water is expected to lower
the overall viscosity. Second, in alignment with the results for
interaction energy, diffusion rate, and boiling point, the
presence of water molecules decreases the strength of
interactions between ions. These weaker interactions result
in higher mobility of cations and anions and yield less viscous
solutions at higher water content.

Closer inspection of Figure 8a−d indicates the presence of
shear thinning in all ionic liquids at 300 K, described by a
power law function with an exponent smaller than one,
p vxy

n and n < 1. For our systems, the exponent at 87%w,IL

and 300 K is n = 0.25 for [P4444], n = 0.35 for [P444−12] and
[P6666], and n = 0.4 for [bmim]. The addition of water
reduces the effect of shear thinning, increasing the exponents.
The most striking change occurs for [bmim]PF6, which,
according to our simulations, recovers its viscous behavior at
elevated water amounts (45%w,IL, cf. Figure 8d). At 400 K and
for ionic liquid content wIL ≤ 60%w,IL, the symmetric cation
phosphonium [P4,4,4,4][benz] and [P6,6,6,6][benz] ionic
liquids as well as imidazolium [bmim]PF6 ionic liquid recover
viscous shear stress dependence on the shear rate (n = 1).

When considering how water alters the lubricating proper-
ties of the ionic liquid, it is crucial to acknowledge the
significant role played by the interaction of water with solid
interfaces (see ref 36). In small quantities, water resists slip and
increases friction; however, intriguingly, this tendency slightly
reverses with higher water content.60,61 Additionally, water can
accumulate on surfaces, via diffusion as it strongly adheres to
charged surfaces. We find that the diffusion rate of a specific
ionic liquid is independent of its molecular structure and solely
dependent on the water content. Consequently, the presence
of water can pose a significant practical concern, particularly in
systems where controlling the friction or electrochemical
reactions is important.

■ CONCLUSIONS
We have investigated the behavior of phosphonium ionic
liquids, trying to link their molecular structure to their
thermodynamic and kinetic behavior. The distinctive structural
features of phosphonium ionic liquids, particularly the cationic
alkyl chain length, molecular symmetry, and the consequential
tuning of Coulomb interactions, have emerged as key
determinants influencing their dynamic behavior. Our findings
underscore the intricate relationship between water content
and the rate of evaporation in phosphonium ionic liquids. In
addition to the remarkable stability of bulk ionic liquid-water
solutions attributed to the substantial binding energy of water
molecules to the ionic liquid and high surface tension,
evaporation is affected by the amount of water within the
system. The interplay between molecular interactions that
suppress evaporation and retard the transition from liquid to
gas is highlighted. With respect to diffusion, our investigation
has delineated temperature-dependent trends in three
phosphonium benzoate ionic liquids. The scaling of the
diffusion coefficient with the square root of molecule mass
further elucidates the influence of molecular weight on the
diffusion dynamics of these systems. The comparison with a

reference [bmim]PF6 ionic liquid highlights the latter’s
exceptional mobility, surpassing phosphonium ionic liquids
by an order of magnitude when corrected for mass.
Concerning the connection between molecular interactions,
water content, and viscosity, the increase in water content
correlates consistently with a decrease in viscosity across all
systems. This phenomenon underscores the significant role of
water molecules in weakening interactions between ions.

This study supports the continued development of
phosphonium-based room-temperature ionic liquids that are
emerging as promising environmentally friendly lubricants,
distinguished by their simple synthesis process. With high
viscosity, high thermal stability, and low vapor pressure, ionic
liquids exhibit a versatile nature that promotes them as
lubricants of choice for challenging and inaccessible opera-
tional environments. The variability of their properties,
influenced by factors like cation alkyl chain length and the
choice of anion, introduces customization possibilities. The
potential for establishing a circular economy is underscored by
their biodegradability, paving the way for recovery and
reusability, not only in lubrication, but also across diverse
domains, spanning from battery electrolyte development to
CO2 reduction. Continuing research focused on linking their
molecular, microscale, and thermodynamic properties will
potentially enable tuning of properties to meet specific
application requirements.
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ABSTRACT: Understanding atomic friction within a liquid environment
is crucial for engineering friction mechanisms and characterizing surfaces.
It has been suggested that the lattice resolution of friction force
microscope in liquid environments stems from a dry contact state, with
all liquid molecules expelled from the area of closest approach between the
tip and substrate. Here, we revisit this assertion by performing in-depth
friction force microscopy experiments and molecular dynamics simulations
of the influence of surrounding water molecules on the dynamic behavior
of the nanotribological contact between an amorphous SiO2 probe and a
monolayer MoS2 substrate. An analysis of simulation and experimental
stick−slip patterns demonstrates the entrapment of water molecules at the
contact interface. These trapped water molecules behave as an integral
component of the probe and participate in its interaction with the
substrate, affecting the dynamics of the probe and preventing long slips. Significantly, surrounding water from the capillary or layer
exhibits a replenishing effect, acting as a water reservoir during sliding. This phenomenon facilitates the preservation of lattice-scale
resolution across a range of applied normal loads.
KEYWORDS: molybdenum disulfide, water, friction, stick−slip, friction force microscopy, molecular dynamics

■ INTRODUCTION
Water can effectively perform as a lubricant under certain
conditions, yet it is not a suitable lubricant in many
technological applications, since it is easily expelled from the
contacts.1,2 Such scenarios can be encountered during the
synthesis of ionic liquid lubricants, where water migrates
toward surfaces,3−6 also in case of solid lubricants,7 or in case
of humidity condensation.8,9 Although the accepted notion
states that a direct solid−solid contact stays dry under an
applied load, the presence of single molecules trapped between
sliding surfaces has been suggested.10−13

Atomic force microscopy (AFM) can measure frictional
dynamics at the nanoscale in different environments, such as in
air,14 liquids,15 and ultrahigh vacuum (UHV).16 In a typical
friction force microscopy (FFM) experiment, a sharp AFM tip
is elastically driven across a solid surface, while capturing its
interaction with single asperities across atomical corrugation in
the nanometer range.17 Throughout this process, dissipation
mechanisms at lattice resolution can be accessed by recording
friction forces at the interface over time, while creating lateral
friction loops and maps. Measuring at the lattice resolution, the
friction signal manifests binding and unbinding across atoms at
the contacting surfaces, with a stick−slip pattern.18,19

Experimentally achieving high subnanometer resolution
under UHV is highly demanding, while measuring in ambient
conditions can involve the possible presence of contaminants
and the formation of water bridges (i.e., capillary condensa-
tion) between the tip and the surface.2,19−21 The latter was
shown to be eliminated in case the measurement is performed
in liquid surroundings17,22,23 when the probe tip and the
sample are completely immersed in liquid.
FFM measurements and molecular dynamics (MD)

simulations of a silicon AFM probe scanning across a graphene
surface revealed that a high-resolution signal obtained in the
liquid environment is comparable to the signal obtained in
UHV, albeit with noisier results due to the thermal collisions of
water molecules with the AFM tip.17 The MD simulations
showed that this equivalency resulted from the removal of all
water molecules from the tip−sample gap, as the tip engaged in
full contact (while breaking hydration layers) with the sample,
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thus forming a completely dry contact. Nevertheless, recent
FFM studies on NaCl crystal in ethanol surroundings
suggested that under the assumption that no solvent molecules
interfere at the contact, the liquid environment creates
different thermodynamic conditions from those in UHV.24 In
the liquid environment, the solvent serves as a heat reservoir,
maintaining isothermal conditions. Consequently, there was an
increase in lateral stiffness,23,24 which remained hardly
unchanged in UHV,25 but exhibited longer slip-length
dynamics26 that were not observed in the liquid surrounding.24

It was also shown that the presence of adsorbed molecules
could contribute to enhanced energy dissipation mechanisms
during kinetic friction.13

In order to deepen our understanding of these differences,
we explore here the influence of water-moderated friction on
the sliding contact between molybdenum disulfide (MoS2)
monolayer and silicon/silica (Si/SiO2) tip in two cases: in
ambient conditions, i.e., in air with ≈35−40% relative humidity
(RH), and with the tip being fully immersed in double distilled
water. The FFM measurements were complemented by MD
simulations that provided additional information and deepened
our understanding of the underlying mechanisms, cf. Figure 1.
MoS2 belongs to a chemical family of transition metal

dichalcogenides (TMDs).27 It is known for its remarkable
mechanical properties (such as the high stiffness and extremely
low friction coefficients), and it is widely explored in
nanotribological studies.23,27−30 Additionally, the quality of
MoS2 as a solid lubricant strongly depends on the level of air
humidity from a purely tribological perspective, where a humid
environment leads to an increased friction coefficient.28 To
elucidate the influence of water on the nanoscale tribological
properties of monolayer MoS2, we performed a synergistic
investigation that combines FFM experiments with MD
simulations. Such a comprehensive approach, encompassing
both water capillary environments and full immersion
scenarios of the AFM probe, yielded invaluable insights into
the interplay between water and nanotribological behavior of
MoS2. First and foremost, we investigate whether a setup with
a thin water layer formed due to condensation or a probe fully
immersed in water influences the lateral interaction between
the Si/SiO2 probe and the monolayer MoS2. We investigate
the presence of water molecules and their impact on the lateral
interaction between the Si/SiO2 probe and the monolayer

MoS2. A scenario is outlined in which the trapped water
molecules become an integral parameter in the overall
tribological interaction. Different friction coefficients and
local stiffness, as well as different slip-length dynamics,
manifest such an impact. Overall, the combined experimental
and simulation approaches offer a comprehensive under-
standing of the intricate dynamics governing the slip events,
thus providing valuable insights into the tribo-system’s
behavior under varying operating conditions.

■ METHODS
Experimental Methods. The FFM measurements were per-

formed in ambient conditions (i.e., air; room temperature; RH ≈ 35−
40%), and in water (double distilled), where the cantilever and surface
were fully immersed, as illustrated in Figure 1(a,b), respectively. In
the presence of vapor (in this study, the water moisture), local
pressure and temperature can induce condensation.31 The experi-
ments were performed with an Asylum Research Cypher-ES AFM
(Oxford Instruments) in the contact mode using silicon probes (SNL-
D, Bruker), with a normal spring constant of kN ≈ 0.065 N/m and a
lateral sensitivity of α = 96.7 nN/V. The lateral sensitivity was
measured with the wedge calibration method.32,33 Fresh new
cantilevers were used for the measurements. After being mounted
and sealed within the AFM measuring chamber, extensive scans over
tens of micrometers were conducted to identify the desired
measurement regions within the MoS2 flakes precisely. During this
process, the surfaces of the tips were gently cleaned mechanically.
Although the tip is made of silicon, when exposed to ambient air, it
gets oxidized and covered with a thin (1−2 nm) layer of amorphous
SiO2. Accordingly, we refer to the tip as Si/SiO2, and in the MD
simulations, the tip’s surface is modeled as amorphous SiO2. For
further details regarding the synthesis and characterization of the
MoS2 monolayers (on a silicon wafer), cf. ref 23. Figure 2 presents
two micrographs of MoS2 flakes. Before every experiment, the MoS2
monolayer was rinsed with acetone and ethanol.

The measurements were performed by scanning back and forth
across the distance of 5 nm at 90° scan angle (perpendicular to the
axis of the cantilever), collecting friction loops at a constant scanning
rate of 2 Hz. To account for the effect of crystallographic orientation
on the MoS2-tip interaction,30,34,35 the FFM measurements were
conducted across a statistically significant sampling of MoS2 flakes and
orientations, thereby averaging out inherent local variations in
frictional behavior.23 During the measurements, external normal
loads of FN = {4.2, 8.4, 12.6, 16.8, 21.0, 25.2, 29.5} nN were applied
(with the corresponding number of slip events at each load of n =
{501, 996, 518, 269, 456, 1640, 529}) in the ambient conditions (air);

Figure 1. Schematic illustration of the experimental FFM setup in (a) ambient conditions (air, room temperature). At RH ≈ 35−40%, a thin
(molecular) layer of water condenses on the surface. (b) Water (double distilled) layer completely immersing the sample and the cantilever. (c)
Schematic representation of the implemented simulation setup, which is designed following the experimental FFM setup shown in panels (a, b) of
this figure. The values of the parameters defining the simulation setup are velocities vN = 1 m/s and vS = 2 m/s that are related to the force−
distance and sliding simulations, respectively; spring stiffness coefficient k = 1 N/m is the same for the elastic springs attached to the probe in all
three Cartesian directions (i.e., in x−, y−, and z− directions); radius r = 20 nm defines the curvature of the probe. Illustration of different water
setups: (d) configuration snapshot in case of a water coated probe, (e) probe surrounded by a water capillary, and (f) probe immersed in a
continuous layer of water.
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while normal loads of FN = {3.1, 6.3, 9.4, 12.6, 15.7, 22.0, 25.2} nN
were applied (with the corresponding number of slip events at each
load of n = {423, 225, 239, 820, 498, 731, 843}) in water
surroundings. Some of the friction traces exhibit strengthening of the
friction signal with the sliding distance (sometimes referred to as
“tilted loops”),36 which is associated with puckering,37 and other
underlying interfacial mechanisms.38−40 Accordingly, the friction
forces were analyzed using the same approach reported in the
literature, where tilted friction loops were observed, where the friction
signal was taken as half of the difference between the slip forces in the
forward and the backward scans.39,41−44 Local stiffnesses were
obtained by taking the slopes in the stick phase in the friction traces,
and slip lengths were calculated using Hooke’s law.24,26,45 All these
parameters were assembled into distributions, from which their
median and interquartile ranges were calculated to provide their
characteristic values. IGOR Pro 6.3.7.2 (WaveMetrics) and MATLAB
(R2021b) software were used to process and analyze the force
spectroscopy data.
Interaction Model. A classical molecular dynamics method

enabled the consistency with experimental investigation and the
capture of relevant interatomic interactions. As a result, we could
properly model the system’s length and time scales. We employed an
atomistic model to describe the interactions of all atoms in the system.
Intramolecular interactions between the water molecule are modeled
with the SPC potential,46,47 with LJ parameters σO = 3.166 Å, ϵO =

0.155 kcal/mol, rOH = 1 Å, H−O−H angle 109.47°, oxygen charge
−0.8476e and hydrogen charge 0.4238e. Interactions between the
water and the solids are modeled as nonbonded and described via the
Lennard-Jones (LJ) and Coulombic potentials. In the case of the
molybdenum atom in MoS2, LJ parameters were taken at σ = 4.43 Å,
ϵ = 0.116 kcal/mol, and charge 0.5e, while for sulfur, σ = 3.34 Å, ϵ =
0.4983 kcal/mol, and charge −0.25e.48 In the case of the oxygen atom
in SiO2, LJ parameters were taken at σ = 3.826 Å, ϵ = 0.15 kcal/mol,
and charge −0.45e, while for silicon, σ = 3.112 Å, ϵ = 0.3 kcal/mol,
and charge 0.9e.49 We distinguish the oxygen atoms in the SiO2 probe
from the ones in the water molecules since they have slightly different
LJ parameters (ϵ, σ). Within the implemented description of the
system, each of the atomic types is defined by its LJ parameters and its
charge. The LJ parameters defining the pair interaction of two atoms
belonging to the same type (labeled as α) are (ϵαα, σαα), while all the
atoms belonging to the same type have the same charge qα. Cross-
interaction parameters between different atomic types are calculated
using the Lorentz−Berthelot mixing rules,50,51 i.e., = ,

= +
2

.
Water is in the liquid state, meaning that the H2O molecules are

not ordered in any regular structure. The studied temperature of T =
350 K in sliding simulations belongs to the temperature range
corresponding with the liquid state of water. The relative positions of
atoms in the substrate and the probe are fixed. The curvature of the
probe is defined by its radius of 20 nm, the in-plane size of the
substrate is 24 × 24 nm2, and the periodic boundary conditions
(PBC) are applied in the substrate plane (i.e., in the xy plane of the
Cartesian coordinate system).

All MD simulations have been performed using the LAMMPS
software package,52 with time steps of 2 fs and a Nose-Hoover
thermostat set to the chosen temperature. We used the particle−
particle particle-mesh (PPPM) solver53 for handling the long-range
electrostatic interactions with the accuracy (i.e., the desired relative
error in forces) of 10−5, and LJ interactions had a cutoff distance of 12
Å.
Simulation Setup. A schematic representation of the developed

MD simulation setup is shown in Figure 1(c). An amorphous SiO2
probe with a curvature radius of r = 20 nm is placed above the sample
(within the framework of this study, that is a monolayer crystalline
MoS2 plane). The amorphous SiO2 probe was obtained via a melt-
quench technique: by heating the α-quartz at T = 1000 K, and then
quenching it at T = 300 K. The probe was spherically shaped by
cutting it correspondingly. We designed a water coating by placing N
= 1200 water molecules under the probe on the planar substrate, see
Figure 1(d), thus obtaining a water coated probe. When the number
of water molecules is higher (N = 6415), the probe is surrounded by a
water capillary, see Figure 1(e). The layer of water in which the probe

Figure 2. Optical images of MoS2 flakes.

Figure 3. Representative Si/SiO2−MoS2 experimental friction loops displaying the stick−slip pattern measured in air (black-light blue) under a
load of 8.4 nN (a), and 25.2 nN (b), and in water (black-blue) under a load of 6.3 nN (c), and 25.1 nN (d).
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is fully immersed, see Figure 1(f), consists of N = 24,000 water
molecules. The fully immersed probe and capillary scenarios help us
understand the effects of significant water presence, while the third
scenario examines the impact of a minimal amount of water. These
setups allow us to investigate the role of water quantity and
distribution on the structure−property relationships in the studied
nanotribological system. The probe is connected to the support via
harmonic elastic springs in all three orthogonal directions (i.e., in x-,
y-, and z- directions), to measure the lateral and normal forces similar
to the FFM experiment. The support is pulled at a constant velocity in
a direction parallel (x) or orthogonal (z) to the substrate (the xy
plane). The probe has a spring stiffness of k = 1 N/m in all three
orthogonal directions.

We performed MD sliding simulations at the temperature of T =
350 K since experimental measurements are usually performed at
much lower velocities than those achievable in MD simulations. In
part, we tried to compensate for high velocity in MD simulations by
increasing the mobility of water molecules. The elevated temperatures
result in the water molecules having a higher probability of leaving the
moving contact, compared to the room temperature of T = 300 K. We
moved the probe: (i) orthogonal to the MoS2 sample with a velocity
of vN = 1 m/s (i.e., along the z- direction), and (ii) parallel to the
MoS2 sample with a lateral sliding velocity of vS = 2 m/s; the
directions and values of the two imposed velocities are indicated in
Figure 1(c).

■ RESULTS
Effect of the Normal Load on the Stick−Slip Friction

in FFM Experiments. Figure 3 shows several FFM friction
loops measured at low and high loads under ambient
conditions (black and light-blue, Figure 3(a,b)), and when
fully immersed in water (black and blue, Figure 3(c,d)).
Friction loops show the stick−slip friction pattern, in which
more than single slip events can be observed. We characterized
the frictional behavior of the two systems in terms of the
medians and interquartile ranges (IQR) of the slip forces,
FL,max, and local stiffness, given by their slopes, dFx/dx, under

each applied normal load. Figure 4(a) plots FL,max with the
change of normal load FN, fitted with a linear form of
Amontons’ law: FL,max = FL,0 + μFN, where FL,0 defines the
frictional force at zero normal force (which is associated with
adhesion), and μ represents the friction coefficient. From the
fitting of the experimental data, see the dashed lines in Figure
4(a), the following values were obtained: FL,0ambient = 0.26 ± 0.04
nN, and μambient = 0.014 ± 0.002 for the lateral interaction in
ambient conditions, and FL,0water = 0.42 ± 0.08 nN, and μwater =
0.021 ± 0.005 in water. When we compare the measurements
in ambient conditions and in water, it is interesting to observe
that both the friction force at zero normal force (FL,0), and
friction coefficient (μ) differ. Based on this behavior, the
friction interaction in water appears to be somewhat stronger,
yet the last force point at 25.2 nN numerically affects the fitted
values. Excluding this point results with FL,0water = 0.50 ± 0.01
nN, and μwater = 0.012 ± 0.001, which is very close in value to
the fitted friction coefficient at ambient conditions. This
indicates that the local lubrication conditions at the contact
may not be so different in both cases, where several water
molecules may be trapped in the sliding contact.
Figure 4(b) illustrates that the local shear stiffness under

ambient conditions is narrowly distributed around approx-
imately 0.9 nN/nm, with no clear trend. However, in water it
increases with the normal load, from 0.95 to 1.45 nN/nm,
exhibiting significant fluctuations. It is interesting to compare
the observed behavior in water to a similar system measured in
ethanol surroundings. Similar FFM experiments on monolayer
MoS2 with the same brand of the cantilever in ethanol
surroundings reported values close to those measured in water
(i.e., FL,0ethanol = 0.503 nN, μethanol = 0.019).23 The consistent
behavior observed in analogous sliding contacts under different
environments indicates not only the explicit influence of water
molecules trapped at the contact but also the role of the
external environment surrounding the contact area.24

Figure 4. Frictional behavior of Si/SiO2−MoS2 with the normal load measured in ambient conditions (empty light blue triangles) and in water
(blue circles). (a) Lateral slip forces with linear fits (dashed lines). (b) Local shear stiffness. (c) Slip lengths. The continuous and the dashed lines
correspond to the values of the single and double lattice constants. (d) PT parameter ηexp, with lines drawn to guide the eye. (e) Percentage of the
slip length populations denoted by continuous (single slip events), dashed (double slip events), and dotted (triple slip events) lines.
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To extract more information on the effect of the different
environments, we calculated the slip length, labeled as Δx,
which is defined as the distance between slip events. The
median slip lengths at each applied load, for both air and water,
are shown in Figure 4(c). It can be observed that the measured
slip lengths are slightly larger than a single lattice constant
(aMoSd2

= 3.212 Å54), but smaller than two lattice constants. The
IQRs that characterize the shape of the slip length distributions
in Figure 4(c) indicate that several slip length populations are
involved. These deviations from the exact value of the lattice
constant emerge from the way in which the slip length is
calculated, i.e., by dividing the force drop at the slip event by
the local stiffness.24,26,45 Hence, experimental errors in the
evaluations of these parameters (related to instrumental effects
and anisotropy-associated averaging) lead to these small
differences between the calculated and the actual slip lengths.
Multiple slip length dynamics can be described with the

Prandtl-Tomlinson (PT) parameter and the dissipative state of
the system.24,26,45,55,56 The PT parameter57,58 is a dimension-
less number, defined within the PT model.59 It describes the
tip−sample sliding interaction through the ratio between the
amplitude of the tip−sample interaction and the elastic
energies, η = (2π/a) × 2U0/Keff, where a is the lattice
periodicity (constant), U0 is the corrugation interaction
amplitude, and Keff is the effective spring constant that
represents the elastic interaction at the sliding contact. Since
U0 and Keff are unknown, the PT can be redefined in terms of
the experimental measurables,25 i.e., in terms of FL,max and dFx/
dx, as ηexp = (2π/a)(dx/dFx)FL,max − 1. The calculated ηexp at
the different loads (Figure 4(d)), shows an increase from ≈4
to ≈12 in air, and large fluctuations between ≈7 and ≈13 with
a slight increase trend, for water. Such large values mean that
the corrugation interaction energy is larger than the elastic
energy at the contacts, which is associated with the multiple
slip dynamics.24,26,45,55,56

We distinguish between the slip lengths that distribute into
single, double, and triple slip events, i.e., occurring over one,
two, or three lattice constants, and the extent to which these
jumps take place. Figure 4(e) plots the percentage of these slip

events at every applied normal load. During low-load sliding, a
higher occurrence of single-slip events is observed in ambient
conditions than in the aqueous environment. This disparity
diminishes for the applied loads exceeding 8 nN, due to the
emergence of pronounced fluctuations within the measured
slip lengths for water. While the dynamic in water is more
erratic, in ambient conditions we can notice a larger number of
single-slip events compared to the double-slip events, which
are more frequent than the three-slips, cf. Figure 4(e). With an
increase of the load, the fraction of the single-slip events
increases from ≈67 to ≈74% and then reduces to ≈59%.
Oppositely, the fraction of the double-slip events increases
from ≈26 to ≈38%. The three-slip population demonstrates an
intriguing behavior: it peaks at the lowest load, constituting the
largest proportion of ≈7%, then it quickly decays to zero, and
afterward, it slightly grows at high loads to ≈3%. The increase
of the two- and three-slip events with the normal load is
expected, due to the changes in the η parameter with the
damping state of the system.24,26,45,56 The relatively high
percentage of the three-slip events at the applied normal load
of 4 nN (at ηexp = 5.5) in ambient conditions, can indicate the
possible presence of trapped condensate water molecules in
the contact, which are pushed out with the increase of the local
pressure at higher loads.
MD Simulations: Force−Distance Characteristics.

Typically, the inefficiency of water as a lubricant is attributed
to its limited resistance to being squeezed out. Therefore,
gaining insights into the normal forces that the water layer can
sustain before becoming dislodged from the contact is crucial.
Using MD simulations: the temperature, the probe-substrate
distance and the resulting normal load are followed, together
with the structure of the confined water layer. Figure 5(a)
shows the force−distance evolution FN(dz) at T = 300 K
including the raw simulation data (solid blue line) and the
moving average (solid red line). The values of FN remain under
10 nN at high probe-sample distances, i.e., dz > 10 Å. As the
gap decreases, the normal force steadily increases at lower
probe-sample distances, i.e., dz < 10 Å. Point A in panel (a) of
Figure 5 corresponds to the roughly three layers of water
molecules (i.e., hydration layers) confined in the probe-sample

Figure 5. Force−distance FN(dz) characteristic simulated at the temperature of T = 300 K. (a) The blue line corresponds to the raw MD simulation
data, while the red line represents the moving average (0.1 Å window). (b) The force−distance characteristic at T = 280, 300, 350, and 370 K. The
cross sections through the middle of the probe at the characteristic points (c−f) correspond to the respective points in panel (a).
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gap. We measure the number of confined water layers based on
the gap width versus the diameter of the water molecule. The
distinctive steps are visible, cf. points B and C in Figure 5(a).
At these steps, the final hydration layers exert resistance before
being expelled from the gap by the probe. As a result, the
normal force increases at these points as the number of layers
decreases from three layers to two and further, from two layers
to a single layer. This behavior is reminiscent of previously
seen behavior in the studies on ionic liquids and alkanes.60−63

The hydration layers are broken at somewhat low normal
loads, which agrees with previous results obtained with
frequency-modulation AFM.64 Distance points in Figure 5(a)
labeled as A, B, C, and D, correspond to the configuration
snapshots provided in the panels (c−f) of Figure 5,
respectively. We observe that the water molecules remain
trapped in the space between the probe and the substrate after
a single full layer gets squeezed out, cf. panel (f) of Figure 5.
For dz < 5.0 Å, the normal force FN further increases with the
reduction of the probe-substrate gap distance dz. After the
point of local minimum of the normal force FN, i.e., at the
distance dz ≈ 5.0 Å, cf. Figure 5(a), the normal force FN
steadily increases again, as the remaining trapped water
molecules get squeezed out. The probe-substrate (i.e., SiO2−
MoS2) direct contact is detectable from the final and steep
increase of the normal force FN, cf. point D in Figure 5(a).
In their MD simulation study, Vilhena et al.17 reported that

the normal force required to break the first hydration layer was
2 nN for Scontact = 0.8 nm2 diamond tip on graphene at T = 300
K, i.e., FN/Scontact = 2.5 GPa. In our current MD simulations,
the estimated contact surface is larger (20 nm2), and the
maximal load is 40 nN. The resulting load-bearing capacity of
the first hydration layer is FN/Scontact = 2 GPa, which is in
proximity to the result of Vilhena et al.17

The effect of temperature on the force−distance character-
istic of the studied nanotribological system is shown in Figure
5(b). Force−distance curves were obtained at temperatures
below the water’s boiling point, i.e., T = {280, 300, 350, 370}
K. As the temperature increases, there is an apparent decrease
in the normal force FN. Also, we observe that the normal force
minima becomes more profound, while simultaneously the
point of the probe-sample minimal distance gets delayed with
an increasing temperature, cf. Figure 5(b). We should note that
according to our MD simulation setup, the probe and substrate
atoms cannot change their relative positions. Simultaneously,
the mobility of water molecules increases with the temperature.
We observe that, at higher temperatures, fewer water molecules
are trapped in the probe-sample contact area. Elevation of
temperature results in kinetic energy increase of water
molecules confined within the microscopic roughness of the
amorphous SiO2 surface, facilitating their escape from the
roughness. The effect of temperature and the resulting mobility
of water molecules is manifested in the cross-section of the
system parallel to the MoS2 plate at dz = 3.2 Å in Figure 6.
Configuration snapshots show an evident decrease in the
number of water molecules (colored in blue) trapped inside
the probe-sample gap, with the temperature increase.
Simultaneously, with increasing temperature the diameter of
the void space under the probe increases, and the density of
trapped water molecules decreases. We observe in the
temperature range T = 280 K to T = 300 K about 20 water
molecules less in the gap, while in both ranges 300−350 and
350−370 K, there were roughly further 60 molecules less, for
each increment of the temperature.

Simulated Dynamics of the AFM Probe. To examine
the interactions between water, the amorphous probe, and the
substrate, and to explore potential mechanisms leading to the
lattice-resolved stick−slip friction, we conducted FFM MD
simulations with explicit water. One could argue that the water
molecules trapped under the AFM probe will leave once the
sliding starts and that only the atoms of the two solids will
remain in contact. We investigate this point in Figure 7(a) by
following the evolution of the probe-substrate gap Δzgap with
the sliding distance Δx. The results are presented as the
difference between the current and the initial positions.
Accordingly, Figure 7 illustrates the extension of the spring
in the sliding direction due to the lateral force, as well as the
spring release in the direction of the substrate, during the
sliding process. In our MD sliding simulations, the probe
covered a distance of Δx = 15 nm, corresponding to roughly
46 MoS2 hollow (i.e., Mo top) site distances. At the onset of
sliding, the AFM probe rapidly descends toward the substrate,
as water molecules get squeezed out, cf. Δx < 3 nm, cf. Figure
7(a). For the case of both the water coated and the capillary
water systems, x ≈ 3 nm corresponds to the length of the
initial stick. After the initial descent, the probe’s elevation does
not change in immersed and capillary water systems. Further
stepwise descends are visible for the water coated probe at x ≈
{3, 6, 9} nm. Such behavior could be attributed to the
individual water molecules that are squeezed out or displaced
within the probe-substrate gap during the shear. A contact
point between the atoms of the probe and the substrate devoid
of water molecules, i.e., in case of a “dry contact”, would not
exhibit a reduction of the probe-to-substrate distance during
the sliding process since in all three systems probe is
geometrically equivalent. Without water molecules trapped in
the probe-substrate gap, all three systems would exhibit an

Figure 6. Cross sections of the probe-sample contact (a−d) show
water molecules above MoS2 plate at T = 280, 300, 350, and 370 K for
dz = 3.2 Å, respectively. The water molecules (blue oxygen) and
substrate (yellow sulfur) are visible. The effect of temperature is
visually noticeable as the area comprising MoS2 surface atoms
increases with temperature increase.
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identical probe-to-substrate distance. This indicates that the
evolution of the center of mass z− position in Figure 7(a)
results from the water molecules’ presence in the probe-
substrate contact. In both scenarios, whether the probe is
immersed in a layer of water or surrounded by capillary water,
the probe-to-substrate distance stabilizes after an initial
descent. The eventual penetration of water molecules inside
the sliding contact and their removal are dynamically balanced
out. Therefore, it can be deduced that, when aiming to obtain
high-resolution images using a water-based atomic force
microscopy technique, a specific minimal value of the normal
pressure is crucial for breaking the first hydration layer. After
that, water molecules are not completely removed, but they
behave as an integral part of the probe. The normal pressure
necessary to break the first hydration layer is temperature-
dependent, decreasing from 2.5 GPa at T = 280 K down to 1
GPa at T = 370 K, cf. Figure 5(b). Still, Figure 7(a) shows that
the lattice resolved stick−slip motion is obtained with the
capillary water. In a scenario where the probe is coated with a
few water molecules, the close approach to the substrate results
in exceptionally long slips. Conversely, the continuous water
layer in the case of the probe immersed in water, causes an
excessive separation between the probe and the substrate,
thereby introducing a dynamic interference of water molecules
into the stick−slip motion of the probe. It is important to note
that changes in probe elevation and the geometry of the
contact with the substrate in the experiment could also arise
from various processes, such as the mobility of surface defects
on the amorphous SiO2 surface or tribochemical reactions
between SiO2 and water.65,66

Figure 7(b,c) illustrates the evolution of interaction energies
(U) between single water molecule and MoS2 and SiO2
surfaces with sliding distance. The interaction energy values
were derived from MD simulation data in Figure 7(a). These
energies represent the combined effects of Coulombic and van
der Waals forces between a single water molecule and the
substrate/probe. While van der Waals forces are typically quite
small, around 0.05 eV, Coulomb attractive forces dominate the
present system. In Figure 7(b,c), the distance from the minima
of this energy is also given (Δr,min), so we can follow how the
water molecule enters into the gap and leaves it. These results
reveal that the interaction energies between water−solid
surfaces are higher than thermal energy (ca. 30 meV) or
energy of surface defects on SiO2.

65 The interaction energy
with MoS2 approaches 80 meV, consistent with results, cf. ref
67. The distance of minimum shows that molecules can reside
for an extended (about 6 nm) sliding distance in the
tribological contact at one point due to stronger interactions
with SiO2 without chemically reacting with the surface.66 We
can also see by comparing two molecules that can move within
their position taking different configurations with different
interaction energies.
At this point, we focus on the effect of the normal load on

the probe-substrate interaction, in the presence of water
molecules. To better understand this problem, the center of
mass trajectory in the substrate plane (xy plane) projected
onto the MoS2 plate, is visualized in Figure 8(a). The stick
locations are seen as clumps at the Mo top sites, connected by
curved slip paths between the S atoms. We performed a fast
Fourier transform (FFT) on the lateral force for the FN = 4.8

Figure 7. (a) Evolution of the Δzgap gap thickness during a sliding simulation at an applied normal load of FN = 17.3 nN in case of the three studied
water setups along the x-axis. (b) The dependence of interaction energy (U) between a single water molecule and MoS2 and SiO2 surfaces and
distance from energy minima Δr,min is given as the probe moves along the x-axis. The smoothed using moving average (bold lines) and raw
numerical data (light lines) showing energy fluctuations are shown. (c) The evolution of dependence of interaction energy (U) is compared for two
water molecules as the probe moves along the x-axis.

Figure 8. (a) Top views (xy- plane) of the trajectories of the center of mass of the water coated, surrounded by capillary water, and fully immersed
probe’s center of mass at applied loads of FN = 4.8 nN and 29.8 nN. (b) PT model ηsim parameter determined in MD simulations.
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nN normal load in all three systems, from which we resolved
its underlying lattice periodicity which determines the single
slip-length of ≈0.33 nm. Accordingly, the analysis of the
dynamics and the distances between lateral force minima/
maxima, indicates that the tip is immobilized at the hollow
sites of MoS2 monolayers (i.e., Mo top sites). Also from Figure
8(a), one can see that slip lengths correspond to the single or
integer multiples of lattice from the in-plane position of the
probe’s center of mass projected onto the MoS2 plate. The
differences are striking when comparing normal loads of FN =
4.8 and 29.8 nN, in both scenarios with abundant and scarce
water. At low loads, the center of mass switches between
different tracks, but at high loads the probe follows a single
track when surrounded by a water capillary or immersed in
water. This affects the lattice resolution and sometimes results
in half-lattice-long constant slips. In the case of a water coated

probe, we observe a single-track lattice resolved motion of the
probe at a low load (FN = 4.8 nN), while at a higher load (FN =
29.8 nN), the slip paths are multiple lattice constants long.
Effect of the Normal Load on the Stick−Slip Friction

in MD Simulations. Figure 9 presents the simulated lateral
force traces of the system with (a) water coated probe, (b)
probe surrounded by water capillary, and (c) probe immersed
in a continuous layer of water. The traces are shown for the
three normal forces of FN = 4.8, 17.3, and 25.5 nN. We also
calculated the PT parameter, like in the FFM experiment, to
obtain insight into effective tip−sample sliding interaction, cf.
Figure 8(b). The calculated ηsim at the different loads in Figure
8(b) shows an increase from ≈10 to ≈25 for capillary and
layered water, and large fluctuations at FN > 30 nN. Therefore,
based on PT model observations, the corrugation interaction
energy is greater than the elastic energy in these two systems.

Figure 9. Representative lateral force traces, FL acting on the probe which is sliding along the x-direction for (a) water coated probe, (b)
surrounded by capillary water probe, and (c) fully immersed water probe. The lateral force traces are shown for the three normal forces FN = 4.8,
17.3, and 25.5 nN. The sliding velocity was vs = 2 m/s, while the spring stiffness was k = 1 N/m.

Figure 10. Simulated frictional behavior of SiO2−MoS2 tribosystem. Load dependence (FN) in water coated (black), capillary (red), probe
immersed in water (blue) of (a) average maximal lateral force (FL), (b) average slip length Δx, and (c) probe’s lateral elevation (zcm − zcm0 ) after 15
nm of sliding. Percentage of the slip length populations of single slip events (denoted by blue continuous line), double slip events (red dashed),
three to five lattice lengths (black dashed), and long jumps (cyan) are shown in panels (d) for water coated, (e) capillary, and (f) immersed probes,
respectively.
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The PT parameter ηsim also evolves with increasing load, which
is observed for the experimental PT parameter ηexp in ambient
conditions. In the case of a water coated probe, the PT
parameter is ηsim ≈ 6 and does not depend on the applied
normal load. In the case of a water coated probe, a lattice-
resolved stick−slip friction pattern is obtained only at FN < 5
nN, cf. Figure 9(a). At higher normal loads, i.e., 17.3, and 25.5
nN, we observe the multiple slip events. For all three systems,
the averages of the maximal lateral force during the stick phase,
are plotted in Figure 10(a). We extracted the friction
coefficient and the zero-force of the water coated probe:
μcoated = 0.1 ± 0.01 and FL,0 = 0.45 ± 0.2 nN, respectively. In
the cases of the probe surrounded by capillary water, and the
water-immersed probe, the friction coefficient is smaller: μwater
= 0.06 ± 0.001. The corresponding zero-force is FL,0 = 0.31 ±
0.1 nN for the probe moving through the water layer.
All slopes, during the stick phase when the lateral force

increases linearly with the sample’s displacement, are similar
and they are independent of the normal load, cf. Figure 9. The
lateral stiffness calculated from the slopes is roughly 1 nN/nm,
and therefore it is determined by the spring’s stiffness which
keeps the probe in place in both water-probe configurations.
We focus now on two important factors for lattice resolved

stick−slip: the role of water in the contact region, and the
impact of interactions between the probe and the surrounding
water molecules (either in the capillary or water layer). As we
already saw, the modeled system exhibits a stick−slip friction
behavior even at the smallest investigated normal loads FN < 5
nN, cf. Figure 9. The evolution of the average slip length in
different environments is compared for different normal loads
in Figure 10(b). In all three investigated systems, we observe a
steady increase in the slip length with increasing normal load
FN. At the normal forces FN > 30 nN, we observe the average
slip lengths larger than 0.66 nm for immersed and capillary
systems, cf. Figure 10(b). Still, even at FN < 40 nN, high-
resolution (lattice resolved) images are achievable in the full
water layer. The increase of the average slip length with load is
much larger for the water coated probe, cf. Figure 10(b). In the
case of the water coated probe, the average slip length is larger
than 3 nm for the normal forces FN > 30 nN. A few water
molecules trapped between the probe and the substrate can
induce a slip with a lattice resolution in the case of a water
coated probe only at the lowest investigated loads (FN < 5
nN). Even under the normal force of FN = 8.7 nN, the average
slip length is larger than 1 nm.
Notably, the tip is not in direct contact with the surface in

either of the three modeled systems. From Figure 10(c), we
see that keeping the probe and the substrate somewhat
separated increases the resolution of the measurements.
Therefore, lattice resolved measurements become less sensitive
to normal loads if the probe is immersed in a water layer or
surrounded with water from a capillary. As a result, the FFM
experiments could be conducted with a wider range of normal
loads. Also, experimental measurements at higher normal loads
can be performed. Both experimental conditions, the wider
range and the inclusion of higher values of the applied normal
load, improve the signal-to-noise ratio, which is advantageous.
To obtain a detailed insight into the evolution of the slip

length in different configurations, we categorize the slip lengths
into: single, double, three to five, and longer than five slip
events, thus representing occurrences over one, two, three to
five, or six and more lattice constants, respectively, along with
the extent of these jumps in Figure 10(d−f). The probability of

double (≈ 0.66 nm) and multiple-slip events is increasing in
frequency at higher loads FN > 4.8 nN. Figure 10(d−f)
summarizes the evolution of the percentage of these slip events
at varying applied normal loads for the three investigated
systems. For the probe surrounded by a water capillary, there is
a notable prevalence of the single-slip over the double-slip
events, with the longer slip events being the least frequent. As
the normal load increases, the portion of the single-slip events
decreases from 100 to 50%, while the number of the double
slips increases consequently, cf. Figure 10(e). In the case of the
probe immersed in the water layer, the double-slip events are
also present at low loads, i.e., FN < 5 nN. The occurrence of
double-slip events is around 20%. The three-slip population
exhibits an intriguing behavior, initially being nonexistent, it is
peaking at the lowest load FN = 25.5 nN, subsequently
declining to zero, and resurging at higher loads with
approximately 40%, cf. FN = 33.1 nN in Figure 10(f).

■ DISCUSSION
Analysis of the experimental data reveals distinct distributions
in the measured slip lengths. Slip lengths exhibit characteristic
distributions, with a notable prevalence of single-slip events
under low loads in ambient conditions, compared to the probe
immersed in water. Also in simulation, under low loads for the
probe surrounded by capillary water, single-slip events are
significantly more prevalent when compared to those observed
for the probe fully immersed in water. The capillary simulation
results above 10 nN align well with the experimental findings
for ambient conditions, showing a shift from predominantly
single-slip to double-slip events. Furthermore, both systems
exhibit only single-slip and double-slip events. Similarly to the
experiments, the simulations show an early presence of double-
slip events in the water-immersed probe simulation. In
addition, an interplay between the single-slip and double-slip
events is observed with the normal load increase, for the water-
immersed probe. That interplay is characterized by an initial
decrease and subsequent increase in single-slip events,
accompanied by a reciprocal trend in double-slip events,
both in simulations and experiments.
The simulations allow investigation of cases that were not

treated experimentally. The steep increase of the slip length
and a high friction coefficient determined for the probe coated
with a few water molecules (i.e., not enough water molecules
to form a capillary) are seen in simulations. While single-slip
and double-slip events dominate the experimental results, the
simulations of the probe coated with water reveal a longer
average slip length, which involves three or more slips. Also,
the friction coefficient of μcoated = 0.1 for the probe coated with
water is higher than both the experimentally observed value of
0.02 and the simulated value when an abundant amount of
water is present, with the value of 0.06. Importantly, the
discrepancy in the friction coefficient results suggests that the
experimentally measured system under ambient conditions
involved a probe surrounded by capillary water.
The simulations indicate that the presence of water extends

the range of normal forces within which lattice-resolved
resolution is achievable. Our analysis suggests that water
molecules introduce interactions with energy levels between
those of the thermally activated motion of amorphous SiO2
probe surface defects (approximately 5−25 meV,65) and the
elastic energies in the solids (probe/substrate), thereby
enhancing the measurement sensitivity.
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The ratio between the tip−sample interaction and the
cantilever elastic energy (i.e., the PT parameter η), increases by
factor 3 in the ambient condition experiments, and by factor 2
in the simulations. The mean values of the corrugation
interaction energy were larger than the elastic energy at the
contacts in both experiments and simulations. At the same
time, in the simulations of the water coated probe, the ratio η
was independent of the normal load. Such a result further
indicates that the trapped water molecules modify probe-
substrate contact.

■ CONCLUSIONS
We have conducted extensive FFM experiments and MD
simulations to investigate the structural, mechanical, and
nanotribological properties of the studied nanoscale SiO2/
MoS2 system in different aqueous environments. The
simulation study focused on the interaction between an
amorphous SiO2 probe and a monolayer crystalline MoS2
substrate, in the presence of three distinct configurations of
water with respect to the probe: a water layer coating the probe
and the probe-substrate gap, a sufficient amount of water
surrounding the probe which enables the formation of a water
capillary, and the probe fully immersed in a continuous layer of
water. The experimental setup was 2-fold: an AFM probe
immersed in a full layer of water and air with a relative
humidity of 35−40%, where capillary condensation was a
highly probable effect.
To understand the behavior of the water layer under the

applied normal load and the breaking of the first hydration
layer, we explored the vertical approach of the probe toward
the substrate, and we obtained the force−distance character-
istics at various temperatures. This molecular dynamics study
revealed a significant influence of the temperature on the
presence of water molecules within the probe-sample gap.
Higher temperatures rendered the water molecules more
mobile, resulting in fewer water molecules trapped in the
probe-sample gap. However, both the heating of the system
and the shear forces proved to be insufficient to expel the
trapped water molecules.
Achieving lattice resolved images through water-based

atomic force microscopy requires critical consideration of the
minimal normal pressure needed to disrupt the initial
hydration layer. Once this threshold is surpassed, the water
molecules persist as integral components of the probe, rather
than being entirely removed from the probe-sample gap.
The friction curves obtained via simulations and experiments

exhibited well-defined lattice-resolved stick−slip patterns. Our
MD simulations have explicitly revealed that the contact does
not remain dry and that water molecules that get trapped
become an integral factor in the overall nanotribological
interaction. The simulations have shown that the slip length
increases with the applied load to a prolonged stick−slip above
1 nm, when the amount of water surrounding the probe is low,
as in the case of water coated probe. This result indicates that
an abundance of water, either in the form of a capillary or
water layer, allows the water molecules that get removed
during sliding, to be replenished. In turn, the water trapped in
the nanotribological probe-sample contact keeps the probe and
sample separated further apart, compared to the dry case, or
when the amount of water present is insufficient to form a
capillary, hence resulting in the lattice resolution at the studied
normal loads. By exploring the quantity and the spatial
distribution of the water present in a nanoscopic contact of

amorphous SiO2 probe and monolayer MoS2 sample, our
combined simulation-experimental study contributes valuable
insights into the intricate nature of the nanoscale tribological
phenomena. Outlined phenomena involving trapped molecules
may play an important role in nanotribological contact and
have a strong impact on the quality and reliability of AFM
measurements performed in liquid environments. However,
open questions remain regarding the interaction of trapped
water with surface SiO2, particularly through hydroxylation and
the interaction with surface defects. Additionally, given the
anisotropic friction properties of MoS2, further studies should
investigate how does water influence this characteristic.
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■ NOTE ADDED AFTER ASAP PUBLICATION
This paper originally published ASAP on August 6, 2024. As
author Assaf Ya’akobovitz’s name was incorrectly spelled in
this version, this was corrected and a new version reposted on
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ABSTRACT
We here present the normal dynamics technique, which recasts the Newton’s equations of motion in terms of phonon normal modes by
exploiting a proper sampling of the reciprocal space. After introducing the theoretical background, we discuss how the reciprocal space
sampling enables us to (i) obtain a computational speedup by selecting which and how many wave vectors of the Brillouin zone will be
considered and (ii) account for distortions realized across large atomic distances without the use of large simulation cells. We implemented
the approach into an open-source code, which we used to present three case studies: in the first one, we elucidate the general strategy for
the sampling of the reciprocal space; in the second one, we illustrate the potential of the approach by studying the stabilization effect of
temperature in α-uranium; and in the last one, we investigate the characterization of Raman spectra at different temperatures in MoS2/MX2
transition metal dichalcogenide heterostructures. Finally, we discuss how the procedure is general and can be used to simulate periodic,
semiperiodic, and finite systems such as crystals, slabs, nanoclusters, or molecules.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0224108

I. INTRODUCTION

Molecular Dynamics (MD) simulation is the technique of
choice to study a vast variety of atomic systems, spanning biological
matter and inorganic materials.1 In an MD simulation, interactions
among a given set of atoms are defined by a function, i.e., the
potential energy, which depends on the position of the atoms in
the space; such interactions are provided as analytical functions or
numerical datasets, which define the force field .1 The vast majority
of force fields rely on a classical description of interactions; in the
past decades, several of them have been developed for both organic
and inorganic systems.2–7 Despite such an abundance of parame-
terizations, shortcomings of classical force fields are still present,
e.g., in terms of accuracy and availability of the description for the
system under study.8–12 Moreover, the parameterization procedure
presents an unavoidable degree of arbitrariness (for example, in the
choice of the analytical form of the force field, or in the reference

data to be used, or even in the fitting scheme to be employed), as
well as possibly being very time-demanding.13,14 Another issue is
represented by the difficulty of describing how the subtle details
of the electronic density determine the force field, especially when
the polarity of the bonds,15 charge anisotropy,16 and covalent char-
acter are decisive in the system dynamics.17–19 On the other hand,
one can perform ab initio molecular dynamics (AIMD)—such as
in the Car–Parrinello scheme20—in order to overcome the above-
mentioned limitations imposed by classical force fields. In this case,
the classical Hamiltonian is substituted by a quantum mechanical
one, which can be built for any atom topology and atomic type. The
major drawback of such schemes is that they might become very
computationally demanding. Another possibility is represented by
the QM/MM scheme,21 where the system is split into two regions,
one treated at the quantum mechanical (QM) level and the other
(MM) at the classical one. Such an approach has the advantage that,
in general, the simulations scale roughly as O(N2), where N is the
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number of atoms in the system. However, the identification of the
QM region requires a priori knowledge of the physical phenomena
to be studied; moreover, the truncation of the bonds crossing the
QM/MM interface is not trivial at all in, e.g., solid systems. Finally,
in the QM/MM approach, a classical force field including all the
chemical species of the system must be available.

In addition to this, large geometric models are often required
in order to produce accurate data comparable with experiments,22

resulting in resource-demanding MD simulations. The computa-
tional cost to produce a dynamical trajectory might become pro-
hibitive if the simulations must be carried out at the quantum
mechanical level. This issue is usually mitigated by limiting the size
of the simulation box; however, it is known that this may affect the
reliability of the results.23 This is the case when it is necessary to
include distortions realized across large interatomic distances, which
account for ripples, and determine thermal transport, diffusion
coefficients, and nucleation processes.23–30

Here, we propose an approach that can help circumvent these
difficulties. The technique uses an approximation of the real poten-
tial energy surface by means of a Taylor expansion about a ref-
erence configuration, and it produces dynamical trajectories by
solving Newton’s equations of motion in terms of phonon nor-
mal coordinates. This, in turn, corresponds to a suitable sampling
of the reciprocal space; such sampling enables the user to tune
the computational load to target a desired accuracy. Moreover,
long-wave structural modulations are accounted for with a suit-
able choice of sampling set, without the need to consider large
unit cells. The general formulation of our approach enables us
to parameterize the interatomic forces at any level of quantum
mechanical description; such forces can be calculated from either
ground or excited electronic configurations, even in the presence
of external electric or magnetic fields, and may include quantum-
mechanical electron–nuclei interactions such as the hyper-fine
Hamiltonian. Since the atomic interactions appearing in the equa-
tions of motion can be parameterized with quantum mechanical
descriptions, the sampling strategy of the technique makes it pos-
sible to generate dynamical trajectories of large systems on ordi-
nary desktop computers. As the scheme is aimed at obtaining
dynamical trajectories by integrating Newton’s equations expressed
in terms of normal coordinates, we termed it Normal Dynamics
(ND).

In this work, we present the theoretical derivation of the
method, the implementation into a freely available FORTRAN code,
and advantages and drawbacks of this approach by considering three
case studies. In the first one, we illustrate the general idea about how
to perform the sampling of the reciprocal space, for example, by con-
sidering a reduced set of wave vectors of the Brillouin zone in order
to obtain a computational speedup or by enlarging such a set in order
to obtain the desired accuracy of the results. In the second one, we
show that the ND scheme can be employed in order to observe the
stabilization effect of temperature, which has been already reported
in the literature,31 but at the cost of performing computationally
demanding AIMD simulations. In the third one, we exploit the
ND technique to study the thermal effect in the Raman spectra of
transition metal dichalcogenide heterostructures and discuss pos-
sible mistakes that may occur in the attribution of the Raman
peaks.

II. THEORETICAL BACKGROUND
Differently from most of the classical force fields,2–6 the ND

technique does not rely on the definition of a bonding topology.
It is rather based on a description that is general with respect to
the atomic type and the geometric arrangement forming the system.
Such a description relies on the Taylor expansion of the potential
energy V in terms of the atomic displacements u with respect to a
specified reference configuration,32

V(uαk
ik
) = V0 +∑

p≥1

1
p! ∑α1...αp

i1...ip

Θα1...αp
i1...ip

p

∏
k=1

uαk
ik

, (1)

where V0 is the energy reference, p is the order of the terms in
the sum, ik and αk identify the atom and the Cartesian compo-
nent of the displacement from its reference position, respectively,
and k enumerates the approximation orders. The Cartesian tensors
Θp = Θα1...αp

i1...ip
are formed by the pth order partial derivative of the

potential energy with respect to the atomic positions calculated at
the reference position. For p = 1, Θ1 = Θα1

i1
is the net force active

on the ith atom along the Cartesian direction α and is null when
V is evaluated at equilibrium; for p ≥ 2, Θp contains the pth order
interatomic force constants. If Eq. (1) is truncated at p = 2, the inter-
atomic forces are of the harmonic kind; the anharmonic effects are
instead included in the terms with p ≥ 3. The Θp tensors can be
evaluated numerically at any order by means of a quantum mechan-
ical Hamiltonian,33–38 which avoids the limitations imposed by the
availability of existing force fields or the need to parameterize a
new one.39 The use of a Taylor expansion to approximate the real
potential energy surface is not new, and it is currently exploited in
previous formulations40 (also in different contexts41) and relative
software packages, such as HIPHIVE,34 A-TDEP,31 and SSCHA.42 The
novelty of the ND method relies on the fact that we make use of the
Fourier transform of such a Taylor expansion in order to explicitly
perform dynamical simulations in the reciprocal space. To the best
of our knowledge, this has never been proposed in the literature, and
currently, there is no other software capable of performing such a
task.

Equation (1) can be used to describe the atomic interactions of
any system, irrespective of the atomic type, the stoichiometry, and
the atom geometry. Moreover, the Θp tensors represent harmonic
(p = 2) and anharmonic (p > 2) contributions determined by the
electronic density and the conditions at which the latter is calcu-
lated (e.g., ground or excited states, in the presence or not of external
fields). However, it must be stressed that the technique relies on the
Fourier transform of a Taylor expansion, which needs to be trun-
cated for practical reasons, and therefore, it has a finite convergence
radius. This results from the fact that the description of the interac-
tions is somehow local, and it can become unreliable if the dynamics
brings the system far away from the reference state, i.e., if large dis-
placements take place during the dynamics. We address this point in
Sec. III D, where we also present some strategies on how to (partially)
amend this.

A. The equations of motion
Here, we present the equations employed by the ND scheme;

the full derivation is reported in the supplementary material. We
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begin by exploiting the fact that, at each q wave vector of the Bril-
louin zone of a system with N atoms in the unit cell, the 3N normal
coordinates Qq,j are a complete basis set for the 3N Cartesian compo-
nents of the atomic displacements uα

i . We shorten the notation as Qλ,
with λ = (q, j) and j labeling the normal mode (for more details on
the notation, see Sec. I of the supplementary material). The kinetic
energy T and the potential energy V in terms of the Qλ coordinates
are then read as32,43

T = 1
2∑λ

Q̇λQ̇λ
∗ , (2)

V = 1
2∑λ

ω2
λQλQ ∗

λ +∑
p≥3

1
p! ∑λ1...λp

Φλ1...λp

p

∏
k=1

Qλk , (3)

where ωλ is the eigenfrequency of the dynamical matrix associ-
ated with the phonon mode λ, the symbol “∗” indicates the com-
plex conjugation, p is the order of approximation, and the tensors
Φp = {Φλ1...λp} are the Fourier transforms of the tensors Θp by
means of the eigenvectors of the dynamical matrix.32,43 We then
write the Lagrangian of the system L = T − V by using Eqs. (2)
and (3) and solving the Euler–Lagrange equations for the normal
coordinates Qλ,

d
dt

∂L

∂Q̇λ
− ∂L

∂Qλ
= 0, (4)

which are the Newton’s equations of motion written in terms of
the normal modes. The time integration of Eq. (4) represents the
dynamic evolution of the normal modes of the system, and it is
equivalent to the time integration of the Newton’s equations of
motion in Cartesian space. The explicit form of Eq. (4) is

Q̈λ = −ω2
λQλ −

⎛
⎝∑p≥3

1
(p − 1)! ∑λ1...λp−1

Φλλ1...λp−1

p−1

∏
k=1

Qλk

⎞
⎠

∗
, (5)

which shows that the atomic motion can be computed as a harmonic
oscillation modulated by anharmonic contributions represented by
the term in parenthesis, where p is the order of the anharmonic
correction. If no anharmonic effects are present, that is, if all the
Φp tensors are null, we recover the equation for the harmonic oscil-
lator. The derivation of Eq. (5) and the calculation of harmonic
phonons and anharmonic Φp tensors do not rely on the assumption
that the reference unit cell represents a perfect crystal.

Indeed, the presence of defects can be taken into account
by using a unit cell, which consists of a supercell containing
the defect(s) and with a size that reproduces the desired defect
concentration.

The choice of the q-points entering Eqs. (2) and (3) is done
according to the kind of system that the cell represents, that is,
periodic (bulk), semiperiodic (slab), or finite (cluster or molecule).

With the choice of the potential energy as shown in Eq. (3),
Eq. (5) enables us to sample the phase space in the microcanonical
ensemble (NVE). In order to simulate the canonical (NVT) ensem-
ble within the ND scheme, Eqs. (2) and (3) must include the energy
terms representing the degrees of freedom of a thermostat cou-
pled with the system. We, therefore, derived the equations, which

include the Nosé–Hoover thermostat44–46 (see Secs. II–IV of the
supplementary material),

Q̈λ = −ω2
λQλ −

⎛
⎝∑p≥3

1
(p − 1)! ∑λ1...λp−1

Φλλ1...λp−1

p−1

∏
k=1

Qλk

⎞
⎠

∗
− ξ̇Q̇λ,

(6)

ξ̈ = 1
Qth
(∑

λ
Q̇λQ̇λ

∗ − 3NkBT), (7)

where ξ and Qth are the dynamical variable and the “mass” associated
with the thermostat, respectively, kB is the Boltzmann’s constant,
and T is the set temperature. If ξ is constant during the whole simu-
lation, Eq. (6) reduces to Eq. (5), and the simulated ensemble is the
microcanonical one.

To the best of our knowledge, equations in the form of Eq. (5)
or Eq. (6) have not been reported before, and we refer to them as
normal equations.47 In order to obtain the dynamical trajectory, the
number of equations to be integrated is equal to the number of
normal coordinates, that is, 3N ×Nq, where Nq is the number of
q points chosen to sample the Brillouin zone. The form of the normal
equations provides a direct way to decompose the atomic motions
into harmonic and anharmonic contributions, thus facilitating the
study of anharmonic effects; indeed, the latter reduces to the study of
the tensors Φp and how they determine the phonon scattering.48–53

We also developed FORTRAN software named Phonon-
Inspired Normal Dynamics Of Lattices (PINDOL)54 to simulate
dynamical trajectories with the ND technique. At the moment, we
implemented the harmonic and the first anharmonic term (p = 3);
however, including higher orders is straightforward, and it will be
done in future releases. We also plan to derive the normal equa-
tions to sample the phase space in the isobaric (NpT) ensemble in
an upcoming work and implement them in a future version of the
software. The equations that the PINDOL software solves are of the
form

Q̈λ = −ω2
λQλ −

⎛
⎝∑λ1λ2

Φλλ1λ2 Qλ1 Qλ2

⎞
⎠

∗
(8)

reproducing the microcanonical ensemble, or

Q̈λ = −ω2
λQλ −

⎛
⎝∑λ1λ2

Φλλ1λ2 Qλ1 Qλ2

⎞
⎠

∗
− ξ̇Q̇λ (9)

reproducing, together with Eq. (7), the canonical ensemble with the
Nosé–Hoover thermostat.44–46

B. The q-point set
As it is apparent from the equations above, the essence of the

normal dynamics technique is to recast Newton’s equations in the
reciprocal space by selecting a suitable set of q-points in the Brillouin
zone. This results in several computational benefits.

One of the main advantages of the ND scheme can be appreci-
ated by considering that, in order to describe distortions with long
wavelengths in crystalline systems, one needs to simulate large unit
cells, hence a large number of atoms. In fact, a standard molecu-
lar dynamics simulation can sample all and only the distortions that
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are commensurate with the simulation box; such distortions can be
represented by the 3N phonon modes of the Γ point of the corre-
sponding reciprocal lattice. In periodic systems, in order to capture
the effect of long-range distortions, that is, to capture the effect of
lattice distortions represented by waves with large wavelengths, we
need to consider a suitable number, Nr = Na ×Nb ×Nc, of repli-
cas of the chosen unit cell; in this way, the number of equations of
motion to be solved increases from 3N to 3N ×Nr .

Let us consider a unit cell formed by N atoms and suppose that
long-range structural modulations must be taken into account. We
then create, for example, a 3 × 3 × 3 supercell of the unit cell; the
number of dynamical variables to be evolved in the Cartesian space
is, therefore, 3N × 3 × 3 × 3 = 81N. In the case of the ND scheme
(for more details, see Sec. V of the supplementary material), the
number of dynamical variables in the complete set of non-redundant
q-points is 42N, which amounts to (1 + 13 × 2) × 3N = 81N real
variables, as for the Cartesian case, since the Qq,j are all complex
quantities except for q = (0, 0, 0). However, as we will show in the
case studies, in principle, a similar result can be obtained by con-
sidering a reduced set of q-points (for example, by exploiting the
symmetries of the unit cell). This immediately leads to a reduction
of the degrees of freedom with respect to the Cartesian case, likely
opening up a computational advantage.

Let us now imagine that, after an MD simulation, we realize that
we need to further expand the size of our original 3 × 3 × 3 system by
considering, for example, a 6 × 6 × 6 supercell; in this case, the num-
ber of dynamical variables increases from 81N to 648N. In the ND
scheme, instead, one can think of expanding the {q} set by including
suitable q-points only. For example, adding q = (1/6, 1/6, 1/6) to the
q333 set enables us to introduce atomic displacements that require a
6 × 6 × 6 supercell to be represented in the real space; in this case, the
number of variables increases from 81N to 81N + 6N = 87N; that is,
we reduced the number of dynamical variables by a factor of ∼7. It
is true that the vector q = (1/6, 1/6, 1/6) alone does not fully repre-
sent a 6 × 6 × 6 supercell, as the corresponding complete set would
be made of 112 non-redundant q-points; however, we can incremen-
tally include in our set more and more points of the kind q666 until
we reach the desired accuracy.

The key point here is that ND simulations can be run regard-
less of whether the {qi} set is complete or not; the optimal size of the
set is decided by the user according to the required accuracy. The
ND sampling scheme then provides fine control over the computa-
tional load and of the accuracy the results. The number of dynamical
(normal) variables increases as O(Nq), where Nq is the number of
q-points in the set; instead, in the standard Cartesian scheme, the
number of variables increases as O(L3), where L is the number of
replicas along one of the three directions. From this consideration
and by keeping in mind that the scheme is essentially a coordi-
nate transformation, it is clear that, in the case where one needs
to consider the complete {qi} set, no computational speedup can
be expected by using the ND technique. On the other hand, as we
will show in Sec. III, in our case studies we do not need to consider
a complete {qi} set to obtain a correct description of the relevant
physical quantities, and we believe that this is likely to be the general
case.

Another advantage of the ND scheme is that we can focus the
computational load only on the relevant aspects of the dynamics.
For example, let us imagine that only long waves traveling across

a 12 × 12 × 12 supercell are relevant for our study and that the
contributions from waves commensurate with a subset of the super-
cell could be neglected. In the Cartesian scheme, 3N × 12 × 12 × 12
= 5184N variables must be somehow integrated, with no possibility
of reducing such a number by neglecting unnecessary phonon con-
tributions. On the contrary, in the ND scheme, it might be enough to
consider, for example, just two wave vectors, q1 = (1/12, 1/12, 1/12)
and q2 = (1/6, 1/6, 1/6), while neglecting all the other commensu-
rate ones; in this case, we would need to integrate only 3N × 2 × 2
= 12N real variables (Nq = 2) instead of 5184N.

III. RESULTS AND DISCUSSIONS
The goal of our case studies is to show that the ND scheme (i)

is able to produce dynamical trajectories of large systems by using a
common desktop computer and (ii) is capable of taking into account
the effect of temperature, as is the case with standard Cartesian simu-
lations. We extract the effective interatomic force constants31,40,55–60

from ND runs at finite temperatures with the help of the HIPHIVE
software;34 we use the PHONOPY61 and PHONO3PY62 software for
the necessary pre- and post-processing of the data. The steps to pre-
pare, run, and analyze the simulations are reported in Sec. VI of the
supplementary material.

The HIPHIVE software relies on a Taylor expansion of the forces
on the atoms of the kind

Fα
i = −Θαβ

i j uβ
j −

1
2
Θαβγ

ijk uβ
ju

γ
k − ⋅ ⋅ ⋅ , (10)

where Fα
i is the force on the ith atom along the Cartesian direction

α evaluated as the negative gradient of the Taylor expansion of the
potential energy V in Eq. (1).

The atomic displacements u and forces F are obtained from the
normal coordinates Q and accelerations Q̈ calculated at each ND
step and are supplied as an input to the HIPHIVE software; the latter
performs a fitting of Eq. (10) and returns the effective interatomic
force constants Θ at a finite temperature.

The first two case studies have been chosen to show how the
method works as they have already been reported in the literature.
The last case study, instead, has not been reported yet; indeed, we
exploit the capabilities of the ND scheme to study the influence
of temperature on the Raman spectrum of MoS2/MX2 bilayers and
suggest how to properly characterize the Raman peaks.

To perform the simulations, the PINDOL code has been com-
piled with the GNU Cross Compiler v. 9.4.0 included in the software
packages of the Ubuntu operative system version 20.04.5, Long
Term Stable release. The trajectories have been produced on a local
workstation equipped with an Intel Core i7-4770 CPU at 3.40 GHz;
although we implemented a basic OpenMP parallelization, we did
not use it for the present simulations.

The main quantities affecting the accuracy of an ND simula-
tion are the Cartesian Θp tensors and the sampling of the reciprocal
space: the first depends on the level of theory (i.e., classical or
ab initio) and on the technical parameters used to evaluate the
derivatives of the potential energy, while the latter is set by the
user with the choice of the {qi} set. For example, the third order
derivatives of the potential energy are the fundamental quanti-
ties determining the anharmonic effects at the first order. Their
importance in determining the accuracy of the model has already
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TABLE I. Wall-clock time [hours and minutes] required by the ND simulations on
crystalline silicon, α-uranium, and MoS2/MX2 systems at different samplings of the
Brillouin zone (Nq) and the number of unique non-null Φ3 elements. The time shown
is normalized to 4 × 106 dynamical steps and two atoms in the unit cell.

Case Time Nq #Φ3

Si q333 8 h 10′ 14 12 789
Si q555 69 h 39′ 63 279 568
Si qred

555 1 h 53′ 10 3 277
Si qred

666 4 h 6′ 16 5 389
U q423 11 h 40′ 14 38 059
U qred

423 7 h 30′ 12 19 933
MoS/MX q441 96 h 10′ 10 101 255
MoS/MX qred

441 1 h 25′ 4 11 453

been discussed in previous computational studies;63,64 in these, the
authors also show that the use of a truncated Taylor expansion rep-
resenting the potential energy abstracts the cost of a full AIMD when
computing thermal conductivity. As for any computational model,
the optimal simulation setup is the result of a compromise between
the computational requirements and the accuracy of the produced
data. The procedure to obtain an accurate evaluation of Θp is not the
subject of the present discussion, as it does not depend on the ND
framework; the reader can find information on the subject in any
computational work that makes use of the Θp tensor (see Ref. 62 as
an example). Instead, the choice of the {qi} set is crucial to obtain
reliable results from ND simulations.

In the present implementation of the ND technique within the
PINDOL code, the computational load mainly depends on the num-
ber of elements in the Φ3 tensor; such a number, in turn, depends
on the number of q-points considered, on the number of phonon
modes per q-point (i.e., 3N), and on the components of the vec-
tors forming the {qi} set. In fact, only the phonon triplets (q,q1,q2)
that satisfy the selection rule Δ(q + q1 + q2) = 1 are considered in
the generation of the Φ3 elements, as all the other triplets produce
null elements.32,43 In Table I, we report the simulation time for all the
case studies that we consider; with qmnp, we indicate a complete {qi}
set formed by corresponding Nq q-points, representing an m × n × p
supercell. The superscript “red” indicates that the set is formed by
reducing the full sampling to only the irreducible q-points; this has
been obtained with the help of the SPGLIB library,65 which is capa-
ble of exploiting the symmetries of the unit cell. We anticipate that,
by inspecting Table I, in some cases, the use of a reduced set can
drastically cut the computation time when compared with the full
set case. For example, the time required to run the Si q555 case is
reduced by 97% when the reduced qred

555 set is used, while in the case
of the U and MoS2/MX2 systems, the time is reduced by 36% and
98%, respectively.

A. Convergence of the phonon dispersion
with respect to the number of q-points

As mentioned already, one of the main quantities governing
the accuracy of the ND simulation is the sampling of the recipro-
cal space. In order to show this, we consider the Si crystal structure
with the symmetries of the space group Fd3̄m (group number 227).

The starting geometry is the primitive unit cell with an optimized
lattice parameter ap = 3.852 Å, corresponding to the lattice para-
meter ac = 5.448 Å of the conventional face centered cubic unit cell.
The primitive cell contains only two Si atoms with reduced positions
(3/4, 3/4, 3/4) and (1/2, 1/2, 1/2), respectively.

The interatomic forces are calculated within the den-
sity functional theory framework as implemented in the
ABINIT software.66–68 The Si atomic type is represented by
a norm-conserving pseudopotential generated following the
Troullier–Martins scheme69 in the Kleinman–Bylander form,70

considering four electrons in the valence shell and a cutoff radius
of 2.1 Böhr, leading to a cutoff energy equal to 380 eV. Concerning
the Self Consistent Field (SCF) parameters, we select the LDA
Teter parameterization71 as an energy functional, a 13 × 13 × 13
Monkhorst–Pack mesh72 to sample the Brillouin zone, and a
plane wave cutoff equal to 500 eV; convergence is considered to
be achieved when the difference in the total energy after three
subsequent SCF cycles is below 3 × 10−10 eV. The starting atomic
positions and lattice parameters are fully relaxed within a tolerance
of 10−6 eV/Å; after relaxation, the structure preserves the initial
cubic symmetry with a primitive (conventional) lattice parameter
equal to 3.853 Å (5.445 Å), in good agreement with the experimental
values.

In order to show how Brillouin zone sampling determines the
accuracy of the ND simulations, we consider the harmonic phonon
dispersion obtained from the finite displacements method61 as our
reference and compare it with the one calculated from the effec-
tive force constants extracted from the normal dynamics trajectory.
To achieve this aim, the ND simulations are performed at different
q-samplings in the NVT ensemble with temperatures as low as 10 K
in order to avoid anharmonic effects. Irrespective of the sampling,
the maximum harmonic frequency is found to be νmax ∼ 11 THz;
according to the Nyquist–Shannon theorem, the time step can be
Δt = 1/(2νmax) ∼ 23 fs, but we reduce it to 1 fs as a safe value. The
simulation window is 4 ns for a total of 4 × 106 dynamics steps. The
time needed for each ND simulation is reported in Table I.

For the first ND simulation, we select a 3 × 3 × 3
Monkhorst–Pack sampling, corresponding to the complete set
q333 (Nq333

= 14) representing a 3 × 3 × 3 supercell. We observe that
the phonon dispersion obtained from the effective force constants
does not correctly reproduce the reference one (Fig. 1). We then
increase the sampling of the reciprocal space by repeating the
simulation with a 5 × 5 × 5 mesh, corresponding to the complete
set q555 (Nq555

= 63); in this case, we obtain an improvement of the
phonon dispersion. As a further test, we then perform the same
simulation by using the set qred

555 (Nqred
555
= 10), obtained by reducing

the full 5 × 5 × 5 mesh sampling to only the irreducible (and
non-redundant) q-points. In addition, in this case, we obtain a close
agreement with the reference; this shows that similar accuracy can
be reached via reciprocal space mesh sampling with reduced size. In
this case, we used 2 × 3 ×Nqred

555
= 60 dynamical variables, that is 5/7

and ∼1/6 of the full 3 × 3 × 3 and 5 × 5 × 5 sampling, respectively
(2 × 3 ×Nq333

= 84, 2 × 3 ×Nq555
= 378). A further improvement has

been obtained by considering the set qred
666 (Nqred

666
= 16).

It is worth pointing out that, as described above, we could have
proceeded in an alternative way. For example, we could have started
from the set containing only the Γ and (1/5, 1/5, 1/5) q-points and
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FIG. 1. (a) Phonon dispersion of crystalline silicon as obtained from the frozen
phonon approach (ref) and extracted from the effective force constants at 10 K at
different sampling sets. (b) Details of the phonon dispersion in (a). The best agree-
ment is obtained for the qred

666 sampling; for this reason, the black line representing
the reference dispersion is barely visible.

incrementally added further points until we reached agreement with
the reference phonon dispersion. However, the irreducible q-point
set contains high symmetry points, which are likely73 to have a
large role in the determination of the system dynamics. For this
reason, and considering the little computation time, we decided to
skip the incremental test and selected the mentioned {q} sets as
case examples. Such an approach also has the advantage that it does
not require manual effort from the user thanks to the availability of
libraries (e.g., SPGLIB65) that can automatically provide the list of the
reduced set of q-points. Finally, it must be noted here that the accu-
racy of the phonon dispersion cannot be further improved when the
sampling corresponds to supercells, including interatomic distances
larger than the cutoff range used to calculate the force constants.

B. Stabilization of the optical Γ-Y branch in α-U
Let us now consider the case of α-uranium, where the effect

of temperature is explicitly investigated. By lowering the tempera-
ture, uranium is known to undergo a phase transition at 50 K due to
the softening of the longitudinal optical phonon mode in the [100]
direction, involving the doubling of the unit cell.74–77 In Ref. 31,
this phenomenon has been studied by means of AIMD simulations
performed by using hundreds to thousands of processors; here, we
propose the same study carried out by means of ND simulations,
each executed on one processor, and by using a computational setup
equivalent to that adopted in the same published AIMD work. This
shows that the ND approach enables one to perform the same study
with reduced computational resources.

More in detail, we carried out ND simulations in the NVT
ensemble at 50, 300, and 900 K, with a simulation window equal to
6 ns; the Brillouin zone sampling is performed by using the irre-
ducible points of the 4 × 2 × 3 Monkhorst–Pack mesh (qred

423 set),
while the time step is set at 1 fs, being the maximum harmonic fre-
quency equal to ∼3.65 THz. In this case, we chose not to perform
the convergence study as in the previous case, as here our main
goal is to make a direct comparison with the results reported in
Ref. 31. The lattice parameters and atomic positions of the refer-
ence structures are taken from experimental data at each considered
temperature,78–81 as has been done in previous simulations.82 The
interatomic forces are calculated within the density functional the-
ory framework as implemented in the VASP software.83–87 The plane
wave energy cutoff is set to 435 eV, the k-mesh sampling to 2 × 4 × 2
divisions according to the Monkhorst–Pack scheme, and the tol-
erance on the SCF convergence to 10−8 eV. The phonon and the
third-order force constants have been calculated by using 4 × 2 × 3
supercells of the conventional unit cell.

In Fig. 2, we report the phonon dispersion of the longitudinal
optic-like phonon mode calculated by using the standard finite dis-
placement approach, which does not take into account the effect
of the temperature; in the same figure, for comparison, we report
the phonon dispersion extracted from the ND simulations at the
selected temperatures by calculating the corresponding effective
interatomic force constants. The reference phonon dispersions [cal-
culated with the finite displacement approach in Figs. 2(a)–2(c) and
with DFPT in Figs. 2(d) and 2(e)] are evaluated at the experimental
lattice parameters and atomic positions obtained at each tempera-
ture, as shown in Ref. 31. By comparing the dispersions at different
temperatures, we observe that the ND simulations capture the hard-
ening of the soft mode as the temperature increases, unlike the finite
displacement approach [black line in Fig. 2, panels (a)–(c)]; this is
expected because the phonon interaction is not taken into account
in the latter method. We notice that the position of each dispersion
minimum extracted from the ND simulations is slightly shifted with
respect to the reference; we believe that this occurs for the follow-
ing reason: The ND simulations are run using a primitive unit cell in
order to exploit the computational advantages of the ND formalism;
such a cell is obtained by means of the SPGLIB library,65 which fol-
lows the convention of the Bilbao Crystallographic Server.88,89 Our
reference band dispersion is instead calculated by using the conven-
tional unit cell as we think it is used in Ref. 31; in fact, we could
not find enough computational details in Ref. 31, such as, for exam-
ple, the specific settings (standard or arbitrary) and orientation of
the unit cell used in the AIMD simulations. For this reason, we can-
not determine the relative orientation between the conventional cell
used for the reference and the primitive cell used for the ND simu-
lations. We here recall that the components of the lattice parameters
of the direct unit cell uniquely determine the components of the lat-
tice parameters of the reciprocal unit cell, hence the coordinates of
all the points of any path in the reciprocal space. Therefore, different
direct lattice parameters generate different components of the points
along the Γ-Y path and, as a consequence, a different position of
the reference and ND-obtained dispersion minima. However, such
a difference is small, and the experimentally observed hardening of
the soft mode is reproduced by both ND and AIMD simulations. In
addition, the quasi-harmonic approximation is not able to account
for the frequency shift, while explicit temperature effects must be
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FIG. 2. Optic-like longitudinal branch of α-U at (a) 50 K, (b) 300 K, and (c) 900 K.
The black, blue, and green lines represent the phonon dispersion obtained by the
finite displacement approach and extracted from the ND simulations at the reduced
(qred

423) and full (q423) sampling sets, respectively. Panels (d)–(f) are an adapted
reproduction of Fig. 9 reported in Ref. 31 here reported for comparison; in such
panels, black and red lines represent the results obtained by considering finite
temperature effects explicitly and density functional perturbation theory, respec-
tively. Experimental neutron-scattering data at 30 K76 are denoted by a dashed
line in panel (d) and at room temperature75 by blue circles in panel (e), both here
shown in the same way as in Ref. 31.

considered, as has been shown in the AIMD study, which we con-
sider here for comparison.31 The time needed to produce each ND
trajectory is about 7 h 30′ (Table I) on a standard desktop com-
puter (Sec. III). Finally, in order to show the computational benefits
of working with a reduced set of q-points, we also performed the
calculations using the complete set. One can notice that there is
no appreciable difference in accuracy between the two calculations,
while the computational speedup is about 36% (see Table I).

C. Raman shift in MoS2/MX2 bilayers
Heterostructures based on layered transition metal dichalco-

genides (TMDs) find application in many fields, including
photovoltaic devices, lithium-ion batteries, hydrogen evolution
catalysis, desulfurization of fossil fuels, transistors, photodetectors,
DNA detection, nanoelectromechanical systems, memory devices,

and tribology.90–97 Research in these fields relies on local and non-
invasive characterization methods capable of identifying the evolu-
tion of the physical properties with the number of layers and the
temperature, assessing sample quality, and probing interlayer inter-
actions; in this context, Raman spectroscopy is the technique of
choice.98 The positions of the Raman peaks depend on the Brillouin
zone center phonons and their effective frequencies, as determined
by phonon–phonon scattering processes; as a consequence, the posi-
tions depend on the temperature of the sample. Since the proper
labeling of the Raman spectrum is central to the characterization
of the material, the evolution of the peak position with temperature
must be determined with adequate accuracy.

Transition metal dichalcogenides are layered structures with
the general formula MX2; each MX2 layer is composed of a transition
metal M atomic layer sandwiched between two chalcogen X atomic
layers, while adjacent MX2 layers are bound by weak van der Waals
forces. In the present study, we consider bilayer heterostructures
with M =Mo, W and X = S, Se. The space group symmetry of such
systems is P3m1 (group number 156), with point group 3m (C3v in
Schöenflies notation99); accordingly, the active Raman modes own
the character of the E and A representations.100 The temperature
effect on the E and A Raman peaks with the largest intensities has
been studied experimentally mainly in MX2 homostructures101–105

and a few different heterostructures;106–108 however, a full ab initio
treatment is generally missing due to the highly demanding compu-
tational resources needed to run the supporting AIMD simulations.
Here, we exploit the ND scheme to perform atom dynamics sim-
ulations with temperature values in the range [50, 500] K. Our
references are the experimental 2H polymorph geometries of the
MoS2,109 MoSe2,110 and WS2

111 bulk systems. For each structure, we
consider two subsequent MX2 layers and set the length of the c crys-
tallographic axes to 40 Å. We then substitute the Mo and S atoms
in one layer with W and Se, respectively; in this way, we obtain the
model geometries for the MoS2/MoSe2, MoS2/WS2, and MoS2/WSe2
bilayer heterostructures, which we name as MoS/MoSe, MoS/WS,
and MoS/WSe, respectively (Fig. 3).

The optimized geometries and the interatomic forces are cal-
culated within the density functional theory framework as imple-
mented in the ABINIT software.66–68 The plane wave energy cutoff is
set to 500 eV and the Monkhorst–Pack k-mesh to 11 × 11 × 1 divi-
sions, while the tolerance on the SCF and the geometry convergence
are set to 10−8 eV and 2.6 × 10−7 eV Å−1, respectively. Following the
results of previous studies,112 we select the vdw-DFT-D3(BJ) correc-
tion113 to account for the van der Waals interactions. The phonon
spectrum and the third-order force constants have been calculated

FIG. 3. (a) Lateral and (b) c-axis views of the model geometry of the trigonal P3m1
MoS/MX systems (M = Mo, W; X = S, Se).
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by using 3 × 3 × 1 supercells of the conventional unit cell. The effec-
tive force constants have been obtained from ND simulations in the
NVT ensemble at 50, 100, 150, 200, 250, 300, 350, 400, 450, and 500 K
by using the irreducible points of the 4 × 4 × 1 Monkhorst–Pack
mesh (qred

441 set); the simulation window is 4 ns, and it has been sam-
pled with a time step equal to 1 fs. The corresponding Raman spectra
have been obtained by means of the PHONOPY-SPECTROSCOPY
tool,114 which implements the formalism described in Ref. 115. The
intensity I of the Raman signal at a frequency ν and temperature
T is calculated as

I(ν, T) =∑
λ

I0(λ)
π

1
2Γν(λ, T)

(ν − ν(λ))2 + ( 1
2Γν(λ, T))2 , (11)

where I0(λ) is the height of a delta function at the frequency ν = ν(λ)
of the Raman active mode λ obtained from the second order force
constants, while the base intensity is spread over a range of fre-
quencies due to the measurement uncertainty arising from the finite
lifetime of the mode τ(λ, T) = 1

2Γ(λ,T) .
In turn, Γ(λ, T) is calculated as

Γ(λ,ω, T) = 18π
h̵2 ∑

λ′λ′′
∣Φ−λλ′λ′′ ∣

2

× {[n(λ′, T) + n(λ′′, T) + 1]δ[ω − ω(λ′) − ω(λ′′)]
+ [n(λ′, T) − n(λ′′, T)][δ[ω + ω(λ′) − ω(λ′′)]
− δ[ω − ω(λ′) + ω(λ′′)]]}, (12)

where Φλλ′λ′′ are the Fourier transforms of the third order force con-
stants obtained at the temperature T, n is the occupation number of
the mode λ at the temperature T calculated from the Bose–Einstein
distribution, and ω = 2πν.

The delta functions in Eq. (12) enforce the conservation of
energy, and the mode linewidths Γ(λ, T) are obtained by setting
ω = ω(λ).

The force constants that are fed into such formulations are
extracted from each ND trajectory by means of the HIPHIVE
software,34 as described at the beginning of Sec. III.

The Raman active phonons are those belonging to the center of
the Brillouin zone; therefore, only the phonons at q = Γ will be con-
sidered in our analysis. Irrespective of the system, all such phonons
are Raman active; however, most Raman intensity concentrates in
three intense peaks, two with the E character and one with the
A character, which we label as E1, E2, and A, respectively. Each peak
corresponds to a specific set of atom displacements, i.e., the phonon
eigenvector, which identifies in a unique way the phonon responsi-
ble for a specific Raman transition (Fig. 4). It is, therefore, crucial
to correctly characterize the eigendisplacements of the Raman active
phonons in order to properly describe the layer interactions, track
their evolution with any change in temperature, and compare their
position across different chemical compositions.

We begin our analysis by taking the MoS/MoSe system as a
reference. In order to find the corresponding E1, E2, and A peak
positions in the MoS/WS and MoS/WSe systems, it is not enough
to compare the eigenfrequency values and select the closest ones
with the same character (i.e., E or A). In fact, at fixed character,
the corresponding atom displacements might be different, despite
the small difference between the two frequency values. Therefore, in

FIG. 4. Atom displacement patterns (red arrows) generating the most intense
Raman peaks in the MoS/MX systems. The color code for the atoms is the same
as in Fig. 3.

order to make a one-to-one correspondence among Raman peaks
obtained at different temperatures and chemical compositions, we
must identify the phonons with eigenvectors generating the same
set of atom displacements. To achieve this aim, we can compare the
eigendisplacements by direct inspection with suitable visualization
software;116,117 however, this is a non-rigorous and time-consuming
approach. We choose instead to consider the scalar product between
the real part of the phonon eigenvectors as a quantitative mea-
sure of the similarity between two sets of atomic displacements:
the two sets are identical if the angle between the eigenvectors is
null, while the smaller the angle, the more similar the displacement
sets. In this way, we can systematically scan the eigenvectors of the
MoS/WS and MoS/WSe systems and make a quantitative compari-
son with those of the reference (i.e., MoS/MoSe) generating the E1,
E2, and A Raman peaks. We report the formalism in Sec. VII of the
supplementary material, and implement it in the eigmap code.118

The formalism is analogous to the one used in Ref. 119 to calculate
the atom character of phonon eigenvectors. Following this phonon
map procedure, we label the Raman peak positions of the three sys-
tems as shown in Fig. 5. We notice that the displacement pattern
generating the A peak in MoS/WS does not correspond to the one
generating the A peak in MoS/MoSe. This proves that a mapping
procedure is actually needed in order to perform the correct peak
attribution.

We now track the evolution of the modes with the temperature
in each system. Let us recall here that the phonon modes are ordered

FIG. 5. Raman spectrum of the MoS/MX systems at 50 K. We focus the frequency
range on the Raman signals with the largest intensity; the width of the peaks is
not clearly visible due to the low temperature and the range of values chosen for
the x-axis. The displacement pattern generating the A peak in MoS/WS does not
correspond to the one generating the A peak in MoS/MoSe.
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FIG. 6. Evolution of the Raman peaks of the systems with temperature. The right
and wrong assignments are indicated by green and red symbols, respectively.
Lines are a guide for the eye.

according to increasing eigenfrequencies and labeled with increasing
integer numbers. Here, we would like to stress that, by increasing the
temperature, the ordering of the modes can, in principle, change,
and therefore, a mapping procedure is needed in order to perform
a meaningful attribution. We first consider the MoS/MoSe system
and focus on the peak E1 at 392.35 cm−1 calculated at 450 K; this
peak is labeled as j = 12. If we neglect the phonon mapping based
on the atomic displacements and characterize the peaks only on the
basis of the E symmetry and the difference between the frequen-
cies, that peak would be considered shifted down to 363.54 cm −1

at 500 K [Fig. 6(a)]. Such a Raman signal is generated by the phonon
mode j = 15. However, the displacement pattern of the two phonons
is different. Instead, by means of the phonon mapping procedure
discussed above, we understand that at 500 K, the E1 peak is shifted
down to 225.29 cm−1, the latter generated by the mode j = 9 having
the same eigendisplacement pattern as the mode j = 12 calculated
at 450 K. This again shows that it is not enough to focus on a spe-
cific label of a phonon mode and track how its frequency changes
at varying temperatures; at the same time, phonon labeling cannot
be used to track the frequency of a phonon mode across different
temperatures, as the label changes as the frequency of the phonon
changes. Concerning peak A at 500 K, if the phonon displacement
is not taken into account, a frequency of 399.42 cm −1 instead of
266.25 cm −1 would be assigned [Fig. 6(b)]. The abrupt drop of the
E1 and A frequencies going from 450 to 500 K is due to a sensitive
softening of the corresponding phonon modes, indicating the pos-
sible appearance of structural instabilities at higher temperatures.
Finally, in the MoS/WS and MoS/WSe systems, the erroneous attri-
bution may occur already at 200 K [Fig. 6(c)] and 50 K [Fig. 6(d)],
respectively.

The results show that a careful analysis of the phonon eigenvec-
tors is essential for the correct assignment of the character of Raman
peaks. This study has been feasible thanks to the ND scheme; in fact,
it has made it possible to run dynamics simulations with a limited

amount of computational resources (Table I). As done for the previ-
ous case studies, we also performed the same calculations using the
complete set of q-points. We recall that considering the complete
set corresponds to perform dynamical simulations in the Cartesian
space (i.e., the number of dynamical variables to be integrated is the
same). In addition, in this case, it turned out that using a reduced set
of q-points leads to a computational speedup, specifically of about
98% of the walltime. Finally, we would like to note that the scheme
avoided the burden of parameterizing classical force fields, which are
specific to the TMD chemical topology and composition considered
in this case study.

D. Limitations of the ND approach
At the moment, being in their infancy, both the ND formula-

tion and the PINDOL code show several limitations, which we plan
to overcome as future developments of the present work.

The Cartesian tensors Θp, hence their Fourier transform Φp,
representing the interatomic force constants, are evaluated by con-
sidering small atomic displacements from the reference position.
However, during the dynamics, the atomic positions can change sig-
nificantly, and, accordingly, the actual force constants might become
very different from those provided as input to the simulation. This
can be the case, for instance, of phase changes or diffusion of an
adatom on a surface. In such scenarios, the computed normal forces
may no longer be accurate. Moreover, the use of truncated poly-
nomials as in Eq. (3) may produce unphysical saddle points in the
potential energy landscape that lead to regions where the energy is
not lower-bounded, with a possible divergence of the total energy
during the dynamics.120 In order to tackle this issue, perturbative
approaches can be used.121 Another possibility is the use of a multi-
reference scheme. In fact, in cases where interrupting the dynamics
and restarting it with a different reference configuration are not
major issues, it is possible to foresee that a (possibly automatized)
procedure of updating the Φp tensors can be employed. For exam-
ple, it is, in principle, possible to introduce a tolerance on the atomic
displacements (set by the user at the beginning of the simulation),
and if during the simulation the displacement of some atom becomes
larger than the set tolerance, then the simulation is stopped. At this
point, a new reference configuration can be created (such config-
uration may be built, e.g., by averaging the atom positions over a
specified time window before the simulation stopped) and used as an
input, together with the atomic positions and forces obtained in such
a time window, for example, for the temperature dependent effective
potential (TDEP) method31 or the HIPHIVE code,34 which will yield
the updated force constants. Alternatively, the new reference config-
uration can be used to recalculate the phonons and the Φp tensors
with the same procedure used to prepare the input for the ND simu-
lation. Both the tolerance on the atom displacements and the width
of the time window can be chosen by the user. The former might be
estimated from the variation of the total energy with respect to the
starting configuration, while the latter should correspond to the last
part of the trajectory where the interatomic distances are considered
to be constant. At the moment, we have not implemented the tol-
erance check in PINDOL, but we plan to do it in future versions. At
any rate, it must be stressed that even in cases where producing dis-
continuous dynamics is not an issue, if the potential energy surface
of the system under study is very corrugated, that is, if it presents
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a large number of local minima separated by low barriers (which is
the case for, e.g., proteins122), then the benefits deriving from the
exploitation of the ND scheme can be easily nullified by the need to
frequently update the description based on the reference configura-
tion. Nevertheless, we are confident that the proposed technique can
be exploited for the investigation of a still large set of systems.

Moreover, when the phonon lifetimes are shorter than the
Ioffe–Regel limit in time, it is no longer possible to describe phonon
scattering in terms of the phonon wave vector q and index j, and
the anharmonic effects here accounted for by the Φp tensors require
a different formulation.123 For this reason, the present ND formu-
lation is valid whenever the Φp tensors are a good approximation
of the anharmonic effects, the latter being the case of the majority
of the simulation studies on lattice anharmonicity reported in the
literature.

Concerning the PINDOL code, the amount of memory to store
the Φ3 tensor is minimized by exploiting its properties; the full
tensor is reconstructed on the fly when evaluating the sum in
Eq. (5), and the number of operations depends on the kind of triplet
(see Sec. VI of the supplementary material). The computation
time can then be reduced by a suitable parallelization of this step,
which will be realized in the next version of the PINDOL code.
At the moment, a simple OpenMP parallelization has been imple-
mented but not used for the case studies discussed here. The size
of the Φ3 tensor can be further reduced by taking into account
the phonon–phonon scattering selection rules involving the mode
eigenvectors;49 however, this feature is not yet implemented in the
present version of PINDOL.

IV. CONCLUSIONS AND OUTLOOK
In this paper, we present the normal dynamics technique, intro-

ducing the theoretical background and showing its applicability in
three case studies thanks to the open-source implementation that
we developed.54 These are some examples of the many possible uses
of the proposed technique. In fact, normal dynamics simulations
can produce dynamical trajectories that can be analyzed to calculate
temperature- and pressure-dependent quantities, which are usu-
ally calculated with existing molecular dynamics techniques. With
respect to these latter, among the advantages of the ND scheme,
it is worth recalling that (i) we do not need to parameterize inter-
atomic potentials specific to the system’s chemical composition and
topology and (ii) we can produce long dynamical trajectories of large
systems on an ordinary desktop computer. The normal dynamics
scheme also provides a straightforward decomposition of the atomic
motions in terms of normal coordinates, thus facilitating the analy-
sis of several phenomena such as heat transfer,124–126 hydrodynamic
phonon transport,127 carrier transport,128 thermoelectric effect,129

and energy dissipation in tribological conditions.48 The normal
equations of motion can be modified in order to include atomic
constraints or the presence of external forces that may simulate, for
example, an external field exciting specific phonon modes130,131 or
dragging forces producing atomic drifts;132,133 indeed, we plan to
develop the corresponding equations and add such features in future
versions of the PINDOL software. This approach can also pave the
way for a novel route to study the entangled electronic and dynamic
features. In fact, by calculating the Φp tensors for both the ground

and the excited state(s), it would be possible to run multiple parallel
normal dynamics simulations coupled in a replica exchange fash-
ion,134 thus making it possible to investigate how electronic excited
states determine the atom dynamics at a finite temperature. We
finally note that the PINDOL software and the calculation of the
Φp tensors can be interfaced with structure databases135,136 and
used in high-throughput calculations137 for the discovery of new
materials with target physical properties.

Standard molecular dynamics simulations require large unit
cells in order to take into account long-range distortions. This results
in a computational load that rapidly scales with the number of
atoms; the situation is even worse if ab initio methods are to be used
because of accuracy reasons and/or a lack of force fields. In these
cases, the computational requirements might become unaffordable
for the majority of researchers. The normal dynamics sampling
scheme overcomes these difficulties. Since the equations of motion
are integrated in the reciprocal space, a computational speedup can
be obtained by a sensible selection of the considered {q}-points. In
fact, optimal sampling can be achieved via the exploitation of the
symmetries of the unit cell, a systematic increase in the {q} set size,
or any user-decided choice of the reciprocal points. The {q} set
determines the size of the simulated direct unit cell; each q-point of
the kind (1/m, 1/n, 1/p) represents an m × n × p supercell by using
only 6N instead of 3N ×m × n × p variables; this makes it possible to
consider the effect of long-wave structural modulations at a limited
computational load.

The sampling scheme of the normal dynamics technique
implicitly includes periodic boundary conditions. The periodicity
of the system is, in fact, accounted for by the use of the recip-
rocal space integration scheme, which is based on the concept of
phonons. Nonetheless, the normal dynamics approach is also able
to simulate semiperiodic or finite systems such as nanoclusters or
molecules. Examples of semiperiodic systems are the MoS2/MX2
bilayers discussed in the last case study, for which we chose sets of
the kind {(qa, qb, 0)} in order to truncate the periodicity along the
c axis. Finite (non-periodic) systems, instead, can be simulated by
using only the Γ point, even though in this case the benefits com-
ing from a custom selection of the reciprocal space are no longer in
place.

Most of the computation time is spent for the evaluation of
the sum in Eq. (8), appearing also in the NVT equations in Eq. (9),
and depends on the number of Φλλ′λ′′ elements; however, the lat-
ter is not directly proportional to the number of q-points in the
set. In fact, the scattering rule Δ(q + q1 + q2) = 132,43 excludes the
{λ, λ1, λ2} triplets that do not satisfy it and sets the corresponding
Φλλ′λ′′ elements to zero. This reduces the number of terms in the
sum, but whether the rule is satisfied or not depends on the compo-
nents of the points in the set. Another control of the computational
load can then be obtained by selecting suitable q-points that limit the
number of Φλλ′λ′′ elements but also provide accurate results.

The results that we presented show that, in order to run long
dynamical simulations on large systems, it is not always neces-
sary to expand our computational capabilities (e.g., from standard
to quantum computers); instead, as an alternative, it is better to
focus on reducing the related computational demand, thus mini-
mizing energy consumption, power costs, and technological effort.
In this respect, the normal dynamics sampling scheme represents
a tool to perform all-atom dynamical simulations on an ordinary
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desktop computer, making the generation of dynamical trajec-
tory calculations more and more accessible to a larger audience of
researchers.

SUPPLEMENTARY MATERIAL

See the supplementary material for the detailed descriptions of
the notation used (Sec. I), the derivation of the equations reported
in the main text (Secs. II–IV), the partitioning of the q-point set
(Sec. V), how to prepare, run, and post-process ND simulations
(Sec. VI), and the mapping procedure described in the third case
study (Sec. VII).
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I. NORMAL COORDINATES

FIG. 1. Schematic representation of the position vectors used in the formalism of the normal coordinates. The

position vector r0kl of the k-th atom (�lled blue circle) in the l-th primitive cell (green parallelogram) can be

written as the sum of the position rl of the primitive cell and the position r0k of the atom with respect to the

origin of the primitive cell.

Let us consider a periodic system made of N0 primitive cells, each being identi�ed by a cell index l
and a vector rl pointing to its origin. Let there be N atoms per primitive cell; the equilibrium positions
of the atoms read

r0
kl = rl + r0

k k = 1, 2, . . . , N l = 1, 2, . . . , N0 (1)

where r0
k represents the position of the k-th atom with respect to the origin of the primitive cell (Figure 1).

The set of vectors r0
kl describes the structure of the perfect lattice. At a particular time t, the k-th

atom within the l-th primitive cell, denoted by (kl), may be found at a position rkl(t), which may di�er
from the equilibrium position. The time-dependent displacement is

ukl(t) = rkl(t)− r0
kl = rkl(t)− rl − r0

k. (2)

The potential energy V of the whole crystal

V = V (r11, r21, . . . , rkl, . . . ) (3)

can be expanded about the equilibrium position in a Taylor series with respect to ukl(t); by retaining
only the second order of the expansion (harmonic approximation), the potential energy is written as

V =
1

2

∑
kl

∑
k′l′

3∑
α=1

3∑
β=1

uαkl(t)Θαβ(kl, k′l′)uβk′l′(t) (4)

where uαkl(t) denotes the Cartesian component of ukl(t) in the direction α. In order to simplify the
formulae, we now drop the time dependence, keeping in mind that we are always dealing with dynamical
displacements. The expansion coe�cients Θαβ(kl, k′l′) in Equation 4 are the partial derivatives of the
potential energy with respect to the atomic displacements

Θαβ(kl, k′l′) =
∂2V

∂uαkl∂u
β
k′l′

∣∣∣∣∣
0

, (5)

2



where the calculation limit �0� as a subscript indicates that they are evaluated at the equilibrium position.
Using the matrix notation

Θ(kl, k′l′) =

Θ11(kl, k
′l′) Θ12(kl, k

′l′) Θ13(kl, k
′l′)

Θ21(kl, k
′l′) Θ22(kl, k

′l′) Θ23(kl, k
′l′)

Θ31(kl, k
′l′) Θ32(kl, k

′l′) Θ33(kl, k
′l′)

 , (6)

Equation 4 reads

V =
1

2

∑
kl

∑
k′l′

uklΘ(kl, k′l′)uk′l′ . (7)

The matrix Θ(kl, k′l′) is the Cartesian force constant tensor and its elements Θαβ(kl, k′l′) are the har-
monic interatomic force constants. Within the harmonic approximation, the equation of motion for a
particular atom (kl) with mass mk is then given by

mk
d2ukl
dt2

= −
∑
k′l′

Θ(kl, k′l′)uk′l′ ; (8)

the dynamics of the system are described by N ×N0 equations of the kind 8. The solution of this set of
coupled di�erential equations is found by calculating the eigenvectors e of the dynamical matrix1,2; for
each atom, it reads

ukl =
1√
N0mk

Nq∑
q≥0

3N∑
j=1

(
Qq,jek(q, j) exp(iq · r0

kl) + c.c.
)

(9)

where:

1. ukl is the 3-dimensional cartesian vector representing the atomic displacement of the k-th atom
in the l-th cell,

2. q is a 3-dimensional wave vector corresponding to a point of the reciprocal space,

3. Nq is the number of q points,

4. N0 is the number of replicas of the primitive cell,

5. mk is the mass of the k-th atom,

6. j is the label (band or branch index) of the normal mode at �xed q,

7. the coe�cients Qq,j are the normal coordinates of the mode (q, j),

8. ek(q, j) is the 3-dimensional cartesian vector formed by the components of the phonon eigenvector
e(q, j) relative to the k-th atom,

9. exp(iq · r0
kl) is the spatial modulation of the atomic displacement, depending on the equilibrium

position r0
kl of the k-th atom in the l-th primitive cell, and

10. �c.c.� indicates the complex conjugate of the �rst term in parenthesis.

3



In Equation 9, we exploited the fact that Q−q,j = Q∗q,j ; with q ≥ 0, we then indicate all the modes at
q = Γ and at all the points in the set {q : qi 6= −qj∀i, j}, then excluding the existence of couple of
vectors in which the components of the former are the opposite of the corresponding components of the
latter. The phonon coordinate transformation (9) may be inverted to give

Qq,j =
1√
N0

N0∑
l=1

N∑
k=1

(√
mk exp(−iq · r0

kl)ukl · ek(−q, j)
)

(10)

while the relation between the Cartesian and the normal accelerations is obtained by taking the second
derivative of both sides of Equation 10 with respect to the time:

Q̈q,j =
1√
N0

N0∑
l=1

N∑
i=1

(√
mk exp(−iq · r0

kl)ükl · ek(−q, j)
)
. (11)

At each q point, the eigenvectors of the dynamical matrix are a complete basis for the Cartesian atomic
positions; Equation 8 and Equation 11 are therefore two equivalent descriptions of the dynamics of the
system.

II. DERIVATIVE OF THE ANHARMONIC TERMS OF THE POTENTIAL ENERGY

The general form of the Taylor series of the potential energy V written in terms of the atomic
displacements u is

V (u) = V0 +
∑
p≥1

1

p!

∑
α1...αp

i1...ip

Θ
α1...αp

i1...ip

p∏
k=1

uαk
ik

(12)

where V0 is the energy reference, p is the order of the terms in the sum, ik and αk identify the atom and
the cartesian component of its displacement, respectively, and k enumerates the order of approximation;
the cartesian tensors Θp = Θ

α1...αp

i1...ip
are formed by the p-th order partial derivative of the potential with

respect to the atomic positions calculated at the reference position. For p ≥ 3, each tensor Θp contains
the information of the anharmonic interactions at the order p − 2. By considering the transformation
(9) and the Fourier transform of the tensors Θp by means of the phonon eigenvectors, the anharmonic
part of the potential energy can be written as1,2

Vanh =
∑
p≥3

Vp =
∑
p≥3

1

p!

∑
λ1...λp

Φλ1...λp

p∏
k=1

Qλk (13)

where λk is a short notation to indicate the phonon mode identi�ed by the couple of indices (qk, jk); qk
runs over the set of the selected q points, while jk runs over all the phonon modes at the qk point.

In order to determine the general expression of the derivative of the anharmonic part of the potential
energy, let us begin by considering the �rst anharmonic term in Equation 13, that is

V3 =
1

3!

∑
λ1λ2λ3

Φλ1λ2λ3Qλ1Qλ2Qλ3 (14)
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and let us split the sum by isolating the terms containing a selected λ mode from those which do not
contain it:

V3 =
1

3!

[ ∑
λ1λ2λ3 6=λ

Φλ1λ2λ3Qλ1Qλ2Qλ3 + 3
∑

λ2λ3 6=λ

Φλλ2λ3QλQλ2Qλ3 + 3
∑
λ3 6=λ

Φλλλ3Q
2
λQλ3 + ΦλλλQ

3
λ

]
(15)

in which we exploited the invariance of the tensor Φλ1λ2λ3 under permutation of its λk components in
order to collect together equivalent summations; the subscript �λ1λ2λ3 6= λ� indicates that the indices
cannot assume the value λ, and similarly for the other summation subscripts. The derivative of the �rst
anharmonic term with respect to a selected Qλ normal coordinate is then

∂V3
∂Qλ

=
1

3!

[
3
∑

λ2λ3 6=λ

Φλλ2λ3Qλ2Qλ3 + 6
∑
λ3 6=λ

Φλλλ3QλQλ3 + 3ΦλλλQ
2
λ

]
= (16a)

=
1

3!

3
∑
λ2

λ3 6=λ

Φλλ2λ3Qλ2Qλ3 + 3
∑
λ3 6=λ

Φλλλ3QλQλ3 + 3ΦλλλQ
2
λ

 = (16b)

=
1

3!

3
∑
λ2

λ3 6=λ

Φλλ2λ3Qλ2Qλ3 + 3
∑
λ3

Φλλλ3QλQλ3

 = (16c)

=
1

3!

[
3
∑
λ2λ3

Φλλ2λ3Qλ2Qλ3

]
= (16d)

=
1

2!

∑
λ2λ3

Φλλ2λ3Qλ2Qλ3 (16e)

where: i) we lifted the condition λ2 6= λ which is present in the �rst sum of Equation 16a to obtain
the �rst summation of Equation 16b, thus including three out of the six summations appearing as the
second term in Equation 16a; ii) we lifted the condition λ3 6= λ appearing in the second summation
of Equation 16b to obtain the second summation of Equation 16c, thus including the last term of
Equation 16b; iii) in the summation in Equation 16d we lifted the condition λ3 6= λ appearing in the
�rst summation of Equation 16c, thus including the last term of Equation 16c.

Let us now consider the second anharmonic term in Equation 13:

V4 =
1

4!

∑
λ1λ2λ3λ4

Φλ1λ2λ3λ4Qλ1Qλ2Qλ3Qλ4 ; (17)

by isolating the terms containing Qλ in an analogous way as we did for Equation 15, V4 can be written
as

V4 =
1

4!

[ ∑
λ1λ2λ3λ4 6=λ

Φλ1λ2λ3λ4Qλ1Qλ2Qλ3Qλ4 + 4
∑

λ2λ3λ4 6=λ

Φλλ2λ3λ4QλQλ2Qλ3Qλ4

+ 6
∑

λ3λ4 6=λ

Φλλλ3λ4Q
2
λQλ3Qλ4 + 4

∑
λ4 6=λ

Φλλλλ4Q
3
λQλ4 + ΦλλλλQ

4
λ

] (18)
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By following the same procedure that we used to write Equations 16, we can write down the expression
of the derivative of V4:

∂V4

∂Qλ
=

1

4!

4
∑

λ2λ3λ4 6=λ

Φλλ2λ3λ4
Qλ2

Qλ3
Qλ4

+ 12
∑

λ3λ4 6=λ

Φλλλ3λ4
QλQλ3

Qλ4
+ 12

∑
λ4 6=λ

Φλλλλ4
Q2

λQλ4
+ 4ΦλλλλQ

3
λ

 =

(19a)

=
1

4!

4
∑
λ2

λ3λ4 6=λ

Φλλ2λ3λ4Qλ2Qλ3Qλ4 + 8
∑

λ3λ4 6=λ

Φλλλ3λ4QλQλ3Qλ4 + 12
∑
λ4 6=λ

Φλλλλ4Q
2
λQλ4 + 4ΦλλλλQ

3
λ

 = (19b)

=
1

4!

4
∑
λ2

λ3λ4 6=λ

Φλλ2λ3λ4Qλ2Qλ3Qλ4 + 8
∑
λ3

λ4 6=λ

Φλλλ3λ4QλQλ3Qλ4 + 4
∑
λ4 6=λ

Φλλλλ4Q
2
λQλ4 + 4ΦλλλλQ

3
λ

 = (19c)

=
1

4!

4
∑
λ2

λ3λ4 6=λ

Φλλ2λ3λ4Qλ2Qλ3Qλ4 + 8
∑
λ3

λ4 6=λ

Φλλλ3λ4QλQλ3Qλ4 + 4
∑
λ4

Φλλλλ4Q
2
λQλ4

 = (19d)

=
1

4!

4
∑
λ2λ3
λ4 6=λ

Φλλ2λ3λ4
Qλ2

Qλ3
Qλ4

+ 4
∑
λ3

λ4 6=λ

Φλλλ3λ4
QλQλ3

Qλ4
+ 4

∑
λ4

Φλλλλ4
Q2

λQλ4

 = (19e)

=
1

4!

4
∑
λ2λ3
λ4 6=λ

Φλλ2λ3λ4
Qλ2

Qλ3
Qλ4

+ 4
∑
λ3λ4

Φλλλ3λ4
QλQλ3

Qλ4

 = (19f)

=
1

4!

[
4
∑

λ2λ3λ4

Φλλ2λ3λ4
Qλ2

Qλ3
Qλ4

]
=

1

3!

∑
λ2λ3λ4

Φλλ2λ3λ4
Qλ2

Qλ3
Qλ4

. (19g)

Analogous derivations follow for the anharmonic terms of higher order. The general formula to calculate
the derivative of the generic anharmonic term Vp (p ≥ 3) with respect to a selected normal coordinate
Qλ is then

∂Vp
∂Qλ

=
1

(p− 1)!

∑
λ1...λp−1

Φλλ1...λp−1

p−1∏
k=1

Qλk . (20)

This result will be useful in the next section where we derive the normal equations at any order of
anharmonicity.

III. DERIVATION OF THE NORMAL EQUATIONS

In terms of the normal coordinates, the kinetic energy T of the system has the following diagonal
form

T =
1

2

∑
λ

Q̇λQ̇
∗
λ, (21)
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with �∗� indicating the complex conjugation, while the potential energy reads

V =
1

2

∑
λ

ω2
λQλQ

∗
λ +

∑
p≥3

1

p!

∑
λ1...λp

Φλ1...λp

p∏
k=1

Qλk (22)

where the �rst term and the second summations are the harmonic and anharmonic part of the potential,
respectively. By using Equation 21 and Equation 22, the Lagrangian L of the system is then

L = T − V =
1

2

∑
λ

Q̇λQ̇
∗
λ −

1

2

∑
λ

ω2
λQλQ

∗
λ +

∑
p≥3

1

p!

∑
λ1...λp

Φλ1...λp

p∏
k=1

Qλk (23)

from which we can derive the Euler-Lagrange equation for each mode λ:

d

dt

∂L

∂Q̇λ

− ∂L

∂Qλ

= 0. (24)

To perform the derivatives in Equation 24, let us �rst recall that the sum over λ in Equation 21 involves
the normal coordinates at q = Γ and all the complex conjugated couples {(Qq,j, Q−q,j);Q−q,j = Q∗q,j)}
for q 6= Γ. If we indicate with λ > 0 the generic mode (q 6= Γ, j) and with λ < 0 the corresponding
mode (−q 6= Γ, j), the sum expressing the kinetic energy can be split into three terms:

T =
1

2

∑
j

Q̇2
Γj +

1

2

∑
λ>0

Q̇λQ̇∗λ +
1

2

∑
λ<0

Q̇λQ̇
∗
λ, (25)

which reduces to
T =

1

2

∑
j

Q̇2
Γj +

∑
λ>0

Q̇λQ̇
∗
λ (26)

because Q−q,j = Q∗q,j , then the last two sums in Equation 25 are identical. Analogous observation
applies on the sum appearing in the expression of the potential energy in Equation 22. Then, we recall
that the normal coordinates QΓj and their time derivatives Q̇Γj are real quantities. Let us now evaluate
the single terms of Equation 24:

∂L

∂Q̇λ

= Q̇∗λ,
d

dt

∂L

∂Q̇λ

= Q̈∗λ, (27)

∂L

∂Qλ

=
∂

∂Qλ

−1

2

∑
λ

ω2
λQλQ

∗
λ −

∑
p≥3

1

p!

∑
λ1...λp

Φλ1...λp

p∏
k=1

Qλk


=− ω2

λQ
∗
λ −

∑
p≥3

1

(p− 1)!

∑
λ1...λp−1

Φλλ1...λp−1

p−1∏
k=1

Qλk

(28)

where in the last equation we exploited the result expressed by Equation 20. Equation 24 then reads

Q̈∗λ + ω2
λQ
∗
λ +

∑
p≥3

1

(p− 1)!

∑
λ1...λp−1

Φλλ1...λp−1

p−1∏
k=1

Qλk = 0 (29)
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or, in explicit form

Q̈λ = −ω2
λQλ −

∑
p≥3

1

(p− 1)!

∑
λ1...λp−1

Φλλ1...λp−1

p−1∏
k=1

Qλk

∗ (30)

which is the equation of motion of the single normal mode λ and, for this reason, we refer to it as
normal equation of the mode λ. It is worthy to note here that Equation 30 reduces to the equation
of the harmonic oscillator if all the Φλλ1...λp−1 tensors are null, that is, in the absence of anharmonic
interactions.

IV. DERIVATION OF THE NORMAL EQUATIONS INCLUDING THE
NOSÉ-HOOVER THERMOSTAT

We here derive the normal equations including the Nosé-Hoover thermostat3�5; the notation is the
same as in the previous section and in particular, we denote with Ẋ the time-derivative dX/dt. The
starting point of the approach, followed by Nosé, is to scale the time by a new degree of freedom s,
which acts as an external system3. This leads to the de�nition of new virtual variables, which we denote
with a tilde under the symbol:

dt
∼

= s dt (31)

Qλ
∼

= Qλ (32)

Q̇λ
∼

=

dQλ
∼

dt
∼

=
1

s

dQλ
∼

dt
=

1

s
Q̇λ. (33)

The Nosé Lagrangian3 reads then as

LNosé = s2
1

2

∑
λ

Q̇λ
∼
Q̇λ
∼

∗− 1

2

∑
λ

ω2
λQλ
∼
Qλ
∼

∗−
∑
p≥3

1

p!

∑
λ1...λp

Φλ1...λp

p∏
k=1

Qλk
∼

+
1

2
Qth

(
ds

dt
∼

)2

− gkBT ln s (34)

where Qth is the mass of the thermostat, kB the Boltzmann constant, g an integer constant associated
to the number of degrees of freedom of the system, and T the target temperature. The single terms of
the Euler-Lagrange equations are:

∂LNosé

∂Q̇λ
∼

= s2Q̇∗λ
∼
,

d

dt
∼

∂LNosé

∂Q̇λ
∼

= 2s
ds

dt
∼

Q̇∗λ
∼

+ s2Q̈∗λ
∼

(35)

∂LNosé

∂Qλ
∼

=
∂

∂Qλ
∼

−1

2

∑
λ

ω2
λQλ
∼
Qλ
∼

∗ −
∑
p≥3

1

p!

∑
λ1...λp

Φλ1...λp

p∏
k=1

Qλk
∼

 (36a)

= −ω2
λQλ
∼

∗ −
∑
p≥3

1

(p− 1)!

∑
λ1...λp−1

Φλλ1...λp−1

p−1∏
k=1

Qλk
∼

(36b)
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∂LNosé

∂

(
ds
d t
∼

) = Qth
ds

dt
∼

,
d

dt
∼

∂LNosé

∂

(
ds
d t
∼

) = Qth
d2s

dt
∼
2

(37)

∂LNosé

∂s
= s

∑
λ

Q̇λ
∼
Q̇∗λ
∼
− gkBT

1

s
. (38)

By putting everything together, the Euler-Lagrange equations read as

2s
ds

dt
∼

Q̇∗λ
∼

+ s2Q̈∗λ
∼

+ ω2
λQλ
∼

∗ +
∑
p≥3

1

(p− 1)!

∑
λ1...λp−1

Φλλ1...λp−1

p−1∏
k=1

Qλk
∼

= 0 (39)

Qth
d2s

dt
∼
2
− s

∑
λ

Q̇λ
∼
Q̇∗λ
∼

+ gkBT
1

s
= 0. (40)

Let us come back to the real variables. First, let us remind that

Q̈λ
∼

=

dQ̇λ
∼

dt
∼

=
1

s

dQ̇λ
∼

dt
=

1

s

d

dt

(
1

s
Q̇λ

)
=

1

s

(
− 1

s2
ṡQ̇λ +

1

s
Q̈λ

)
=

1

s2

(
Q̈λ −

ṡ

s
Q̇λ

)
(41)

ds

dt
∼

=
1

s

ds

dt
=
ṡ

s
(42)

d2s

dt
∼
2

=
d

dt
∼

(
ds

dt
∼

)
=

1

s

d

dt

(
ds

dt
∼

)
=

1

s

d

dt

(
ṡ

s

)
=

1

s

s̈s− ṡṡ
s2

=
1

s

[
s̈

s
−
(
ṡ

s

)2
]

(43)

and then plug these into Equation 39 and Equation 40:

2s
ṡ

s

1

s
Q̇∗λ + s2

1

s2

(
Q̈∗λ −

ṡ

s
Q̇∗λ

)
+ ω2

λQ
∗
λ +

∑
p≥3

1

(p− 1)!

∑
λ1...λp−1

Φλλ1...λp−1

p−1∏
k=1

Qλk = (44a)

= 2
ṡ

s
Q̇∗λ + Q̈∗λ −

ṡ

s
Q̇∗λ + ω2

λQ
∗
λ +

∑
p≥3

1

(p− 1)!

∑
λ1...λp−1

Φλλ1...λp−1

p−1∏
k=1

Qλk = (44b)

=
ṡ

s
Q̇∗λ + Q̈∗λ + ω2

λQ
∗
λ +

∑
p≥3

1

(p− 1)!

∑
λ1...λp−1

Φλλ1...λp−1

p−1∏
k=1

Qλk = 0 (44c)

Qth
1

s

[
s̈

s
−
(
ṡ

s

)2
]
− s

∑
λ

1

s
Q̇λ

1

s
Q̇∗λ + gkBT

1

s
= (45a)

=
1

s2
Qths̈−

1

s
Qth

(
ṡ

s

)2

− 1

s

∑
λ

Q̇λQ̇
∗
λ +

1

s
gkBT = 0⇒ (45b)

⇒ 1

s
Qths̈−Qth

(
ṡ

s

)2

−
∑
λ

Q̇λQ̇
∗
λ + gkBT = 0 (45c)
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where in the last step we exploited the fact that s > 0 by construction (see Equation 31). Moreover,
the equations of motion can be furtherly simpli�ed if one uses the approach described in Ref. 5, where
the constant g is set equal to 3N . Let us de�ne an auxiliary variable ξ such that

ξ = ln s; (46)

it then follows that
ξ̇ =

dξ

dt
=

d

dt
(ln s) =

1

s

ds

dt
=
ṡ

s
(47)

and

s̈ =
dṡ

dt
=

d

dt

(
sξ̇
)

=
ds

dt
ξ̇ + s

dξ̇

dt
= ṡξ̇ + sξ̈. (48)

By plugging these relations into Equation 44 and Equation 45, one gets

ξ̇Q̇∗λ + Q̈∗λ + ω2
λQ
∗
λ +

∑
p≥3

1

(p− 1)!

∑
λ1...λp−1

Φλλ1...λp−1

p−1∏
k=1

Qλk = 0 (49)

1

s
Qths̈−Qth

(
ṡ

s

)2

−
∑
λ

Q̇λQ̇λ
∗

+ 3NkBT = (50a)

=
1

s
Qth

(
ṡξ̇ + sξ̈

)
−Qthξ̇

2 −
∑
λ

Q̇λQ̇λ
∗

+ 3NkBT = (50b)

= Qth
ṡ

s
ξ̇ +Qthξ̈ −Qthξ̇

2 −
∑
λ

Q̇λQ̇λ
∗

+ 3NkBT = (50c)

= Qthξ̈ −
∑
λ

Q̇λQ̇λ
∗

+ 3NkBT = 0 (50d)

or, �nally in explicit form

Q̈λ = −ω2
λQλ −

∑
p≥3

1

(p− 1)!

∑
λ1...λp−1

Φλλ1...λp−1

p−1∏
k=1

Qλk

∗ − ξ̇Q̇λ (51)

ξ̈ =
1

Qth

(∑
λ

Q̇λQ̇λ
∗ − 3NkBT

)
(52)

which are the NVT normal equations sampling the canonical ensemble. If ξ̇(t) = 0 ∀t, then Equation 51
reduces to the NVE normal equations as in Equation 30.

V. PARTITIONING THE q-POINT SET

Following the example reported in the main text, the complete set1 of wave vectors commensurate
with the 3 × 3 × 3 supercell is q333 = {(m/3, n/3, p/3);m,n, p = 0, 1, 2}, corresponding to 81N Qλ

normal coordinates. Equivalently, thanks to the periodicity of the reciprocal space, the complete set
can be chosen as q333 = {(m/3, n/3, p/3);m,n, p = 0,±1}. It is worthy to note here that the set can
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be partitioned in three subsets: i) the set G containing only the Γ point, ii) the set S containing the
points {(m/3, n/3, p/3);m = n = 0; p = 1 ∪m = 0;n = 1; p = 0,±1 ∪m = 1;n = 0,±1; p = 0,±1} and
iii) the set S∗ containing the remaining points. It is easy to show that any vector in the set S∗ can be
obtained by changing the sign to all the components of some vectors in S. In other words, if we denote
as qS a generic vector in S, then the corresponding vector in S∗ is built as −qS. However, the normal
coordinates are tied by the relation Q−q,j = Q∗q,j;

1 therefore, it is enough to explicitly evolve only the
normal coordinates corresponding to the q vectors in the G and S sets, as the normal coordinates for all
vectors in the S∗ set can be obtained by complex conjugation. The number of non-redundant q-points in
the complete q333 set is then (3×3×3−1)/2+1 = 14; the corresponding number of normal coordinates
is 3N × 14 = 42N , which amounts to (1 + 13× 2)× 3N = 81N real variables, as for the Cartesian case,
since the Qq,j are all complex quantities except for q = Γ.

Let us now brie�y consider another system, namely a 2× 2× 1 supercell. In this case, the complete
set is formed by the points Γ, (1/2, 0, 0), (0, 1/2, 0) and (1/2, 1/2, 0). Notice that the point (−1/2, 0, 0) is
not included, as it corresponds to the border of the Brillouin zone, and it is then equivalent to (1/2, 0, 0)
thanks to the periodicity of the reciprocal lattice (analogous considerations apply for the remaining
points with −1/2 as a component). In this case, it is therefore not possible to partition the complete
set into S and S∗ subsets: no q 6= Γ vector can be obtained via complex conjugation of any other vector
in the set.

In the general case, a complete {q} set can be partitioned into three non-redundant subsets, namely
G, H and S, where H contains all the points at the border of the Brillouin zone. We then call NΓ, NH

and NS the number of q-points in the subset indicated by the subscript; by construction, NΓ = 1 or 0
depending whether Γ is included or not in {q}. The complete sampling of an m × n × p supercell can
then be obtained by considering the wave vectors forming the corresponding G∪H ∪S set and evolving
explicitly the related normal coordinates during the dynamics.

VI. PREPARATION, RUN AND ANALYSIS OF NORMAL DYNAMICS
SIMULATIONS

We here summarize the main steps necessary to run a Normal Dynamics (ND) simulation and process
the output. We wrote some pre- and postprocessing codes in Fortran 90 which interface with pindol
in order to prepare the input �les for an ND run and convert the ND trajectory in standard formats
which can be read by other softwares. The codes are available as part of the pindol package freely
downloadable from the github repository6; the details on their usage are reported in the following
subsections as well as in the relative README.md �les present in the repository.

a. Preparation of the input �les The necessary input to run an ND simulation are: i) the unit cell
of the reference structure, ii) the corresponding eigenvectors and eigenfrequencies, and iii) the Fourier
transformed tensor Φ3.

The unit cell is speci�ed in POSCAR format as in the vasp7�11 software. The interatomic forces
needed to obtain the phonon modes and the Cartesian Θ3 tensor can be calculated by means of classical
(i.e. force �elds) or quantum descriptions. In the present work, we use the Density Functional Theory
framework; the computational details of each case study are reported in the respective subsections of the
main text. Once the interatomic forces are obtained, we use the phonopy software12 to diagonalize the
dynamical matrix and to calculate the Θ3 tensor. Then, we use the home-made code named qpoints to
extract the phonon eigenvectors and frequencies from the phonopy output, producing the qmatrix.nd
and freq.nd �les. The qpoints code can be easily extended to interface with other force constant
calculators. The Φλλ1λ2 elements are then obtained by performing a Fourier transform of Θ3 with
the calculated phonon eigenvectors as a basis set.1 To this aim, we use the home-made preprocessing
code named phind, which produces the �le phi.nd. The code exploits the symmetry of Φ by index
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permutation, the complex conjugation relation between the elements, and considers only the {λ, λ1, λ2}
triplets which satisfy the selection rule ∆(q+q1+q2) = 1.1,2 This reduces to the minimum the number of
elements to be calculated in order to reconstruct the full Φ3 tensor, as well as the amount of data to be
stored in the volatile memory during the ND simulations or on the disk when writing the corresponding
�le. The number of Φλλ1λ2 elements can be further reduced by taking into account the phonon-phonon
scattering selection rules involving the mode eigenvectors;13 however, we did not implement this feature
in phind yet. Since we want to be able to observe possible phase transformations during the dynamics,
phind does not take into account the crystal symmetries: they would introduce constraints on the
phonon interactions and reduce the number of degrees of freedom necessary for the phase transition to
occur. phind takes advantage of the OpenMP14 parallelization whenever available.

b. ND run The simulation settings such as the kind of ensemble and the integration interval are
set in the pindol.inp input �le. The ND simulation is then performed by the pindol executable, which
reads the setting �le, qmatrix.nd, freq.nd and phi.nd. The standard output contains information
about the input setup and the evolving physical quantities, e.g., time of the simulation, harmonic, an-
harmonic and total energy, conserved quantity, temperature of the system. On user's request, pindol
produces also three output �les, which we may name as normcoord.dat, normvel.dat and normacc.dat,
respectively; they contain the Qλ normal coordinates, the Q̇λ normal velocities and the Q̈λ normal accel-
erations at each time step: they are the trajectory of the normal dynamics simulation. The simulation
is terminated when the number of time steps set in the input �le is reached. The equations that are
solved are of the form

Q̈λ = −ω2
λQλ −

(∑
λ1λ2

Φλλ1λ2Qλ1Qλ2

)∗
(53)

reproducing the microcanonical (NVE) enseble, or

Q̈λ = −ω2
λQλ −

(∑
λ1λ2

Φλλ1λ2Qλ1Qλ2

)∗
− ξ̇Q̇λ (54)

ξ̈ =
1

Qth

(∑
λ

Q̇λQ̇λ
∗ − 3NkBT

)
(55)

reproducing the canonical (NVT) ensemble with the Nosé-Hoover thermostat3�5. The sum∑
λ1λ2

Φλλ1λ2Qλ1Qλ2 (56)

appearing in Equation 53 and Equation 54 is evaluated over all the Φλλ1λ2 elements; a complete Φ3

tensor is then in principle required to be stored in the memory. However, since the elements are of
complex type and are represented with double precision, the available memory would strongly limit
the maximum number of points in the {qi} set and the maximum number of atoms in the system. To
avoid such limitations, only a minimum number of Φλλ1λ2 elements are written in the phi.nd �le (see
previous paragraph) and stored in memory; the complete tensor is recovered and included in the sum
on-the-�y during the simulation by the calc_double_sum routine. The number of operations required
to reconstruct the tensor depends on the kind of {λ, λ1, λ2} triplet; the technical details are reported
as comments in the corresponding source code �le provided as Supplemental Material or in the pindol
repository.6
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c. Postprocessing The �les containing the ND trajectory can be used to monitor the amplitude
evolution of speci�c phonon modes in order to identify phase transitions or relevant phonon scatter-
ing processes. Moreover, the ND trajectory can be converted into Cartesian format by means of the
code nd2xyz included in the pindol package, which produces the �les ndtraj.xyz, ndvel.xyz and
ndacc.xyz, containing the Cartesian positions, velocities and accelerations, respectively. Such �les can
then be used for postprocessing to extract any physical quantity as in usual Cartesian simulations.
In the presented case studies, we are interested into the calculation of the e�ective interatomic force
constants15�22, in order to show that the ND simulations are capable to take into account the e�ect of
temperature as the standard Cartesian simulations. To this aim, we make use of the hiPhive software23;
the relevant input �les for hiPhive can be obtained by the nd2hiphive code included in the pindol
package.

A. Preprocessing: qpoints

The qpoints code creates the qmatrix.nd and freq.nd �les to be used by phind and pindol. The
mandatory �les for the qpoints code are the following:

1. FORCE_CONSTANTS generated by the phonopy12 software;

2. geometry �le in POSCAR format;

3. optional geometry �le to be supplied to phonopy.

The input �le must contain the following lines in the order; with string or int we indicate the fortran
format of the value:

� string phonopy executable and related options if the geometry �le used to create the

FORCE_CONSTANTS is other than POSCAR

� string geometry �le in POSCAR format

� int int int mesh used to generate the FORCE_CONSTANTS �le

� int number of modes to skip (e.g. acoustic, rotational)

� int int . . . int int q j labels of the modes to skip

� int number of q-points in the {q} set

� double double double reduced components of the �rst q-point

� · · ·

� double double double reduced components of the last q-point

The code is executed with the command

qpoints qpt.inp

where qpt.inp is a generic name for the settings �le. The {q} set must be speci�ed in the order
G, H, S, whereas each subset must not be necessarily present. For any use of qpoints other than ND
simulations, the order of the points in the set can be arbitrary. The q4phind code present in the pindol
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repository6 can be used to prepare the list of the points in the right order. Once executed, qpoints calls
phonopy to create the qpoints.yaml containing the eigendisplacements and eigenfrequencies; these
are then extracted into qmatrix.nd and freq.nd with the same units as in qpoints.yaml, which will
be used by phind and pindol.

B. Preprocessing: phind

The phind code calculates the Fourier transform Φ3 of the third-order force constants contained
in the fc3.dat; the latter must be present in the folder where the code is executed together with
the qmatrix.nd and freq.nd �les. The fc3.dat can be created from the fc3.hdf5 by using the
fc3_extract.py python script as provided in the pindol package.

The settings �le contains the following lines in the order:

1. string geometry �le in POSCAR format

2. int int int mesh used to generate the fc3.hdf5 (fc3.dat) �le

3. int number of atomic types

4. string double atomic symbol and mass (amu) of the �rst atom type

5. · · ·

6. string double atomic symbol and mass (amu) of the last atom type

7. int �ag to write the (q, j)→ λ map; 0 = no, 1 = yes

8. int �ag to calculate the Φλλ′λ′′ elements; 0 = no, 1 = yes

The code is executed with the command

phind phind.inp

where phind.inp is a generic name for the settings �le. At the and of the execution, the phi.nd �le
is created to be used by pindol.

C. ND run: the pindol code

The pindol executable performs the ND simulation in the NVE or NVT ensembles, the latter gen-
erated by using the Nosé-Hoover thermostat3�5. The �les that must be present in the folder where the
code is executed are:

1. qmatrix.nd and freq.nd generated by qpoints, and phi.nd generated by phind;

2. the geometry reference �le in lammps or vasp POSCAR format, the same used to generate the
�les in the previous steps.

An initial con�guration (i.e., atomic positions and velocities) can be provided as a �le in lammps or
POSCAR format; alternatively, the velocities can be initialized before starting the simulation through
the INITVEL keyword (see below). The settings are speci�ed in the pindol.inp �le. The �le must
contain the ATOMS block, with information on the atomic types:
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ATOMS
types int # how many atom types
atom string double # name of the atom, atomic mass (amu)
END_ATOMS

where the number of atomic types must preceed the list of the atoms. The ND block is optional, and
speci�es the ND run:
ND
nve # NVE ensemble
or
nvt double double double # NVT ensemble with initial and �nal temperature (K) followed by the step
(K) used for a linear ramp change of the temperature; if initial and �nal temperatures are the same, the
temperature is not changed during the simulation
integrator double 22 both 1.d-15 # integration time step followed by the options for the dvode solver
runsteps int # number of integration steps
printcoord int normcoord.dat # writing frequency of the normal coordinats �le (e.g., normcoord.dat)
printvel int normvel.dat # writing frequency of the normal velocities �le (e.g., normvel.dat)
printacc int normacc.dat # writing frequency of the normal accelerations �le (e.g., normacc.dat)
END_ND

Mandatory keywords are:

REFCONF poscar/lammps POSCAR # reference geometry �le (e.g., POSCAR) in POSCAR or
LAMMPS format.
UNITS real/metal # units for the output; real = time in fs, energy in joule

Moreover, optional keywords can be speci�ed:

DISTORT int double all # seed for the random number generation, maximum amplitude of atomic
displacements in Å, keyword �all�
or, to distort the structure along speci�c normal coordinates
DISTORT int double int int . . . # seed for the random number generation, maximum amplitude of
atomic displacements in Å, number of normal modes along which the distortions will be applied, pair(s)
specifying the q-point and the mode
INITCONF poscar/lammps POSCAR.init # initial atom positions and velocities in POSCAR or
lammps format are taken from the, e.g., POSCAR.init; the geometry must be a supercell commensu-
rate with the {q} set
INITVEL double int # velocities are initialized from a Gaussian distribution at the speci�ed tempera-
ture; the next argument is the seed for the random number generator. Initial positions and velocities
are written in the �le speci�ed by FINALCONF and the execution is terminated if the ND block is not
provided.
FINALCONF poscar/lammps �nal.vasp # atom geometry and velocities calculated at the last step of
the ND run or with the INITVEL keyword; the geometry is a supercell commensurate with the {q} set
WRITERESTART final.restart # at the end of the simulation, the restart �le (e.g., final.restart)
containing the �nal atom geometry and velocities is written; if the NVT ensemble is speci�ed, the
thermostat status is also written.
READRESTART init.restart # �le (e.g., init.restart) used to continue the simulation

The last line of the setting �le must contain the keywork END; any keyword after that is ignored. The
code is executed with the command
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pindol

The standard output contains information on the energy, the conserved quantity and the temperature
at each time step. If the environmental variable OMP_NUM_THREADS is speci�ed, pindol exploits
the OpenMP parallelization.

D. Postprocessing: nd2xyz

The nd2xyz executable processes the trajectory contained in the �le created by pindol speci�ed
with the printcoord, printvel and printacc keywords. The �les freq.nd and qmatrix.nd must be
present in the folder where the code is executed.

The setting �le contains the following lines in the order:

1. POSCAR # reference geometry �le in POSCAR format (e.g., POSCAR)

2. normcoord.dat # ND normal coordinate �le (e.g., normcoord.dat); 0 = no �le to convert

3. normvel.dat # ND normal velocities �le (e.g., normvel.dat); 0 = no �le to convert

4. normacc.dat # ND normal acceleration �le (e.g., normacc.dat); 0 = no �le to convert

5. int # number of atomic types

6. string double # atom symbol and mass (amu) of the �rst atom type

7. · · ·

8. string double # atom symbol and mass (amu) of the last atom type

9. double double # time window: initial and �nal time

10. int # 1 = use the last step of the input �les regardless the time window speci�ed above and write
a POSCAR_last.vasp �le containing atom positions and velocities in POSCAR format

The code is executed with the command

nd2xyz nd2xyz.inp

where nd2xyz.inp is a possible name for the settings �le.

E. Postprocessing: nd2hiphive

The nd2hiphive code processes the normal coordinate and acceleration �les to produce the necessary
input for the hiPhive code23. The qmatrix.nd and freq.nd �les must be present in the folder where
the code is executed. The settings �le contains the following lines in the order:

1. POSCAR # reference geometry �le (e.g., POSCAR)

2. normcoord.dat # normal coordinate �le (e.g., normcoord.dat)

3. normacc.dat # normal acceleration �le (e.g., normacc.dat)
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4. int # number of atomic types

5. string double # atom symbol and mass (amu) of the �rst atom type

6. · · ·

7. string double # atom symbol and mass (amu) of the last atom type

8. double double double # initial time, �nal time, time skip

The code is executed with the command:

nd2hiphive nd2hiphive.inp

where nd2hiphive.inp is a generic name for the settings �le.
At the end of the execution, nd2hiphive produces the following �les:

1. ndhiPhive_prim.xyz, the reference unit cell in XYZ format

2. ndhiPhive_prim_dir.vasp, the reference unit cell in POSCAR format and direct coordinates

3. ndhiPhive_phonopy.py, the python code to be used in the input �le for the hiPhive software

4. ndhiPhive_superc.xyz, the supercell commensurate with the {q} set

5. ndhiPhive_dispfor.xyz, the position (Å) and forces (eVÅ−1) in the time window speci�ed in the
settings �le.

The hiPhive code is then called with a suitable python script to generate the e�ective second- and
third-order force constant �les. An example of such script can be found in the repository of the pindol
software.

VII. EIGENVECTOR MAP BASED ON ATOMIC DISPLACEMENTS

Let's consider a phonon mode (q, j) with eigenvector eq,j de�ned as

eq,j = (ex1, ey1, ez1, . . . , exi, eyi, ezi, . . . , exN , eyN , ezN)j (57)

where N is the number of atoms in the system, q is a vector of the reciprocal lattice, j is one of the 3N
eigenvectors at the corresponding q, and each eαi element corresponds to the α-th cartesian component
of the i-th atom. In the last case study, we focus on the contribution of each phonon mode to the total
ukl displacement; this corresponds to consider only one term at a time in the sum in Equation 9, that
is

Qq,jek(q, j) exp(iq · r0
kl) + c.c. (58)

Since we are analysing all the phonons that possibly contribute to the Raman signal, we select q =
Γ = (0, 0, 0); therefore, the quantity exp(iq · r0

kl) in Equation 9 and Equation 58 is equal to 1. The
contribution of the mode (Γ, j) to the displacement ukl then reduces to

QΓ,jek(Γ, j). (59)
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The de�nition of a normal coordinate QΓ,j at q = Γ is

QΓ,j =
1√
N0

N0∑
l=1

N∑
k=1

(
√
mkukl · ek(Γ, j)) (60)

where the number of unit cell N0 = 1 as we are considering only the Γ point. By de�nition of the
dynamical matrix at Γ1, the eigenvector ek(Γ, j) is real; therefore, also QΓ,j is a real quantity, as no
complex quantities appear in Equation 60. Since the amplitude QΓ,j depends on the temperature, we
can set QΓ,j = 1 for simplicity. So, the contribution of the mode (Γ, j) to the displacement ukl is just
the real part of the eigenvector ek(Γ, j). For this reason, we consider only the real part when comparing
two di�erent eigenvectors ek(Γ, j) and e′k(Γ, j).

Since we are here interested only in comparing the direction of the displacements at the Γ point, it
is convenient to de�ne a corresponding vector vΓ,j with 3N real components

vΓ,j = (x1, y1, z1, . . . , xi, yi, zi, . . . , xN , yN , zN)j (61)

where xi, yi and zi are the real part of the exi, eyi, ezi elements of the eΓ,j vector, respectively. Let's now
consider two structures which we label as �0� and �1�; we indicate with (Γ0, j0) and (Γ1, j1) two speci�c
phonon modes of the structures 0 and 1, respectively. We name as v0 the atom displacement vector
generated by the phonon (Γ0, j0) in the structure 0; we de�ne v1 for the structure 1 in an analogous
way. Since the phonon eigenvectors generate atom displacements which are periodic with the time, it
is enough for us to compare only the direction of the eigendisplacements and neglect the verse; in other
words, parallel and antiparallel displacements can be considered as equivalent for the present analysis.
Therefore, we measure the angle α between the two displacements as

α(v0,v1) = arccos

(
|v0 · v1|
|v0||v1|

)
(62)

where the absolute value of the scalar product v0 · v1 serves us to neglect the verse of the displace-
ment. With this de�nition, the smaller the α value, the more similar the direction of the two sets of
displacements. Therefore, in order to establish a map between two sets of vectors based on the atomic
displacements, it is enough to calculate all the possible α values at varying (Γ0, j0) and (Γ1, j1) modes,
and select the vector couples with the lowest α. Equation 62 is general and does not depend on the
chemical composition nor depends on the physical phenomenon under consideration; the only require-
ment is that the v0 and v1 vectors belong to vectorial spaces of the same size, that is, they must have
the same number of components.

As an example, let's consider the MoS/MoSe and MoS/WS systems. The E1 Raman peak is generated
by the (Γ, 12-13) phonons in the MoS/MoSe system, the two modes being degenerate; let's focus on the
mode (Γ, 12). In order to �nd which is the phonon with the same displacement pattern in the MoS/WS
system, we

1. build v0 from the (Γ, 12) phonon eigenvector of MoS/MoSe;

2. build v1 from a (Γ, j ≥ 4) phonon eigenvector of MoS/WS; we neglect j = 1, 2, 3, as the acoustic
modes at Gamma are surely not relevant for the Raman analysis;

3. calculate α(v0,v1);

4. repeat steps 2.-3. by varying j over all the modes of MoS/WS at Γ;
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5. �nally select the vector ṽ1 which gives the minimum α value: ṽ1 is the vector corresponding to
v0.

In our case, the mode (Γ, 12) of the MoS/MoSe system corresponds to the mode (Γ, 11) of the MoS/WS
system. By repeating the whole procedure for all the v0 vectors, we can establish a one-to-one map
between all the eigenvectors of the two systems. Analogously, we use the same procedure to compare
the eigenvectors of a selected system generated by simulations at di�erent temperature; in this way, we
can track the evolution of the corresponding eigenfrequencies without any ambiguities.

We implement the mapping procedure in the eigmap code,24 which can be redistributed under the
GNU General Public License25 conditions.
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Tubular structures of magnetic particles: platform
for curvilinear nanomagnetism

We review tubes [1,2] consisting of magnetic dipolar particles as a model for magnetic nanostructures and
show, in particular, how to obtain anti-ferromagnetic states. The tubular assemblies of magnetic particles
can be realized with different thickness, length, and lattice structures. The universality of dipolar interac-
tion concerning the length scale allows the realization of these systems both at the macro scale as dipolar
rotors and mesoscale using magnetic microspheres. Our system consists of tubes created by the assembly
of dipolar spheres. The cylindrical topology results in the breakup of degeneracy observed in planar square
and triangular packings. As far as the ground state is concerned, the tubes switch from circular to axial mag-
netization with increasing tube length. All magnetostatic properties found in magnetic nanotubes, in which
the dipolar interaction is comparable to or dominant over the exchange interaction, are reproduced by the
dipolar tubes including an intermediary helically magnetized state. Besides, we discuss the antiferromagnetic
phase resulting from the square arrangement of the dipolar spheres and its interesting vortex state [2]. The
proposed system should enable research of tubular magnetic nano-devices at scales that are more accessible
for observation simultaneously avoiding material imperfections, existing in solid-state counterparts.
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Non-equilibrium molecular dynamics investigation
of a model ionic liquid lubricant for heavy-duty

applications

In the current work, we present a modeling approach for simulating mesoscopic phenomena related to lu-
brication. Our geometry allows a variable confinement gap and a varying amount of lubricant in the gap.
We have implemented and compared several coarse-grain molecular dynamics descriptions of an ionic liquid
(spherical model and model with cation tail) as a lubricant that can expand into lateral reservoirs. The re-
sults have revealed two regimes of lubrication, and elastohydrodynamic one under low loads and one with
low, velocity-independent specific friction, under high loads. The observed steep rise of normal forces at small
plate-to-plate distances is an interesting behavior that could potentially be exploited for preventing solid-solid
contact and wear.
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Influence of the Size of Cation on the Structure and
Tribological Properties of Ionic Liquids Studied with

Molecular Dynamics
Ionic liquids (ILs) are two-component systems composed of large asymmetric and irregularly shaped organic
cations and anions. Physical properties of ILs like negligible vapour pressure, high-temperature stability, high
ionic conductivity and also a great variety of ILs and their mixtures highlight them as potentially relevant
to lubrication [1, 2]. A large number of variations in IL composition is possible, estimated at the order of
magnitude of 1018 different ILs. From their variety stems the possibility of tuning their physicochemical
properties which can affect lubrication, such as viscosity, polarity, surface reactivity. Hence, it would be
advantageous to figure out general relations between the molecular structure and tribological properties of
ILs.

In this study, we investigate a generic tailed-model (TM) of ILs which includes: an asymmetric cation consist-
ing of a positively charged head (σC = 5) and a neutral tail of variable size (σT = 3, 5, 9) and a large spherical
negatively charged anion (σA = 10). It represents a more realistic model compared to the simplest one, the
so called Salt Model (SM) [3, 4]. We figured that, although simple, TM model results in striking differences in
equilibrium bulk structure of IL governed by the tail size relative to cationic head: (i) simple cubic lattice for
the small tail, (ii) liquid-like state for symmetric cation-tail dimer, and (iii) molecular layer structure for the
large tail. A mutual feature of all investigated model ILs is a formation of the fixed (stable) layer of cations
along solid plates.

We have investigated the influence of the size of the cationic tail on the response of three ILs to confinement
andmechanical strain, usingmolecular dynamics simulations in the LAMMPS code [5]. Tribological properties
of three IL models are compared in and out of equilibrium. We have related the evolution of normal force
with inter-plate distance to the changes in the number and structure of confined IL layers. A mutual feature of
all investigated model ILs is a formation of the fixed (stable) layer of cations along the solid plates. The fixed
layer formation is a result of strong Lennard-Jones interaction between the plates and ions. A consequence of
the fixed layer stability is a steep rise of the normal force at small interplate gaps. The steep rise of the normal
force is an effect useful for preventing solid-solid contact and accompanying wear.

Understanding the interplay between different processes in thin lubricant films is important due to the con-
flicting demands imposed on how IL lubricant should behave in dynamic confinement: high load-carrying
capability requires strong adsorption to the surface, while low friction requires low viscosity.
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Tribological Properties of Selected Vanadium Oxide
Stoichiometries Studied with Reactive Molecular

Dynamics
Providing effective lubrication at high temperatures/pressures and in oxidative environments is relevant for
various industrial applications, such as turbomachinery and cutting tools [1,2]. Promising solutions for such
conditions are oxidation-resistant hard coatings consisting of binary or ternary films (Cr-N, Ti-N, Cr-Al-N,
Ti-Al-N) doped with an additional element which can diffuse to the surface of the coating and form an oxide
layer that serves as a lubricant. Vanadium became a popular dopant since its oxides melt at considerably low
temperatures, hence providing liquid lubrication.

The amount of oxygen present in an oxidative environment can be taken as a study parameter, leading to the
consideration of different vanadium oxide stoichiometries. This study aims to explore the tribological per-
formance of under-oxidized vanadium lubricants, selected in accordance with available experimental studies
[3].

We present a reactive molecular dynamics study on the tribological properties of five vanadium oxide stoi-
chiometries {V2O3, V3O5, V8O15, V9O17, V O2} at elevated temperatures {600, 800, 1000} [K] and pressures
{1, 2, 3, 4} [GPa]. Our tribological system consists of two rigid V2O5 layers, modeling two solid surfaces in a
tribocontact, and a vanadium oxide with stoichiometry labeled as VxOy , confined between them. Under the
imposed working conditions, all studied vanadium oxides were amorphous.

We have employed an atomistic model within the ReaxFF (reactive force field) potential to describe the inter-
actions of vanadium and oxygen atoms. Sliding simulations were implemented in the reax/c package of the
LAMMPS code [4].

By applying a linear fit on the dependence of the sliding force Fx on the normal load Fz :

Fx = COF · Fz + F 0
x ,

we extracted the coefficient of friction COF and the sliding force at zero load F 0
x (adhesion com-

ponent of the friction force). At a fixed temperature, we did not notice significant changes of the
friction coefficient with stoichiometry. The values which we obtained for the COF (∼0.2 at 600 K,
∼0.15 at 800 K and ∼0.1 at 1000 K) are in good agreement with the previously determined results for
amorphous V2O5 lubricant at the same temperatures [5]. We concluded that all considered VxOy

stoichiometries (i.e., under-oxidized vanadium) are going to be an effective lubricant. The friction
coefficientCOF decreases with the increase of the temperature. We observed the increasing trend
of the adhesion-related offset of the friction force F 0

x with the decrease of the oxygen content in
VxOy lubricants and explained it by themore-pronounced tendency of vanadium atoms from VxOy

to bond with oxygen atoms from V2O5 in oxygen-poorer environments.

Our study on vanadium oxide lubricants provides a reference which is relevant for the design of
vanadium doped oxidation-resistant hard coatings.
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Nanoscopic Friction on Monolayer 𝑀𝑜𝑆2 in Presence of Water
Investigated with Molecular Dynamics — ∙Miljan Dašić and
Igor Stanković — Scientific Computing Laboratory, Center for the
Study of Complex Systems, Institute of Physics Belgrade, University
of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia
We have implemented and applied a molecular dynamics (𝑀𝐷) sim-
ulation setup in order to study the nanoscopic friction on monolayer
𝑀𝑜𝑆2 plate in the presence of different quantities of water. Our setup
mimics a standard 𝐴𝐹𝑀 experiment, including an amorphous 𝑆𝑖𝑂2

probe, a monolayer crystalline 𝑀𝑜𝑆2 plate, and water molecules in-
between. Presence of water molecules matches experimental conditions
of air humidity. We studied two different quantities of water: (1) full
water layer - 𝑆𝑖𝑂2 probe is fully immersed in water and surrounded
by water molecules, and (2) capillary water - water forms a capillary
around the 𝑆𝑖𝑂2 probe, with lateral vacuum gaps. We conducted two
modes of simulations: vertical approach of 𝑆𝑖𝑂2 probe towards 𝑀𝑜𝑆2

plate and lateral sliding of 𝑆𝑖𝑂2 probe. There are always trapped
water molecules in the gap between the probe and the plate; their
number drops with the increase of temperature. We have obtained
well-pronounced stick-slip friction loops; we found that an increase of
the applied normal load leads to the more pronounced stick-slip be-
haviour, as seen in 𝐴𝐹𝑀 experiments. The amount of water present
in the studied nanoscopic tribosystem has a pronounced impact on the
stick-slip frictional behaviour.
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Tribological Properties of Selected Vanadium Oxides Inves-
tigated with 𝑅𝑒𝑎𝑥𝐹𝐹 molecular dynamics — ∙Miljan Dašić1,2,
Ilia Ponomarev1, Tomaš Polcar1, and Paolo Nicolini1 —
1Department of Control Engineering, Faculty of Electrical Engineer-
ing, Czech Technical University in Prague, Technicka 2, Prague 6,
16627, Czech Republic — 2Scientific Computing Laboratory, Center
for the Study of Complex Systems, Institute of Physics Belgrade,
University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia
Providing effective lubrication at high temperatures/pressures and in
oxidative environments is relevant for various industrial applications,
such as turbomachinery and cutting tools. Promising solutions are
oxidation-resistant hard coatings consisting of binary or ternary films
(e.g., 𝐶𝑟−𝑁 , 𝑇 𝑖−𝑁 , 𝐶𝑟−𝐴𝑙−𝑁 , 𝑇 𝑖−𝐴𝑙−𝑁) doped with vanadium.
The amount of oxygen present in an oxidative environment can be var-
ied, leading to different vanadium oxide stoichiometries. We investi-
gated tribological performance of under-oxidized vanadium lubricants,
selected based on available experiments. We conducted a 𝑅𝑒𝑎𝑥𝐹𝐹
molecular dynamics study on selected stoichiometries {𝑉2𝑂3, 𝑉3𝑂5,
𝑉8𝑂15, 𝑉9𝑂17, 𝑉 𝑂2} at elevated temperatures {600, 800, 1000} [K]
and pressures {1, 2, 3, 4} [GPa]. Our tribosystem consists of two rigid
𝑉2𝑂5 layers, and a vanadium oxide in-between. At a fixed temper-
ature, we did not notice significant changes of the friction coefficient
with stoichiometry. All considered stoichiometries provide effective
lubrication. Our study is relevant and interesting for the design of
vanadium doped oxidation-resistant hard coatings.
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 Noncovalent Interactions (NCI) between a target protein and ligands determine the
P-L binding affinity. Appropriate approach for modeling the P-L binding is based on the
Semi-empirical  Quantum-Mechanical  (SQM) methods.  Those  methods are  quantum-
mechanical in the core, but they also include the semi-empirical corrections of the NCI.

Accurate  and  fast  determination  of  Protein-Ligand  (P-L)  binding  affinity
predictions is highly relevant for the Structure-Based Drug Design (SBDD) branch of
the Computer-Aided Drug Design (CADD) discipline. Naturally, an efficient solution of
this  problem  would  be  very  attractive  regarding  the  possible  applications  in
pharmaceutical drug discovery/design, e.g., in hit identification and lead optimization. 

A promising solution for determining the P-L binding affinity predictions is an
universal  physics-based  scoring  function  SQM2.20[1].  Its  performance  has  been
rigorously verified over a benchmark dataset PL-REX[1]  consisting of high-resolution
crystal structures and trustworthy experimentally determined P-L binding affinities (PL-
REX consists of 10 diverse protein targets, with 164 QM-optimized P-L complexes). 

Each of the ten protein targets of the PL-REX dataset includes different protein
crystal  geometries.  We have  investigated  the  sensitivity  of  the  scoring  on  crystal’s
geometry. Besides that, for each protein target we have determined the best reference
crystal, i.e., that crystal which maximizes the scoring results.  

Table 1.  Overview of the scoring results (Pearson R2) for the PL-REX dataset
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Body: In the current work, molecular dynamics (MD) simulations are employed to study the nanoscopic friction
on monolayer MoS2 in the presence of water. The simulation setup mimics atomic force microscope (AFM)
experiments by using an amorphous probe made of SiO2, a monolayer MoS2 plate, and water molecules in
between to simulate conditions due to air humidity. Two systems are compared, with a probe fully immersed in
water and surrounded by water, and a water capillary around the probe. In the latter case, the stick-slip friction
behaviour is pronounced and increases with the normal load. This study demonstrates that water content in the
nanoscopic tribosystem of the MoS2 surface-SiO2 probe significantly impacts the probe's lateral and
longitudinal movements, and therefore, its stick-slip behaviour.

KEYWORDS: Friction:Friction Mechanisms, Friction:Stick-Slip, Lubricants:Water, Water-Based.

Biography (limit 750 characters-about 100 words): Dr Igor Stanković obtained his PhD at the Technical
University of Berlin in physics in 2004. He worked as Senior Simulation Engineer at Toyota Motor Europe in
Brussels. Since 2009, he has been the Principal Research Fellow at the Institute of Physics in Belgrade. He is
visiting professor at Technical University Federico Santa Maria Chile and a Fulbright visiting scholar at the
University of California Merced. His research interests are application-driven and include computational
nanotribology, ionic liquids (IL), and modelling AFM experiments. He has authored 35 journal papers, citations
of more than 500, and h-index=13.

Commercial Bias: (none)

Freedom from Comm Bias: By checking this box, I affirm that this presentation will be free of any commercial
bias toward any company or product.

Keyword:Other: (none)

© Clarivate Analytics | © ScholarOne, Inc., 2024. All Rights Reserved.
ScholarOne Abstracts and ScholarOne are registered trademarks of ScholarOne, Inc.
ScholarOne Abstracts Patents #7,257,767 and #7,263,655.

Society of Tribologists and Lubrication Engineers

2

1 1

8/23/24, 2:58 PM ScholarOne Abstracts - Abstract proof popup

https://stle2023.abstractcentral.com/submission?PARAMS=xik_RbLdKZjRkGBBX4MmUsvPtSexs5u3PBPn4J8xi5Q5kYedaMoKxKtEEnKk57tGH1… 1/2

http://clarivate.com/?product=scholarone
http://clarivate.com/
http://clarivate.com/
https://clarivate.com/webofsciencegroup/solutions/scholarone-for-conferences/
http://patft.uspto.gov/netacgi/nph-Parser?Sect1=PTO2&Sect2=HITOFF&p=1&u=%2Fnetahtml%2FPTO%2Fsearch-bool.html&r=13&f=G&l=50&co1=AND&d=PTXT&s1=7,257,767&OS=7,257,767&RS=7,257,767
http://patft.uspto.gov/netacgi/nph-Parser?Sect1=PTO2&Sect2=HITOFF&p=1&u=%2Fnetahtml%2FPTO%2Fsearch-bool.html&r=18&f=G&l=50&co1=AND&d=PTXT&s1=7,263,655&OS=7,263,655&RS=7,263,655


 @Clarivate |  System Requirements |  Privacy Statement |  Terms of Use

Product version number 4.17.4 (Build 264). Build date Wed Aug 21 07:18:33 EDT 2024. Server ip-10-236-27-21

8/23/24, 2:58 PM ScholarOne Abstracts - Abstract proof popup

https://stle2023.abstractcentral.com/submission?PARAMS=xik_RbLdKZjRkGBBX4MmUsvPtSexs5u3PBPn4J8xi5Q5kYedaMoKxKtEEnKk57tGH1… 2/2

http://www.twitter.com/clarivate
http://www.twitter.com/clarivate
http://www.twitter.com/clarivate
http://www.twitter.com/clarivate
https://clarivate.com/clarivate-analytics-scholarone-privacy-notice/
https://clarivate.com/clarivate-analytics-scholarone-privacy-notice/
https://clarivate.com/clarivate-analytics-scholarone-privacy-notice/
https://clarivate.com/clarivate-analytics-scholarone-privacy-notice/
https://clarivate.com/legal/terms-of-use/
https://clarivate.com/legal/terms-of-use/
https://clarivate.com/legal/terms-of-use/
https://clarivate.com/legal/terms-of-use/
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Abstract

Normal Dynamics (ND) is a nanomechanical simulation method, the core of which is
integration of the Newton’s classical mechanics equations of motion, by adequately sampling
the reciprocal space. Adequate sampling strategies and their capability of producing dynam-
ical trajectories at the ab initio level with low computational demand will be discussed. ND
method enables to: (1) obtain a systematic improvement of the accuracy, (2) to fine tune
the computational resources’ demand, and (3) to consider the atomic distortions happening
across large distances, without the need of using large unit cells.
Theoretical background of the ND method is based on determining the phonon structure of a
material. We will present several case studies which illustrate the method’s applicability and
computational performance. It will be explained that this simulation method has a general
orientation, and it can be used for simulating: (a) periodic, (b) semiperiodic, and (c) finite
systems (such as (a) crystals, (b) slabs, and (c) molecules).

Authors have implemented the ND method in the Fortran programming language (thus
achieving high computational efficiency), and named the developed software - PINDOL
(Phonon-Inspired Normal Dynamics of Lattices). PINDOL is an open-source software pack-
age for performing atom dynamics in the NVE and NVT ensembles (link for the free down-
load: https://github.com/acammarat/pindol).
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1Scientific Computing Laboratory, Center for the Study of Complex Systems, Institute of Physics

Belgrade, University of Belgrade, Pregrevica 118, 11080 Zemun – Serbia
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Abstract

This presentation explores water’s influence on dynamic tribological contact in two sys-
tems: hydrophilic monolayer MoS2 and hydrophobic graphite interfaces. We reveal distinct
stick-slip patterns at atomic resolution in the MoS2 system. Simulations highlight water’s
role in preventing prolonged slips by maintaining separation between solids. We explore the
influence of water in both fully immersed conditions and air, emphasizing capillary water
effects. Shifting the focus to hydrophobic interactions, our investigation challenges the con-
ventional understanding of water expulsion in such contacts. We introduce a mechanism
involving a droplet produced within the sliding nano-contact through the accumulation of
water adsorbed on the substrate. The presentation concludes by demonstrating that a full
slip regime of the droplet on the hydrophobic substrate explains the experimental tribo-
logical behavior. This research advances our understanding of dynamic friction on water
molecule-contaminated surfaces, offering implications for industrial applications.
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Phonon-Inspired Normal Dynamics of Lattices
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Normal Dynamics (ND) is a simulation technique providing a way to integrate the Newton’s
classical  mechanics  equations  of  motion,  by  adequately  sampling  the  reciprocal  space.
Appropriate sampling strategies and their capability of producing dynamical trajectories at the ab
initio  level on an ordinary desktop computer will  be discussed.  ND enables to:  (1) obtain a
systematic improvement of the accuracy, and fine tune the computational load, and (2) take into
account the atomic distortions happening across large distances, without the need of using large
unit cells. Theoretical background of the  ND method (which is based on phonons [1]) will be
presented, together with several case studies which illustrate the method’s applicability. Also, it
will  be explained that this simulation technique is general and it  can be used for simulating
periodic, semiperiodic and finite systems, such as crystals, slabs, or molecules.  Authors have
implemented the  ND method in the  Fortran programming language, and named the developed
software - PINDOL (Phonon-Inspired Normal Dynamics of Lattices). PINDOL is an open-source
software package for performing atom dynamics in the NVE and NVT ensembles [2].   

Fig 1. (a) Phonon band structure of crystalline silicon obtained with the frozen phonon approach (ref) and extracted 
from the effective force constants at 10 K in different sampling sets. (b) Detail of the band structures in (a).
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Enhancing protein-ligand binding affinity via optimal selec-
tion of water molecules — ∙Miljan Dašić, Jindřich Fanfrlík,
and Jan Řezáč — Institute of Organic Chemistry and Biochemistry of
the Czech Academy of Sciences, Flemingovo náměstí 2, 166 10, Prague,
Czech Republic
Accurate and fast determination of protein-ligand (P-L) binding affin-
ity represents a foundational problem of computational biophysics.
A promising solution is an universal physics-based scoring function
SQM2.20 based on semi-empirical quantum-mechanical computa-
tional methods. Its performance has been rigorously verified over
a benchmark dataset PL-REX consisting of high-resolution crystal
structures and trustworthy experimentally determined P-L affinities
(10 diverse protein targets; 164 QM-optimized P-L complexes). Pres-
ence of water molecules has a significant impact on P-L binding affin-
ity, via formation of hydrogen bond bridges. We have developed a
computational tool which optimally selects waters enhancing the P-
L binding affinity. Each of the ten protein targets comprises different
crystals. Waters present in all of them represent the input for selection
procedure. Such procedure includes clustering and comparison of wa-
ters contained in clusters with waters present in one selected reference
crystal. Presence of optimally selected waters improves the correlation
with experimental data. We investigated the sensitivity of scoring on
the geometry of crystals. For each protein target, we determined the
best reference crystal which maximizes the scoring results.
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Molecular dynamics study on the impact of water distri-
bution on nanoscopic friction in case of monolayer 𝑀𝑜𝑆2

— ∙Miljan Dašić1,2 and Igor Stanković2 — 1Institute of Or-
ganic Chemistry and Biochemistry of the Czech Academy of Sciences,
Flemingovo náměstí 2, 166 10, Prague, Czech Republic — 2Institute of
Physics Belgrade, University of Belgrade, Pregrevica 118, 11080 Bel-
grade, Serbia
We have designed and applied a molecular dynamics (MD) simula-
tion setup for the study of nanoscopic frictional phenomena in case of
monolayer 𝑀𝑜𝑆2. Our design represents a typical AFM experiment,
comprising an amorphous 𝑆𝑖𝑂2 probe in tribo-contact with a mono-
layer crystalline 𝑀𝑜𝑆2 plate. Based on experimental conditions, we
implemented two clearly distinguishable setups, regarding the water
distribution: (1) large quantity of water - 𝑆𝑖𝑂2 probe is fully im-
mersed in water and surrounded by water molecules, and (2) ambient
water - water coating is attached to the probe, which is surrounded by
lateral vacuum gaps. We determined the force-distance characteristics
of a fully-immersed probe at several temperatures, revealing that some
water molecules get trapped in the probe-plate gap, with their number
decreasing as temperature increases. We obtained well-defined stick-
slip friction loops via sliding simulations. Considering the slip regime:
fully-immersed probe mainly moves in single-slip regime, while ambi-
ent water distribution promotes multiple-slips. Amount of water, and
especially its distribution, strongly influence the stick-slip frictional
behaviour of the studied tribosystem.
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The simulations of structural, thermodynamical, and me-
chanical characteristics of the mixture of ionic liquid and
water using molecular dynamics: example of [bmim]+[PF6]−
ionic liquid — ∙Mateja Jovanović1,2, Miljan Dašić1,3, and Igor
Stanković1 — 1Scientific Computing Laboratory, Center for the
Study of Complex Systems, Institute of Physics Belgrade, University of
Belgrade, Pregrevica 118, 11080 Zemun, Serbia — 2Institute of Tech-
nical Sciences of SASA, K. Mihailova 35/IV, 11000 Belgrade, Serbia
— 3Institute of Organic Chemistry and Biochemistry of the Czech
Academy of Sciences, Flemingovo nam. 2, CZ-16610 Prague 6, Czech
Republic
We present a study of the structural, thermodynamical, and mechani-
cal properties of an ionic liquid 1-Butyl-3-methylimidazolium hexaflu-
orophosphate [bmim]+[PF6]− water mixtures. Our simulation setup
allows varying parameters of the system: temperature, concentration
of ionic liquid, and shear rate of the system. We report significant
changes compared to neat water or ionic liquids in the boiling tem-
perature, diffusion coefficient, and viscosity. Even modest molar frac-
tions of [bmim]+[PF6]− significantly affect the boiling point. The
self-diffusion coefficient of water for the system with a lower concen-
tration of ionic liquid is similar to the self-diffusion coefficient of neat
water, and it decreases with increasing concentration of ionic liquid.
Viscosity is investigated using equilibrium Green-Kubo relation and
non-equilibrium molecular dynamics. In both cases, the viscosity co-
efficient increases with the increasing weight fraction of ionic liquid.
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