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1.  Introduction

Multiferroic materials exhibit at least two ferroic properties 
among magnetic, electric, and elastic responses. Simultaneous 
presence of at least two hysteretic responses and interac-
tion between the associated orders has spurred interest in the 
mechanisms that govern the phase transitions in multiferroics 
[1–3]. The explanation of the multiferroic order remains an 
interesting open problem of condensed matter physics. A 
pair of ferroic properties causes nonlinear and nonstandard 
responses, e.g. a material will produce electric polarization 
when exposed to an external magnetic field. Such responses 
make the multiferroics interesting from a practical point of 
view by allowing for novel forms of control. The most sought-
after applications of multiferroics are electrically controlled 
magnetic memories [4], and emerging spintronic devices 
based on the simultaneous use of electric polarization, based 
on the orbital order, and magnetization, based on the spin 
order [2, 5].

The properties of multiferroic materials structured at the 
nanoscale can be drastically different from the corresponding 
properties of the bulk. Integration of materials into current 
semiconductor technology requires fabrication and struc-
turing of thin films, leading to the interest in variation of the 
material properties with the nanoscale structure, as well as to 
the development of methods for their synthesis [6, 7]. In addi-
tion to reduced dimension, the thin films often show granular 
structure on the characteristic length scale of the order of 
10 nm. Details of the grain structure contribute to the variation 
of the properties of both the material and the devices.

One of the most well-known multiferroic materials is the 
bismuth ferrite (BiFeO3). It shows high critical temperatures, 
both for the ferroelectric ordering below 1104 K [8] and the 
antiferromagnetic ordering below 643 K [9]. The interest in 
BiFeO3 stems from the possibility of having all the techno-
logically desirable properties of multiferroics at and above the 
room temperature. A major obstacle for the applications of 
BiFeO3 is the existence of relatively large leakage currents 
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which severely limit the electric fields that a material can sus-
tain. The leakage currents have been explained by the exist-
ence of charge defects, for example the oxygen and bismuth 
vacancies [10]. Attempts at minimizing the leakage currents  
in BiFeO3 thin films drive the interest in their electronic 
transport properties and their modification either by doping  
[11–14] or by modifying the conditions of film growth [15, 16].

The properties of multiferroic BiFeO3 granular thin film 
strongly depend on the grain size. The Neel temperature was 
shown to correlate with the volume of the grains which affects 
the polar displacements of cations and changes in polarization 
[17]. The mechanical properties also depend on the grain size 
[18]. Therefore, the regions in proximity to the grain bounda-
ries may play an important role in determining the material 
properties.

We have studied a film of an undoped, single crystallo-
graphic phase, BiFeO3. The film has been produced by sol–gel 
spin coating. The film has shown granular structure, and we 
have probed the variation of the electronic properties on the 
spatial scale commensurate with the grain size. Our film did not 
have any holes and all the measured grains lied on the top of the 
film, and not on the substrate. The variation at probed length 
scale are therefore properties of the grain morphology and inde-
pendent of the thickness or large-scale roughness of the film.

In our measurements, the local electric properties of the 
film have varied on two characteristic length scales, cor-
responding to the sizes of grains and boundary regions. In 
scanning probe measurements, we have found mild variations 
between the interiors of different grains when probing their 
band structure. On the other hand, the differences between the 
grain interiors and the grain boundaries have been drastic. We 
have measured the local electric properties of the BiFeO3 film 
across the grain boundary, and have found that the boundary 
regions differ from the grain interior in the density of states, 
charge transport mechanism, and the absence of hysteresis in 
the I–V curves. Remarkably, all the measured properties have 
shown a hysteresis when measured in the grain interior, but 
there were no sings of hysteresis when probed at the boundary.

2.  Experimental procedure

BiFeO3 thin film was prepared via the sol–gel spin coating 
method. The details of preparation are presented in the sup-
plementary material (stacks.iop.org/JPhysD/49/045309/
mmedia).

Structural characterization was carried out using x-ray dif-
fraction (XRD) with Cu–Kα radiation on a Rigaku Ultima IV 
diffractometer (2 20θ = °–60°). Raman spectroscopy was used 
to study the vibrational properties of BiFeO3 thin film. Micro-
Raman spectra were collected using a Jobin Yvon T64000 
spectrometer with a liquid-nitrogen-cooled CCD camera.

The morphology and phenomena at short length scales were 
recorded by atomic force microscopy (AFM). AFM imaging 
was performed using tapping mode on NT-MDT system 
Ntegra Prima and silicon NSG01 probes with the tip curvature 
radius of 6 nm. The phase lag of the cantilever oscillation was 
recorded simultaneously with the topography image.

We have investigated the electromechanical response 
of our sample by piezoresponse force microscopy (PFM). 
During PFM measurements, an AC bias with the amplitude of 
10 V and frequency of 150 kHz has been applied between the 
tip and the substrate on which the BiFeO3 film is grown. PFM 
measurements were done using TiN coated NSG01 probes 
with a tip curvature radius of 35 nm, a typical force constant 
of 5.1 N m−1and typical resonant frequency of 150 kHz. The 
conductive tip was scanning the surface of the sample in con-
tact mode while AC bias was applied to the tip. The AC bias 
was inducing the contraction and expansion of the sample, 
and these changes of the shape were monitored by the tip 
deflection. This local piezoelectricity of BiFeO3 thin film was 
recorded in out-of-plane and in-plane polarization.

The local electrical conductivity of a BiFeO3 film was 
probed by conductive atomic force microscopy (C-AFM). 
During C-AFM measurements, a DC bias voltage (from  +2 
to  +6 volts) was applied between the tip and the substrate. 
Surface topography and current maps were obtained simul-
taneously by using a conducting probe in contact with the 
sample. The measurements were performed with the DCP20 
probe of a nominal curvature radius of 50–70 nm and typical 
force constant of 48 N m−1. In the same mode, the electrical 
measurements of current-voltage (I–V) characteristics were 
recorded in the bias voltage range from  −10 V to  +10 V. The 
I–V curves were measured using C-AFM at the points within 
the grain interior and at the points on the grain boundary. We 
have determined the band gap value of BiFeO3 film according 
to the same procedure as in references [20–22]. Thus, we have 
measured the local density of states and the local band gap in 
BiFeO3 film using C-AFM. At each point we have repeated 
the measurements a few times, and therefore proved the repro-
ducibility. Differential conductance spectra were obtained 
by averaging and differentiating five current-voltage curves 
measured on an individual grain of BiFeO3 film. All AFM 
measurements were performed at ambient conditions (room 
temperature and air atmosphere).

3.  Results and discussion

The crystallographic phase and structure of our sample have 
been determined by XRD. The XRD pattern of the BiFeO3 
thin film is shown in figure 1(a). The XRD peaks of BiFeO3 
film with a rhombohedrally distorted BiFeO3 perovskite struc-
ture, belonging to the R3c space group have been indexed. No 
peaks originating from the secondary phase were observed. 
The absence of the impurity phase signal from XRD mea-
surement does not imply that the sample itself is ultra pure. 
However, it does imply that there are no regions of impurity 
phase of appreciable size. From the Williamson–Hall plot 
[19], we have estimated the grain size in our film to  ∼38 nm 
and the microstrain to  ∼0.3%, as shown in figure 1(b). The dif-
fraction peaks corresponding to the perovskite structure have 
been clearly observed. Figure  1(c) shows the histogram of 
the grain size distribution from the AFM measurement of the 
BiFeO3 film. Raman spectrum of BiFeO3 film has confirmed 
the rhombohedrally distorted structure without the presence 
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Figure 1.  (a) X-ray diffraction pattern of the BiFeO3 film fabricated by the sol–gel method, (b) Williamson–Hall plot for BiFeO3 film 
with calculated crystallite size and strain, and (c) histogram of grain size distribution of BiFeO3 film obtained from AFM image (see 
supplementary material (stacks.iop.org/JPhysD/49/045309/mmedia)).

Figure 2.  Topography (a) and out-of-plane PFM magnitude (c), topography (b) and in-plane PFM magnitude (d), showing the polarization 
components of BiFeO3 film. The grains, visible on the topography images (a) and (b), correspond to the ferroelectric domain captured by 
the PFM magnitudes in (c) and (d).
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of secondary phase. Raman scattering spectrum of the BiFeO3 
film is presented in supplementary material (stacks.iop.org/
JPhysD/49/045309/mmedia).

Ferroelectric domains occur when the minimization of the 
electrostatic and elastic energy favors an inhomogeneous dis-
tribution in a material with unsaturated bulk electric polariza-
tion. The domain shapes and sizes are governed by various 
stresses that appear in the process of thin film growth [23, 24].  
The granular structure of the BiFeO3 film is dictated by lat-
tice, morphology and thermal expansion coefficient mis-
match between the BiFeO3 film and the substrate [25, 26], 
the film thickness, and the temperature [27]. We have meas-
ured the polarization domains in the film, and found that they 
change on the characteristic length scale of  ∼40 nm. We have 
measured both the out-of-plane and the in-plane polarization, 
based on normal and lateral deflection of the AFM cantilevers 
during PFM measurements (figures 2(c) and (d)). Therefore, 
we have identified both the in-plane and out-of-plane polari-
zation components. Comparison with the sample topography, 
figures  2(a) and (b), has shown that the domain boundaries 
coincide with the grain boundaries. Therefore, each grain in 
the film has been a single-domain particle. This kind of the 
domain distribution is characteristic for the small grains, while 
larger grains generically show a multi-domain structure [24]. 
In our film, we could not identify any multi-domain grains.

Knowledge of the charge transport mechanism is essential 
in the design of memory devices based on BiFeO3 film. The 
granular film contains rough surfaces that cause an inhomo-
geneous behavior of conductivity [28]. We have investigated 
the spatial distribution of the density of states and of the band 
gap. We have achieved high resolution by measuring the I–V 
characteristics locally using C-AFM, and by extracting the 
corresponding differential conductances.

Figure 3 shows the characteristic spectra of local differen-
tial conductance as a function of voltage. The measurements 
have been performed on interior points of different grains, far 
away from any boundaries with the neighboring grains. The 
density of states has varied slightly between the grains. The 
estimated band gap is E 3.0 0.2g = ±  eV, in agreement with 
the optical measurements [29–31]. Conduction at negative bias 

voltages corresponds to the states in the valence band, while 
the conduction at the positive bias corresponds to the states in 
the conduction band. The flat plateau around zero voltage rep-
resents the band gap. These results show that the grain interiors 
are very similar, even though the grain’s immediate surround-
ings vary. Therefore, we claim that the properties at the length 
scale of the grain size are not influenced by the distant regions 
of the film, and therefore should not depend on the film thick-
ness, as long as it is larger than the grain dimension.

We have observed a difference between the grain boundary 
and the grain interior in the local measurements of the cur-
rent as a function of bias voltage. In the resulting I–V curves 
the conduction has been higher at the boundary. Conduction 
through semiconductor heterostructures is well researched, 
and various transport mechanisms have been proposed and 
observed [32, 33]. In our case, the distribution of electric polar-
ization (see figure 2), and the typical gap sizes (see figure 3), 
suggest that the interior of the grain behaves as a semicon-
ductor of fairly large band gap, 3∼  eV. In the grain interior, 
the transport has been consistent with the tunneling through a 
barrier, either via Schottky or Fowler–Nordheim mechanism 
[32–34]. We have fitted the I–V curves in the spatial region 
of the grain interior, and in the voltage region V  >  2 V, to the 
predictions of the tunneling transport theory. Up to V 5≈  V,  
the Schottky mechanism of thermal excitations across the 
barrier explains the observed behavior. At larger voltages,  

Figure 3.  Representative differential conductance spectra measured 
on interior points of three different grains on BiFeO3 film. Arrow 
shows the averaged band gap value. The corresponding I–V curves 
are shown in the inset in a wider voltage range, from  −4 to 4 V.

Figure 4.  (a) Schottky thermionic emission plot, Jln( ) versus V1/2 
and (b) Fowler–Nordheim plot, J Vln / 2( ) versus 1/V at positive bias 
curves of the grain interior (left scale) and grain boundary (right 
scale) of the BiFeO3 film.
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the results are consistent with the Fowler–Nordheim mecha-
nism. Figure 4(a) shows the plot of Jln( ) versus V1/2 measured 
at various points in the BiFeO3 film in the voltage range from 
2 to 5 V. For the leakage current governed by the tunneling, 

J Vln / 2( ) versus 1/V plot shows linearity for bias voltage well 
bellow the gap, i.e. V  <  2 V (figure 4(b)), as we have observed 
in our film. At low fields, V  <  1.5 V the grain interior has 
shown a plain Ohmic behavior (see supplementary material 
(stacks.iop.org/JPhysD/49/045309/mmedia)). As opposed to 
the grain interior, I–V curves of the grain boundary have not 
followed any standard transport model.

The local current distributions and the I–V characteristic 
of the BiFeO3 film have been studied by the C-AFM. Current 
maps (C-AFM images) and topography images have been 
probed in the same spatial region of the sample. In C-AFM 
images, figure 5, the bright parts are conducting regions, while 
the dark regions are non-conducting. From the morphological 
and PFM measurements we have found that the BiFeO3 film 
is inhomogeneous. A difference in electric transport proper-
ties between the grain interior and its boundary can appear for 
several reasons. Due to the different crystal orientation of the 
grains and the possible strain between the grains, the polariza-
tions of neighboring grains are not equal and generically point 
in different directions. Furthermore, different polarizations 

of the neighboring grains cause strong electric fields in the 
region of the boundary between the grains. A similar phenom-
enon was observed in HoMnO3 [35].

Our measurements have demonstrated that the local con-
duction pathways of the BiFeO3 film coincide with the grain 
boundaries, while the interior of the grains remain insulating 
[36], as indicated in figure 5, and consistent with the meas-
urements on the interior points of various grains, presented 
in figure  3. The charge transport of BiFeO3 film has been 

Figure 5.  (a) Topography and ((b)–(f)) current maps (C-AFM images) according to bias voltages V 2, 3, 4, 5, 6=  V respectively. Bright 
regions means higher current. Notice the enhanced conductivity at grain boundaries and no conductivity regions in the grains interior. 
Bright line indicates the places between two grains where we have measured the current as a function of the position (shown in figure 6).

Figure 6.  The current profiles of cross-sectional analysis along the 
bright solid line in figure 5.
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investigated at different applied bias voltages, both slightly 
smaller and larger than the band gap. Topography image 
(figure 5(a)) and the corresponding C-AFM images at bias 
voltage ranged from 2 to 6 V (figures 5(b)–(f)) have confirmed 
high correlation between the granular structure of the film and 
the shape of the conduction pathways. Under low bias volt-
ages, narrow charge transport pathways form (figures 5(b) and 
(c)) at the places that are low in the topographic image of the 
film, and are barely visible. As the bias voltage increases, both 
the width of the conduction pathways and the intensity of the 
current that flows through them increases.

The evolution of the conduction pathways with the 
increasing bias voltage is shown in figure  6. The current 
through the film has been measured at the points that lie both 
near the grain boundaries and deep within the grain, along 
line that crosses the grain boundary at the right angle. The 
measurements were repeated for various bias voltages. The  
geometry is indicated by the bright solid line in figures 5(b)–(e).  
With the increase of the bias voltage, the conduction path 
broadens. Initial broadening is slow, the currents are weak, 
and the path is narrow as long as the bias voltage is below the 
band gap. At the bias voltage of about 4 V, which is larger than 
the band gap, the path suddenly broadens dramatically, and the  
local currents increase. At such high biases, the interior of the 
grain also begins to conduct. Similar behavior was previously 
observed in doped BiFeO3 film [28].

In order to better understand the microscopic charge trans-
port process in the grain boundaries, we have measured the 
I–V characteristics across the grain boundary and observed the 
changes in the conduction. A pair of particularly large grains 
and the boundary between them have been chosen, so that we 
can reach a relatively high spatial resolution when compared 
to the dimensions of the grains. Figure 7 shows topography 
(a) and C-AFM image (b) under the 4 V bias with a line across 
the grain boundary and 11 points on it. The I–V characteristics 
taken at these points are shown in figure 7(c). As a general 
trend, the grain boundaries have almost Ohmic behavior, but 
at the point in the grain interior, the I–V characteristics are 
typical of semiconductors. Figure 7(d) shows the evolution of 
the band gap across the grain boundary. We have found the 
band gap of about 3.2 eV on the grain interior, consistent with 
the measurements on other grains, see figure 3. As the probe 
approaches the boundary, the band gap narrows down. At the 

Figure 7.  (a) Topography, (b) C-AFM image with line across the grain boundary, (c) I–V characteristics for 11-points across grain 
boundary and (d) behavior of the band gap as a function of the position of the grain boundary.

Figure 8.  Dramatic I–V hysteresis in the grain interior (heavy line) 
and the absence of the hysteresis in the grain boundaries (thin line) 
of the BiFeO3 film. In the inset, the width of the hysteresis curve 
(w) is shown as a function of the position across the grain boundary. 
Solid line in the inset is a guide to the eye.
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three points located at the grain boundary (5, 6, and 7) the 
band gap is very narrow, and the material behaves similarly 
to a conductor. The fact that we do not find the band gap to 
be constant across the sample suggests that, at the level of 
single grains, the film is not homogeneous with well-defined 
and constant band structure throughout the sample.

The hysteretic dependence of polarization on the external 
electric field is well known in bulk ferroelectric BiFeO3. The 
hysteretic phenomena are necessary for the applications of 
BiFeO3 films in memory devices. Reorganization of charge 
associated with the variation of electric polarization causes 
strong internal fields in the sample, and we may expect similar 
hysteretic behavior in the quantities related to the charge trans-
port. The I–V characteristics and the phenomenon of resistive 
switching in polycrystalline thin films shows some signatures 
of the hysteresis [37–39]. However, the hysteresis of electric 
polarization in the electric field exists only in insulators, whereas 
the conductors cannot support the electric fields in the interior. 
We have studied the local hysteresis in the I–V curves, and have 
probed both the region where the grain is insulating, i.e. the 
grain interior, and the region where the grain is conductive, i.e. 
the grain boundary. We have defined the hysteresis width, w, 
as the difference of voltage that produces a 10 nA current in 
forward- and backward voltage sweep, see figure 8. The hys-
teresis width vanishes at the grain boundary, and turns on in the 
interior with the characteristic length scale of 50 nm, see inset 
of figure 8. The measured points are presented in figure 7(b). 
Figure 8 shows the I–V curves in the forward and backward 
sweep at the grain interior (thick line) and at the grain boundary 
(thin line). Note that the typical grain diameter is 40 nm.

The bulk BiFeO3 shows both the ferroelectric and the anti-
ferromagnetic order. Both orders are characterized by hyster-
etic response to external fields. We have found the hysteresis 
in conductivity in the interior of the grain, but not at the grain 
boundary (see figure 8). Another property of the grain that can 
be studied locally is the density of states. We have measured 
the local density of states across the grain boundary and have 
found, again, the hysteretic behavior within the grain interior, 
but not on the boundary. We have chosen the center of the 
band gap as a representative quantity that describes the band 
structure. The definition of the center of band gap is illustrated 
graphically in the supplementary material (stacks.iop.org/
JPhysD/49/045309/mmedia). In a series of C-AFM measure-
ments, we have measured the density of states in a forward- 
and backward voltage sweeps at a set of points that extends 
across the grain boundary.

Figure 9(a) shows a C-AFM image of grain boundary. 
Within this region, we have recorded 11 I–V curves through 
three different lines (see picture). Three representative lines 
(1–3) across the leakage current pathways of different widths 
are selected for detailed study of the local density of states. 
The center of flat plateau in the I–V characteristics is defined 
as the center of the band gap. Figures 9(b)–(d) show the poten-
tial at the band gap centers, Vc, across marked lines 1–3 in 
figure 9(a).

The density of states is hysteretic, and the center of the band 
gap is hysteretic within the grain, but not within the boundary 
layer, see figure 9. The motion of the center of the band gap, 
Vc, as the probe position x moves in real space across the grain 
boundary is more pronounced in the backward voltage sweeps, 

Figure 9.  (a) C-AFM image with 3 lines across grain boundary and ((b)–(d)) center of band gap across lines 1, 2, and 3 in the C-AFM 
image. Solid lines are a guide to the eye.
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and less in the forward ones. The local hysteresis is manifested 
by the difference in the positions of the band gap centers as 
measured in the forward- and backward voltage sweeps while 
the position of the probe within the sample is kept fixed. 
Comparison of the Vc(x) curves from the figures 9(b)–(d) with 
the image of conductivity obtained by C-AFM shows that the 
narrower boundary region as defined by conductivity (figure 
9(a)) also implies a narrower region with the absent hysteresis 
in Vc(x) (figures 9(b)–(d)). Note, however that the boundary 
region as would naively be defined from I(V) is much narrower 
than the absence of hysteresis would imply.

In thin BiFeO3 films, a similar shift of the band gap 
was observed at the ferroelectric domain boundaries [40]. 
Discontinuity in polarization and the consequent charge 
accumulation on the surface causes potential discontinuity 
and moves the band gap. Such a potential difference should 
enhance the electrical conductivity by causing carriers in the 
material to accumulate at the domain wall to screen the polar-
ization discontinuity [41, 42]. In our sample, the grains are 
single domains, see above, and a similar charge accumulation 
appears at the boundaries between the grains.

4.  Conclusions

We have observed a difference in electrical properties between 
the grain interior and the grain boundary in BiFeO3 thin film 
obtained by sol–gel spin coating process. Leakage current 
was more pronounced at the grain boundaries. The onset of 
large leakage current with the increasing bias voltage happens 
as the region of large conductivity expands from the grain 
boundaries towards the grain interiors. The leakage mecha-
nism in grain interior have been identified with Schottky 
and Fowler–Nordheim processes, while the leakage current 
through the grain boundaries does not appear to be dominated 
by any standard mechanism of conduction. In the measurement 
with the local probes, we have also found that the band gap 
varies slightly among the different grains, but varies strongly 
between the grain boundary and the grain interior. In the grain 
interior, we have observed hysteresis in various properties of 
the material connected to the charge transport. The shape of 
the density of states is itself hysteretic. As a consequence, the 
conductivity as a function of slowly varying voltage is also 
hysteretic. As opposed to the grain interior, no hysteresis was 
observed with the local probe at the grain boundary.
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A B S T R A C T

We have studied Ho-doped BiFeO3 nanopowders (Bi1−xHoxFeO3, x = 0–0.15), prepared via sol-gel method, in
order to analyse the effect of substitution-driven structural transition on dielectric and ferroelectric properties of
bismuth ferrite. X-ray diffraction and Raman study demonstrated that an increased Ho concentration (x ≥ 0.1)
has induced gradual phase transition from rhombohedral to orthorhombic phase. The frequency dependent
permittivity of Bi1−xHoxFeO3 nanopowders was analysed within a model which incorporates Debye-like di-
electric response and dc and ac conductivity contributions based on universal dielectric response. It was shown
that influence of leakage current and grain boundary/interface effects on dielectric and ferroelectric properties
was substantially reduced in biphasic Bi1−xHoxFeO3 (x>0.1) samples. The electrical performance of
Bi0.85Ho0.15FeO3 sample, for which orthorhombic phase prevailed, was significantly improved and
Bi0.85Ho0.15FeO3 has sustained strong applied electric fields (up to 100 kV/cm) without breakdown. Under
strong external fields, the polarization exhibited strong frequency dependence. The low-frequency remnant
polarization and coercive field of Bi0.85Ho0.15FeO3 were significantly enhanced. It was proposed that defect
dipolar polarization substantially contributed to the intrinsic polarization of Bi0.85Ho0.15FeO3 under strong
electric fields at low frequencies.

1. Introduction

Multiferroics, materials which simultaneously exhibit at least two
ferroic properties among electric, magnetic, and elastic responses, are
quite rare. They are of great interest for both fundamental physics and
potential applications. Among multiferroic materials, bismuth ferrite
(BiFeO3) possesses unique property, i.e. exhibits multiferroic behavior
at room temperature. Having high ferroelectric (TC ~ 1100 K) and
antiferromagnetic (TN ~ 640 K) transition temperatures, BiFeO3 is a
promising material for the applications in spintronic devices, elec-
trically controlled magnetic memories and functional sensors [1,2].
Nevertheless, problems of low resistivity and sinterability and appear-
ance of secondary phases present a serious obstacle for the application
of BiFeO3 (BFO) in devices. BFO suffers from high leakage current
which causes large dielectric loss and degradation of the ferroelectric
properties. The main cause of leakage is disorder, usually in the form of
charge defects, like oxygen or bismuth vacancies and secondary phases.
Attempts at minimizing the leakage current density through doping

with rare earth ions at Bi sites, have led to improvement of electric and
magnetic properties of BFO [3–6]. These studies have demonstrated
that substitution of Bi sites with rare-earth ions effectively controls the
volatility of Bi3+ ions and the amount of defects, while suppressing the
secondary phase appearance.

Despite a significant body of work dealing with rare-earth doped
BFO [3,4,7–10], BFO doped with Ho is less investigated. There are
several studies dealing with the influence of Ho doping on leakage
current, and on magnetic or ferroelectric properties of BFO, for which
BFO is either phase stabilized [11–16] or exhibits biphasic character
with increased Ho doping [17–20]. Among these studies, only Song and
coauthors [20] showed that dielectric constant was significantly in-
creased with small amount of Ho substitution (x = 0.05, 0.10) for
which BFO retained rhombohedral structure and then decreased when
the orthorhombic phase appeared with higher doping (x = 0.15, 0.20).
They also deduced that the dielectric loss of doped samples behaves in a
complicated manner, probably influenced by the conductivity of ma-
terial. Song and coauthors did not analyse the reasons of obtaining
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colossal dielectric constant, nor assumed that quite often these phe-
nomena can be explained by Maxwell-Wagner-type contributions of
depletion layers at the interface between sample and contacts or at
grain boundaries. Furthermore, it is quite reasonable to assume that
various polarization mechanisms can appear in biphasic BFO and in-
fluence the dielectric and ferroelectric properties of BFO. To the best of
our knowledge, influence of structural phase transformation caused by
Ho doping on polarization mechanisms, which can exert a strong in-
fluence on the dielectric and ferroelectric properties of BFO, has not
been studied.

Herein, we investigated how the structural phase transformation
induced by Ho doping influenced the dielectric and ferroelectric
properties of Bi1−xHoxFeO3 nanopowders. Detailed analysis of the
frequency dependent permittivity, using combined model which in-
corporated Debay-like dielectric relaxation, as well as dc and ac con-
ductivity contributions, was performed. This analysis enabled us to
estimate the influence of leakage current and grain boundary/interface
effects on the dielectric and ferroelectric properties of single phase and
biphasic Bi1−xHoxFeO3 nanopowders. Origin of improved electric per-
formances of biphasic Bi1−xHoxFeO3 nanostructures, for which or-
thorhombic phase prevailed, was discussed in detail. These results may
provide new insight into modified electrical properties of BiFeO3 by Ho
doping, which can be important for potential applications.

2. Experimental procedure

2.1. Materials synthesis

Bi1−xHoxFeO3 (x = 0, 0.05, 0.07, 0.10, 0.12, and 0.15) powders
were synthesized by a sol-gel method. The stoichiometric amounts of
bismuth nitrate (Bi(NO3)3·6H2O), iron nitrate (Fe(NO3)3·9H2O), and
holmium nitrate (Ho(NO3)3·5H2O) were used. 2-Methoxyethanol and
acetic acid (CH3COOH) were mixed and stirred for 30 min, before
adding the nitrates. Obtained solutions were stirred and heated at 80 °C.
After a partial liquid evaporation, the solutions have turned into brown
gels. The gels were dried for 45 min at 150 °C. Dried samples were
calcinated at 650 °C for 6 h. The pristine and doped samples were
named according to the Ho content as BFO, BHFO5, BHFO7, BHFO10,
BHFO12 and BHFO15.

2.2. Materials characterization

The phase composition and crystal structure of Bi1−xHoxFeO3

samples were analysed using X-ray diffractometer Rigaku Ultima IV
with nickel filtered Cu Kα radiation in the 2θ range of 10–80° with the
step of 0.02° and the scanning rate of 0.5°/min. XRD pattern analysis

was performed using Powder Cell programme (http://powdercell-for-
windows.software.informer.com/2.4/) [21]. The TCH pseudo-Voigt
profile function gave the best fit to the experimental data. The surface
morphology was studied by scanning electron microscopy (SEM,
TESCAN SM-300). The micro-Raman spectra were measured at room
temperature using a Jobin Yvon T64000 spectrometer equipped with a
nitrogen-cooled CCD detector. The λ = 532 nm line of solid state
Nd:YAG laser was used as an excitation source with an incident laser
power less than 40 mW in order to minimize the heating effects. The
dielectric properties of the samples were examined in the frequency
range of 80 Hz to 8 MHz. The Digital Programmable LCR Bridge
HM8118 (Hameg) was used in the range 80 Hz–120 kHz, and the Di-
gital LCR Meter 4285 A (HP/Agilent) was used in the range
80 kHz–8 MHz. Each sample was placed in a closed capacitor cell
housed in a Faraday cage with an AC signal of 1.5 V applied across the
cell. The disk-shaped samples had a diameter close to the diameter of
the cell electrodes (8 mm). Standard bipolar measurements in the fre-
quency range 1 Hz–1 kHz were performed on Precision Multiferroic
Test System (Radiant Technologies, Inc.), using a triangular electric
field waveform. All measurements were performed at room tempera-
ture.

3. Results and discussion

Fig. 1(a) shows XRD patterns of the Bi1−xHoxFeO3 (0≤x≤0.15)
samples. The XRD pattern of pristine BFO matches the rhombohedral
R3c structure with a presence of weak diffraction peaks which corre-
spond to the orthorhombic Bi2Fe4O9 secondary phase of Pbam space
group (Nο 55, ICSD #20067). XRD spectra of the BHFO5 and BHFO7
samples maintain R3c structure. No secondary peaks were detected in
BHFO5 sample, whereas the traces of secondary phase were observed in
the BHFO7 sample. Addition of Ho dopant induced a gradual broad-
ening of XRD peaks and their shifts towards higher angles. These
changes suggest structural distortion of BFO lattice and can be attrib-
uted to the unit cell contraction due to the substitution of Bi3+ ions
with smaller Ho3+ dopant. Significant changes with increased Ho
concentration were observed in doublet (104) and (110) diffraction
peaks at 2θ ~ 32°. These peaks were shifted towards larger 2θ values,
and in the samples with higher Ho content (x> 0.07) they gradually
merged into a single broad peak (BHFO15 sample). In addition, the
(006), (116) and (202) diffraction peaks of R3c phase became weak and
disappeared in the samples with higher Ho concentration (x> 0.1). In
the spectra of BHFO12 and BHFO15 samples, a new single peak ap-
peared at 2θ ~ 38°, whereas additional peak at 2θ ~ 25° was found in
BHFO15 sample.

Such changes have already been seen in the XRD spectra of doped

Fig. 1. a) X-ray diffraction patterns and b) volume phase fraction analysis of the Bi1−xHoxFeO3 (0≤x≤0.15) samples.
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BiFeO3 nanoparticles [17,22], ceramics [23–25] and films [26], and
were ascribed to the presence of orthorhombic phase. All these notable
changes in the XRD spectra indicate structural phase transformation
from rhombohedral to orthorhombic phase in the samples doped with
higher Ho content (x = 0.10, 0.12 and 0.15). Bi2Fe4O9 phase is still
present in the BHFO10 sample, but with further increase of Ho doping
(BFHO12 and BFHO15 samples) the secondary Bi2Fe4O9 phase is
completely suppressed. Furthermore, the absence of diffraction peaks
which correspond to Ho oxides, even at higher concentrations, implies
that Ho ions have entered substitutionally into BFO lattice.

The measured XRD patterns were further refined using PowderCell
programme in order to calculate the structural parameters and estimate
the volume fraction of each phase. The best fits of the measured data
were obtained using rhombohedral R3c structure for BHFO5 and
BHFO7 samples. The orthorhombic phase appeared in BHFO10 samples
and with further Ho doping this phase becomes dominant in BHFO15
sample. Unit cell parameters and the estimated volume fractions of
different phases are presented in Table 1 for pristine and Ho-doped BFO
samples. The decreasing trend in lattice constants and the unit cell
contraction of R3c phase confirm that Bi3+ ions are substituted with
smaller Ho3+ ions. A similar behavior has been reported in Tb-doped
BiFeO3 [10] as well as in rare-earth doped BiFeO3 ceramics [27,28].
The slight increase of R3c phase lattice parameters in BHFO10 and
BHFO12 samples can be ascribed to increased strain at phase boundary
between rhombohedral and orthorhombic crystal structure. Levin et al.
have also found abrupt expansion of the R3c unit cell volume at the
rhombohedral-orthorombic phase transition in Nd-substituted BiFeO3

[29]. The results of quantitative phase analysis of the Bi1−xHoxFeO3

samples are presented in Fig. 1(b).
The influence of structural changes on surface morphology of BFO is

illustrated in Fig. 2, where the SEM images of pristine and BHFO15
samples are shown for comparison. Changes in the surface morphology
are clearly visible. Certain amount of intergranular porosity and non-
uniformity of particles can be observed in the BFO sample, including
very small spherical particles and big clumps. With incorporation of
Ho3+ ions in BFO, the particles became more uniform and compact,
whereas the particle size was reduced, as seen in 10% Ho-doped BFO
[30]. In the enlarged images (Fig. 2c and d) it can be seen that pure and
Ho-doped BFO samples consist of small particles and large irregularly
shaped agglomerates.

Changes of Bi1−xHoxFeO3 crystal structure are reflected in the
changes of BiFeO3 vibrational properties, i.e. through the changes in
intensity, position, and width of the Raman modes. Fig. 3 shows the
room-temperature Raman spectra of Bi1−xHoxFeO3 samples. Raman
spectrum of undoped BiFeO3 was deconvoluted using Lorentzian pro-
files and all 13 Raman active modes (4A1+9E) of the rhombohedral

BiFeO3 [31] are observed. The most prominent Raman modes for R3c
structure (marked as E-1, A1-1, A1-2, and A1-3) are positioned at 75,
140, 171, and 218 cm−1, respectively and are related to Bi–O bonds.
The A1-4 mode at 430 cm−1 and eight E modes at 124, 274, 344, 369,
468, 520, 550 and 598 cm−1 with quite weak scattering intensity are
related to Fe–O bonds.

Raman spectroscopy is sensitive to atomic displacements. The A1-1,
A1-2 and A1-3 modes are blue-shifted due to the substitution of Bi3+

ions with smaller Ho3+ ions. Modes E-1, A1-1, A1-2 and A1-3 became
broader and of reduced intensity, whereas higher frequency E modes
(E-4, E-5) have almost disappeared. The peak broadening and reduced
intensities of Raman modes imply the distortion of rhombohedral
structure with incorporation of Ho. With increasing Ho concentration (x
≥ 0.1), further changes in the Raman spectra are the result of decreased
stereochemical activity of Bi lone electron pair. The intensities of A1

and E modes are drastically reduced in BHFO10 and BHFO12 samples.
These modes are barely visible in the Raman spectra of BHFO15
sample. Moreover, in BHFO12 sample three new modes approximately
at 300, 400, and 510 cm−1, are observed. Reduced intensities of
phonon modes, characteristic for rhombohedral phase, and the pre-
sence of additional modes suggest the appearance of new crystalline
phase. In the Raman spectrum of BFHO15 sample which is significantly
different from the spectrum of pristine BFO, the most prominent modes
are at ~ 300, 400, and 510 cm−1. These modes are characteristic for
orthorhombic perovskite LaMnO3 and YMnO3 structures [32] and are
also observed in doped BFO powders [17]. All notable changes in the
Raman spectra of BHFO12 and BHFO15 samples are consistent with the
results of XRD analysis, confirming a structural transformation from
rhombohedral to orthorhombic paraelectric phase. Hence, Raman
spectroscopy is powerful tool for detecting changes of Bi–O covalent
bonds during the phase transition.

Fig. 4(a) and (b) illustrate the frequency dependence of real (ε′) and
imaginary (ε″) part of the complex permittivity ε of Bi1−xHoxFeO3

samples. In the lower frequency range, both ε′ and ε″ decrease with
increasing frequency and become nearly constant at higher frequencies.
Among the samples with R3c structure, BHFO5 sample has shown
pronounced dispersion at lower frequencies and higher values of ε′ and
ε″ than BFO. The BHFO7 sample displayed almost no dispersion over
the whole frequency range. Among the samples with higher Ho content
in which orthorombic phase appears, BHFO10 sample displayed more
dispersive characteristic than BHFO12 and BHFO15 samples for which
permittivity dispersions were negligible.

BFO nanostructures in the form of nanopowders or thin films
usually suffer from large leakage current due to the presence of oxygen
vacancies, Fe2+ ions or some other impurities. The inhomogeneity of
BFO microstructure and composition originates from the regions with

Table 1
The lattice parameters (Å), volume of the unit cell (Å3) and volume phase fraction (vol%).

Phase BFO BHFO5 BHFO7 BHFO10 BHFO12 BHFO15

BiFeO3 rhombohedral R3c a = 5.5722 a = 5.5636 a = 5.5575 a = 5.5651 a = 5.5675 a = 5.5441
c = 13.8511 c = 13.8216 c = 13.8145 c = 13.8143 c = 13.8542 c = 13.8127
V = 372.45 V = 370.51 V = 369.51 V = 370.51 V = 371.91 V = 367.68
71.75% 100.00% 87.86% 53.72% 55.27% 31.45%

Bi2Fe4O9 orthorhombic Pbam a = 7.9477 / a = 7.9769 a = 7.9501 / /
b = 8.4582 b = 8.5299 b = 8.4580
c = 6.0050 c = 5.9448 c = 5.9976
V = 403.68 V = 404.50 V = 403.29
28.25% 12.14% 25.36%

BiFeO3 orthorhombic Pnma / / / a = 5.5830 a = 5.5993 a = 5.5907
b = 7.8825 b = 7.8679 b = 7.8129
c = 5.4192 c = 5.4540 c = 5.4297
V = 238.49 V = 240.27 V = 237.17
20.92% 44.73% 68.55%

Rp 5.81 6.27 5.94 4.86 6.18 5.42
Rwp 7.44 7.92 7.60 6.14 7.92 6.91
Rexp 0.11 0.12 0.09 0.06 0.07 0.09
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different conductivity, for example bulk and grain boundaries or from
depletion layers formed at the interface of the electrode/sample sur-
face. In addition to the dipolar or orientational polarization which oc-
curs in the frequency range of 103–106 Hz, the grain boundary or in-
terface effects give rise to the Maxwell-Wagner polarization which can
substantially contribute to the permittivity and its dispersion at lower
frequencies [3].

The dielectric relaxation processes in pure and Ho-doped BFO na-
nopowders were analysed within a model which includes Cole-Cole
empirical expression, dc and ac conductivity terms. This model de-
scribes dielectric relaxation processes due to dipole relaxation, and the
contributions from leakage current and grain boundary/interface ef-
fects. The advantages of this model for analyzing the dielectric prop-
erties of pristine BiFeO3 films have been shown by Li and coworkers
[33]. The total complex permittivity is of the form [33,34]:

⎜ ⎟= ′+ ′′ = −
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The first term in Eq. (1) corresponds to the Cole-Cole formula,
where εs and ∞ε are static and high frequency dielectric permittivity, τ is

the relaxation time, andα, taking the value between 0 and 1, describes
the distribution of relaxation times. For an ideal Debye relaxation α=
0. For α<0 the loss peaks are broader and deviate in shape from the
symmetric Debye peak [35]. The frequency-independent dc con-
ductivity contributes only to the imaginary part of permittivity (ε″)
through the term σ ωε/DC 0, whilst the frequency-dependent ac con-
ductivity represented by UDR ansatz [34,35], influences both ε′ and ε″
through terms −( )σ ε tan ω( / ) πs s

0 0 2
1 and −σ ε ω( / ) s

0 0
1, where σ0 is a pre-

power term and s is a frequency exponent which takes values between 0
and 1.

The fits of ε′(ω) and ε″(ω), based on Eq. (1), are presented with solid
lines on Figs. 4(a) and 4(b) and the values of fit parameters for
Bi1−xHoxFeO3 samples are summarized in Table 2. The values of σDC
and σ0 for Bi1−xHoxFeO3 samples, based on the fitting results, are
presented in Fig. 4(d). BFO sample has relatively high σDC value of
6.1·10−9 Ω−1 cm−1, whereas the value of σ0 is an order of magnitude
lower. These values are comparable with reported data [15,33,36]. It
can be concluded that the permittivity of BFO sample is dominated by
the leakage current contribution, whereas the ac dependent mechan-
isms are less prominent. Among the Ho-doped samples with R3c

1μm 100nm

1μm 100nm

b)

a) c)

d)

Fig. 2. SEM images of a) BiFeO3 and b) Bi0.85Ho0.15FeO3 samples. High-magnification SEM images of the c) BiFeO3 and d) Bi0.85Ho0.15FeO3 samples.
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structure, the highest dc and ac conductivity exhibits the BFHO5
sample, meaning that leakage current and grain boundary or interface
effects can be a cause of permittivity dispersion and its higher value at
lower frequencies. This finding offers an explanation for the collosal
dielectric constant of Ho doped samples found by Song et al. [20]. The
σDC and σ0 values of BHFO7 sample are much lower than in BFO and
BHFO5 samples. Despite the fact that the amount of secondary phase in
BFHO7 is almost the same as in pristine BFO and having in mind that
BFHO5 sample is phase pure, it seems that BHFO5 and BFO samples are
more conductive than BHFO7 sample. This fact can explain the flat
frequency dependence of ε′(ω) and ε″(ω) (Figs. 4(a) and (b)) of BHFO7
sample and imply that the presence of secondary phase has no great
influence on the BFO conductivity, but defects in the form of oxygen
vacancies and grain boundary or interface effects play a major role in
the conductivity of BHFO5 and BFO samples. A significant increase of
σDC value, which is almost twice as large as in pristine BFO and BHFO5
samples, was found in a case of BHFO10. Although it is expected that
increased Ho doping reduces the leakage current due to the suppressed
concentration of oxygen and bismuth vacancies, this sample seems to be
more leaky than the pristine BFO. The σDC value, higher than in all the
other samples, and pronounced dispersion of ε″(ω) implies that the
leakage current affects the dielectric properties of BHFO10 to a great
extent.

The changes in dielectric properties of BHFO10 sample can be re-
lated to the appearance of orthorhombic phase, because the dielectric
properties are dependent on the sample structure and therefore can be
modified near the phase transformation boundary [3]. The dc and ac
conductivities were significantly reduced in BHFO12 sample, whereas
BHFO15 sample, for which orthorhombic phase prevails, had an order
of magnitude lower dc conductivity (5.7·10−10 Ω−1 cm−1) than the
BFO (6.1·10−9 Ω−1 cm−1). Therefore, we argue that higher Ho content
reduces the leakage current, and weakens the ac conductivity con-
tribution to the dielectric response. The frequency dependence of di-
electric loss (tan δ) of Bi1−xHoxFeO3 samples is presented in Fig. 4(c).

The dielectric loss follows a trend similar to the permittivity in the
frequency range of 100 Hz to 8 MHz, i.e. it decreases with increasing
frequency. The BFO, BHFO5 and BHFO10 samples have higher tan δ
value than other Ho-doped samples with pronounced dispersion at
lower frequencies. There is an indication of dielectric relaxation peak in
conductive BFO and BHFO10 samples at frequency of 5 kHz, which can
be ascribed to the carrier hopping process between Fe2+ and Fe3+ ions
inside the particles [37] or to the hopping along the Fe2+-VO

• -Fe3+

chain [38]. This peak is slightly shifted to lower frequency in BHFO5
sample. This low frequency relaxation can be attributed to the grain
boundary conduction [39]. Reduced tan δ values and the absence of
relaxation peaks in BHFO7, BHFO12 and BHFO15 samples point at an
increased resistivity of these samples.

Polarization-electric field (P-E) hysteresis loops of Bi1−xHoxFeO3

samples, measured at frequency of 100 Hz, are presented in Fig. 5(a).
The BFO sample has an unsaturated P-E loop due to non negligible
contribution of leakage current (σDC = 6.1·10−9 Ω−1 cm−1). The
maximal polarization, remnant polarization (Pr), and coercive field (Ec)
reached the highest values in BFO sample and decreased with Ho-
doping. The BHFO5 sample has a pinched P-E loop, characteristic for
leaky materials. The permittivity analysis has shown that BHFO5 is less
resistive than BFO and that grain boundary effects and leakage current
dominate its dielectric properties. Therefore, the degraded ferroelectric
properties can be attributed to the presence of oxygen vacancies and
valence fluctuations of Fe ions (between Fe3+ and Fe2+), because the
appearance of oxygen vacancies and Fe2+ ions, especially at grain
boundaries, is unfavorable for the polarization switching. The study of
dielectric properties has shown that BHFO7 is more resistive than BFO
and BHFO5. This fact explains slightly improved P-E loop compared to
BHFO5 sample, but still lower Pr and Ec values than in BFO can origi-
nate from a decrease in stereochemical activity of Bi lone electron pair
with increase of Ho content. P-E loops of the BHFO10, BHFO12 and
BHFO15 samples are very similar to the P-E loops of BHFO5 sample.
The degraded ferroelectricity of BHFO10 mainly originates from the
contribution of dc conductivity (σDC) which is the highest among all
analysed samples (see Fig. 4(d) and Table 2). Although BHFO12 and
BHFO15 samples are more resistive than BFO and all the other Ho-
doped samples, their ferroelectric properties are degraded because of
the possible appearance of paraelectric phase regions in highly Ho
doped BFO. This is supported by the changes noticed in the Raman
spectra of these samples. Near the ferroelectric-paraelectric phase
transition, the intensities of the Raman modes characteristic for Bi–O
bonds [28] were reduced in BHFO12 sample and have almost dis-
appeared in BHFO15 sample.

Furthermore, the presence of orthorhombic phase increases the
breakdown field strength of Bi1−xHoxFeO3 samples (inset of Fig. 5(a)).
The breakdown in BFO and Bi1−xHoxFeO3 samples with rhombohedral
structure (x< 0.1) happens at the applied electric fields of around
20 kV/cm. The BHFO10 and BHFO12 samples, in which rhombohedral
and orthorhombic phase coexist, withstand applied fields that are ap-
proximately twice as high. The BHFO15 sample in which orthorhombic
phase prevails, withstands even higher electric fields (> 50 kV/cm)
without breakdown (marked with arrow on the inset). The reason can
be found in reduced dc conductivity of BHFO15 and in increasing
number of Ho–O bonds with large bond energy, almost two times larger
than the Bi–O bond [15]. Knowing that BHFO15 sample withstands
high external fields without breakdown, the P-E loops of BHFO15
sample were measured at different testing frequencies from 2 Hz to
100 Hz under the applied field of 50 kV/cm, as shown in Fig. 5(b). It is
obvious that P-E loops exhibit frequency-dependent behavior by
showing rapid increase of Pr, Ec and maximal polarization at lower
frequencies. Frequency dependence of the 2Pr for BHFO15 sample is
presented in the top-left inset of Fig. 5(b), from which it is clear that 2Pr
has the highest value of 0.21 μC/cm2 at 2 Hz and rapidly decreases to
0.07 μC/cm2 at 20 Hz. The P-E loops of BHFO15 measured in a high
amplitude electric field of 100 kV/cm and at low frequencies of 1 Hz

Fig. 3. Room-temperature Raman spectra of the Bi1−xHoxFeO3 (0≤x≤0.15) samples
together with the deconvoluted Raman spectrum of pristine BiFeO3.
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and 2 Hz are presented in the right-bottom inset of Fig. 5(b). The 2Pr
value is larger by a factor of two than the one obtained at the same
frequency in the field of 50 kV/cm. Such a behavior can be explained by
the effect of external field on the reorientation of defect dipoles and
their role in domain wall switching in BFO. The presence of mobile,
single defects (like ′′′VBi ,VO

• orVO
••) or defect complexes (oxygen vacancy-

cation associated dipoles) in BFO plays an important role in the domain
wall pinning. It leads to the deterioration of polarization-switching
properties by suppression of intrinsic polarization and increase of
leakage current. The ferroelectric domain depinning can be achieved by
applying high electric field or can be favoured at elevated temperatures
and a secondary re-oxidation annealing [40–43]. On the other hand, in
high electric fields the defect complexes can orient along the direction
of spontaneous polarization and follow the domain switching, enhan-
cing polarization properties of BFO [42–45]. Inherent defect dipoles are
expected not to switch during fast field cycling, since their reorientation
takes more time than the domain switching process. Therefore, the
influence of defect dipole polarization on the overall polarization can
be seen in high fields at low frequencies, as defect complexes can keep
up with reversal of the field and contribute to the bulk ferroelectric

polarization [40,44]. It is plausible to suppose that inherent defect
complexes like ′ −′′V VBi O

••, ′ −+Fe V
Fe O

•
2 or ′ −+F e V

Fe O
••

2 form during the
crystallization process in Bi1−xHoxFeO3 samples. Among all
Bi1−xHoxFeO3 samples, only BHFO15 sample has supported high ex-
ternal field of 50 kV/cm which can induce defect dipole reorientation.
By applying strong external field at low frequencies, defect dipoles can
orient along the direction of spontaneous polarization following the
domain switching. With increasing of the field strength to 100 kV/cm
and by lowering the frequency to 1 Hz, the effect of defect dipolar
polarization was more pronounced. Therefore, the reorientation of in-
ternal defect complexes under high external field gives rise to the en-
hancement of intrinsic polarization of BHFO15 sample.

4. Conclusions

In summary, the phase transformation from rhombohedral to or-
thorhombic phase induced by increased Ho substitution, affected to a
great extent the dielectric and ferroelectric properties of Bi1−xHoxFeO3

nanopowders. The frequency dependent permittivity was analysed
using combined model which incorporated Debye-like dielectric

Fig. 4. Room-temperature (a) real (ε′) and (b) imaginary (ε″) part of the complex permittivity. Full lines present the corresponding fits applying the combined model (Eq. 1), (c) loss
tangent (tan δ) and (d) the dependence of σDC and σ0 values on Ho content for Bi1−xHoxFeO3 samples.

Table 2
The fitting parameters for Bi1−xHoxFeO3 samples obtained from combined model.

Parameter BFO BHFO5 BHFO7 BHFO10 BHFO12 BHFO15

α 0.55 0.69 0.65 0.69 0.60 0.67
τ(s) 5.3·10−6 2.2·10−6 5.2·10−5 1.2·10−5 5.6·10−5 3.2·10−5

s 0.79 0.66 0.80 0.85 0.78 0.75
σ0(Ω−1 cm−1) 5.0·10−10 1.8·10−9 1.1·10−10 5.6·10−10 2.5·10−10 7.2·10−10

σDC(Ω−1 cm−1) 6.1·10−9 7.6·10−9 3.6·10−9 1.3·10−8 7.7·10−10 5.7·10−10
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response and dc and ac conductivity contributions. It was shown that
not only dc conductivity, but also grain boundary and interfacial effects
were much reduced in biphasic Bi1−xHoxFeO3 (x> 0.1) samples. The
dominant presence of orthorhombic phase in Bi0.85Ho0.15FeO3 sample
has stabilized the perovskite structure of BFO, significantly increased
the breakdown field and improved BFO electrical performances. In high
external electric fields (50 kV/cm and 100 kV/cm), P-E loops of
Bi0.85Ho0.15FeO3 sample manifested strong frequency dependence and
abrupt increase of remnant polarization and coercive field at low fre-
quencies. It was proposed that defect dipoles were oriented along the
direction of spontaneous polarization, following the domain switching,
and were therefore a primary cause of the enhanced polarization
properties of Bi0.85Ho0.15FeO3 sample. Although it is well established
opinion that appearance of orthorhombic paraelectric phase degrades
ferroelectricity of BFO, our study contributes to better understanding of
polarization mechanisms in biphasic bismuth ferrite.
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Coherent manipulation of single electron spins with Landau-Zener sweeps
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We propose a method to manipulate the state of a single electron spin in a semiconductor quantum dot (QD).
The manipulation is achieved by tunnel coupling a QD, labeled L, and occupied with an electron to an adjacent
QD, labeled R, which is not occupied by an electron but having an energy linearly varying in time. We identify
a parameter regime in which a complete population transfer between the spin eigenstates |L↑〉 and |L↓〉 is
achieved without occupying the adjacent QD. This method is convenient due to the fact that manipulation can be
done electrically, without precise knowledge of the spin resonance condition, and is robust against Zeeman level
broadening caused by nuclear spins.

DOI: 10.1103/PhysRevB.94.241301

Introduction. The initialization, manipulation, and readout
of single electron spins in an efficient way are necessary for the
implementation of single electron spin qubits [1]. Spin-orbit
interactions and stray magnetic fields of micromagnets provide
a necessary toolkit to control the single electron spin [2–7]. In
electric dipole spin resonance (EDSR), microwaves drive an
electron to oscillate in the spin-orbit field and/or the magnetic
field gradient, producing a coherent spin rotation.

The Landau-Zener-Stückelberg-Majorana (LZSM) model
[8–11] is one of the few analytically solvable time-dependent
problems in quantum mechanics. It has found applications
modeling nanoelectromechanical systems [12], optomechani-
cal systems [13], Bose liquids [14], molecular magnets [15],
Rydberg atoms [16], superconducting qubits [12,17–20], and
semiconductor singlet-triplet qubits [21–23]. In the LZSM
model the energy difference between two coupled states is
varied linearly in time, while the coupling between the states
is time independent. This results in a transition between the
states with the probability determined by the coupling constant
and the rate of the sweep.

Unlike the two-level LZSM problem, multilevel LZSM
problems are not exactly analytically solvable for a general
case [24–30]. Chirped Raman adiabatic passage (CHIRAP)
[31,32,32–34] and similar techniques [35–41] allow for the
efficient transfer of populations between two uncoupled levels.
In order to utilize CHIRAP, the energy of the radiatively
decaying state is varied linearly in time with laser pulses having
chirped frequencies.

Equivalently to CHIRAP, the goal of our scheme is to
transfer the population between two uncoupled levels |L↑〉 and
|L↓〉 by coupling the levels of the L electrostatically defined
quantum dot (QD) in a time-independent manner to an adjacent
electrostatically defined quantum dot, whose energy is linearly
varying in time [42]. It should be noted that, as the probability
to occupy the adjacent quantum dot R remains negligible
in this scheme, the states in the R QD can be extremely

*marko.rancic@uni-konstanz.de
†dimitrije.stepanenko@ipb.ac.rs

susceptible to relaxation without influencing the efficiency
of our scheme. The scheme under study is also applicable to
coupled donors [43] and coupled donor-dot systems [44].

We discuss two possible realizations of our scheme. In the
first realization the R quantum dot has significantly larger
Zeeman splitting than the L quantum dot. Then, the scheme
operates even in the case when the rate of non-spin-conserving
tunneling events is significantly smaller than the rate of
spin-conserving events. This regime is often present in GaAs
double quantum dots. In the second realization the Zeeman
splittings of the left L and right R quantum dots are comparable
in magnitude but the rates of spin-conserving and non-spin-
conserving tunneling events must be comparable. This regime
can be reached for electrons in InAs double quantum dots and
holes in GaAs double quantum dots.

The Hamiltonian. We model a situation where the electron
spin is localized in the L quantum dot. The energy of the R

quantum dot is varied linearly in time (Fig. 1),

H (t) =
∑

c

∑
σ

Ec,σ (t)|cσ 〉〈cσ | + τ
∑

σ

∑
c �=c̄

|cσ 〉〈c̄σ |

+ τ�

∑
σ �=σ̄

∑
c �=c̄

|cσ 〉〈c̄σ̄ |. (1)

The sum over the charge states runs over the left and the
right quantum dots, c = L,R, and the sum over spin states
runs over spin-up and spin-down states σ = ↑,↓. Furthermore,
Ecσ represents the energy with charge state c and spin state
σ . The energies of the L quantum dot are time independent,
EL↑ = �EL/2, EL↓ = −�EL/2, where �EL is the Zeeman
splitting in the left quantum dot. The energies of the R quantum
dot are time dependent with a linear time dependence, ER↑ =
�ER + βt , and ER↓ = βt , where �ER is the Zeeman splitting
in the right quantum dot, t is time, and β the Landau-Zener
velocity (see Fig. 1).

The off-diagonal terms in the Hamiltonian are the
spin-conserving tunneling amplitude τ , and the non-spin-
conserving tunneling amplitude τ�. The non-spin-conserving
tunneling can appear due to spin-orbit interaction or be induced
by the stray field of the micromagnet, which is inhomogeneous
in the tunneling direction [45,46].

2469-9950/2016/94(24)/241301(5) 241301-1 ©2016 American Physical Society
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FIG. 1. The energy diagram. We initialize the electron in the |L↑〉
state, with the R quantum dot being higher in energy. We ramp the
energies of the states in R quantum dot with a Landau-Zener velocity
β. In the figure, β < 0. The goal of our scheme is to find a parameter
regime in which the adiabatic evolution path is followed (red dashed
arrow). The Zeeman splittings of the L and R quantum dots are
marked as �EL and �ER , respectively.

Different Zeeman splittings. We initialize the system in
the |L↑〉 state, at a negative instance of time −T/2. If the
product of the Landau-Zener velocity β and the total duration
of the Landau-Zener sweep T is smaller than the Zeeman
splitting of the right quantum dot �ER > βT , and if the R

quantum dot is initially positively detuned with respect to the
L quantum dot, our system behaves as an effective three-level
system. Furthermore, if the evolution of the system is adiabatic
(τ 2,τ 2

� � β�), the system will remain in the instantaneous
eigenstate of the Hamiltonian for the entire duration of the
Landau-Zener sweep T . Given all these assumptions, we can
calculate the adiabatic eigenvectors, and therefore the time
evolution of our three state probabilities,

PL↑ = τ 2
�

|λ(t) + �EL/2|2
N (t)2 , PL↓ = τ 2 |λ(t) − �EL/2|2

N (t)2 ,

PR↓ =
∣∣λ(t)2 − �E2

L/4
∣∣2

N (t)2 , (2)

where λ(t) is the appropriate adiabatic eigenvalue [see the
Supplemental Material [47] for the expression for λ(t)] and
N (t) is the normalization of the adiabatic eigenvectors. For
simplicity, we have omitted to explicitly state that λ(t) is
also a function of �EL, β, τ , τ�. Depending on the values
of τ and τ�, λ(t) = 0 close to t = 0 (for τ = τ�), λ(t) = 0
at t > 0 (for τ > τ�), and λ(t) = 0 at t < 0 (for τ < τ�).
Furthermore, the adiabatic eigenvalue takes the following
values, λ(t = ∓∞) =±�EL/2, −�EL/2 � λ(t) � �EL/2,
for every t . Therefore, the maximal possible occupation prob-
abilities are P max

L↑ ∼ τ 2
��E2

L, P max
R↓ ∼ �E4

L, P max
L↓ ∼ τ 2�E2

L.
If τ,τ� � �EL, no significant population will occupy the R

quantum dot, PR ≈ 0 at every instance of time (see Fig. 2), and
a complete population transfer between the spin eigenstates
|L↑〉 and |L↓〉 occurs.

In contrast to EDSR techniques, our scheme does not
require precise knowledge of the spin resonance condition
�EL and operates without microwaves. However, in order for
our scheme to be successful, a necessary requirement is that the
quantum dots have significantly different Zeeman splittings
�EL � �ER . For a typical double quantum dot system

FIG. 2. The comparison between the numerically computed
probabilities [obtained from evolving the state using the Hamiltonian
of Eq. (1)] (Num) and analytic adiabatic three-level probabilities
Eq. (2) (An). The parameters of the plot are the Landau-Zener velocity
β = 5 × 103 eV/s, the tunnel coupling τ = 6.5 μeV, corresponding
to an interdot separation of l = 179 nm (for more information, see
the Supplemental Material [47]), the non-spin-conserving tunnel
coupling τ� = 0.25τ , the external magnetic field Zeeman splitting in
the left QD �EL = 1 μeV, and Zeeman splitting in the right quantum
dot �ER = 200�EL. The inset represents the magnification of the
occupation probabilities of the states in the R quantum dot.

where the distance between the quantum dots is ∼200 nm,
the required gradient would be dBz/dx ∼ 10 T/μm, which is
for a factor of 10 larger than the currently maximally achieved
experimental value [6,48]. A possible way to induce a large
enough difference of Zeeman energies between quantum dots
is to engineer the g factor of one of the quantum dots L to
be almost zero, and engineer the g factor of the R QD to be
significantly larger [49–52]. This could be achieved by locally
inducing different content of Al in the GaAs mixture [50].

Equal Zeeman splittings. Again we initialize the system in
the |L↑〉 state, at a negative instance of time −T/2. Another
way for our scheme to be successful is that the magnitude
of spin-conserving and non-spin-conserving tunnelings are
comparable, τ ≈ τ�. The requirement for our scheme to work
is τ/τ� ∼ 4l/3�SO ≈ 1 can be fulfilled in InAs [53]. Here, l is
the interdot separation and �SO is the spin-orbit length, defined
by [54,55] �SO = �/m∗√cos φ2(β − α)2 + sin φ2(β + α)2,
for a two-dimensional electron gas (2DEG) in the (001)
plane. Here, m∗ is the effective electron mass, φ is the
angle between the [110] crystallographic axis and the interdot
connection axis, and β and α are Dresselhaus and Rashba
spin-orbit constants, respectively. Possible ways of controlling
the spin-orbit interaction is the variation of angle between the
external magnetic field and the spin-orbit field [56], variation
of the direction in which the double quantum dot (DQD) is
grown [57] (and therefore maximizing cos φ), isotopic control
of indium in InGaAs, or electric field control of the Rashba
constant [58,59].

In the adiabatic limit (τ 2 = τ 2
� � β�), the system will

remain in the instantaneous eigenstate of the Hamiltonian for
the entire duration of the Landau-Zener sweep T . In that limit,
we can calculate the adiabatic eigenvectors, and therefore the

241301-2



RAPID COMMUNICATIONS

COHERENT MANIPULATION OF SINGLE ELECTRON . . . PHYSICAL REVIEW B 94, 241301(R) (2016)

FIG. 3. Comparison between the numerically computed prob-
abilities [obtained from evolving the state using the Hamiltonian
of Eq. (1)] (Num) and analytic adiabatic four-level probabilities
Eq. (3) (An). The inset represents the magnification of the probability
to occupy the R quantum dot. The parameters of the plot are
the Landau-Zener velocity β = 4 × 106 eV/s, the tunnel hopping
τ = 50 μeV, corresponding to interdot distance of l = 280 nm for
m∗ = 0.023me (for more information, see the Supplemental Material
[47]), the Zeeman energies �EL = �ER = 17 μeV.

time evolution of our four state probabilities,

PL↑ = τ 2 |�(t) + �EL/2|2
Ñ (t)

2 , PL↓ = τ 2 |�(t) − �EL/2|2
Ñ (t)

2 ,

PR↓ = PR↑ =
∣∣�(t)2 − �E2

L/4
∣∣2

2Ñ (t)
2 , (3)

where �(t) is the corresponding adiabatic eigenvalue and Ñ (t)
the wave-function normalization.

The requirement that spin-conserving and non-spin-
conserving tunnel couplings are equal is due to the fact that
when �EL = �ER , the adiabatic eigenfunctions have only a
vanishing contribution of the two states of the R quantum dot
when τ ≈ τ� is fulfilled. In the case of τ � τ�, the adiabatic
eigenfunctions have only a small component in the |R↓〉 state
when �EL � τ,τ�, and the |R↑〉 state is detuned during the
duration of the Landau-Zener sweep T .

Similarly to the previous implementation of our
scheme, the appropriate adiabatic eigenvalue spans between
�(t = ∓∞) =±�EL/2, −�EL/2 � �(t) � �EL/2, for ev-
ery t , with �(t) = 0 for t ≈ 0. The maximal possible occupa-
tions of states for the case �EL = �ER are P max

L↑ ∼ τ 2�E2
L,

P max
L↓ ∼τ 2�E2

L, and P max
R↑ =P max

R↓ ∼ �E4
L/2. Equivalently to

CHIRAP, the probabilities to occupy the |R↓〉 and |R↑〉 states
are negligible at all instances of time PR ≈ 0 in the case when
τ � �EL (see Fig. 3), and a complete population transfer
between the spin eigenstates |L↑〉 and |L↓〉 occurs.

Experimental realizations. Our control scheme works
optimally when the Zeeman splitting of the L QD is small.
Furthermore, different signs of the Landau-Zener velocity and
initial detunings need to be used for different initial spin states.
We will address the problem of initializing and measuring
electron spin states when the Zeeman splitting in the L QD is
small in the remaining part of this section.

If the thermal broadening of the lead is smaller than the
Zeeman splitting of the electron spin states kBTe � �EL, the
state of the spin qubit can be initialized by tuning the chemical
potential of a nearby lead close to the |↓〉 state of the spin
qubit. When lead-to-dot relaxation occurs, the only possible
state to which the electron can relax from the lead is the |↓〉
state. Furthermore, single-shot measurement of the electron
spin state can be achieved in a similar manner [60], by tuning
the chemical potential of the lead in such a way so that only
one of the states can tunnel out of the quantum dot to the lead.

As our scheme operates optimally in low magnetic fields
kBTe > �EL, the initialization and readout, validating the
efficiency of our scheme, must be done in an alternative way,
via the R QD. The chemical potential of the lead coupled to
the R QD can be tuned between the spin states of the R QD.
After successful initialization of the |R↓〉 state, the spin is

shuttled to the |L↓〉 state, followed by a manipulation of the
spin according to our scheme.

After the manipulation stage, the modification in the current
of a quantum point contact (QPC) near R is monitored. If
the current of the QPC is unchanged, this means that the
manipulation stage did not produce any leakage to the R

quantum dot and that the spin measurement stage can follow. In
the spin measurement stage, states |L↓〉 and |R↓〉 are aligned
in energy one more time. If the electron spin was in the |L↓〉
state, a tunneling event occurs and a nearby QPC modifies its
current accordingly [61,62]. On the other hand, if the electron
spin was in the |L↑〉 state, the current of the QPC would remain
unchanged.

In the case of �EL = �ER (and therefore τ ≈ τ�) and
when �EL < kBTe, the initialization could still be achieved
by waiting a sufficiently long time for the electron spin to
relax to the thermal equilibrium state. However, spin readout
would need to be done with alternative methods, because
both spin eigenstates are energetically allowed to tunnel to
the R QD when |L↓〉 and |R↓〉 are aligned in energy. This
is why we consider the case �EL � �ER to be more likely
to implement in future experiments, and only consider the
influence of nuclear spin noise for this realization.

Errors due to nuclear spins. We model the influence of
nuclear spins as a distribution of the magnetic field in the L

and R quantum dot, centered around the external magnetic
field in the left and the right dot �EL,�ER , with standard
deviations σ = gLμBBN , χ = gRμBBN , where gL(R) is the
electron g factor in the left (right) quantum dot, μB is the Bohr
magneton, and BN is the root mean square of the distribution of
the nuclear magnetic field [63]. The influence of nuclear spins
on our manipulation scheme can be estimated by averaging the
probabilities of all relevant states over a distribution of nuclear
spins,

P̄cσ =
∫∫ ∞

−∞

Pcσ

2πχσ
e
− (�E−�EL)2+(β̃ t̃−βt)2

4σ2χ2 d(�E)d(β̃ t̃), (4)

where c = L,R, σ = ↑, ↓, with the exclusion of the detuned
|R↑〉 state.

In Fig. 4 we show how the nuclear spins influence our
control scheme in the case of no uncertainty of the magnetic
field in the right quantum dot, χ = 0. If the random nuclear
field is parallel with the external magnetic field, this gives rise
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FIG. 4. Spin manipulation in the presence of nuclear spins.
The parameters of the plot are the Landau-Zener velocity β =
5 × 103 eV/s, the tunnel coupling τ = 6.5 μeV, corresponding to
an interdot separation of l = 179 nm (for more information, see
the Supplemental Material [47]), the non-spin-conserving tunnel
coupling τ� = 0.25τ , the Zeeman energy in the left quantum dot
�EL = 1 μeV, the standard deviation in the right quantum dot
χ = 0, and the g factor in the left quantum dot gL = 1.2 × 10−3.
The inset represents occupation of the states in the R quantum dot.

to more leakage into the |R↓〉 state. However, if the random
nuclear field is antiparallel with the external magnetic field,
this gives rise to less leakage into the |R↓〉 state, and these
two effects (less and more leakage to |R〉) cancel first order in
�EL.

In Fig. 5 we present the behavior of our control scheme
under an influence of random nuclear spins in both quantum
dots. Other than the already mentioned mechanism of addi-
tional leakage, the uncertainties in the nuclear field in the right
quantum dot (and therefore the position of the level |R↓〉)
lead to reduced maximal probability to occupy the |R↓〉 state
(Fig. 5, inset, dark gray versus green circles). In contrast to
EDSR, we are able to achieve a full transfer of population
between the spin eigenstates, even when the uncertainty in the
energy difference between spin eigenstates is large (Fig. 5,
black open squares and triangles).

An effective nuclear magnetic field of unknown intensity
in the z direction is going to change the instance of time
in which the energy of the state |R↓〉 is located between
the energies of the states |L↑〉 and |L↓〉. For a nuclear
magnetic field parallel with the external field, the energy of
the state |R↓〉 is located between the energy of the states |L↑〉
and |L↓〉 at a time t < 0. In contrast to that, for a nuclear
magnetic field antiparallel with the external field, the energy
of the state |R↓〉 is located between the energies of the states
|L↑〉 and |L↓〉 at a time t > 0. A process such as this is
described with a Gaussian distribution, centered around βt

with a standard deviation χ = gRμBBN , where gR is the g

FIG. 5. Spin manipulation in the presence of nuclear spins.
The parameters of the plot are the Landau-Zener velocity β =
5 × 103 eV/s, the tunnel coupling τ = 6.5 μeV, corresponding to
an interdot separation of l = 179 nm (for more information, see
the Supplemental Material [47]), the non-spin-conserving tunnel
coupling τ� = 0.25τ , the Zeeman splitting in the left quantum dot
�EL = 1 μeV, the g factor in the left quantum dot gL = 1.2 × 10−3,
and the g factor in the right quantum dot gR = 200gL. The inset
represents occupation of the states in the R quantum dot.

factor in the right quantum dot, gR � gL. This leads to a
reduced maximal value of the occupation of the |R↓〉 state,
without changing the averaged occupation of the |R↓〉 per unit
time ¯̄PR↓(T ) = ∫ T/2

−T/2 P̄R↓(t)dt/T = const for a large enough
T . Since the nuclear spins do not affect the final probabilities,
our scheme can be operated in the presence of nuclear spin
induced decoherence, as long as the total sweep time (in
our case ∼80 ns) is shorter than the characteristic time of
nuclear spin evolution (1 μs) [63]. It should be noted that
quasistatic detuning noise yields the same effect as having an
uncertain nuclear spin distribution in the R quantum dot, and
therefore we do not address this issue separately in this Rapid
Communication.

Conclusions and final remarks. To conclude, we have
proposed a method to manipulate a single electron spin by
using Landau-Zener sweeps. Our control method is robust
against the uncertainties of the nuclear field and static charge
noise, and operates without microwaves and without precise
knowledge of the spin resonance condition.

Note added. In the process of preparing this Rapid Com-
munication, we became aware of an article [42] implementing
similar ideas for double quantum dot S − T+ qubits.
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Abstract
We study a superradiant quantum phase transition in the model of triangular molecular magnets
coupled to the electric component of a microwave cavity field. The transition occurs when the
coupling strength exceeds a critical value, dc, which, in sharp contrast to the standard two-level
emitters, can be tuned by an external magnetic field. In addition to emitted radiation, the
molecules develop an in-plane electric dipole moment at the transition. We estimate that the
transition can be detected in state-of-the-art microwave cavities if their electric field couples to a
crystal containing a sufficient number of oriented molecules.

Keywords: molecular magnets, quantum optics, quantum computing

(Some figures may appear in colour only in the online journal)

1. Introduction

The superradiant phase of a collection of emitters coupled to
common electromagnetic field mode is characterized by a
finite number of photons in the ground state of the combined
system. In the model of two-level emitters coupled to a single
cavity mode [1–4], the superradiant phase appears when the
emitter-field coupling g exceeds some critical value gc [5, 6].
Theoretical and experimental search for the superradiant
phase transition has included atoms and molecules coupled to
single- and multimode optical cavities, Josephson junction
qubits in microwave resonators, as well as ultracold atoms in
optical traps [7–11].

According to the no-go theorem [12–14], the ground
state of any collection of two-level emitters with dipolar
coupling to a mode of electromagnetic field does not contain
cavity photons. This result seems to render the superradiant
quantum phase transition impossible, and it was extended to

the case of many electromagnetic field modes and many
levels in Josephson junctions [13, 14]. However, the
superradiant phase transition was predicted to occur in the
interacting emitters as well as in an ensemble of inhomo-
geneously coupled emitters and many modes [7, 15]. It was
indeed observed in ultracold gases [9]. Here, we consider
emission from an ensemble of interacting spins, and we are
not aware of any extension of the no-go theorem that applies
to our case.

Two-level emitters interacting with the quantized
electromagnetic field of resonant cavity are described by the
standard Dicke, Jaynes–Cummings, and Tavis–Cummings
models of quantum optics [2]. Motivated by the spin-electric
coupling of molecular magnets [16], we introduce a new
model for the emitter in a cavity. The emitter degree of
freedom represents the chirality of ground-state spin texture in
a triangular molecular magnet, which interacts with the
molecule’s total spin. A crystal with oriented molecular
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magnets in a strip-line cavity is then described by a gen-
eralization of the Dicke model, see figure 1.

Molecular magnets are molecules with strong exchange
interaction and pronounced spin anisotropy in the low-energy
sector. At low energies they can be described as a set of
interacting spins localized at positions of magnetic centers.
The strong anisotropy governs the relaxation from spin-
ordered states so that the transitions occur through quantum
tunneling of magnetization over the anisotropy-induced bar-
rier. In antiferromagnetic triangular molecules, the low energy
states are two doublets of total spin =S 1 2, distinguished
by the chirality of their spin textures = C 1 2z . Symmetry
analysis then leads to the prediction that the transitions
between the states of same spin and different chiralities are
induced by external electric fields in the molecule’s plane.
This transition suggests that the spin order in these molecules
can be manipulated by an external electric fields.

We find that the cavity and molecular magnets can be
driven through the transition by modifying the direction or
intensity of the external magnetic field. The critical coupling
for the transition is magnetic field dependent, due to the
interaction between the spins within the molecules. Spin
interaction makes the ground- and low-energy excited states

coherent superpositions of entangled total spin and chirality
of the spin texture. In molecular magnets [17], the quantum
coherence was crucial for explaining the dynamics of mag-
netization: transitions between the spin states are coherent
processes, and show the interference between transition paths
[18–20] and the Berry phase [21–23]. The superradiant phase
transition would therefore provide a way to study the spin
coherence in the single-molecule magnets. In addition,
observation of the magnetically controllable transition would
prove the existence of spin-electric interaction.

Superradiance, the relaxation of an ensemble of emitters
at a rate proportional to the square of their number, is another
manifestation of coherent coupling of emitters to the quan-
tized cavity field. It was predicted to occur in the molecular
magnets, but the experimental results so far remain incon-
clusive [24–30]. As opposed to superradiance, the super-
radiant phase is a ground state property of the coupled
emitter-cavity system. Therefore, the detection of the super-
radiant phase requires measurement of the static properties of
the coupled emitter-cavity system, and not the following of
the dynamics of relaxation from the excited state.

Control of our predicted superradiant phase transition is
specific for the model of triangular spin-1/2 anti-
ferromagnetic molecular magnets, since it depend on the form
of spin-electric coupling. In addition to the specific form, the
transition requires the interaction of sufficient strength.
Experiments on molecular magnets, like charged { }Fe 4
clusters [31], and Mn ions in piezoelectric crystals [32] do
show coupling of spins to electric fields. In these cases the
electric fields modify the spin anisotropy. This interaction
may allow for a similar analysis of electrically driven super-
radiant phase transition, once the details of the spin-electric
interaction are known.

2. Model

At low energy, triangular molecular antiferromagents are
characterized by the total spin, = å =S si i1

3 , where i counts
the spins-1/2 on magnetic centers, and pseudospin-1/2
chirality C, associated with the spin texture, see figure 1. The
components of the chirality are defined in terms of spin
operators as

( · · · ) ( )= - - +C s s s s s s
1

3
2 , 1x 1 2 2 3 3 1

( · · ) ( )= -C s s s s
1

3
, 2y 1 2 3 1

· ( ) ( )= ´C s s s
1

8 2
. 3z 1 2 3

The components Cx and Cy are two-spin operators that, in
analogy with the Pauli spin operators, flip the chirality Cz,
which is a three-spin operator [16]. The operators S and C are
independent and satisfy spin commutation relations:
[ ] =S S i S,i j ijk k, [ ] =C C i C,i j ijk k, and [ ] =S C, 0i j , where i,
j, and k count the Cartesian components of spin and chirality
[16, 33]. Strong antiferromagnetic exchange between the

Figure 1. Geometry of a crystal of molecular magnets in a
microwave cavity and external magnetic field. Electric field of the
cavity mode is in the plane of the molecule (x–y), as shown on the
top panel. External magnetic field B produces the effective fields

m= gb Bmol B , which is tilted by the angle ψ from the normal ez to
the plane of the molecules, and lies in the z–x plane. The fields
˜ ( )b 1 2 form angles q1 2 with the z-axis, and define quantization
axes of spin, as shown on the bottom left panel and described in the
main text. On the bottom right panels, the effective quantization axes
of the states with energies EC ,Sz z are illustrated by arrows. The cavity
field induces transitions between the states of equal spins and
different chiralities, represented by the wavy lines. The angle
d q q= --1 2 1 2 determines the coupling strength of different
transitions.
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molecular spins constrains the total spin of the molecule to
=S 1 2. This model is valid at the temperatures below the

gap to excited =S 3 2 states, typically of the order of 10 K
in spin triangles [34].

The two degrees of freedom, S and C, couple differently
to external fields: while the spin couples to the magnetic field
via Zeeman term, the chirality couples to E , the components
of external electric field in the plane of the triangular molecule
[16]. The Hamiltonian of the molecular magnet in external
electric and magnetic fields is [16]

· · ( )= D + +H C S db S E C2 . 4z zmol SO 0

The Bohr magneton, mB, and the molecular gyromagnetic
ratio, gmol, are absorbed in the effective magnetic field

m= gb Bmol B , and we set  = 1. The zero-field splitting,
DSO, caused by the spin–orbit interaction and with a typical
strength ( )mD ~g 1 TSO B , produces an Ising coupling
between Sz and Cz, with the spin z axis normal to the
molecule’s plane [17, 34]. The chirality interacts with the in-
plane components of the electric field and, through the Ising
coupling, with S, the total spin [16, 33]. The selection rules
for electrically driven transitions in equation (4) are set by the
D3h symmetry of the molecule, and read D = C 1z . There-
fore, it is possible to access the transitions that would be
forbidden by the selection rulesD = S 1z which are valid for
the magnetic driving [33].

A crystal of N emitters interacting with a mode of the
resonant cavity is described by

( )å å= + +H H H V , 5
j

j
j

jcav 0,

where †w=H a acav describes the cavity photon, and each
·= D +H C S b S2j j z j z j0, SO , , describes a molecule interacting

with an external classical magnetic field B. The interaction
terms

( ) ( )†= +V d a a C , 6j xj ,

are couplings of molecules to the electric component of
quantized cavity field. The operator a ( †a ) annihilates
(creates) a cavity photon. The coupling constant =d d Ex0

includes both the intrinsic single-molecule spin-electric
coupling d0 and the in-plane electric field amplitude Ex. The
molecules in a crystal lie in parallel planes, so that their spin
quantization axes all point in the same direction [35] that we
label z, see figure 1. Any variation of molecular orientations,
e.g., due to crystal defects, is equivalent to a change in the
effective coupling between the molecular spins and the cavity
photons. We assume that the Zeeman coupling of S to the
magnetic component of the cavity field is weak, as in the
microwave cavities with molecules placed near the maximum
of the electric field amplitude [36], and do not include it in
equation (5).

The non-interacting Hamiltonian, = + åH H Hj j0 cav 0, ,

conserves the number of photons ˆ †=n a a , as well as the z-
components of chiralities, Cj z, . Within each simultaneous
eigenspace of n̂ and Cj z, it reduces to a spin Hamiltonian

· ( )w= + + DH n c Sb S 2 , 7j n c j j z0, ; , SO ,

where n and c are the respective eigenvalues of the operators
n̂ and Cj z, . This reduced Hamiltonian is readily diagonalized,
and we find the energies

∣ ˜ ( )∣ ( )w= +E s c nb 8n c s, ,

and the eigenstates

∣ ∣ ∣ · ( )ñ = ñ Ä = ñn c s n c sS e, , , . 9c

The effective magnetic fields are ˜ ( ) = + Dc cb b e2 zSO , with
= c 1 2, and = s 1 2 denotes the molecule’s spin

projection along ec, the direction of effective field ˜ ( )cb .
Explicitly, the molecule’s eigenstates in the Cj z, , Sj z, basis are
given by the unitary transformation ∣ ∣ ∣ñ = ñ Ä ñn c s n U c s, , , z ,
where ( )q= å -=U P i S Pexpc y1 2 c c c maps the state ∣ ñc s, z

of the molecule with chirality c and spin projection sz to the z-
axis into a state with the same chirality and the spin projection
=s sz along the rotated spin axis (see figure 1). The angles

q1 2 are

( )
( )q

y

y y
=

D +

+ D +

c b

b c b
arccos

2 cos

sin 2 cos
10c

SO

2 2
SO

2

with ψ and b denoting the polar angle and intensity of the
field b. The operators = +P c C2 1 2zc are projectors to the
states of a given chirality c.

3. Rotating wave approximation (RWA)

As opposed to the standard Jaynes–Cummings model in
quantum optics [37], the RWA for a single-molecule magnet
in a cavity cannot be obtained by simply neglecting the terms
proportional to †

+C a and -C a, since the chirality interacts with
the spin, which in addition couples to an external magn-
etic field.

To derive the RWA of equation (5) we switch to the
interaction picture, ( ) = -V t Ve ej

iH t
j

iH t0 0 , with respect to the
terms = åH Hj j0 0, that do not involve the interaction of the
molecule with the cavity electric field. Using the known
eigenvalues and eigenstates of H0, we find

( ) ( )

∣ ∣( ) ( )

( )

†

å= ¢

´ ñá - ¢ +w w
¢

-

-

- ¢V t
d

M c s s

n c s n c s a a

2
e , ,

, , , , e e , 11

j
n c s s

i E E t

i t i t

, , ,

n c s n c s, , , ,

where ( ) · ∣ ·¢ = á = = ¢ñ-M c s s s sS e S e, , j c j c is the scalar
product of the spins with projections s and ¢s on the axes ec

and -e c. Explicitly, ( ) ( )d=M c s s, , cos 2 ,
( ) ( ) d - =M s s i1 2, , sin 2 , d q q= --1 2 1 2, and the

angles q1 2 are given in equation (10).
The RWA consists of neglecting the terms in the inter-

action-picture Hamiltonian, equation (11), that oscillate with
frequencies close to molecular transitions ∣ ∣w ~ -E Eij i j , and
keeping the terms that oscillate slowly, with frequencies close
to the detuning between the transition and the cavity mode. In
this case the fast-oscillating terms average out to zero, and we
can neglect them. The resonant frequencies in our model are

(∣ ˜ ( )∣ ∣ ˜ ( )∣)w =  - b b1 2 1 2 2.r We have set the direction
of z axis so that ∣ ˜ ( )∣ ∣ ˜ ( )∣ -b b1 2 1 2 .
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The condition for the validity of the RWA is that the
molecule-cavity coupling constant d is much smaller than the
resonant frequencies,  wd r . In addition, the RWA can
reproduce the standard model of a two-level emitter when the
cavity frequency is tuned close to one of the transitions and
far from the other, e.g., ∣ ∣ ∣ ∣w w w w- -+ - . This tuning is
possible only when

∣ ∣ ( )w w-+ - d. 12r r

The condition in equation (12) can not be satisfied when
» Db ezSO , i.e., when the magnetic field axis is near the

normal to the molecule, and the magnetic field intensity is
comparable to spin-orbit splitting DSO. We will focus on the
case when both resonances have to be taken into account,
either due to the deliberate tuning of the cavity frequency, or
due to violation of equation (12). In this case, the amplitudes
of the resonant transitions vary strongly with the magnetic
field, and we will see that this leads to new effects. When
equation (12) is satisfied, the cavity can be tuned so that the
RWA leads to the Tavis–Cummings model [3, 4], and
consequently to the familiar superradiant phase transition and
a single transition resonant with the cavity, see figure 2. We
will label the critical couplings in approximations that keep a
single transitions as dc1(dc2).

After the removal of the counter-rotating terms and
switching back to the Schrödinger picture, the molecule-
cavity interaction is

( )
( )

( ) ( )

†

†

å d
d

q q

= + -

+ - +- -

⎜ ⎟⎛
⎝

⎞
⎠V d a a C S C

i a a S S C

cos

2
sin

sin cos . 13

j
j x j y j y

j x j z j y

RWA , , ,

, , ,1
2

1
2

The final Hamiltonian in RWA is = +H H VRWA 0 RWA, and
it is analogous to the Tavis–Cummings model of two-level
atoms in a resonant cavity. Similarly to the conservation of
the number of excitations in the Tavis–Cummings model,
HRWA conserves the quantity

ˆ ( ˜ ˜ ) ( )å= + + +N n S C S1 2 , 14
j

j z j z j zexc , , ,

where ˜ †= U US Sj j , with U defined above equation (10). We
interpret Nexc as the conserved number of excitations by
counting molecules in the state ∣ ∣ñ = - ñc s, 1 2, 1 2 as zero
excitations, molecules in the states ∣-  ñ1 2, 1 2 as one
excitation, molecules in the state ∣ ñ1 2, 1 2 as two excita-
tions, and each cavity photon as one excitation. We choose an
additive constant so that =N 0exc corresponds to all the
molecules in the state ∣ - ñ1 2, 1 2 and no photons in the
cavity.

4. Superradiant quantum phase transition

We study the superradiant phase transition in the rotating
wave and mean-field approximations. This amounts to sub-
stituting photon annihilation(creation) operator a( †a ) by their
expectation value á ña ( *á ña ) in HRWA, thus neglecting any
quantum fluctuations. This approximation is valid for large
photon numbers, n 1. The mean-field energy, ( )á ñE aMF is
the ground state energy of

( ) ∣ ∣ ( ) ( )åwá ñ = á ñ + + á ñH a a H V a . 15
j

jRWA
MF 2

0, RWA

We find that ( )á ñE aMF is independent of the phase of á ña ,
which we set to be real in further discussion. The mean-field
value of the annihilation operator, á ña MF is, by the self-
consistency condition, the value of á ña for which ( )á ñE aMF is
at a minimum. Similarly, the mean field state of the molecules
is the ground state of ( )á ñH aRWA

MF
MF . Without RWA, the phase

of á ña MF is set by the minimization requirement so that the
quantity is real [38].

When the cavity is decoupled from the molecules, =d 0,
the system is in the normal state, and á ñ =a 0MF . The
superradiant phase transition means the appearance of
á ñ >a 0MF for coupling strength larger than the critical value,
>d dc. We analytically determine the critical coupling dc

from the properties of ( )á ñE aMF . In the absence of photons,
( )E 0MF is a finite ground state energy of N molecules in the

ground state. For large photon numbers, the energy is domi-
nated by the free photon term, and therefore diverges,

= ¥¥ Elim a MF . Furthermore, since ( )á ñE aMF explicitly
depends only on the square of its argument,

∣¶ =á á =E 0a aMF 0 . We determine the critical coupling as the
smallest value of d for which ( )∣¶ á ñ <á á =E a 0a a

2
MF 0 .

Together with the limiting values and the zero derivative at
zero, this condition guarantees the existence of a minimum for
the mean-field energy that is lower than ( )E 0MF at some finite
value of á ña .

The procedure of minimization applied to HRWA
MF ,

equation (15), and using the RWA potential with both

Figure 2. The critical couplings in the full RWA (dcFull), in standard
RWAs near w+

r (dc1), and near w-
r (dc2), as a function of angle with

respect to the normal to molecule’s plane ψ, and the intensity b of
the external magnetic field b, respectively. Variations in either ψ or b
lead the system through the superradiant quantum phase transition
(motion along the arrows switches from >d dc to <d dc). For this
figure, the number of molecules is =N 105, and the cavity
frequency is the mean of the two resonant frequencies

( )w w w= ++ - 2r r (see text). On the first panel = Db 0.9 SO, and on
the second y = 0.6 rad.
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resonances, equation (13) gives the critical coupling

( ) ( )˜ ˜
( )w

d
=

D

+ -⎡⎣ ⎤⎦
d

b

N b b

8

cos
. 16cFull

SO

1

2

1

2

This b-dependent dcFull is one of our main results, figure 2.
The dependence is due to both the modification of the energy
levels of H0, and to modification of the coupling constants for
transitions through spin-overlap terms in equation (13). The
result, equation (16) clearly can not be explained by the usual
RWA at either of the resonant frequencies, as illustrated in
figure 2. The value of á ña MF grows as á ñ µ -a d dMF c for
>d dc, and á ñ µa NMF . We note that the mean-field

approximation can be applied to the Hamiltonian equation (5)
without the RWA, predicting the superradiant phase transition
with the critical coupling scaled by a factor of 2 form the
value in equation (16). The dependence of dc on b allows for
a controllable superradiant phase transition. Changes in dc,
given by equation (16), can lead the system into or out of the
superradiant phase, see figure 2. The measurement of the
escaping radiation as done, for example, by using input–
output theory [39], would then serve as a signature of
superradiant state [9, 40–42]. Turning the tables, identifying
the superradiant phase transition would allow to extract the
value of the spin-electric coupling constant.

The quantum properties of escaping light can not be
determined in the mean-field theory, since we assume that the
radiation is in a specific classical state described by the
expectation value á ña MF. However, in the superradiant phase
of the Dicke model, the emitted radiation is nonclassical in
the sense that is cannot be described by a positive-definite
probability distribution function [43]. We expect that there are

quantum correlations of emitted light from our system, but
their evaluation is beyond the scope of this work.

In addition to the nonzero photon occupation of the
cavity mode, see figure 3, the transition is characterized by a
change in the expectation value of the chirality. For <d dc,
the molecules are in the state with = -C 1 2j z, , with zero
expectation values of ( )Cj x y, . After the transition, for >d dc,
the in-plane components of chirality have nonzero expecta-
tion value, i.e., á ñ ¹C 0j x, in our model. The fact that only the
x-components gets a finite expectation value comes from our
phase convention for á ña , and the form of the interaction with
the electric fields [38]. The molecules develop electric dipole
moments for >d dc, and the transition can be detected by the
electric response, for example by measuring the spin-electric
susceptibility [33], as well as by the emitted radiation, lower
panels of figure 3.

5. Experimental requirements

The detection of the controllable superradiant phase transition
is possible in an experiment that would monitor the escaping
radiation or the electric response of the molecular magnets
coupled to a cavity, as they are driven through the transition
by a change in external magnetic field. The transition occurs
when >d E dx0 c, see equation (16), and the controllable
transition can be achieved for large electric field amplitude Ex

and strong molecular spin-electric coupling d0. The critical
coupling strength diminishes with the increasing number of
molecules, µ -d Nc

1 2. Other parameters that influence dc are
the strength of the magnetic field required for control and the
cavity frequency. Both are set by the zero-field splitting of the
molecular magnet, m wD » »g BSO B . The typical value of
zero-field splitting in triangular molecular antiferromagnets
[34, 44] is ·D ~ k1 KSO B. Therefore, the relevant resonant
frequencies lie in the microwave range,

( )w p= ~f 2 15 GHz, and the external magnetic fields
needed for control are ~B 1 T.

We take the estimate for the value of the molecular spin-
electric coupling constant, ∣ ∣~ -d eR100

4
0 , where R0 is the

distance between the magnetic centers in the molecule from
the ab-initio work [45, 46]. The corresponding numerical
value of the dipole moment is ~ -d 10 Cm0

32 . Assuming the
electric field amplitude w=E c Vx l , where cl is the
resonator capacitance per unit length, and V is the mode
volume, we estimate that ~E 100 V mx is achievable in
narrow strip-line cavities [47], giving = ~ -d d E 10 eVx0

11 .
Under these conditions, the controllable superradiant phase
transition will occur if the crystal coupled to the cavity
electric field contains > ~N N 10c

15 molecular magnets.
Spin ensembles of comparable effective volume were coupled
to microwaves by placing them on top of the resonators
[48–50].

Coupling such a large number of molecules to a resonant
cavity requires very dense crystals, with the intermolecular
distances about 20 times shorter than typical 1 nm, i.e., the
critical density nc is four orders of magnitude too large. There
are two molecular parameters that can be manipulated to relax

Figure 3. Response of molecules and cavity field to the changes in
direction ψ (first panel) and intensity b (second panel) of the external
magnetic field b. At the superradiant transition, the mean-field value
of the photon annihilation operator á ña MF becomes nonzero (upper
panels). At the same value of b, an in-plane electric polarization
µá ñCx appears, signaling the superradiant phase. The magnetization
normal to the molecule’s plane µá ñSz shows a more rapid change
with b then in the normal state. System parameters are the same as in
figure 2, and = ´ D-d 6 10 3

SO.
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this requirement, the zero-field splitting,DSO, and the intrinsic
spin-electric coupling strength of a single molecule, d0.
Estimating the cavity electric field from a single photon
energy in the mode volume implies wµEx . Taking into
account that the control magnetic field, b, the effective fields,
˜( )b 1 2 , and the resonant frequency, ω, all scale with DSO,
equation (16) implies

( )µ
D

n
d

. 17c
SO

0
2

Triangular molecular magnets come in great variety, and the
chemical alteration of their composition gives access to many
spin Hamiltonians at low energies. The zero field splitting can
be as low asD » ´ -3 10 KSO

2 , and potentially even lower
[51], with the values in V15, Fe8, and Cu3 complexes in the
range –-10 1 K2 [35, 51–55]. Modification of the intrinsic
spin-electric coupling, d0, can reduce the critical density even
more. Since µ -n dc 0

2, and increase in d0 does not affect any
other experimental parameter, searching for the molecules
with large d0 may be the right way to achieve the proposed
controllable superradiant phase transition in a laboratory. An
increase in d0 by a factor of 100 from the numerically
predicted value [45, 46] would bring the critical density to the
value of -1 nm 3.

The magnetic field dependent critical coupling,
equation (16), is found in the model that assumes an ideal
cavity, zero temperature, and validity of the mean-field
approach. The constraints for the realistic experiments are less
stringent. The superradiant phase appears in the system’s
ground state which is predominantly occupied at temperatures
lower than the first molecule’s excitation,
 D ~T k 1 KSO B . The time scale of relaxation to the

superradiant ground state is given by the spin relaxation time
of the molecular magnet, which can be as long as a micro-
second [44]. This time should be longer than the Rabi time of
the collective coupling between the molecules and the field
mode, i.e. there should be many Rabi oscillations before the
spins relax. For >N Nc, this requirement is satisfied due to
scaling of the Rabi frequency. In addition, the cavity decay
time should be longer than the spin decay time, which would
require the cavity Q-factor of the order –~Q 10 105 6 for long
spin coherence times of t m~ 1 ss , and less stringent

–~Q 10 103 4 for t ~ 10 nss . In superconducting stripline
cavities, the external magnetic field of the order of 1 T would
reduce the Q-factor, unless the field lies in the plane of the
strips. There is a geometry that allows for the variation of the
angle ψ between the magnetic field b and the normal to tri-
angles while keeping b in the plane of the superconductors. In
this geometry, the triangles should lie in the plane normal to
the axis of the strips. Further enhancement of Q-factor is
possible by resonator engineering [56].

As a matter of principle, it is not necessary to use the
stripline cavities, and any microwave resonator with large
regions of significant electric field and sufficient Q-factor can
support the superradiant phase transition. Manipulation of the
electric field amplitude of the cavity mode and choosing a
shape that can accommodate many molecules can be an

efficient way to reach the required coupling strength, since
µ -N Exc

2. Therefore, 3D cavities can also be used.
The disorder in the molecule’s energies due to imper-

fections of the crystal may bring some of the molecules out of
resonance and reduce the effective N below the total number
of molecules. However, the superradiant effect also sup-
presses such inhomogeneous broadening [57–59]. When the
collective coupling of many emitters exceeds the bandwidth
of their ensemble, the broadening vanishes altogether so that
even far off-resonant molecules interact strongly with the field
mode. This allows one to increase the number of active
emitters in the cavity in realistic devices.

6. Conclusions

We have introduced a model of a crystal of single-molecule
triangular antiferromagnets interacting with an external clas-
sical homogeneous magnetic field and the electric component
of a quantized cavity field. The model shows a superradiant
quantum phase transition with the critical coupling tunable by
applied magnetic field. The strong coupling regime is char-
acterized by nonzero mean photon number and electric dipole
moment in the triangle plane. With state-of-the-art cavities
and current estimates of spin-electric coupling strength, the
tunable transition is achievable for 1015 molecules coupled to
the cavity. This value can be reduced by choosing the
molecules with weak zero-field splitting DSO and strong
intrinsic spin-electric coupling d0. Observation of the pre-
dicted transition and its magnetic field dependence can serve
as a probe of spin-electric interaction. While our models
describes triangular single-molecule magnets, it can be
extended in order to study of other emitters described by
entangled discrete degrees of freedom.
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1.  Introduction

Spins of electrons confined to the single-electron quantum 
dots have been proposed as carriers of quantum information in 
solid-state quantum computers [1, 2]. They were the focus of 
intense theoretical and experimental investigation, leading to 
the understanding of the mechanisms of spin interactions with 
the surrounding semiconductor substrate through spin–orbit 
interaction and hyperfine coupling to the nuclei, as well as the 
interaction between the spins on neighboring quantum dots [3]. 
Spins in single-electron quantum dots coupled by the effective 
spin Hamiltonian are the basis for quantum computing schemes 
of ever simpler control and better coherence properties.

Encoding a qubit into states of few spins offers a trade-off 
between the number of used quantum dots and the complexity 
of required control mechanisms. With the original single-spin 
encoding [1], implementation of the quantum gates requires 
control of exchange interaction between the neighboring 
quantum dots, as well as of the rotations of individual spins 
about two, preferably orthogonal, axes. The requirement for 
two independent axes of rotation proved to be experimentally 
challenging. Encoding a qubit into states of a pair of spins 

reduces the control requirement to the exchange interaction 
and rotations about a single axis. A rather useful technique 
for electrically controlled qubit rotations is the electric-
dipole-induced spin resonance [4–7]. In this implementation,  
spin–orbit interaction [8–11] and nuclear spins [12–15] are 
typical sources of anisotropy, but they are also the main 
sources of spin decoherence. The control requirements are 
reduced even further by encoding the qubits into states of 
three spins. With the isotropic spin exchange interaction as 
the only resource, quantum computation is possible in three 
spin qubits encoded into states of equal total spin and equal 
projection of this total spin to the quantization axis [16–20]. 
Sequences of few tens of interaction pulses that produce a set 
of quantum gates sufficient for quantum computation have 
been found both numerically [16] and analytically [17–20].

A recently developed scheme for quantum computation, 
based on three-spin resonant exchange qubits, uses periodic 
modulation of the exchange interaction between the quantum 
dots to implement quantum gates [21–23]. In this and other 
three-spin qubits the strongest interaction, isotropic exchange 
JijSi · Sj  between the spins within a qubit, does not mix the 
logical qubit states with other states of the three spins [24]. 
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The scheme relies on the isotropic exchange form of interac-
tion between the spins, and on the independence of the inter-
action between two spins on the third one. This requirements 
should be well satisfied when the spin–orbit interaction is 
weak and when the dots that are not involved in the current 
spin operation are well separated from the ones that are.

The quantum dots are described in terms of interaction 
between their spins. Therefore, developing a simple predic-
tion of the effective spin Hamiltonian for electrons bound to 
quantum dots is useful for predicting the behavior of spins 
in experiments. In this work, we find the effective interac-
tion between the spins in a triplet of quantum dots that can 
represent either a single three-spin qubit or a pair of spins 
involved in a quantum gate in the presence of a third spin 
[25]. The model that we use includes a potential of a triple 
dot, Coulomb repulsion between the electrons, an external 
magnetic field [26] and spin–orbit interaction. As opposed 
to earlier work [27–29], we derive the full triple dot effec-
tive Hamiltonian suitable for description of experiments on 
multiple spin qubits, and do not rely on the approximation 
of decoupled double dot, while taking the spin–orbit interac-
tion into account. The calculations are done at the level of 
Hund–Mulliken approximation, including one orbital state 
per quantum dot, leading to the effective Hubbard model and 
the low-energy effective spin Hamiltonian. We quantify the 
deviations of these resulting interactions from the ideal case 
of pairwise isotropic interactions independent from the third 
dot outside the pair. Spin–orbit interaction, to the lowest order, 
is described by the pairwise Dzyaloshinsky–Moriya interac-
tion between the spins. The presence of the third dot leads to 
small changes in the interaction strength and its anisotropy. 
With the exception of the linear arrangement of the dots, the 
symmetry axis of the effective spin interaction depends on 
the position of the third dot. The magnetic field adds a small 
three-body term, in agreement with the earlier results [27–29].

In section 2 we introduce the model of triple quantum dot. 
In section 3 we derive the effective spin Hamiltonian for var-
ious geometries. In section 4, we discuss the isotropic inter-
action, and find the influence of the position of the third dot 
on the pairwise spin interaction. In section 5, we discuss the 
anisotropy in spin interaction and its variations as the geo-
metric arrangement of the dots goes from linear to triangular. 
We present our conclusions in section 6.

2.  Model

We consider a system of three coupled quantum dots (QDs) 
with three conduction band electrons bound to them. The 
dots are modeled by a potential with the minima at the posi-
tion of the dots. Electrons in the potential minima interact 
through Coulomb interaction, feel the influence of the sub-
strate through spin–orbit interaction, and move in an external 
magnetic field. The system Hamiltonian is

H = H0 + C + HSO + HZ,� (1)

H0 =
∑

i=a,b,c

hi,� (2)

hi =
1

2m
(pi + qA(ri))

2
+ V(ri),� (3)

C =
∑
i�=j

1
4πε0εr

e2

|ri − rj|
,� (4)

HSO =
∑

i=a,b,c

HD,i + HR,i,� (5)

HZ =
∑

i=a,b,c

gµBB · Si.� (6)

The single-particle noninteracting Hamiltonians hi describe 
an electron in the quantum dots potential V(ri), and in the 
magnetic field derived from the vector potential A(r). We 
model the potential that binds the electrons to the triple dot as

V(r) =
∑

i=a,b,c

mω2
0

2

(
1 − h

λ2

)(
(r−Ri)

2e−
mω2

0
2λ2�

(r−Ri)
2
)

+ �ω0h
(

1 − e−
mω2

0
2λ2�

(r−Ri)
2
)

.

�

(7)

This potential separates into three harmonic wells of frequency 
ω0 near the minima at r = Ri, i = a, b, c. The effective Bohr 
radius of a single isolated harmonic potential at the position of 
a dot is aB =

√
�/mω0 . We use �ω0 = 3 meV [30], a typical 

value obtained in the experiments. The mass m is the con-
duction band electron effective mass, and for GaAs quantum 
dots it is m = 0.067 me, where me is the electron mass. The 
potential is parabolic in the vicinity of minima located at Ri, 
and the parabolas are cut off by a Gaussian of width λaB. The 
parameter h controls the depth of parabola. With parameter 
values h = 3 and λ = 0.2 the potential can host well localized 
and interacting spins.

Coulomb interaction of the electrons is described by C. We 
have used unscreened Coulomb potential with the effects of 
the host material described by the dielectric constant εr. For 
GaAs, εr = 13.1.

Quantum dots are most often fabricated in two-dimensional 
electron gas (2DEG) within a III–V semiconductor. This typ-
ical host material for QDs shows both the Dresselhaus [31] 
and Rashba [32] SO interactions, and to a good approximation 
they are both linear in crystal momentum components. The 
form of SO coupling is constrained by the symmetry of the 
structure, and for GaAs 2DEG grown in [0 0 1] crystallo-
graphic direction it can be written as

HSO = Ω(k) · S,� (8)

where

Ω(k) = (−fDk[100] + fRk[0 1 0])ex

+ (−fRk[1 0 0] + fDk[0 1 0])ey,�
(9)

and fR and fD are Rashba and Dresselhaus parameters, 
respectively. The values of the parameters are fixed by the 
substrate composition and the shape of the potential well 
of the 2DEG. Components of wave vectors in the crystal-
lographic frame are expressed in our coordinate system as 
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k[1 0 0] = cos θkx + sin θky and k[0 1 0] = − sin θkx + cos θky. 
The geometry of the dots is described by the angle θ that 
the x axis makes with [1 0 0] crystallographic direction, see 
figure 1.

Orbital effects of the magnetic field are due to the 
field component in the direction normal to the quantum 
dots. This field couples with electric charge through 

the  vector potential A = Bz
2 (−(y − Y0), (x − X0), 0), where 

(X0, Y0, 0) = R0 = (Ra +Rb +Rc)/3 is the position of the 
center of three dots. This choice of gauge preserves the sym-
metry of triangular arrangements in the presence of magnetic 
fields. Zeeman term, HZ, couples magnetic field and electron 
spins

HZ =
∑

i=a,b,c

gµBB · Si,� (10)

where g is the g-factor (g ≈ −0.44 for GaAs), and µB is the 
Bohr magneton. Zeeman splitting is much smaller than the 
relevant orbital energies gµBBz/�ω0 ∼ 0.03 for magnetic 
field of interest in this system. We can neglect the Zeeman 
splitting when we deal with orbital degrees of freedom and 
include it later in the effective Hamiltonian.

3.  Effective Hamiltonian

Experiments and quantum computing schemes that involve 
qubits in single-electron QDs are described in terms of effec-
tive spin Hamiltonians in which each electron spin is assigned 
to one of the QDs in the device [15, 16, 19, 20, 33–35]. This 
picture is appropriate in the limit of well localized electronic 
orbitals with small overlaps. Orbital excitations beyond the 
ground state within the quantum dots are separated by an 
energy of the order �ω0, and can be safely neglected in a 
typical quantum dot potential. At the second step, the doubly 
occupied states of the Hubbard model with a pair of elec-
trons in total spin S = 0 state sharing an orbital state are also 
removed from the model. In this final model, the orbital state 
is completely defined by the dot in which the electron resides, 
and the only remaining degrees of freedom are spins. The 

effect of the virtual transitions to doubly occupied states are 
taken into account as an effective spin interaction. The elec-
trons can be described by spins at the localized sites only if the 
Hubbard model states are localized to single dots.

An electron in the isolated QD is well described by the 
orbital ground state of a two-dimensional harmonic oscillator 
in external magnetic field. With the reduction of the dot size, 
the energy levels are split due to confinement. In the small dots 
and at low temperature, kBT � �ω0, the state of an electron 
in a quantum dot approaches the oscillator ground state in the 
presence of a magnetic field, i.e. the Fock–Darwin (FD) ground 
state [36]. Spin degrees of freedom give us two possible states 
which can be occupied by the electron in a FD state. That 
gives us 20 possible states of three electrons in three orbitals. 
We can divide these states in two groups according to their 
energies. The first group consist of eight states in which each 
QD is occupied by one electron, the second group is formed 
from 12 states where one QD is doubly occupied. We neglect 
the states in which all three electrons lie on a single dot, since 
their energy gap is larger by both the Coulomb repulsion U 
and an orbital excitation of the quantum dot.

Since the Coulomb repulsion between two electrons is 
much stronger when they occupy the same QD, the singly 
occupied state are low and the doubly occupied ones are high 
in energy. We are interested only in the eight-dimensional 
low-energy subspace of twenty-dimensional Hamiltonian H. 
These eight states encode the three-spin qubit.

The low- and high-energy space of the three-electron 
system are coupled by spin-independent terms of Coulomb 
repulsion and tunneling, as well as by the spin-dependent 
tunneling caused by the SO interaction. The effects of this 
coupling are seen as the effective interaction between the 
electrons in the low energy space. The states in the low-
energy sector all have nominally the same orbital distribu-
tion with one spin-1/2 electron in each of the dots. Therefore, 
the effective low-energy Hamiltonian describes the interac-
tion between localized spins. The Zeeman interaction does 
not affect the orbital states, and does not couple the low- 
and high-energy subspaces, so it appears in the effective 
Hamiltonian directly.

Figure 1.  Geometry of the triple dot. Linear arrangement of the dots is shown in the left panel. Dots a, b and c lie on the x axis. Dot c is 
fixed at the origin, while the other two dots are allowed to move along the x axis. Triangular arrangement of the dots is illustrated on the 
right panel. Dots a and b are positioned on the x axis. The y coordinate of dot c can vary. In the magnetic field, we translate the coordinates 
so that the center of mass of the triple dot is at the origin. The orientation of the triple dot with respect to the crystalline axes of the 
substrate 2DEG in the (0 0 1) plane of a III–V semiconductor is set by the angle θ between the x axis and the [1 0 0] crystalline axis.
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The Fock–Darwin ground state (FD) for harmonic confine-
ment centered at the dot origin (x0, y0) is

ϕ(x, y) =
√

mω

π�
e−i eBz

2� (xy0−yx0)e−
mω
2� ((x−x0)

2+(y−y0)
2),�

(11)

where ω =
√
ω2

0 +
1
4ω

2
c , and the cyclotron frequency ωc =

eBz
m  

measures the orbital’s magnetic compression. In the case of 
linear arrangement, see figure 1, we set the origin at the posi-
tion of dot c, while dots a and b move along the x axis. We 
parameterize the triangular arrangement by putting the dots 
a and b along the x axis, and the dot c on the y axis. The FD 
states in a, b and c are ϕa, ϕb and ϕc, respectively. In a zero 
magnetic field, these wave functions are real.

The FD states are non orthogonal. Their overlaps, 
Sij = 〈ϕi|ϕj〉 (i, j ∈ {a, b, c}), behave as

|Sij| ∝ exp

(
−

|rij|2

(2aB)
2

)
,� (12)

quickly decaying once the interdot distance exceeds 2aB, 
twice the effective single dot Bohr radius. The magnetic field 
in z-direction makes the overlaps complex. Explicit expres-
sions for the overlaps are given in appendix.

The calculation of matrix elements of the three-electron 
Hamiltonian is simplified if the basis single-electron orbitals 
are orthogonal. If ϕ = (ϕa,ϕb,ϕc)

T  represents three FD 
states, then the transformation Φ = S−1/2ϕ gives orthogonal 
Wannier states Φ = (Φa,Φb,Φc)

T. The resulting orthogonal 
basis is not unique. We have used the direct square root of the 
overlap matrix. Another common choice is the transformation 
that, in addition to producing an orthogonal basis, minimizes 
the spread of the resulting orbitals [37]. We choose the phases 
in Φ so that the states become real in the limit of vanishing 
magnetic field.

The Hamiltonian H, (1), acts in the space spanned by 

placing three electrons in the states c†i,s|0〉, where the index 
i = a, b, c counts the Wannier orbitals, and s = ±1/2 labels 
the spin. The matrix elements of single-particle part of H 
between FD states, 〈FD1|H0 + HSO|FD2〉, and the matrix ele-
ments of Coulomb interaction between the pairs of FD states, 
〈FD1, FD2|C|FD3, FD4〉 are calculated explicitly and pre-
sented in appendix. They are combined into matrix elements 
between the Wannier states. The effects of indistinguishability 
of the particles are accounted for by assigning the signs to 
the vacuum expectation value of the products of 8 creation 
and annihilation operators for spin-1/2 electrons in Wannier 
states when calculating the matrix elements of single particle 
operator H0 + HSO, and to the products of ten operators in 
two-particle operator C.

Resulting Hamiltonian is the Hubbard model for three 
electrons in three orbitals centered at the dots positions. The 
effective spin Hamiltonian is found by calculating the matrix 
elements of the Hamiltonian H between the states of three spin-
1/2 electrons in Wannier orbitals, and projecting the result to 
the low-energy space, using the Schrieffer–Wolff (SW) trans-
formation up to the fourth order [38, 39]. This perturbative 

calculation is valid when the separation in energy between the 
singly- and doubly-occupied states, which is of the order of 
on-site repulsion U, is much larger than the matrix elements 
connecting the states, t. In our calculations t/U < 0.25.

The effective spin Hamiltonian of three localized spin-1/2 
particles is

H =
∑

i

H(1)
i (Si) +

∑
〈i,j〉

H(2)
ij (Si,Sj) + H(3)

abc(Sa,Sb,Sc).

� (13)
In the most general case, single-, two- and three-spin inter-
actions (H(1), H(2), and H(3)) appear in (13). The dominant 
terms, H0 and C in the Hamiltonian (1) are spin-independent 
and the dominant spin interaction is two-electron isotropic 
exchangeHex(Si,Sj) = JijSi · Sj. The interactions are param
eterized as

H(1)
i = bi · Si,� (14)

H(2)
ij = JijSi · Sj + dij · (Si × Sj) + Si · Γij · Sj,� (15)

H(3)
abc =

∑
ijk

γijkSi
aS j

bSk
c,� (16)

where the isotropic exchange couplings Jij, i �= j = a, b, c are 
scalars, effective magnetic fields bi, i = a, b, c, and antisym-
metric anisotropies dij, i �= j = a, b, c are vectors, symmetric 
anisotropies Γij , i �= j = a, b, c, are symmetric traceless rank-2  
tensors, and γijk , i, j, k ∈ {x, y, z} are components of a direct 
product of three spin components that can combine into various 
rank-3 tensors. We will later use a scalar α = (1/6)

∑
i,j,k εijkγijk 

to parameterize the mixed product contribution to the three-
spin interaction H(3)

α = αSa · (Sb × Sc).
Before we proceed, we expose our goals regarding the 

analysis of the effective spin Hamiltonian, since the coupled 
quantum dots system has already been exhaustively studied 
before. The simplest way to study this problem is to use 
tight-binding t-U model [27] for spin-independent terms, 
in which magnetic field is included through Peierls phases. 
The t-U model can not be used to study dependence of 
exchange parameters on the distance of the dots and/or the 
applied external magnetic field, which also affects the tun-
neling matrix elements. In a more detailed approach [26], 
magnetic field and distance dependence are incorporated 
in the parameters of Hubbard model. We expand on these 
results in two ways and focus on the case of three electrons 
in a triple dot that is relevant for quantum computing applica-
tions. We calculate the anisotropic exchange, parameterized 
by dij, i �= j = a, b, c in the full triple-dot setup. In addition, 
we find that both this anisotropy and the dominant isotropic 
exchange parameterized by Jij, i �= j = a, b, c depend on the 
full system geometry that includes the position of the third 
dot. These parameters are important in any implementation of 
a three-spin qubit. They quantify the deviations from the ideal 
case of pure isotropic exchange, and it is for this ideal form 
of interaction that the gate implementations were developed. 
Furthermore, even in the absence of accurate predictions of 
the intensity of resulting interactions, their symmetry may 
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provide valuable information in designing the time-dependent 
spin Hamiltonians that are not affected by this deviation from 
the ideal. Having these goals in mind, we proceed with the 
analysis of the effective spin Hamiltonian.

4.  Isotropic interaction

The dominant terms in our model Hamiltonian are kinetic 
energy, confinement and Coulomb repulsion. All of these 
terms are spin-independent, so they cause an effective spin 
interaction invariant to spin rotation. Isotropic Hamiltonian 
with pairwise interaction can be written in the form

Hiso = JabSa · Sb + JacSa · Sc + JbcSb · Sc,� (17)

parameterized by the exchange interaction strengths Jab, Jac, 
and Jbc, as in (15). We analyze the dependence of these inter-
actions on the geometry of the system. Raising (lowering) 
of the barrier height between the dots has the same effect as 
an increase (decrease) of the distance between them. This 
observation connects our results with experiments in con-
trol of the exchange strength. In the heart of the effective 
spin Hamiltonian approach is the requirement that orbitals 
of electrons are well localized at the centers of the quantum 
dots. Our results suggest that this condition is satisfied for 
� > 1.5aB, and in this region t/U < 0.23. Exchange interac-
tions in the linear arrangement, with equal nearest neighbor 
distances (�ac = �bc = �), are present in each pair of dots, 
as shown in figure  2. The distance dependence reveals the 
influence of third dot on two-spin interaction. In contrast to 
the standard approach in deriving the effective Hamiltonian 
using the Hubbard model of an isolated pair of dots, with only 
nearest neighbor interaction [40], our model also includes the 

matrix elements between the dots a and b, leading to a new 
term JabSa · Sb in the Hamiltonian. This term is smaller, but 
comparable to Jac for the � < 2aB, see figure 2 (left). Since 
Jab tends to zero much faster than Jac, for � > 2.5aB it can be 
neglected.

In QD based quantum computing the control over spins is 
achieved through switching the pairwise exchange interac-
tions on and off. It is assumed that while a gate is performed 
between the spins on neighboring QDs, all the other spins do 
not interact at all. In the effective Hamiltonian (17), Hiso, indi-
rect coupling terms between the two dots are present due to 
the existence of the third dot. Second order contributions are 
smaller than the direct coupling, but observable.

Pairwise interaction between neighboring quantum dots 
depends on the position of the third one. In (figure 2 (right)), 
Jac is plotted as a function of distance cb, while the distance 
ac is fixed at 1.5aB, explicitly showing the effect of the third 
dot. In the regime of totally decoupled third dot, exchange 
interaction for the double QD case is obtained. The variations 
of pairwise exchange coupling with the position of the third 
dot, show that the interaction Jac can be controlled indirectly, 
by moving the dot b or by changing the barrier height between 
the dots c and b.

When the dots lie in a triangular arrangement, the relative 
strengths of isotropic exchange show a wider variety. We ana-
lyze these differences in an isosceles triangular arrangement 
(figure 3). The dots on x axis have the coordinates (±aB, 0), 
while y coordinate of the middle dot is moved along the y axis 
from 0.5aB (t/U  is then 0.17) to 3aB. Coupling is antiferro-
magnetic in this case, as in the case of double dot and in the 
linear arrangement of triple dot. Intensities of interactions 
Jac = Jbc decrease and tend to zero with the separation of the 
middle dot. On the other hand, Jab has a slight increase due to 

Figure 2.  Exchange interaction in a linear triple quantum dot. In 
the left panel, exchange interaction parameters are plotted versus 
distance of the dots a and c in a symmetric arrangement. Dot c 
is fixed at the origin while the other two dots are able to move in 
such manner that −a = b. Dependence of the nearest neighbor 
interaction on the position of the third dot is illustrated in the right 
panel. For the linear arrangement of the dots with a = −1.5aB and 
c = 0, dependence of Jac versus the distance of the dots bc (going 
from 1.5aB to 4aB) is plotted. Parameters of the potential are h = 3 
and λ = 0.2.

Figure 3.  Exchange interaction parameters for the isosceles 
triangular arrangement. The plot shows the strength of exchange 
interaction as a function of deviation from the linear arrangement. 
Dot a(b) is fixed at the (−aB, 0)((aB, 0)) and the c dot moves 
along the y axis from 0.5aB to 3aB. In this case Jac = Jbc, so only 
two different exchange parameters are plotted. When c =

√
3aB, 

equilateral geometry is achieved with Jac = Jbc = Jab. Parameters 
of the potential are h = 3 and λ = 0.2.
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the vanishing of negative hopping terms from a to b through 
c. Nonzero limit of Jab and zero of Jac suggest that we are in 
the regime of two dots decoupled from the third. For the equi-
lateral arrangement (c ≈ 1.73aB), Jab = Jac , as expected. The 
main difference with respect to the linear setup is that all three 
dots can contribute to the full Hamiltonian. In the equilateral 
case, the symmetry requires that the eigenstates are fully delo-
calized across the three dots, and the eigenstates of three spins 
are correlated across the dots [41–43].

In the presence of magnetic fields, the orbitals of quantum 
dots shrink, and the overlaps become complex. In the linear 
arrangement, low-energy Hamiltonian has the same form as 
(17), but the intensities and the sign of these parameters are 
magnetic field dependent. In (figure 4 (left)), we illustrate the 
exchange coupling in a linear system with ac = cb = 2aB and 
the magnetic field strength going from 0 T to 10 T. In contrast 
to the nonmagnetic case, for magnetic field 1 T < Bz < 2 T 
we observe the transition from antiferromagnetic to ferro-
magnetic coupling constants due to the long-range Coulomb 
interaction. This transition was already observed in double 
quantum dots [44]. The antiferro-ferro transition can also be 
obtained by electrical means [45]. Magnetic field contrib-
utes to the FD states through the phase factor and magnetic 
squeezing, leading to a better localization of orbitals and 
weaker interaction. This is the reason for decline of isotropic 
exchange interaction strength, see (figure 4 (left)). In (figure 
4 (right)) we illustrate the effect of the dot b on the exchange 
parameter Jac. We start with the case where ac = cb = 2aB, 
and move b so that cb goes from 2aB to 6aB. Interactions in 
this setup depend on the magnetic field. In contrast to the case 
of linear geometry, the influence of dot b on Jac is weak.

In the triangular arrangement, when magnetic field is intro-
duced, a new term,

H(3)
α = αSa(Sb × Sc),� (18)

appears in the effective Hamiltonian [27–29]. This term 
depends on the flux enclosed by the three dots loop, and van-
ishes in the linear setup. Three-spin interaction in the Hubbard 
model is described by the three hopping matrix elements, 
making it weaker than the exchange interaction by an order of 
magnitude. In the triangles with large surface area, electrons 
show more delocalization across the dots in the low-energy 
states. In order to localize these electrons at the dots, and 
make their state more similar to perfectly localized spins of 
spin-based quantum dot qubits, the dot separation need to be 
larger than in the absence of magnetic field.

This condition further means that all the gate operations 
are much slower than in the linear setup since exchange 
parameters are weaker in this case. On the other hand, three-
spin term can potentially be useful for preparation of the states 
with three-spin entanglement. The distance dependencies of 
the exchange parameters (Jab = Jac = Jbc = J) and the three-
spin interaction in the equilateral geometry are illustrated in 
(figure 5). Spins are decoupled for magnetic fields stronger 
than 2 T. In weaker fields, Bz < 2 T the exchange interaction 
and the three-spin term grow to the values that can affect the 
quantum computation.

5.  Anisotropic interaction

The spin–orbit interaction, described by HSO, introduces 
anisotropy into the effective spin Hamiltonian. The strongest 
interaction is rotationally invariant and given in (17). The 
weak terms describing tunneling caused by SO interaction, 
|Ω|/|t| ∼ 0.1 produce a second-order correction to the iso-
tropic exchange parameters in the effective spin Hamiltonian. 

Figure 4.  Exchange interaction in the magnetic field. In the linear arrangement of the dots with ac = cb = 2aB, magnetic field alters the 
exchange interaction, and can even change its sign, as seen in the left panel. In the right panel, exchange parameter Jac (ac = 2aB) is plotted 
as function of the distance cb. The couplings are markedly different in external fields of 1 T and 2 T. Parameters of the potential are h = 3 
and λ = 0.2.
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The dominant SO effect is the reduction of the symmetry of 
effective Hamiltonian, expressed as a sum of three antisym-
metric Dzyaloshinsky–Moriya (DM) terms

HDM = dab · (Sa × Sb) + dac · (Sa × Sc) + dbc · (Sb × Sc),
�

(19)
where the z components of all three d vectors are equal to 
zero. Higher-order contributions of SO interaction give the 
Γ-terms of H(2) in (15), which are another factor |Ω|/t weaker 
than HDM. We analyze only the DM terms, being the dominant 
correction to the isotropic interaction. Vectors d originate 
from the orbital Hamiltonian written in a scalar product form 
(8). On hopping between the dots, these terms flips the comp
onent of spin S along the quantization axis, with or without 
an additional phase. The hopping amplitude and the direc-
tion of spin after hopping depend on Ω(k). Matrix elements 
βij = 〈ϕi|Ω(k)|ϕj〉 of Ω(k) between FD states are calculated 
in appendix. Parameters βij depend on the geometry of the 
system (parameters a, b and c), overlap integrals Sij between 
the FD states ϕi and ϕj, Rashba and Dresselhaus parameters 
fR and fD, as well as on the orientation of the triple dot with 
respect to the crystallographic axes, as described by θ. If we 
scale every β vector by the appropriate overlap integral, we 
obtain a simple relation

βab

Sab
+

βbc

Sbc
+

βca

Sca
= 0.� (20)

Additionally, the components of these vectors are constrained 
by the geometry of triple dot to satisfy relations

βy
ab

βx
ab

=
fR cos θ + fD sin θ

fD cos θ + fR sin θ
,� (21)

βy
�c

βx
�c

=
(�fR + cfD) cos θ + (−cfR + �fD) sin θ
(cfR + �fD) cos θ + (�fR − cfD) sin θ

,� (22)

where � ∈ {a, b}. Since every FD state centered at the observed 
point is the largest contributor to the Wannier state in the same 
dot, we expect that the relation between the components of β 
parameters in (21) is paralleled by the same relation between 

the components of d parameters scaled by the isotropic 
exchange interaction strengths J. We investigate this relation 
and find the d vectors as a function of the system’s geometry, 
SO parameters fR, fD and the orientation of the system with 
respect to the crystallographic axes, θ.

In the linear arrangement, the triple dot is an extension of 
the double quantum dot, and some of the properties of the 
double quantum dot [10], also hold true in this case. For 
example, when fD = fR and θ = 3π

4 , SO effects are equal to 
zero. The ratio dy

ij/dx
ij  is independent of the dots positions,

dy
ij

dx
ij
=

fR cos θ + fD sin θ

fD cos θ + fR sin θ
,� (23)

for every pair of dots. Our numerical analysis is per-
formed for the Rashba and Dresselhaus parameters equal to 
fR = 5 meVȦ and fD = 16.25 meVȦ [46], respectively, and 

the angles θ = 0 and π/4. For θ = 0, ratio was dy

dx = fR
fD

. For 
θ = π

4 , x and y component were equal, suggesting that SO 
vectors are along the crystallographic axis, independent on 
the fR and fD. The intensities of SO vectors for the cases dis-
cussed above are plotted as functions of the nearest neighbor 
distance in (figure 6 (left)). The condition analogous to (20), 
with β vectors replaced by d vectors is never satisfied in the 
linear setup.

In three-spin qubits, anisotropy is an important source of 
deviations from the ideal behavior. We analyze the effect of 
the third dot on DM vector between the other two dots. In 
(figure 6 (right)) we show this effect for spin–orbit angles 0 and 
π/4 and Rashba and Dresselhaus parameters, fR = 5 meV Ȧ 
and fD = 16.25 meV Ȧ , respectively. The direction of DM 
vector does not change, but its intensity does. Orientation of 
the dots within the plane, described by θ, does not change the 
nature of this dependence, but only the intensities of dij.

Spin–orbit coupling always influences spins in the trian-
gular arrangement, due to the fact that all three β vectors 
cannot be zero at the same time. The vector βab is zero when 
fR = fD and θ = 3π/4, while βac vanishes when fR = fD 
and tan θ = c+a

c−a. Condition βbc = 0 yields fR = fD and 
tan θ = c+b

c−b. These requirements are compatible only when 
c = 0, i.e. with the dots in linear arrangement.

Apart from the fact that SO effects cannot be neglected, in 
this setup the directions of antisymmetric anisotropies d can 
vary. To illustrate this feature, we analyze the isosceles right 
triangle geometry (figure 7) for different orientations of the 
triple dot with respect to crystalline axes (θ = 0 and θ = π

4 ). 
In this geometry, every dot is at the same distance from the 
origin, −a = b = c and the values of fR and fD are unchanged 
from their values in the previously considered case of aligned 
dots. Using the relation (21) for this geometry we find

βy
ab

βx
ab

=
fR
fD

,
βy

ac

βx
ac

= 1,
βy

bc

βx
bc

= −1 (θ = 0),� (24)

βy
ab

βx
ab

= 1,
βy

ac

βx
ac

=
fD
fR

,
βy

bc

βx
bc

=
fR
fD

(θ =
π

4
).� (25)

Our numerical results suggest that the analogous ratios of the 
components of d vectors are reached when the dots are more 

Figure 5.  Exchange interaction parameter J and the three-spin 
term α for the equilateral triangular arrangement as a function of 
the magnetic field strength. Distance between the dots is 3.5aB. 
Parameters of the potential are h = 3 and λ = 0.2.
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than 2aB apart from each other. The relation analogous to (20) 
is never satisfied.

Equilateral arrangement is the only setup in which equa-
tion  analogous to (20) is satisfied. Due to the fact that 
Sab = Sac = Sbc, we can write it as βab + βbc + βca = 0. We 
have numerically checked that condition dab + dbc + dca ≈ 0 
holds to numerical accuracy. While this symmetry seems 
promising for reducing the effects of anisotropy in spin inter-
action on the operation of the three-spin qubit, it is always 
associated with the simultaneous isotropic exchange interac-
tion of all three spins, Jab = Jbc = Jca. Since this interaction 
conserves all the quantum numbers of encoded three spin 
qubits, it does not produce any quantum gate.

The magnetic field normal to the plane of triple dot adds 
to the anisotropy of effective spin interaction, in addition to 
squeezing of the orbitals and introduction of phases to the 
overlaps. The Dzyaloshinsky–Moriya vectors are magnetic 
field dependent since spin–orbit Hamiltonian depends on the 
momentum, acquiring the term qA in the magnetic field. We 
analyze the magnetic field dependence of anisotropy in the 
linear geometry of a triple dot. In contrast to the zero-field 
case, where β vectors were purely imaginary and ratio of their 
components was real number, in a magnetic field β has both 
real and imaginary component, so the connection with d is 
less straightforward. Our numerical analysis shows that the 
ratios of antisymmetric anisotropy components are dependent 
on the magnetic field strength and the position of the third 
dot. In (figure 8 (left)) we plot the dependence of intensity of 
antisymmetric anisotropy vectors on magnetic field strength 
for distance ac = cb = 2aB between the dots. Intensity 
reaches a minimum for the fields around 1 T. In stronger 
fields, the intensity grows until Bz = 3 T, and then declines 
towards zero. Dependence of antisymmetric anisotropy on the 

position of the third dot is studied and presented in (figure 8 
(right)) for magnetic fields of 2 T and 1 T.

For the triangular arrangement we were unable to make a 
parameterization of the dominant SO effects in terms of DM 
vectors. We believe that single-orbital model cannot describe 
the accumulated phase factor (different from 1) due to the 
magnetic field and SO field in the closed loop geometry. There 
is a way to overcome this problem by using a spin and posi-
tion dependent transformation [47, 48] which is able to gauge 
away the linear SO terms. This was done in the case of double 
QD [49], in which SO effects needed to be studied in terms of 
eigenenergies due to the basis transformation. Since our study 
is done using the fixed basis and DM parameters, it is beyond 
the scope of this work.

The dependence of effective interaction between a pair of 
spins in a triple quantum dot on the position of the third one 
is a potential tool for experimental realization of quantum 
gates. In experiments on multiple dots, the gate is applied by 
time-dependent voltages on electrostatic gates that modify 
the confinement potential. As the quantum dots position 
coincides with the local minima of confinement potential, 
and the potential is locally parabolic, the small variations 
of gate voltages are equivalent to the motion of the dots. 
Therefore, a solution of time-dependent Schrödinger equa-
tion  for our Hamiltonian with time dependent dot coordi-
nates models the spin evolution driven by a time-dependent 
voltage.

As the spin–orbit interaction is seen as a nuisance in 
exchange-only quantum computing schemes, we wish to 
find if there is a way to remove the linear SO effects in triple 
QDs. It has been shown [8] that, by the proper local rotation 
of one spin, a double QD Hamiltonian, up to the linear SO 
contribution, can be written as J(Rθ

u(Sa)) · Sb, where Rθ
u 

represents a rotational matrix for an angle θ = |d|/J  around 
an axis u = (dx, dy, 0)/θJ . There is a simple prescription 
for removing DM terms in a linear array of QDs. Since in 

Figure 6.  Dependence of anisotropy in two-spin interaction on 
geometry and on the orientation of linear triple quantum dot. 
(left) Intensity of SO parameters for the linear triple quantum dot 
in the cases of SO angles 0 and π/4. Dot c is fixed at the origin. 
Distances ac and bc are equal and vary from 1.5aB to 3.5aB. (right) 
Dependence of the DM vector dac on the position of the dot b for 
SO angles 0 and π/4. Distance ac is fixed at 1.5aB, while distance 
cb varies from 1.5aB to 5.5aB. Potential parameters are h = 3 and 
λ = 0.2. Rashba coefficient is fR = 5 meV Å and Dresselhaus 
fD = 16.25 meV Å.

Figure 7.  Intensity of SO parameters for the isosceles triple 
quantum dot for SO angles 0 and π/4 versus distance of each dot 
from the origin (−a = b = c). Potential parameters are h = 3 and 
λ = 0.2. Rashba coefficient is fR = 5 meV Å and Dresselhaus 
fD = 16.25 meV Å.
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that case nearest neighbor exchange is the dominant energy 
scale and the most quantum computation schemes use only 
this interaction [16, 18], it is enough to rotate two nearest 
neighbor spins in the same fashion as above. On the other 
hand, in triangular triple quantum dots, there is an addi-
tional freedom in the choice of time dependent interaction 
that implements a quantum gate. A different time-dependent 
Hamiltonian can be applied to each pair of spins, since now 
there is no clear distinction between nearest neighbor and 
next-nearest neighbor exchange. The question remains 
whether we can remove all three DM terms. We have a 
freedom of choice to rotate two spins in order to get rid of 
two DM terms: for instance, we are going to rotate spins 
Sb and Sc by the angles θab = |dab|/Jab  and θbc = |dbc|/Jbc 
around the vectors uab = (−dx

ab,−dy
ab, 0)/θabJab and 

ubc = (−dx
bc,−dy

bc, 0)/θbcJbc , respectively. Now that we 
have lost two DM terms, we are left with the double QD 
Hamiltonian of two rotated spins, JbcRθab

uab
(Sb)Rθbc

ubc
(Sc). This 

Hamiltonian is equal to JbcSb · Sc + dbc(Sb × Sc) if the 
condition

dab

Jab
+

dbc

Jbc
+

dca

Jca
= 0� (26)

holds. Our calculation shows that equilateral triple QD in zero 
magnetic field satisfies (26), but does not produce a useful 
gate. Therefore, architectures with the linear arrangements 
are the only ones where exchange-only quantum computation 
proceeds with a simple global redefinition of spin states. In 
other cases, spin-nonconserving transitions to noncomputa-
tional states has to be removed.

6.  Conclusions

We have studied triple quantum dot system in linear and tri-
angular arrangements. In the linear arrangement, antiferro-
magnetic exchange is present between all three pairs of dots. 
Exchange interaction between the outer dots is smaller than 
the nearest neighbor exchange but comparable to it when the 
distances of the neighboring dots is smaller than 2aB. The 
influence of the third dot on the exchange interaction between 
the other two dots is considerable for both the linear and trian-
gular system in zero magnetic field. Magnetic field suppresses 
this dependence on the position of third dot. At the critical 
field strength in the range of 1 T, we observe a transition from 
antiferromagnetic to ferromagnetic exchange parameters in 
both linear and triangular setups.

In the linear arrangement, the Dzyaloshinsky–Moriya 
vectors between every pair of dots point in the same direc-
tion, and depend only on Rashba (  fR) and Dresselhaus (  fD) 
parameters, as well as on the angle θ between the crystallo-
graphic axis and the direction connecting the dots. We have 
shown that Dzyaloshinsky–Moriya vector intensity between 
two dots is highly dependent on the position of the third one. 
When fD = fR and θ = 3π/4 the effects of spin–orbit interac-
tion vanishes, as in the case of double dot. In the magnetic 
field, dependence of Dzyaloshinsky–Moriya vectors direc-
tion on magnetic field as well as on the position of the third 
dot is observed while Dzyaloshinsky–Moriya vectors inten-
sity is less sensitive to the third dot than in a nonmagnetic 
case. Anisotropy is always present in triangular arrangements. 
In this setup, Dzyaloshinsky–Moriya vectors directions are 

Figure 8.  Dependence of two-spin interaction anisotropy on magnetic field and the position of third dot. (left) Intensity of SO parameters 
for the linear arrangement in the presence of perpendicular magnetic field. The geometry is set by a(b) = −(+)2aB, c = 0. SO angles are  
0 and π/4. (right) Intensity of SO parameter dac for the fixed distance ac = 2aB and magnetic field strengths 2 T (upper right) and 1 T 
(lower right) with respect to the distance cb going from 2aB to 6aB. SO angles are 0 and π/4. Potential parameters are h = 3 and λ = 0.2. 
Rashba coefficient is fR = 5 meV Å and Dresselhaus fD = 16.25 meV Å .
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additionally dependent on the third dot. For the equilateral 
arrangement, equation  dab + dbc + dca = 0 is satisfied, 
helping us to remove dominant spin–orbit effects by the 
proper local spin rotation of two quantum dots.
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Appendix.  Details of the Hamiltonian calculation

Matrix elements of S, ̂x, ̂y, p̂x  and p̂y between two Fock–Darwin 

states ϕi(x, y) = ei eBz
2� (xiy−yix)

√mω
π� e−

mω
2� ((x−xi)

2+(y−yi)
2) and 

ϕj(x, y) = ei eBz
2� (xjy−yjx)

√mω
π� e−

mω
2� ((x−xj)

2+(y−yj)
2), centered at 

(xi, yi) and (xj, yj) are equal to

Sij =〈ϕi|ϕj〉

=exp

[
−

4m2ω2 + e2B2
z

16mω�
((xi − xj)

2 + (yi − yj)
2)] exp[i

eBz

2�
(yixj − xiyj)

]
,

�
(A.1)

x̂ij = 〈ϕi|x̂|ϕj〉 = Sij

(
1
2
(xi + xj) + i

eBz

4mω
(yi − yj)

)
,�

(A.2)

ŷij = 〈ϕi|ŷ|ϕj〉 = Sij

(
1
2
(yi + yj)− i

eBz

4mω
(xi − xj)

)
,�

(A.3)

p̂ij
x = 〈ϕi|p̂x|ϕj〉 = Sij

(
imω

2
(xi − xj)−

eBz

4
(yi + yj)

)
,

�
(A.4)

p̂ij
y = 〈ϕi|p̂y|ϕj〉 = Sij

(
imω

2
(yi − yj) +

eBz

4
(xi + xj)

)
.

� (A.5)
Matrix element of H0 (1)

〈ϕi|H0|ϕj〉 = �ω0Sij −
m2ω2

0ω

2π�
(l p(xi, xj)ls(yi, yj) + ls(xi, xj)l p(yi, yj))

+
mω

π�

[1
2

mω2
0(1 − h

λ2 )
∑

k=a,b,c

(Fs(xk, xi, xj)F p(yk, yi, yj)

+ F p(xk, xi, xj)Fs(yk, yi, yj))

+ �ω0h
(
3
π�
mω

Sij −
∑

k=a,b,c

F p(xk, xi, xj)F p(yk, yi, yj)
)]

,

� (A.6)

where

F p(xk, xi, xj) =

√
π

A
exp

[
− m

2�

(
ω(x2

i + x2
j ) + ω0

x2
k

λ2

)
+

(B + iEx)
2

4A

]
,

Fs(xk, xi, xj) =
1

4A2

[
(B + iEx)

2 + 2A(1 − 2(B + iEx)xk + 2Ax2
k)
]

F p(xi, xj, xk),

l p(xi, xj) =

√
π

C
exp

[
−mω

2�
(x2

i + x2
j ) +

(D + iEx)
2

4C

]
,

ls(xi, xj) =
1

4C2

[
(D + iEx)

2 + 2C(1 − 2(D + iEx)xj + 2Cx2
j )
]

l p(xi, xj),

� (A.7)

with A = m
� (ω + ω0

2λ2 ), B = m
� (ω(xi + xj) + ω0

xk
2λ2 ), C = mω

� , 
D = (xi + xj)C, Ex =

1
2� (yi − yj)eBz .

Expressions F p(yk, yi, yj) and Fs(yk, yi, yj), l p(yi, yj) 
and ls(yi, yj) have the same form, only the set of numbers 
{xk, xi, xj} is changed with the set {yk, yi, yj} and Ex is changed 
with Ey =

1
2� (xj − xi)eBz .

Matrix elements of Ω(k) (9)

βij = 〈ϕi|Ω(k)|ϕj〉

=
[
−

p̂ij
x +

1
2 eBzŷij

�
( fD cos θ + fR sin θ)

+
p̂ij

y − 1
2 eBzx̂ij

�
( fR cos θ − fD sin θ)

]
ex

+
[
−

p̂ij
x +

1
2 eBzŷij

�
( fD sin θ

+ fR cos θ) +
p̂ij

y − 1
2 eBzx̂ij

�
( fD cos θ − fR sin θ)

]
ey.

�
(A.8)

HSO (1) matrix element between the Fock–Darwin states ϕi 
and ϕj with spin components included is

〈ϕi±|HSO|ϕj∓〉 =
[
−

p̂ij
x +

1
2 eBzŷij

�
( fD cos θ + fR sin θ)

+
p̂ij

y − 1
2 eBzx̂ij

�
( fR cos θ − fD sin θ)

]

+
[
± i

p̂ij
x +

1
2 eBzŷij

�
( fD sin θ + fR cos θ)

∓ i
p̂ij

y − 1
2 eBzx̂ij

�
( fD cos θ − fR sin θ)

]
.

�
(A.9)

Coulomb interaction Hamiltonian C (1) is two-particle operator 
whose matrix elements between four different Fock–Darwin 
states positioned at a = (a1, a2), b = (b1, b2), c = (c1, c2) and 

d = (d1, d2) (ϕt(x, y) = ei eBz
2� (t1y−t2x)

√mω
π� e−

mω
2� ((x−t1)2+(y−t2)2) 

for t ∈ {a, b, c, d}) is equal to

Cabcd =

√
mωπ

2�
exp

[
i
eBz

8�
[z1(a2 + b2 − c2 − d2)

+ z2(−a1 − b1 + c1 + d1)]
]
exp[

e2B2
z

32mω�
(α2

1 + α2
2)]

× exp[
�

16mω
(ζ2

1 + ζ2
2 )]I0(

�
16mω

(ζ2
1 + ζ2

2 ))

× exp
[mω

8�
(
|z|2 − 4[|a|2 + |b|2 + |c|2 + |d|2]

)]
,

� (A.10)
where z = a + b + c + d, α1 = a2 + b2 − c2 − d2,  

α2 = −a1 − b1 + c1 + d1, ζ1 = −mω
� (b1 + d1 − a1 − c1)+  

i eBz
2� (a2 + d2 − b2 − c2), ζ2 = −mω

� (b2 + d2 − a2 − c2)− 

i eBz
2� (a1 + d1 − b1 − c1).
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A B S T R A C T

We derive the Electron Spin Resonance (ESR) lineshape in conducting crystals, relying on the density matrix
description. In our approach, lineshape is determined as linear combination of absorptive and dispersive signals
with non-negatively real coefficients, corresponding to the NMR limit. The significant points and segments of the
total signal at resonance have been systematically quantified, and along that line, we have formulated an al-
ternative fitting strategy consisting of few straightforward steps to obtain the relevant ESR parameters in me-
tallic systems. Finally, by examining different crystal geometries, the universal value, → +A B/ (5 3 3 )/4, of the
lineshape asymmetry ratio has been derived in the case of metallic particles with extreme conductivity.

1. Introduction

1.1. Past progress in conduction electron spin resonance

Conduction Electron Spin Resonance (CESR) in bulk and micro-
sized conducting crystalline materials has captured much scientific at-
tention for its capacity to probe the electric conductivity of materials in
a noninvasive way. This makes CESR particularly informative, as there
are hardly few experimental techniques able to compete with it in
probing conducting systems, where the motion of free carriers has a
profound eddy current effect upon the asymmetry of the signal at re-
sonance. The pioneering attempts to tackle the effects of eddy currents
in conducting systems, set up by AC field used to excite resonance, date
back to the 1950’s. As evidenced by Feher and Kip [1], Dyson [2]
proposed that asymmetric CESR lines observed in bulk metals arise
from a combination of the following two effects. First, the AC field
becomes attenuated within a characteristic skin depth. Secondly, the
free electrons are capable of diffusing in and out of the skin depth many
times between subsequent spin reversals at resonance. The latter fact is
particularly important in CESR based on the transmission technique. In
this case the magnetization penetrates much farther into the metal as
compared to the AC magnetic field, which additionally contributes to
asymmetry in resonance signals [3,4]. Chapman et al. [5] soon after-
wards developed a theoretical treatment to understand both on- and
off-resonance signal for specimens in the shape of flat plates, long cy-
linders, and spheres, in order to predict the asymmetric nature of the

CESR absorption depending on the sample geometry. Dyson was the
very first to fully derive such characteristic CESR profiles; thus, these
asymmetric lines are referred to as Dysonians. It is often the case that
the asymmetry is quantified by the A B/ ratio which serves as a reliable
indicator of metallicity in experiments. Platzman and Wolf [6] studied
spin waves excitations in non-ferromagnetic metals at resonance using
the Fermi-liquid theory. The results of their generalized approach in the
limit of short momentum relaxation times are equivalent to those of
Dyson’s. In the meantime, Dyson’s theory was further extended to en-
compass various shapes of crystals and particular resonant field or-
ientations [7–9].

In the early 1980’s, however, Kaplan perceived a material dis-
crepancy between the application of Dyson’s theory and experiments
operating in the reflection mode [10]. This was explained by the fact
that CESR signals originate from paramagnetic species on the crystal
surface which imposes the inclusion of a dispersion component coming
from surface polaritons, unlike CESR signals obtained in the transmis-
sion mode. Namely, Kaplan suggested that the resonance in conducting
systems is excited rather with electric than with magnetic component of
the AC field. The electric field is coupled with the free carrier mo-
mentum on the crystal surface through the relativistic spin-orbit in-
teraction that, with application of purely quantum mechanical density
matrix method, ultimately leads to the following most general form of
the CESR signal: = ″ + ′S ω αχ ω βχ ω( ) ( ) ( ) as studied in [11]. Compo-
nents ″χ and ′χ stand for the absorptive and the dispersive part of the
signal, while α and β are the sizes of their respective contributions,
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which both vanish in the limit of extremely conductive samples and/or
short skin depths relative to the size of samples. The notion of complex
spin susceptibilities is further elaborated by Siegman [12] who links ″χ
to amplifying and ′χ to reactive magnetic response near resonance. It is
interesting to note that the form ″ + ′αχ βχ is indeed a particular form of
Dysonian, corresponding to the so-called “NMR limit” [13,14], when
electrons diffusion rate is much smaller than the rate of spin relaxation.
Kaplan put forward that no other limit is necessary to consider in order
to properly understand CESR spectra of ordinary metals. Furthermore,
in this case, no particular spin dynamics can lead to Gaussian-profiled
absorptions ( ″χ ) due to the dimensionality or motionally narrowed
signals [15,16], so that only Lorentzian profiles of the pure absorption
are considered.

Over recent years, use of CESR has proven increasingly efficient in
studying micrometer-sized crystals in the shape of metallic clusters
and/or metallic colloids [17,18]. Baudron et al. [19] employed this
probe in order to acquire the resistivity data in a contactless way when
working with fragile organic compounds. At nanoscopic scales, CESR
finds its practical usefulness in both understanding spin relaxation dy-
namics and determining the nature of electron transport in fullerenes,
carbon nanotubes, and nano-diamond particles [20–22]. Sensitivity of
ESR signal shape to the relative length scales of high frequency skin
effect, characteristic electron diffusion length, and the spin diffusion
lengths make altogether it a useful probe for effects that happen in a
thin layer on the surface of conducting sample. Therefore, the lineshape
indicates size of particles in micro-structured samples.

1.2. Problem description and structure details

Dyson [2] originally put forward the theory capable to directly as-
sociate the onset of asymmetry with the dynamics of charge carriers in
metallic samples of different sizes. However, this theory has not proven
universally applicable for two reasons. First, ESR techniques may be
operating at either transmission or reflection mode, and only former
was originally described by Dyson’s theory. Second, there are polariton
surface modes emerging from the coupling between the electro-
magnetic wave and electric dipole excitations. These were studied by
Kaplan [10] who focused on Dyson’s CESR signals that decompose only
into a non-negative linear combination of absorption and dispersion.
We will rely in this account on this approach in order (i) to analyze the
CESR signal, (ii) to quantitatively describe its important lengths and
points necessary for simplification of a fitting procedure of CESR line-
shape which we establish in this work, as well as, (iii) to explain and
derive the geometry independent asymmetry ratio limit
( → +A B/ (5 3 3 )/4) in the case of extreme CESR carried out on highly
conducting samples. This limiting value is quite often encountered in
literature as 2.55 limit, and yet, to the best of our knowledge, it has
never been extracted analytically. The A B/ ratio also tends to this
universal value once nano- or micro-sized metallic samples start to
agglomerate into larger ones. Such a feature makes CESR particularly
useful in controlling the degree to which the clustering takes place
[23,24].

The present study delves into the theoretical account of the field-
dependent CESR signal and its derivative starting with retarded Green’s
function formalism in angular quasi-frequency space. A method has
been set out for properly analyzing the CESR curves, together with their
links to geometry and conductivity dependences in terms of sample-
dimension-to-skin-depth variable. Our major analytical finding re-
presents the closed-form solution of A B/ in the high-conduction limit.
Most critically for experimentalists affiliated to the ESR community,
this work discusses a scheme to unambiguously resolve the phase
emerging in magnetic resonance – an issue particularly essential for
CESR measurements at modern-day spectrometers. Owing to the pre-
valence of paramagnetic measurements, the phases are habitually
zeroed out.

2. Theoretical aspects and results

Following the approach by Kaplan [25,10,26], we focus on ESR
whose absorption spectral lines are fairly represented by the spectral
function S q ω( , ) of a carrier electron spin, which is determined by re-
tarded Green’s function G q ω( , )R , where q ωΣ( , ) is retarded self energy
[27,28]. In Fourier space, G q ω( , )R is specified as follows

=
− −

→ +G q ω
ω q ω ıη

η( , ) 1
Σ( , )

, 0 ,R

(1)

where ≡ +q ω e q ω ı m q ωΣ( , ) Σ( , ) Σ( , )R I is a complex-valued func-
tion. In a CESR experiment, ≈q 0, since the microwave wavelength is
much longer than the crystal lattice spacing. This approximation does
not take into account dynamics of the environment which influences
the electron spin. Generally, one has to pay attention to spin diffusion
effects in CESR that might drive the physics well beyond long wave-
length scales [29–31]. We therefore assume that the spectral function
describes local effects by setting ≃ =e q ω e ω ωΣ( , ) Σ( ) 0R R (∝ the re-
sonant field H0) and that ≃ = −m q ω m ω ωΣ( , ) Σ( ) ΔI I (∝ the line-
width HΔ ). The physical meaning of e q ωΣ( , )R and m q ωΣ( , )I is
grasped at a microscopic level. The resonant condition is translated into

=H κω0 0, where ω0 stands for the resonant angular frequency and
≡κ gμ μ Sℏ/( )B 0 . g represents electron Landé factor in the material, ℏ is

reduced Planck constant, μB is Bohr magneton, μ0 is vacuum perme-
ability, and electron spin =S 1/2. Similarly, =H κ ωΔ Δ . In SI units,

= × −g κ· 1.809792 10 5 A/(m·Hz), while in cgs units,
= × −g κ· 2.274252 10 7 Ørsted·s.
For convenience of notation we stick to the quasi-frequency form-

alism in which ω is a quasi-frequency, since the externally applied
magnetic field H (directly proportional to ω by κ) is actually being
swept. In that way, the normalized spectral function (in the case of pure
absorption) looks like

≡ − =
− +

≡ ″S ω
π

mG ω ω π
ω ω ω

χ ω( ) 1 ( ) Δ /
( ) Δ

( ).R

0
2 2I

(2)

It is necessary to say that G ω( )R routinely goes out of phase with the
microwave AC stimulus. Root cause of this phase slip is in the effects
not taken into account by the bare response function (2). Most promi-
nently, the cavity and electronics of the ESR spectrometer, as well as the
dynamics of electron spins in the sample, introduce a correction to the
ESR response. For that reason, the ESR signal is derived from Green’s
function multiplied by a complex function −ρ φ e( ) ıφ, with real both ρ φ( )
and φ. Consequently, → −G ω G ω ρ φ e( ) ( ) ( )R R ıφ, where φ is a free vari-
able and → →ρ φ( 0) 1. Function ρ φ( ) describes instrumental artifacts
arising from phase-mismatched ESR cavities, as well as the effects ex-
erted by intrinsic crystal properties, such as dynamical screening of the
AC field at skin depth scales [32]. The analysis of former is often
avoided by matching the cavity so that the so-called tangent of loss
angle, φtan , becomes minimal. In that case, the quality factor

≡Q φ1/tanφ reaches its maximum, especially once →φ 0. However, in
ESR performed on conducting crystals the aforementioned matching is
undesirable because valuable information about the crystal physics
could be lost. Therefore, following the line of reasoning from (2), the
CESR output now becomes proportional to

∝ ″ + ′S ω φ ρ φ χ ω φ χ ω φ( , ) ( )( ( )cos ( )sin ),N (3)

where term ′ ≡
−

− +
χ ω( ) ω ω π

ω ω ω
( ) /

( ) Δ
0

0 2 2 stands for dispersive part of the signal,
while N is appended as the number of active spins probed at re-
sonance. N also reflects on how dynamically susceptible a para-
magnetic system is, which will be normalized to 1 for simplicity. Here,
we emphasize again that the essence of ω is encapsulated in the scanned
magnetic field ( ≡ω H κ/ ). That is why ω is rather a quasi- than a true
frequency, except for the case of the true microwave angular frequency

=ω πν20 0 which is fixed in standard ESR setups [33]. The proportion-
ality factor in (3) is related to ESR spectrometer configuration, not to
crystal properties. Moreover, the genuine ESR signal represents the first
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derivative of S ω φ( , ), that is ∂ S ω φ( , )ω or ′S ω φ( , ), as a result of the
deployed lock-in technique. The double integral of ′S ω φ( , ) is

ρ φ φ( )cosN . It does include the φ dependent contribution, which be-
comes pure N only when →φ 0.

2.1. Significant points of the spectral lineshape functions

This subsection is devoted to a full description of the characteristic
points and segments of CESR signal, both differentiated (∂ ∂S ω/ ) and
non-differentiated (S). Their values depend upon two types of variables.
The first type includes φ and ρ φ( ) that originate from the effects of
microwave loss in conducting systems and geometry, whereas the re-
maining variables come from the spin relaxation processes ( ωΔ ), g-
factor or H0 position being identified as κω0, and the number of sus-
ceptible spins N . For simplicity, we have normalized N to 1 and
shifted ω0 to 0, without loss of generality.

The significant values of ω are shown in Fig. 1 which features Lor-
entzian absorption profile admixed with its dispersion S ω( ) (lower, in
blue) and the signal first derivative ′S ω( ) (upper, in red). Points ω1 and
ω2 are ω-positions of the two extremal lobes, while Ω stands for the
single node of S ω( ). Points ω ω,A B, and ωC are ω-positions of the three
extremal lobes of ′S ω( ), while there are the two nodes which must
coincide with ω1 and ω2. In the convention we use, factor of ω0 needs to
be added to all the points of S ω( ) and ′S ω( ) lineshape functions. Seg-
ments A0 and B0 correspond to the depth and height of the two ex-
tremal lobes of S ω( ), respectively, while S0 represents its value at zero
ω. Segments A B, , and C are lengths (depths or heights) of the three
extremal lobes in ′S ω( ), whereas ′S0 measures its height at zero. The
lengths of all the segments in both cases, S ω( ) and ′S ω( ), should be
multiplied with N for generalization purposes. Table 1 provides a
detailed overview of the significant points and lengths whose values are
given as functions expressed in a φ ρ φ ω( , ( ), Δ )F form for both S ω( )
(left double-column) and ′S ω( ) (right double-column). Other relevant
values, such as peak-to-peak positions, will be discussed later in the
text.

Walmsley and co-workers [13,14] have demonstrated that a Dyso-
nian line exactly coincides with the sum of positively contributed

absorptive and dispersive curves in the so-called ”NMR-limit”, when
⩽ <φ π0 /2. This limit implies that electron diffusion processes are

much slower than spin relaxation processes in ordinary metals. On the
other hand, it is of practical interest to consider the case when the
spectrum is phased not due to the intrinsic physics of the system, but
rather owing to the limitations of experimental means. Thus, the real
and imaginary part of the measured ESR spectrum do not essentially
emerge as the real and imaginary part of the field-differentiated in-
herent spin susceptibility. In high magnetic field ESR experiments of a
few-hundred GHz resonant frequency, such as in a quasi optical high
field ESR setup operating in a submillimeter frequency range [34,35],
data are usually fitted to an arbitrary combination of absorption and
dispersion Lorentzian lines. Even in the case of non-conducting, purely
ESR absorptive, crystals which have no intrinsic phase, the combination
is present as a sole uncontrollable instrumental consequence to even
allow ⩽ <φ π0 2 . The phase with such a range will be henceforth
named as ϕ which must not be mistaken for φ that falls into the first
quadrant (+,+) only. Therefore, in ESR systems with no tunable cav-
ities, the ESR signal fractions coming from ″χ and ′χ can even assume
negative values. As a consequence, physically valuable information on
the phase inherent to the conducting systems may irreversibly be lost by
the inescapable instrumental arrangement. However, it is often the case
that samples probed at high frequency ESR contain several ESR active
species among which one can be a set of localized defects detected due
to the high sensitivity of the probe. One such example is semi-metallic
crystalline kagomé compound based on organic tetrathiafulvalene
which contains a very low concentration of magnetic defects [19].
Being insulating, these defects may serve as a reference in a high field
ESR experiment since they are intrinsically phaseless unlike the major
CESR active line. If a spectral component coming from such localized
species is present, then the real part is itself purely absorptive and this
piece of information can be exploited to (de) phase the spectrum. For
that reason, it is of the utmost importance to know the phase difference
between the signals of CESR and of localized ESR species, in order to
impart the valuable information on the sample conductivity. The two
lines are presumably weighted by their instrumental phases which are
the same up to the phase period or phase anti-period. Namely, if one
has a closer look at ′S ω ϕ( , ) one notices that there are features of this
function which are anti-periodic (and therefore also periodic) in ϕ. For
that reason, one has to come up with an irreducible working range of ϕ
which is sufficient to reduce the high field ESR signal to a form that is as
simple as possible. It turns out that a combination of absorption and
dispersion Lorentzian lines with phase ⩽ <ϕ π0 2 , emerging in ESR
spectrometers with no controllable cavity, has its unique counterpart in
the first quadrant of ⩽ <φ π0 /2. One can notice that ″χ ω( ) and ′χ ω( )
are the even and odd function of ω, respectively. However, the parities
of ∂ ″χ ω( )ω and ∂ ′χ ω( )ω go reverse. Relying on these (anti) symmetry
properties of ′S ω ϕ( , ) each quadrant is covered by the following pro-
cedure which makes mapping onto the first quadrant:

∈ + + ⇒ ′ = + ′ + ∈ + +

∈ − + ⇒ ′ = + ′ − ∈ + +

∈ − − ⇒ ′ = − ′ + ∈ + +

∈ + − ⇒ ′ = − ′ − ∈ + +

ϕ S ω ϕ S ω φ φ
ϕ S ω ϕ S ω φ φ
ϕ S ω ϕ S ω φ φ
ϕ S ω ϕ S ω φ φ

( , ) ( , ) ( , ), for ( , ),
( , ) ( , ) ( , ), for ( , ),
( , ) ( , ) ( , ), for ( , ),
( , ) ( , ) ( , ), for ( , ). (4)

For simplicity, we have carried out the transformation ϕ( )H , which
formally translates variable ϕ into =φ ϕ( )H in the following manner:

= −

× + − + − +

−

ϕ

π ϕ π quot floor ϕ π sgn ϕ sgn ϕ

( )

( 1)

( ( [3 [2 / 2 [ ]], 2] [ ])),

floor ϕ π sgn ϕ[2 / 2 [ ]]

H

(5)

where floor ϕ sgn ϕ[ ], [ ], and quot ϕ[ ] stand for floor, signum, and quo-
tient function in that order. Thus, if there are more than one ESR active
species coming from the same sample probed at high frequency ESR

Fig. 1. Lorentzian absorption profile admixed with the associated dispersion
(lower in blue) and the related first derivative of the signal with respect to the
quasi-frequency (upper in red). The coordinates and lengths of all the relevant
points and segments are also given. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this
article.)
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systems (let’s say two like in the mentioned kagomé compound), we
first find their intrinsic phases by employing function ϕ( )H to each,
and then subtract their φ values afterwards. In the case when one of the
two lines is in fact a CESR line, their phase difference computed in this
way reveals the conduction properties of the material.

The antisymmetry of ω ϕ ω ϕ( ), ( )A B , and ω ϕ( )C is outlined in
Fig. 2 a( ). The figure evidently demonstrates the odd parity of the three
dependences with respect to = °ϕ 180 . This entails a possibility of
halving the entire ϕ domain whereby no property of ′S ϕ( ) is affected.
Moreover, this domain can be further dimidiated (cut in half and glued
together) on the basis of characteristics of A and B delineated in
Fig. 2(b). Namely, it turns out that B and C interchange beyond = °ϕ 90
so that it is sufficient to map the ′S ω ϕ( , ) function onto the first
quadrant in accordance with the procedure given in (4) and (5). Con-
sequently, all the desired curve features presented in Table 1 can be
deduced completely from the dependence on φ. One such parameter is

≡A B f φ/ ( ), the so-called asymmetry parameter, which measures the
ratio between the highest peak height and the lowest dip depth:

=
+ − +

− + −

( )( )
( )

A B
φ

/
1 2cos 3cos( ) sin

4cos( ) 1 sin( )
,

φ π φ

π φ π φ

2
3 6 3

6 3 6
2
3

2

(6)

which varies only in the range from 1 to 8, as shown in Fig. 2 c( ). This
property is maintained in the extensions beyond =ϕ π/2, unlike

=A B/ cot φ
0 0

2
2 in the case of S ω ϕ( , ), which may take arbitrary positive

values.

2.2. Fitting shortcuts

It is of practical use to experimentalists to have an instructive pro-
cedure for fitting CESR spectra in a rather expeditious way. Though
exact, algorithms based on the nonlinear least square method, used to
refine the fitting parameters by successive iterations, represent slow
solution-focused approaches. Here we offer a fitting strategy consisting
of few shortcuts towards extracting the relevant CESR parameters, such
as phase, microwave loss function, spin relaxation time, and g-factor,
immediately from a given lineshape. In Fig. 2(d), the red line represents
a single CESR line as recorded in a standard ESR measurement. The first
step in interpretation includes tracing the base line (dashed line in
Fig. 2) and the three significant points: (i) the point with the greatest
height +H H A( , )A0 , (ii) the point with the greatest depth

+ −H H B( , )B0 , and (iii) the spectral node as the crossing point between
the spectra and base line +H H( , 0)0 2 . By measuring the ratio A B/ one
finds the phase parameter φ from Eq. (6) as = −φ f A B( / )1 , or alter-
natively, one can carefully read off the A B/ vs φ data from Fig. 2(c). The
next steps comprise of measuring the peak-to-peak distances, both
horizontal ( =δH κδωpp pp) and vertical ( ≡ +A BppA ). Following
Table 1, the ESR linewidth ≡H κ ωΔ Δ , which is in direct relationship
with spin relaxation time, is obtained as =H δHΔ φ

φ pp
3 sin

6sin( / 3) , where
≡δH κδωpp pp. Microwave loss function ρ φ( ) can be expressed as

=ρ φ δH( ) π φ
φ φ pp pp

3 sin
27cos( / 3)sin ( / 3)

22

2 A , which is based on the results from
Table 1 too. Nevertheless, the derivation of ppA has been made on the
assumption that the spin susceptibility is normalized to unity. Conse-
quently, ppA must be multiplied by factor N . It is therefore necessary
to properly calibrate the spectrometer in order to relate the digits dis-
played on the screen with the actual intensity values related to the
authentic number of the active spins (N ). ESR reference materials,
such as conventionally adopted DPPH solvent complexes [36,37] are
frequently used for that point requiring the phase to be set to zero. In
conducting systems, however, ρ φ( ) may well be smaller than 1. This
makes such calibrations quite convoluted because they must be cau-
tiously carried out under the strictly same phase-less resonant condi-
tions. Still, in conducting systems φ can purposely be adjusted to zero
which automatically leads to the maximum of microwave loss function

Table 1
Values of the relevant points and segments of the two lineshape functions: S (left) and ∂ ∂S ω/ (right) expressed as φ ρ φ ω( , ( ), Δ )F dependences.

Points/Segments (S) φ ρ φ ω( , ( ), Δ )F Points/Segments (∂ ∂S ω/ ) φ ρ φ ω( , ( ), Δ )F

ω1 Δωcot φ
2

ωA −
+ω φ φΔ (2cos cos )/sinφ π
3

Ω − ω φΔ cot ωB −
−( )ω φ φΔ 2cos cos /sinφ π
3

ω2 ωΔ tan φ
2

ωC − −( )ω φ φΔ 2cos cos /sinφ
3

≡ −δω ω ω| |pp
0

2 1 ω φ2Δ /sin ≡ −δω ω ω| |pp B A ω φ2 3 Δ sin /sinφ
3

≡S S φ(0, )0 ρ φ φ π ω( )cos /( Δ ) ′ ≡ ′S S φ(0, )0 ρ φ φ π ω( )sin /( Δ )2

≡A S ω φ| ( , )|0 1 ρ φ π ω( )cos /( Δ )φ2
2

≡ ′C S ω φ| ( , )|C ρ φ π ω( )sin /( Δ )φ3
3

2

≡B S ω φ| ( , )|0 2 ρ φ π ω( )sin /( Δ )φ2
2

≡ ′B S ω φ| ( , )B − − − + − + +( ) ( ) ( )ρ φ φ π ω( )sin (1 2sin )/(( 3 4sin 2sin ) Δ )π φ π φ π φ3
6

2
3 6

2
3 6

4
3

2 2

≡ +A Bpp
0

0 0A ρ φ π ω( )/( Δ ) ≡ +A BppA ρ φ π ω3 3 ( )cos /(4 Δ )φ
3

2

Fig. 2. The odd parity of ω ϕ ω ϕ( ), ( )A B , and ω ϕ( )C over ∈ϕ π a[0, 2 )( ) and the
symmetric behaviour of the angular dependent A B, , and C with respect to

= °ϕ b90 ( ). The φ dependence of asymmetry parameters A B/ and A B/0 0 are
given in c( ), while d( ) delineates arbitrarily simulated CESR data at nearly

=ν 9.40 GHz with the representative points meant for fitting shortcuts. First
magnetic field derivative of the absorbed power near resonance, ∂ ∂S H/ , must
be multiplied by factor κ in order for the spectra to coincide with ∂ ∂S ω/ in Fig. 1
(upper in red). External magnetic field strengths Hi are jointly equal to κωi for
each ∈i A B C{1, 2, , , }, where ωi are given in Table 1. External H field is ex-
pressed in kGauß/μ0, which in cgs metric converts to the same numbers of
kØrsteds ( =μ 10 and 1 Gauß=1 Ørsted), whereas in SI metric the external H
field must be expressed in A/m ( = × −μ π4 100

7 H/m and 1 T=104 Gauß). (For
interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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( =ρ φ( ) 1). To this effect, we resort to (i) extra ESR measurements at
different crystal orientations with respect to the AC field configuration
for which the CESR lineshape asymmetry ratio is drastically moderated
down to 1 [19], or simply, (ii) extra measurements can be carried out
with the sample crushed to a form of powder with ultra-micro-sized
crystallites [17,18]. In either way, (i) or (ii), =φ 0 so that the micro-
wave loss function obtained at finite phase reads

=ρ φ
φ

φ φ
δH
δH

( )
sin

9cos( /3)sin ( /3)
,φ pp

pp

φ pp

pp

2

2
( )
2

(0)
2

( )

(0)

A

A (7)

where subscripts (0) and φ( ) correspond to the peak-to-peak distances
measured at =A B/ 1 or =ρ (0) 1 and >A B/ 1 or <ρ φ( ) 1, respectively.

Particularly interesting is narrowly locating the resonant magnetic
field H0, as an imperative for a rigorous g-factor determination. Ideally,
in isotropic highly conducting systems, the g-factor attains the free
electron value of 2.0023 which is accurate even to five significant fig-
ures. Common CESR experiments deal with g-factors of rapidly moving
electrons scattered by lattice vibrations which deviate only little from
this number. This leads to the motional narrowing phenomenon be-
cause the CESR linewidth is oftentimes ∝ −g( 2.0023)2[21]. Therefore,
requirements for both high precision and reasonable accuracy in
finding g-factor values are essential in order to trace the origin of the
active spins. A cost-effective solution consists of measuring the position
of the third significant point, the so-called spectral node +H H0 2. Value

=H δHφ φ
φ pp2

3 tan( / 2)sin
6sin( / 3) must be subtracted from this position to come up

with the proper H0 value. Given that ESR is a highly sensitive probe,
omitting this subtraction would have misleading consequences on the
interpretation of what the ESR active species are in the system. The
most trivial case boils down to =φ 0 when =H 02 so that the sub-
traction is naturally left out. This common wisdom, nonetheless, cannot
be extended to the general ≠φ 0 case that would otherwise provide an
erroneous g-factor explanation.

2.3. Geometry independent universality

Following [10] CESR function profile can safely be written down as
″ + ′xχ ω yχ ω( ) ( ), where x and y are the non-negative absorption and

dispersion fractions respectively. Microwave loss function, ρ φ( ), is thus
identified as +x y2 2 , while φ takes on y xarctan( / ). Along this line, for
all absorptions ″χ ω( ) of Lorentzian nature, ⩽A B/ 8 must always be
fulfilled no matter what the values of ⩾x 0 and ⩾y 0 are in general.
This is a restriction imposed on A B/ , as there is no limitation on φ
within the interval π[0, /2]. However, concrete response functions in
CESR seems not to be as general, and may have further restrictions to φ
and thence A B/ , which are closely related to crystal properties. In this
section we survey three relevant geometries of metallic crystals: infinite
plate of thickness d, long cylinder of diameter d, and sphere of diameter
d. Using properly defined boundary conditions in Maxwell equations,
Chapman et al. [5] explicitly derived the on-resonance signal expres-
sions for x η( ) and y η( ), where ≡η d δ/ and δ represents the skin depth.
AC field acting perpendicularly to the crystal face is screened within
this depth which falls off with increasing resonant frequency and, if not
anomalous [38], depends on the crystal conductivity explicitly.

Microwave loss function ρ φ( ) and the asymmetry ratio ≡A B f φ/ ( )
are explicit functions of φ. Moreover, as =φ y η x ηarctan( ( )/ ( )), it is
rather practical to express the two dependences in terms of η on the log
scale for the three considered geometries, as given in Figs. 3 and 4. We
observe three local maxima in A B/ for the three different geometries:
for plate ≈ ≈∘φ A B( 72.12 , / 4.86), for cylinder ≈ ≈∘φ A B( 55.86 , / 3.26),
and for sphere ≈ ≈∘φ A B( 42.18 , / 2.40). When →η 1/2 the AC field
fully penetrates into the crystal, and then →ρ 100 % and →A B/ 1,
while →φ 0 for all the three geometries. This corresponds to the case of
insulators or very small metallic particles with the pure absorption and
no dispersion for ⩽d δ/2 . The other limit concerns large or extremely
conductive metallic samples when → ∞η . The limit leads to

→ →ρ φ π0, /4, and → = + ≈ …A B f π/ ( /4) (5 3 3 )/4 2.54904 , irre-
spective of geometry. Both fractions → ∞x η( ) and → ∞y η( ) are in
this case infinitesimally small and the total signal is practically lost. It is
crucial to note that at → ∞η limit, or alternatively →φ π/4, each x η( )
and y η( ) tends to vanish [10], so that this limit can be treated uni-
versally, independent of the assumed geometries. Whatever the ana-
lyzed geometry is, both → ∞x η( ) and → ∞y η( ) tend toward zero at
equal asymptotic rates, giving →x y/ 1. For this reason

= +A B/ (5 3 3 )/4 can safely be considered as the universal value at
equal absorption and dispersion contributions to the vanishing CESR
spectra. This value can be very often found in literature, yet poorly
termed as the 2.55 asymmetry limit without particular analytical deri-
vation. To the extent of our knowledge, this limiting value has not
previously been reported in an analytic form.

Fig. 3. Evolution of the asymmetry ratio A B/ with respect to η for the three
geometries considered: infinite plate (red), long cylinder (blue), and sphere
(green).

Fig. 4. Evolution of the microwave loss function ρ η( ) with respect to η for the
three geometries considered: infinite plate (red), long cylinder (blue), and
sphere (green). (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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3. Concluding remarks

In conclusion, we have surveyed the preceding progress in CESR to
concentrate on a particular limit of Dyson’s theory following a purely
quantum mechanical treatment after Kaplan. Known as NMR’s, this
limit implies that the CESR lineshape is a mixture of absorption and
dispersion with non-negative contributions. We have quantitatively
analyzed the related CESR profiles by attaching the importance to the
applicable points and segments. These have been further implemented
in a proposed fitting procedure consisting of few quick shortcuts. Being
particularly expeditious and able to keep the relevant information
about the sample properties at the same time, the procedure has an
advantage over standard ways to fit CESR spectra. At last, it has been
demonstrated that the asymmetry ratio limit in the case of highly
conducting particles, the so-called extreme CESR, has the universal
geometry independent value of → +A B/ (5 3 3 )/4, which is consistent
with a familiar numeric value often seen in literature and nearly equal
to 2.55.
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Abstract
Modern document protection relies on the

simultaneous combination of many optical

features with micron and submicron struc-

tures, whose complexity is the main obstacle

for unauthorized copying. In that sense, doc-

uments are best protected by the diffractive

optical elements generated lithographically

and mass-produced by embossing. The prob-

lem is that the resulting security elements are

identical, facilitating mass-production of both original and counterfeited docu-

ments. Here, we prove that each butterfly wing-scale is structurally and optically

unique and can be used as an inimitable optical memory tag and applied for doc-

ument security. Wing-scales, exhibiting angular variability of their color, were

laser-cut and bleached to imprint cryptographic information of an authorized

issuer. The resulting optical memory tag is extremely durable, as verified by sev-

eral century-old insect specimens still retaining their coloration. The described

technique is simple, amenable to mass-production, low cost and easy to integrate

within the existing security infrastructure.
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1 | INTRODUCTION

Insects have been used more than any other living creatures
as a blueprint for design of novel devices. Butterflies and
moths (order: Lepidoptera) are particularly inspiring, due to
vast number of species (nearly 180 000) [1] and peculiar

optical properties of their wings covered with large number
(500–1000/mm2) of tiny, overlapping scales [2] (see
section 1 of Appendix S1 for a short description of their
properties). Some of them are structurally colored [3] that is,
produce colors by interference, diffraction and scattering,
rather than pigments. This is due to complex, regular or
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irregular, micro/nanostructures, which can be classified in
several groups according to their morphology [4]. Most fre-
quently, iridescence (characterized by directionally depen-
dent coloration [3]) can be observed.

Back into the XVIII century, Benjamin Franklin came up
with an idea to reproduce the complexity of natural struc-
tures for document protection. He printed venation patterns
of plant leaves on dollar bills to prevent counterfeiting [5].
Nowadays, his method was superseded by artificial security
components, such as optically variable devices (OVDs) [6].
Diffractive optical elements (DOEs) are commonly exploited
for the purpose, due to their, inherently complex microstruc-
tures, recognizable optical pattern and capability for mass-
production by embossing. There is a significant drawback:
for the specific type of document, all embossed copies of
DOEs are identical. If a fake DOE is manufactured, counter-
feited document can be made in large quantities, too. For
that reason, an important goal is to invent a device which
will provide unique and individual protection for each docu-
ment. Protective elements should be highly complex, unique,
difficult to reverse engineer and imitate. In the relevant liter-
ature, such objects are called physical one-way functions
and can be realized by embedding randomly dispersed plas-
tic, micron-sized spheres in a transparent medium and
observing mesoscopic light scattering [7]. As another exam-
ple, we mention using a randomized pattern of scattering
from paper-based substrates [8].

Imprints of naturally occurring structures were proposed
as security elements by Hamm-Dubischar [9], Biermann and
Rauhe [10], and Rauhe [11], who presented the idea of doc-
ument protection using biomineralized shells of radiolarians
and diatoms. The protection is based on the structural com-
plexity of their shells. The main problem is that optical
effects are not particularly conspicuous, and the complexity
can be assessed only at the morphological level, using scan-
ning electron microscopy (SEM). Another problem is that
structural variations among individuals of the same species
seem to be small.

Whichever security element is used, it must be integrated
in a security system relying on three inspection lines [6]: the
first line is overt and can be visually inspected by anyone;
the second is semi-covert and uses machine inspection;
while the third one is covert and relies on forensic inspection
with highly specialized equipment.

Here, we analyze the structural complexity, randomness,
variability and uniqueness of the optical pattern of iridescent
butterfly wing scales. We aim to establish their usefulness as
inimitable OVDs for individualized, covert and overt, optical
document security. Additionally, we investigate wing-scales
as a memory medium for inscription of additional crypto-
graphic information.

2 | STRUCTURE AND IRIDESCENCE
OF ISSORIA LATHONIA BUTTERFLY
WING-SCALES

In this section, we analyze morphological and optical fea-
tures of scales belonging to the underside silver wing-
patches of the Queen of Spain Fritillary, Issoria lathonia
(Linnaeus, 1758), (see Figure 1A and section 2 of Appendix
S1 for a short description of the butterfly's life history). This
particular species was studied for the characteristic colora-
tion of individual wing-scales, consisting of red, green and
bluish spots randomly dispersed along a grating-like struc-
ture (see reflection microscope image in Figure 1B,C). The
resulting silver color is produced by the local, additive spec-
tral mixing [12].

Field-emission gun scanning electron microscope
(FEGSEM) images reveal detailed structure of the scale's
upper lamina (UL in Figure 1D). It consists of lamellar lon-
gitudinal ridges (R) regularly separated by a distance of
1.5 μm. There is, also, a fish-bone-shaped sub-wavelength
grating (SW) with period of 150 nm, radiating from ridges.
The interior of the scale is hollow, filled only with nano-pil-
lars, separating UL and lower lamina (LL).

Nonlinear optical microscopy was used to analyze three-
dimensional (3D) structure of wing-scales using two-photon
excited fluorescence (TPEF) of chitin. Nonlinear microscope
was constructed in-house [13] (see Appendix S1 for details)
and used to reveal that the wing scales have irregular, wavy
shape (see Figure 1E). This significantly contributes to vari-
ability of the resulting optical pattern, together with variation
of the thicknesses of upper and lower laminae and their
mutual distance.

We have found that the individual wing scales are irides-
cent, that is, the color pattern strongly depends on illumina-
tion and observation directions. The pattern has maximum
brightness and sharpness for orthogonal illumination,
directly through the microscope objective (resulting in an
image like in Figure 1C).

3 | VARIABILITY OF OPTICAL
PATTERN AND UNIQUENESS OF
BUTTERFLY WING-SCALES

In this section, we will establish a connection between the
wing scale morphology and the resulting reflection spec-
trum. To do that, we have to make a numerical model,
enabling us to calculate the reflection spectrum of a single
wing scale, removed from the wing and attached to a trans-
parent substrate (as in Figure 1C). For simplicity, each scale
is represented by two, wavy thin plates, separated by the
layer of air. To approximate waviness each scale is divided
into a number of vertical sections with different positions

2 of 9 PAVLOVI�C ET AL.

 18640648, 2019, 12, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jbio.201900218 by U

niversity O
f B

elgrade, W
iley O

nline L
ibrary on [25/03/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



and thicknesses of layers (Figure 2A). Each section contains
two layers of chitin, the first of which was regarded as a sub-
wavelength scattering surface, due to its irregularity and
presence of the subwavelength grating (Figure 1D). Both

layers are separated from the glass substrate by an additional
air layer.

Reflection spectrum of each section was calculated using
a transfer matrix method, modified to include the effects of

FIGURE 1 A, Ventral side of Issoria lathonia butterfly. B, Reflection microscope (10×, 0.25 NA) image of wing scales from the silver
patch. C, Reflection microscope image (20×, 0.4 NA) image of two isolated wing-scales, removed from the wing of I. lathonia. D Scanning electron
microscope image of the I. lathonia wing scale. LL and UL are lower and upper lamina, respectively, R is a ridge, while SW is a, fishbone-shaped,
sub-wavelength grating. E, Wavy cross-section of butterfly wing scale (as recorded on a nonlinear optical scanning microscope)
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scattering [14]. Layer thicknesses (t1, t2, …, t5 in Figure 2A)
and their corresponding refractive indices were the parame-
ters of the model, as well as the root mean square roughness
(RMS) of the surfaces.

To simulate the wing scale as a whole, the same calcula-
tion was performed for each section. The starting point of
our simulation was the layer thicknesses estimated from Fig-
ures 1D,E) (~100 nm chitin, ~1000 nm air layer thickness—
see section 3 of Appendix S1 for the complete list of param-
eter values). Layer thicknesses were stochastically varied
(according to normal distribution) with pre-defined SD
σ = 15 nm. Following the calculation of spectrum for each
section, xyY color coordinates were calculated. They were
presented in a CIE 1931 diagram (black dots in Figure 2B),
which was designed to closely match human color percep-
tion (through three color-matching functions) [15]. It is, also,
a useful tool to represent RGB values of color-camera
images recorded through this research.

Calculated colors are, also, represented as a pattern of
rectangular colored patches (see inset in Figure 2B). For

comparison, color coordinates of experimentally recorded
pattern (inset in Figure 2C) were also computed and pres-
ented in CIE 1931 diagram (Figure 2C).

We were not able to obtain perfect match in CIE dia-
grams (Figures 2B,C), for the same reason which prevents a
counterfeiter to forge a wing scale—complexity of the prob-
lem. However, we were able to match the position of the
mean color coordinate (small white crosses in CIE diagrams)
of theoretical and experimental image. The shape of the
color scattering distribution is different, but the SDs are
similar.

The most important result is that the variation of layer
thicknesses by only ±15 nm leads to experimentally
recorded variability of coloration. This means that one trying
to copy the exact coloration pattern of the wing scale, has to
maintain an extreme precision of manufacturing—at least
one-tenth of the layer thickness variability (~1.5 nm). The
task is well beyond practical limits of modern technology,
and cellular noise precludes replication of identical wing-
scales by natural means.

FIGURE 2 A, A theoretical
model of a wing scale on the glass
substrate. B, Color coordinates of a
modeled pattern are presented in a
CIE 1931 diagram, together with
the color pattern in the inset. C,
Color coordinates of Issoria
lathonia pattern are presented in a
CIE 1931 diagram. A section of a
I. lathonia wing scale pattern, used
to calculate color coordinates, is
presented in the inset. Crosses in B
and C represent average color
value and their lengths indicate
SDs in x- and y-directions
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Wing-scales described above have a sufficient number of
degrees of freedom (in terms of layer thicknesses and wavi-
ness) to enable significant variability. Here, we want to find
how difficult would be to find two identical scales.

We first analyze the statistical properties of the wing-
scales color patterns by decomposing an image into its
RGB components and calculating two-dimensional
(2D) autocorrelation function for each color channel
separately—see details in section 4 of Appendix S1. It can
be seen (Figure S1) that autocorrelation peak is asymmet-
rical, that is, its width along the wing-scale grating was
estimated at 30 μm, while in the orthogonal direction it is
1.5 μm.

By taking into account that average dimensions of the
scales are 50 × 100 μm, we can easily calculate that there
are [50/1.5] × [100/30] = 33 × 3 = 99 (numbers were
rounded to the nearest integer) statistically independent, col-
ored patches. We can discriminate intensity of a single color
channel in, at least, 10 discrete levels—easily achievable for
any low-cost or mobile phone camera. In that case, we may
estimate that there are, at least theoretically, 1099 wing-
scales with different patterns per every channel. Thus, find-
ing a scale exactly the same as another, previously chosen,
one is impossible from any practical point of view.

Each wing-scale is a dead remnant of an individual cell
and thus reflects intrinsic randomness of cellular develop-
ment. This is a natural consequence of cellular noise [16],
which is a well-established fact in biology, resulting in non-
deterministic relation between genotype and phenotype. The
important thing about butterfly wing scales is that they
“freeze” the cellular noise, by leaving it in a state just before
the cell died. Cellular noise cannot be switched-off and it is
expected to be similar in all other butterfly species. In that
sense, the similar level of randomness is expected on all
wing-scales of all butterflies [17] including those of the
Issoria lathonia species.

4 | OPTICAL DOCUMENT
PROTECTION WITH WING SCALES

The main idea of this research is to use butterfly wing-scales
as a natural, hologram-like, OVDs, permanently attached to
a document (eg, a plastic credit card). In contrast to artificial
OVDs, natural ones are unique (guaranteed by the cellular
noise) and difficult to copy (due to their layered, micro- and
nano-scale patterns).

We decided to use a near-field color pattern as a security
feature of a document protection system and read it under
the optical microscope. Practical inability to place a docu-
ment at exactly the same position and orientation within the
reading system requires shift- and rotation-invariant pattern
recognition algorithm. We decided to use algorithm based

on Fourier-Mellin transform (FMT) [18] which fulfills the
above requirements.

Nine I. lathonia wing-scales were attached to a glass sub-
strate and their reflection microscope images were recorded
at several positions and orientations (55 images in all). The
recorded images were first decomposed into RGB compo-
nents and the green one (G) was transformed using FMT.
Correlations between corresponding FMT pairs were calcu-
lated and the corresponding statistical distribution is shown
in Figure 3. The correlation coefficient, corresponding to the
same wing-scale at displaced positions, had typical values
around 0.4, while it never had values below 0.1. The most
frequent values of correlation coefficient for two different
wing-scales were around 0.02, and were never larger than
0.06. By placing validity threshold at 0.08, correct discrimi-
nation between wing scales is guaranteed.

To correct for accidental tilt or defocusing of the wing
scale image, we have recorded images at 3 to 4, closely spa-
ced, focal positions. Consequently, focus stacking algorithm
was used (using Picolay free software) to extract well-
focused parts in each recorded image and combine them in a
single, sharp image.

In order to build a strong security system, malicious party
has to be prevented from picking any butterfly wing-scale
and attaching it to a document. This can be performed by
making a document self-verifying by using a digital signa-
ture of the document issuer, within the public key infrastruc-
ture (PKI) system [19]. Here, we show that the necessary
authentication information can be written on the wing-scale
itself.

We used femtosecond laser-processing to additionally
modify butterfly wing scales and exploit them as a write-

FIGURE 3 Cross- and auto-correlations of ensemble of 55 pairs
of wing-scale images. Graph shows a number of image pairs vs the
corresponding correlation coefficient. Maximum cross-correlation
coefficient is at 0.02, while autocorrelation coefficient is always
above 0.2
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only memory. The software of a home-made nonlinear-
microscope [13] was modified to enable vector and raster
drawing of an arbitrary image (see section 5 of Appendix S1
for additional details). Depending on the average laser
power, repetition rate and dwell time, wing scale can be cut
(as in Figure 4A)). Minimal diameter of a laser cut achieved
throughout this research is 1.7 μm, as shown in
Figure 4B. Damage threshold is 4.5 mW (using 40 × 1.3
NA microscope objective) and 8.0 mW (with 20 × 0.8 NA
microscope objective). Three more butterfly species were
analyzed in that respect, with similar damage thresholds
(Figure 4C). In practice, we operated above threshold to
enable reliable and repeatable laser-drawing. That is why we
achieved the minimum cut width which is considerably
above the lateral resolution of our femtosecond system [13].
Based on that and the average size of the wing-scale
(~50 × 100 μm2), we estimated the information capacity of a
single scale at about 3000 bits, providing that the damaged
spot is treated as binary 1, and undamaged as binary 0.

Here, we point out that each bit, written on the wing-scale,
reduces the number of statistically independent patches. We will
assume that one half of the wing-scale surface is laser processed
(reducing the original wing-scale area of 50 × 100 = 5000 μm2

to approximately 35 × 70 = 2450 μm2). That leaves approxi-
mately [35/1.5] × [70/30] = 23 × 2 = 46 colored patches

(numbers are, again, rounded to the nearest integer). Thus, as in
the previous section, we may estimate the number of different
wing scales at 1046 (per every RGB channel), each one being
protected by 1500 bits of additional information.

By reducing the laser power below the damage threshold,
we were able to bleach the autofluorescence of the wing-
scale and use it to inscribe covert information (Figures 4D)
as a gray level image.

5 | DISCUSSION AND
CONCLUSIONS

While speaking of document protection, an important ques-
tion immediately comes to mind: how difficult it is to coun-
terfeit wing-scale? Forgeries can be produced by either
(a) imitating the structure or (b) imitating the corresponding
optical effect with another, possibly simpler, structure. The
first approach is based on “reverse-engineering” and
manufacturing of identical protective element structure,
while the second one is based on imitating the optical effect.

Reverse engineering of butterfly wing-scales implies
analysis of the 3D morphology and material properties
(refractive index and absorption) followed by some-kind of
lithographic copying of both the morphology and material
properties. Even with the most advanced technologies

FIGURE 4
(A) Transmission microscope
image of a femtosecond-laser-cut
wing scale (QR-codes). (B) Array
of holes on a Issoria lathonia
wing-scale showing the minimum
achievable diameter of a laser cut.
(C) Thresholds for laser cutting of
four butterfly species used
throughout this research.
(D) Selectively bleached wing
scale with a Lena image observed
by fluorescence modality of a
nonlinear microscope
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(microtomography, electron or X-ray holography), this
approach will be extremely limited in terms of available res-
olution of 3D analytic and lithographic methods (of the order
of 10 nm), duration and cost [20].

Imitating the optical effect requires careful analysis of iri-
descence across the whole visible spectrum and angular
range, followed by finding a method to faithfully reproduce
the optical wavefront. This also poses a fundamental ques-
tion: is it possible to have identical wave-fields generated by
different structures? The question goes into scattering the-
ory, with a plethora of papers dealing with the uniqueness of
the direct and inverse problems. There is no general answer
to the question, because it depends on the nature of the scat-
terer (penetrable or non-penetrable), boundary conditions
(conductive, dielectric, amplifying), wavelength and angular
range of probing radiation [21]. There are more or less
exotic situations where uniqueness is not guaranteed, such
as amplifying medium or medium with optical cloaks [22].
But, for the range of problems relevant to this work, the
answer is no—there are no two different scatterers producing
the same scattered field (far or near) [23].

The wing-scales are best protected by their uniqueness
implying necessity to counterfeit every single document time
and again. Another point is that, both the material composi-
tion and morphology are unique, producing a plethora of
optical effects: overall shape, iridescence, absorption, polari-
zation, fluorescence, moiré, defects, far and near-field dif-
fraction pattern, local spectra, etc. In addition, scales possess
different optical properties on their upper and under side,
which may be used to produce security features which can
be read from both sides in perfect alignment (so-called see-
through register). Simultaneous use of all or some of the
mentioned effects vastly increases the capabilities of wing
scale as a protective element.

An important question is whether wing scales can be cop-
ied by some of holographic methods. Up to now, volume
and surface relief holograms have been copied using contact
[24], non-contact [25] or scanning [26] methods. However,
these techniques are not useful for copying step-index, lay-
ered structure of wing scales, because of the sinusoidal
nature of holographic gratings. Additionally, subwavelength
gratings of wing-scales (S in Figure 3) cannot be copied, due
to evanescent fields obtained by diffraction. These tiny
structures are essential for the final coloration of the wing
scale, because they produce uniformly scattered radiation in
the blue part of the spectrum (see blue component of the
wing scale pattern in Figure 8A).

It should be emphasized that Lepidoptera species are not
equally suitable for document protection. As already men-
tioned, these structures must have complex nanometer to
micron-size features, with significant variability and must be
difficult to analyze and reverse engineer. We preferred

nymphalid species, possessing silver patches on their wings.
Other Lepidoptera species, with structurally colored scales
have been tested. However, the scales of these species were
not so easy to process and manipulate, with the equipment at
our disposal.

There is a number of ways how insect scales can be
manipulated and attached to documents, as described in the
following patent applications [27–29]. Generally speaking,
they have to be, either embedded within the transparent
medium with large refractive index difference (compared to
that of the scale), or placed in a recess with a transparent,
protective, covering. The procedure can be performed by
micromanipulation or by standard printing techniques (silk-
screen, flexo-printing).

Once embedded, scale contents have to be read by some
means, which depends on the insect species, type of the
scales and the optical effect sought for. In addition to irides-
cence pattern detection described above, there are other
choices: overall shape of the scale, near field color pattern,
far-field diffraction pattern, moiré pattern, or pattern of
defects (looking like minutia in a fingerprint), with many
variations (such as phase and amplitude) and combinations
(by recording simultaneously several effects). Reading
devices can be based on far- or near-field detection, hologra-
phy or scanning techniques using CD/DVD readout heads.
In the context of document protection, strong variability of
patterns with angular position of illumination and observa-
tion, as well as the polarization sensitivity are very impor-
tant. This is what prevents malicious attacks by simple color
laser-printing.

The document protection described here is limited to
machine reading level. It can be extended to the forensic
level, by reading electron microscope image (Figure 1D)),
with, for example, cross-rib distances serving as a random
feature. If visual protection is desired, a large number of
scales can be transferred to another substrate, so to cover
large area, visible with the naked eye. One of the scales can
be chosen for machine and forensic protection, as described
in Reference [28].

Practical implications of the proposed document protec-
tion method are numerous. There are thousands of wing
scales on a single butterfly specimen suitable for document
protection (we have estimated 40 000 iridescent wing scales
on I. lathonia silver spots). With appropriate choice of but-
terfly species (eg, Morpho spp.) this number can be much
larger. If commercially available dry butterfly specimens are
used, we have estimated the cost of a single wing scale at
85�10−6 $. Alternatively, butterfly species can be reared
using well-established techniques of sericulture (silkworm
raising). Wing-scales can be collected cheaply and applied
using any of standard printing techniques (silk-screen, offset,
ink-jet). Range of applications is huge: banknotes, credit-
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cards, CD/DVDs, bonds, valuable goods. It is not even hard
to imagine using wing-scales as a hardware lock for digital
information security.

The base material of wing-scales is chitin, which is
extremely and verifiably durable. Natural history museums
have century-old butterfly specimens retaining their structural
coloration and we have more than 30 years old specimens of
I. lathonia with silver patches as shiny as in live insects. Even
more, fossilized insects retain their iridescence after petrifac-
tion and last for millions of years [30]. This should be com-
pared to, recently described, five-dimensional optical memory
[31], claiming “seemingly unlimited lifetime.”

Wing scales may reversibly change their dimensions in
response to temperature variation [32], humidity and vapors
[33]. As a consequence, there is a slight spectral shift, but it
is too small to affect application of wing scales in document
security, under normal atmospheric conditions. Systematic
changes during extended periods of time are not expected
due to hydrophobicity, insolubility and biological inertness
of wing-scales [34]. However, we have not measured the
long-term stability of wing scale patterns, we plan to per-
form accelerated aging tests in the near future and reveal
details regarding the effect of aging on pattern stability.

Anyway, the validity period of most documents is less
than 10 years, a period during which wing scales are
expected to remain unaffected. Furthermore, taking into
account the chemical and physical stability of chitin and the
fact that optical response of the insects a hundred and more
centuries-old (from museum) and from fossil samples
exhibit extraordinary similarity with visual response mea-
sured from “the fresh” samples, suggest that corresponding
patterns are very stable and could have long-term crypto-
graphic applications.
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Abstract We find that nitrogen plasma treatment of

micro/nanofibrillated cellulose films increases wetta-

bility of the surface by both liquid polar water and

nonpolar hexadecane. The increased wetting effect is

more pronounced in the case of polar liquid, favouring

the use of plasma treated micro/nanofibrillated cellu-

lose films as substrates for a range of inkjet printing

including organic-based polar-solvent inks. The films

were formed from aqueous suspensions of progres-

sively enzymatic pretreated wood-free cellulose

fibres, resulting in increased removal of amorphous

species producing novel nanocellulose surfaces dis-

playing increasing crystallinity. The mechanical prop-

erties of each film are shown to be highly dependent on

the enzymatic pretreatment time. The change in

surface chemistry arising from exposure to nitrogen

plasma is revealed using X-ray photoelectron spec-

troscopy. That both polar and dispersive surface

energy components become increased, as measured

by contact angle, is also linked to an increase in

surface roughness. The change in surface free energy

is exemplified to favour the trapping of photovoltaic

inks.

Keywords DBD plasma � Nitrogen plasma surface

treatment � Nanocellulose films � Enzymatic

nanocellulose � Printing of organic-based polar inks

Introduction and background

Sustainability is one of the key targets for industrial

practice today. The related research aimed at new

biobased materials derived from renewable sources, is

relevant for the sustainable economy. In the bioprod-

ucts industry, micro/nanofibrillated cellulose (MNFC)

has attracted attention in a number of potential

applications (Hubbe et al. 2017a). It can be used in

standard wood products, such as paper and boards.

However, most of the benefits derived from MNFC

stem from its wider uptake in a range of industrial

value chains, such as biodegradable packaging films

and laminates. MNFC has interesting intrinsic prop-

erties derived from large specific surface area and its
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alternate regions of crystallinity. The hydroxylated

surface chemistry is readily suitable for chemical

modification. Films formed from MNFC are consid-

ered smart materials and studied for functional mate-

rials applications. Enzyme-treated fibres used to

produce cellulose nanofibrils provide higher crys-

tallinity in the resulting nanocellulose, as enzymes

digest amorphous cellulose, which acts as the glue

between crystalline cellulose regions. Direct hydrogen

bonding of crystalline cellulose, therefore, gives a

stronger material film. An example of an important

application of MNFC is as a substrate for printed solar

cells based on organic inks (Zhu et al. 2014). The

surface properties of MNFC films, such as wettability

by liquid, topography, chemistry, surface charge, the

presence of hydrophobic and hydrophilic domains,

density and conformation of functional groups, all

play a crucial role in printability and barrier properties.

Their ability to support controlled migration of solvent

ink vehicle and chromatographic differentiation of ink

components is important in the printing of inkjet

printable (IP) inks, and especially for production of

bio-based printed functionality in a wide range of

applications, such as printed electronics and printed

diagnostics (Hoeng et al. 2016; Jutila et al. 2018).

Solar panel IP photovoltaic (PV) inks contain a

complex mix of materials, including the organic

electron acceptor (p-type) and negative electron donor

(n-type) suspended in solvent together with specific

surfactant(s) intended to keep the p-type and n-type

components de-mixed (Kumar and Chand 2012).

Although drop-on-demand (DoD) inkjet printing is a

very competitive candidate for printing PV inks on

film substrates, there are limitations in respect to

mutual compatibility between the surface of MNFC

films and mixed polar-dispersive solvents constituting

the PV ink (Singh et al. 2010; Yinhua et al. 2013).

Electrolyte is highly polar, for example, and so

sufficient wettability is needed by providing a polar

surface, despite the parallel requirement for wettabil-

ity by organic species (Schultz et al. 1977; Özkan et al.

2016). This complex polar-dispersive surface energy

balance is, therefore, critical (Hansson et al. 2011).

Exposure to plasma is a convenient method to

modify the surface properties of polymeric materials,

while keeping their bulk properties intact, making a

material better adapted for printing (Möller et al. 2010;

Kramer et al. 2006; Catia et al. 2015). Furthermore, as

we demonstrate, it is a convenient way to introduce

desired groups onto the surface of materials (Mi-

hailovic et al. 2011). Surface properties depend on

parameters of plasma treatment such as applied

electrical field energy, type of feed gas, pressure,

exposure time, and reactor geometry (van de Vyver

et al. 2011; Jun et al. 2008).

In this work, we modify enzyme pretreated fibre-

derived MNFC film surfaces using nitrogen plasma to

enhance their amphiphilic surface affinity to polar and

non-polar IP PV inks. Measurements of the surface

free energy, surface roughness (atomic force micro-

scopy (AFM)) and material composition [X-ray pho-

toelectron spectroscopy (XPS)] were used to

characterise the MNFC film surface before and after

plasma treatment. The affinity for IP PV ink was

assessed visually after inkjet printing.We also identify

a correlation between the observed change in free

surface energy of the MNFC film, arising from the

plasma treatment, with the effect of the enzymatic

pretreatment. This is related to the level of residual

crystallinity increasing as a function of progressive

enzymatic pretreatment (Galagan et al. 2011; Cer-

nakova et al. 2006; Pertile et al. 2010; Vanneste et al.

2017).

To meet the requirement of sufficient tensile

strength of MNFC films for the application exempli-

fied, the rheological properties of enzymatically

pretreated MNFC fibrillar suspensions were compared

with the mechanical properties of corresponding

obtained films, so that rheology can be used as a

predictor of film strength (Maloney 2015; Zhu et al.

2014).

Materials and methods

Preparation of MNFC

For the manufacture of short MNFC fibrils, the pulp

was first washed to create the sodium form by adding

sodium hydroxide to a 2 w/w% fibre suspension until

the pH reached 10, and then re-washed with deionised

water to a conductivity of 8.2 lS. The enzymatic

treatment was performed with a commercial enzyme

ECOPULP� R (Ecopulp Finland Oy), produced by a

genetically modified strain of Trichoderma reesei

fungus (Rantanen et al. 2015). The activity properties

of the enzyme are reported to be 17,700 nkat cm-3

cellulase with a protein level of 93 mg cm-3
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(Willberg-Keyriläainen et al. 2019). An amount of

3 mg of enzyme per gram of pulp fibre was added to a

2.5 w/w% suspension and the temperature was

increased to 57 �C at pH 5.5 during hydrolysis, whilst

keeping under constant agitation. The period of

digestion was increased for each subsequent sample

in 30 min steps, Table 1. The enzymatic activity was

terminated by adjusting the pH to 9–10 by sodium

carbonate and increasing the temperature to 90 �C.
After cooling the suspension overnight in cold storage,

the samples were refined using an homogeniser (model

M-110P, Microfluidics, USA), passing the material

under a pressure of 2000 bar through a 100 lm flow

gap. The solids content of the MNFC suspension after

the fluidisation was 1.65 w/w%.

The enzymatic pretreatment of pulp as a route for

producing low-charged MNFC resulted in the produc-

tion of short fibrils, which, in the case studied here,

have much lower aspect ratio than MFC and NFC

produced via chemical oxidative pretreatment or

mechanical refining alone, as illustrated in Fig. 1

comparing MNFC/300/and MNFC/0/suspensions

(Table 1), revealing much shorter fibrils obtained

upon 300 min of enzymatic hydrolysis.

MNFC film preparation

With increasing enzymatic treatment time, the result-

ing MNFC suspension viscosity decreased signifi-

cantly, and the solid content for preparation of the

respective films ranged from 0.6 to 1.9 w/w% to meet

the target film grammage of 60 g m-2 produced under

conditions of 23 �C and relative humidity (RH) 50%.

Films were made on a sheet-former according to

ISO standard 5269-1, with some modification of the

screen to aid fines retention. Due to the very strong

water retention of MNFC, and its fine size, a

polyamide monofilament open mesh fabric SEFAR

NITEX� 03-1/1 with a pore size of 1 lm was placed

on top of a 125 lmmetal screen. The pulp suspension

was poured at high viscosity onto the former without

adding water or stirring the slurry. The system was

pressurised to 0.3 bar and the sealing lid was used on

the sheet-former. Double-sided adhesive tape, of

5 mm width, was attached to the edges of the drying

plate between plate and formed film, with purpose of

fixing the edge of the film to prevent it shrinking

during drying (Fig. 2).

Material treatment and characterisation

Optical microscopy was used to study the fibrillar

sample suspensions and films using an Olympus BX

61 microscope equipped with a DP12 camera.

Water retention the water retention value (WRV) of

the MNFC was determined in accordance to the

standard SCAN-C 102XEwith a slight modification in

that 10 w/w% suspension of the MNFC was added in

various ratios to a suspension of bleached unrefined

pulp. The pulp matrix helps the MNFC dewater and

remain retained on the screen. The WRV of neat

MNFC can be evaluated by extrapolating to zero pulp,

not including the swelling of the pulp fibres (Möller

et al. 2010). The experiment was performed in

triplicate for each sample.

Dielectric barrier discharge (DBD) plasma oper-

ates in a thermodynamically non-equilibrium condi-

tion (so-called cold plasma) in which the ion and

molecular translational temperature is much lower

than the electron temperature, such that excessive gas

heating can be suppressed (Kostic et al. 2009;

Prysiazhnyi et al. 2013). The advantage is that the

plasma can be generated at atmospheric pressure,

either in open or closed environment. In an open

atmosphere, the plasma discharges can be produced

with a gas flow between the electrodes (Mihailovic

et al. 2011; Chu et al. 2002; Jens et al. 2017).

Table 1 Materials used in this study: bleached hardwood Kraft pulp treated with enzymes under controlled conditions, with

progressive increase in enzymatic digestion time by 30 min steps for each subsequent sample

Enzymatic

treatment time/

min

0

(reference)

30 60 90 120 150 180 210 240 270 300

Sample label MNFC/0/ MNFC/

30/

MNFC/

60/

MNFC/

90/

MNFC/

120/

MNFC/

150/

MNFC/

180/

MNFC/

210/

MNFC/

240/

MNFC/

270/

MNFC/

300/
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A further attractive characteristic of the DBD

plasma at atmospheric pressure is that it can be used

to modify or activate surfaces of a wide range of

materials, from polymers, textile fibres to biological

tissues, without damaging them (Kostic et al. 2009;

Pertile et al. 2010; Mihailovic et al. 2011). To generate

the DBD plasma we used a home-made device built at

the Faculty of Physics, University Belgrade, Fig. 3.

The DBD is assembled in a chamber with nitrogen gas

injected into the discharge volume (6 dm3 min-1)

through ten equidistant holes to ensure homogeneous

gas flow. MNFC films were treated for 0 s, 30 s and

60 s, respectively. The device was operated at 6 kV

DC and 300 electric field pulses per second (Hz) for

the prescribed durations of time, for all the films, as a

higher voltage resulted in burning of the thin MNFC

films, especially for those made from pulp exposed to

long enzymatic pretreatment time.

Fig. 1 Images of fibrils sample suspensions obtained with

optical microscopy revealing the effect of processing conditions

on the fibril size and aspect ratio: a without enzymatic treatment

produced MNFC/0/yielding long fibrils, b MNFC/300/short,

low aspect ratio fibrils, and c displaying the corresponding 2 w/

w % MNFC suspensions of MFC/0/and MNFC/300/. The

difference in gelation strength is due to the different size of

fibrils and corresponding amount of water dispersed within the

fibrillar matrix

Fig. 2 MNFC film preparation: a sheet forming device with

b 10 lmmesh supplemented nylon screen, and c samples of cut-

offs (60 9 15 mm2) from MNFC films produced from pulp

refined with different enzymatic pretreatment time (Table 1).

Transparency and uniformity of films increases with hydrolysis

time
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Determination of free surface energy (FSE)

components

For the evaluation of any change in free surface energy

of MNFC films arising from nitrogen plasma treat-

ment, the contact angle (CA) is determined.

Most liquids are rapidly spreading on a high energy

surface, and so a representative contact angle (CA)

cannot be readily measured, Schultz et al. (1977)

developed a method where CA can be measured by

submerging the surface in one liquid and using a

second liquid to measure the contact angle. In this case

a hydrocarbon n-hexadecane is used as the submerging

liquid having the purely dispersive liquid–vapour

surface tension of cLV
h = 27.4 mJ m-2, much lower

than the expected surface free energy of the MNFC

samples, and water as the contact angle liquid with the

highly polar liquid–vapour surface tension

cLV
w = 72.8 mJ m-2 (Hansson et al. 2011). A sessile

drop of water is lowered into contact with the

horizontal film immersed under hexadecane using a

precise pipette delivering 70 ll of liquid and the

progressive change in drop shape due to the change in

CA recorded with a Nikon camera (D5000) in time

steps of 1 ms. The CA of water is also recorded

separately to represent the print challenge of a highly

polar ink (Özkan et al. 2016; Dimic-Misic et al. 2015).

For each given MNFC sample and given liquid data

variation is within 10%. The identification of contact

line geometry and evaluation of CA uses numeric

software tools, as presented visually in Fig. 4. For a

parallel optimal method for polar FSE determination

with water alone, the Girifalco and Good approach

(1957), combined with the Neumann equation of state

was used. This latter allowed the polar contribution to

FSE be estimated and thus can be added to the

formerly measured dispersive component. Each mea-

surement was conducted five times. For each given

MNFC sample, the relative error of measured FSE was

shown to be * 10%.

Surface topography

Plasma action on the film surface can lead to a degree

of debonding of fibrils as well as electrostatic charging

and potential for subsequent additional moisture

adsorption. Such changes can lead to re-conformation

of the surface, even though no mechanical forces have

been applied (Kostic et al. 2009; Chu et al. 2002). The

change in topography of the MNFC films was

investigated by Atomic Force Microscopy (AFM)

(Veeco Instruments, model Dimension V). Using a

MultiMode 8 with Bruker NanoScope V controller.

Each MNFC film sample was dry-cast onto a Mica

support for AFM imaging. Micrographs were obtained

in trapping mode under ambient conditions, using

TAP 300 tips (resonant frequency 300 kHz, line force

being kept constant at 40 Nm-1 and the AFM images

were processed and analysed with the Bruker NanoS-

cope Analysis 1.5 software.

Fig. 3 DBD device with

two electrodes and sample

placed between them:

a schematic illustration of

DBD plasma devise,

b plasma chamber housing

the sample placed 1 mm

from the upper electrode,

and c closed plasma set up

with glass lid placed above

the top of the upper

electrode
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Mechanical properties

Mechanical properties of the MNFC films were

measured by an MTS 400/M vertical tensile tester

equipped with a 20 N load cell. The instrument was

controlled by a TestWorks 4.02 program. Specimen

strips with dimensions of 60 9 15 mm2 were clipped

from the MNFC films with a lab paper cutter (Afsahi

et al. 2018). The thickness of the strips was separately

measured with an L&W micrometer SE 250. The

gauge length was 40 mm and the testing velocity was

0.5 mm min-1. The results are presented as an

average value obtained from five parallel specimens.

Surface chemical composition

Surface composition of theMNFC films was evaluated

with X-ray photoelectron spectroscopy (XPS), using a

Kratos AXIS Ultra electron spectrometer, with

monochromatic Al Ka irradiation at 100 W and under

charge neutralisation. Both the untreated MNFC films

and plasma treated specimens were analysed. For the

preparation, samples were pre-evacuated for at least

12 h, after which wide area survey spectra (for

elemental analysis) as well as high resolution regions

of C1s and O1s were recorded from several locations,

and an in situ reference of pure cellulose was recorded

for each sample batch (Johansson and Campbell

2004). With the parameters used, XPS analysis was

recorded on an area of 1 mm2 and the analysis depth is

less than 10 nm. Carbon high resolution data were

fitted using CasaXPS and a four component Gaussian

fit tailored for celluloses.

Fig. 4 Set-up for evaluating water CA under n-hexadecane with high speed camera (Nikon D5000): a images of films on camera

viewfinder and b image processing of drop spreading (see also Fig. 8)
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MNFC suspension rheology

The rheological properties of MNFC suspensions were

analysed at 2 w/w% concentration at 23 �C with an

Anton Paar MCR 300 shear rheometer. The dynamic

viscosity (g) was determined by steady shear-flow

measurements, using the bob-in-cup geometry (Mo-

htaschemi et al. 2014). Due to the potential for wall

depletion (apparent slip) and thixotropic behaviour of

MNFC suspensions, the ‘‘bob’’ was a four-bladed vane

spindle with a diameter of 10 mm and a length of

8.8 mm, while the metal cup had a diameter of 17 mm.

A pre-shear protocol was applied using constant shear

at a shear rate _c = 100 s-1 for 5 min, followed by a

rest time of 10 min prior to recording the flow curves.

Flow curves of MNFC suspensions were constructed

under decreasing shear rate of _c = 1000–0.01 s-1,

with a logarithmic spread of data points (Dimic-Misic

et al. 2013). To distinguish the MNFC suspensions in

terms of their colloidal interactions as an effect of

hydrolysis time, aspect ratio, crystallinity and friction

between nanofibrils during the flow (Pääkkönen et al.

2016; Dimic-Misic et al. 2018), the log–log plot flow

curves were fitted to a power law according to the

Oswald–de Waele empirical model, as shown in

Eq. (1)

g ¼ k _c1�n ð1Þ

where k and n are the flow index and the power-law

exponent, respectively: n = 1 indicates a Newtonian

fluid and n[ 1 indicates pseudo-plastic (shear thin-

ning) behaviour.

The Herschel–Bulkley equation describes the

dynamic yield stress sd
0 as

s ¼ s0d þ k _cn ð2Þ

where s is the shear stress.

Printing

The photovoltaic (PV) inkjet printing inks (IP) contain

a complex mix of materials, solvent and surfactants

that keep the p-type and n-type components de-mixed

(Hashmi et al. 2015; Özkan et al. 2016). A piezoelec-

tric laboratory scale drop-on-demand (DoD) materials

inkjet printer (Dimatix 2831-DMP) was used to test

the printability of the plasma treated MNFC films

(Dimic-Misic et al. 2015). The solvent of the IP ink is

3-methoxypropionitrile, which is highly polar and

non-volatile (boiling point 164 �C), viscosity

1.2 mPa s and density 0.937 g cm-3, as stated by

the supplier, Sigma Aldrich. The surface tension

measurement was performed on the ink with an optical

tensiometer (CAM 200 from KSV instruments) in

pendant drop mode, giving a value of 29.2 mN m-1

(mJ m-2).

Results and discussion

The rheological properties of the MNFC suspensions

are given in Table 2, showing the change in dewater-

ing, dynamic yield point and flocculation/water trap-

ping gel-like structure (consistency coefficient, k) and

shear thinning properties (index, n, expressed as the

positive difference n - 1) and change in fibre mor-

phology expressed as the fines content using the

dynamic drainage jar (DDJ).

It is clear to see that with increase in enzymatic

hydrolysis time, dewatering decreases as fibrils

become thinner and smaller, and suspensions become

more gel-like rheologically (Rantanen et al. 2015). At

the same time, crystallinity of fibrils increases and

water trapping structure/flocculation within the matrix

with contrasting increased mobility in the flow regime

once the structure is broken (Pääkkönen et al. 2016).

The dynamic yield point, the minimum stress needed

to be induced to set the suspension into flow increases

as the suspensions become more gel like, but, also,

breakage of that suspension induces greater shear

thinning as fibrils are smaller and more crystalline,

orienting easily in the flow direction (Pääkkönen et al.

2016; Hubbe et al. 2017b).

The mechanical and optical properties of MNFC

films are presented in Table 3, where it is evident that

the sheet density of the films increases with increase in

hydrolysis time, while the packing density of the

smaller crystalline particles increases. The permeabil-

ity of those films created with the finer nanofibrils

obtained after 120 min hydrolysis in turn falls rapidly,

and it was not possible to measure using air flow

techniques. The light scattering coefficient decreases

also as the packing density is increased and the

amorphous parts of the cellulose fibres were reduced,

while, due also to higher packing density, the elasticity

modulus increases, showing that films had improved

strength.
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Roughness colour contour and profile plots of the

surface of MNFC/30/150/300 films before and after

plasma treatment are presented in Fig. 5. Before

plasma treatment, the roughness of the films is

directional, being different in in the two measured

directions (red and blue profile lines). The map for

MFC/30/indicates that there are voids present between

1 and 2 lm wide, while in the case of MFC/300/the

surface is flatter with less voids and of much smaller

size. This means that the degree of enzyme hydrolysis

directly increases the resulting smoothness due to the

ever finer fibrillar elements produced, as the crys-

talline parts are separated due to breakdown of the

amorphous constituent. After plasma treatment, the

amorphous material containing surfaces, e.g. MNFC/

30/, are also seen to become relatively rougher than the

highly hydrolysed crystalline films, e.g. MNFC/300/.

The action of the plasma is to increase voyage in the

courser particulate systems, as previously described,

due to effects of charge, fibril debonding etc. (Jun et al.

2008). In MNFC/30/, it is possible to identify irregular

both small and large voids appearing after plasma

Table 2 Properties of MNFC suspensions

Enzymatic treatment

time (min)

WRV

(cm3 g-1)

Yield point, sd
0

(Pa)

Consistency coefficient,

k (Pa s–n)

Shear thinning coefficient,

|(1 - n)|

DDJ fines

value (%)

MNFC suspension properties

0 1.25 34.12 431.23 0.82 93.8

30 1.61 47.34 241.3 0.81 88.8

60 1.83 54.23 139.65 0.81 79.5

90 2.19 68.45 89.67 0.81 62.4

120 2.55 91.45 69.45 0.84 27.0

150 2.85 438.34 57.23 0.84 21.0

180 2.98 29.82 35.15 0.86 11.8

210 3.33 19.64 19.67 0.86 9.6

240 3.37 12.67 14.34 0.87 6.5

270 3.32 8.99 9.97 0.89 1.5

300 3.34 4.74 5.45 0.91 0.2

Table 3 Mechanical and optical properties of MNFC films

Enzymatic treatment

time (min)

Film weight

(g m-2)

Density

(g cm-3)

Permeability

[lm(Pa s)-1]

Light scattering coefficient

(m2 kg-1)

E-Modulus

(GPa)

Film properties

0 73.91 0.637 69.86 37.43 2.53

30 76.12 0.794 9.96 22.83 4.16

60 71.35 0.910 1.06 16.12 5.12

90 72.31 1.016 NA 9.94 7.02

120 70.53 1.090 NA 6.93 8.59

150 70.81 1.127 NA 5.81 9.13

180 69.57 1.145 NA 4.48 8.95

210 71.08 1.178 NA 3.74 11.26

240 70.10 1.179 NA 3.08 9.17

270 71.18 1.226 NA 3.11 9.76

300 65.27 1.187 NA 3.31 10.03
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treatment, while in MNFC/300/, the surface of the film

has almost no such jagged appearance with voids only

smaller than 1 lm. Nitrogen plasma treatment, thus,

obviously changes the morphology of the films, on

both the micro (nano) and macro level, which is likely

also to have an influence on the wetting behaviour and

decrease in CA due to the increased meniscus liquid–

solid wetting line length (Prysiazhnyi et al. 2013;

Pertile et al. 2010).

The surface chemical species are revealed by the

XPS spectra, from which the atomic % of C–C, C–O,

O–C=O and N can be derived, Fig. 6. The effect of

surface modification after nitrogen plasma can be

clearly seen as the level of N attachment increasing as

a function of the enzymatic removal of amorphous

content (Johansson and Campbell 2004). The samples

with increased crystalline proportion after longer

enzymatic treatment nonetheless show similar C–C

bond content. Similarly, with reduction of the

Fig. 5 Surface morphology and roughness of a MNFC/30/, b MNFC/150/ and c MNFC/300/before and after DBD nitrogen plasma

treatment
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amorphous part with increased hydrolysis, the number

of C–O groups decreases while C=O groups and other

C and N containing groups are formed.

The results shown in Fig. 7 reveal that with the

increase in enzymatic treatment of the raw material

pulp there is a reduction of total FSE in the

corresponding MNFC films in both polar and disper-

sive energy (green and blue unfilled symbols, respec-

tively). A reversal of the decline in FSE as a function

of enzymatic treatment can be observed resulting from

nitrogen plasma treatment, showing compensating

increases in both polar and dispersive measured

components (green and blue filled symbols, respec-

tively). Thus, an increase in wettability for water and

n-hexadecane is reflected by a decrease in CA as the

plasma treatment acts on the more crystalline samples

(Johansson and Campbell 2004). However, as the

roughness is also seen to increase as a function of

plasma treatment for the lower crystalline samples

(less exposure to enzymatic breakdown), one would

expect from the Wenzel model that the wettability

would increase. That we see a recorded increase in

n-hexadecane CA, and thus decrease in dispersive

FSE, we can conclude that the action of the plasma

Fig. 6 Surface

modification obtained

through XPS data showing

a increase in N atoms at

constant carbon content, and

b change in ratio of C–O/O–

C=O groups

Fig. 7 Surface free energy

(SFE) of MNFC films as a

function of the treatment

time (Table 1)
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discharge on the amorphous part is initially to reduce

the dispersive energy component, and so likely act, at

least partially, to breakdown first the amorphous

content resulting in debonding and hence roughening

(Hansson et al. 2011). This effective etching of

amorphous parts of fibrils is then replaced by the

action of nitrogen attachment, such that the higher

average FSE values regained in the more crystalline

samples after plasma treatment are significantly higher

than the theoretical FSE 59.4 mJ m-2 of cellulose,

and this is achieved via the major contribution of the

plasma-induced increase in polar component.

The increased contribution of the polar component

in the FSE donated by the cationic N adsorption under

plasma exposure is, therefore, expected to enhance the

compatibility with the application of highly polar inks,

especially if their components are anionic (Vanneste

et al. 2017; Ma et al. 2010; Hoth et al. 2008). The

images in Fig. 8 confirm this expectation, where the

improved wetting of the surface by water as a function

of plasma exposure time is paralleled by the greater

pick-up (trapping) of ink colorant (Hoeng et al. 2016).

Summary and conclusions

Micro nanofibrillated cellulose films formed from

aqueous suspension can be made stronger by pretreat-

ment of the raw fibre using enzymatic hydrolysis.

However, the wettability by ionic liquids, including

functional inkjet printing inks, such as are suitably

used for printed electronics, solar cells etc., decreases

as a result, limiting the use of such films in practice.

Nitrogen plasma treatment, however, enables wetta-

bility by such formulations to be improved. The

mechanism by which this occurs has been studied in

this work presented in this paper and the following

conclusions can be drawn:

• Total free surface energy increases with nitrogen

plasma treatment of highly enzymatically hydrol-

ysed fibrillar films (contact angle decreases), with a

major increase in the polar component.

• Nitrogen is also included into the surface.

• Upon exposure to nitrogen plasma, dispersive

surface energy initially decreases on those films

made of pulp that was not treated or undergone

short enzymatic treatment time, whereas the polar

surface energy component remains relatively

unchanged on such films.

• This effect is related to the interaction of the

nitrogen plasma with the amorphous cellulose

component in the non-hydrolysed fibrils.

• The dispersive energy component can once

again be increased by exposure to nitrogen

plasma in the case of the more crystalline

fibrillar material derived from increased

hydrolysis via enzymatic pretreatment.

• The surface area per unit mass was increased by the

plasma treatment, apparently due to increased

roughness on a nanometre scale.

• Highly ionic liquids, water and solvents typically

used to disperse surfactant-containing organic-

Fig. 8 IP ink printed on

MNFC/300/film showing

the dependence on

wettability of the surface

after nitrogen plasma

treatment (see also Fig. 4);

lower water droplet CA on

the film corresponds with a

significant increase in print

colour density: a untreated

film, b plasma treated for

30 s and c plasma treated for

60 s
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based inks, wet MNFC film better as hydrolysing

pretreatment of fibres is increased and subsequent

nitrogen plasma is applied.

Perspectives and future work arising from these

findings include the need to study the origins of the

surface roughening effect. Is this a random generation

of surface disruption or is there a material transfer

mechanism at play, involving perhaps vaporisation

and redisposition? The impact on the amorphous

component by plasma treatment could offer a means to

induce a phase change at the material surface.

Similarly, other gas plasma treatments should be

investigated in the longer term to understand whether

the role of atomic substitution versus the application of

energy discharge has the greater treatment potential.

Acknowledgments Open access funding provided by Aalto

University. The authors from the Institute of Physics Belgrade

gratefully acknowledge financial help from the Ministry of

Education, Science and Technological Development of the

Republic of Serbia. The authors wish to thank to Prof. Milorad

M. Kuraica from the Faculty of Physics, Laboratory for Plasma

Physics, University of Belgrade, for his patience and skill in

assisting with plasma experiments. Open access funding

provided by Aalto University.

Open Access This article is distributed under the terms of the

Creative Commons Attribution 4.0 International License (http://

creativecommons.org/licenses/by/4.0/), which permits unre-

stricted use, distribution, and reproduction in any medium,

provided you give appropriate credit to the original

author(s) and the source, provide a link to the Creative Com-

mons license, and indicate if changes were made.

References

Afsahi G, Dimic-Misic K, Gane P, Budtova T, Maloney T,

Vuorinen T (2018) The investigation of rheological and

strength properties of NFC hydrogels and aerogels from

hardwood pulp by short catalytic bleaching (H cat). Cel-

lulose 25:1637–1655

Catia R, Castro G, Rana S, Fangueiro R (2015) Characterization

of physical, mechanical and chemical properties of quiscal

fibres: the influence of atmospheric DBD plasma treatment.

Plasma Chem Plasma Process 35:863–878

Cernakova L, Stahel P, Kovacik C, Johansson K, Cernak M

(2006) Low-cost high-speed plasma treatment of paper

surfaces. In: 9th TAPPI advanced coating fundamentals

symposium, Turku, Finland, pp 8–10

Chu PK, Chen JY, Wang LP, Huang N (2002) Plasma-surface

modification of biomaterials. Mater Sci Eng R Rep

36:143–206

Dimic-Misic K, Puisto A, Gane P, Nieminen K, Alava M, Pal-

takari J, Maloney T (2013) The role of MFC/NFC swelling

in the rheological behaviour and dewatering of high con-

sistency furnishes. Cellulose 20:2847–2861
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a b s t r a c t 

We report a finding of two transport regimes in multiferroic BiFeO 3 nanoparticles, which correspond to 

variable range hopping (VRH) mechanisms. Switch between the two regimes coincides with the transi- 

tion between antiferromagnetic (AF) and paramagnetic (PM) phase. At low temperatures, it was found 

that temperature dependence of indirectly extracted resistivity is consistent with Efros-Shklovskii mech- 

anism. As with high temperatures, data fit favourably to Mott VRH theory. Estimated resistivity value 

of ~ 350m �cm violates the Mott-Ioffe-Regel criterion, corroborating that the transport does not pro- 

ceed through conduction bands. Conductivity was probed noninvasively via Raman contactless setup and 

studied as a function of temperature. 

© 2020 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved. 

Introduction. Multiferroic BiFeO 3 has recently attracted much at- 

tention due to its desirably high ferroelectric Curie temperature 

of ca 1100K and AF Néel temperature T N of around 640K, both 

decreasing only slightly with decreasing crystallite size [1,2] . At 

nanoscales, BiFeO 3 turns out to be rather prospective for indus- 

trial applications in photovoltaics, satellite communications, elec- 

trically accessed magnetic memory, and novel sensing technologies 

[3] . Electric resistance of BiFeO 3 is one of the crucial parameters 

that must meet the relevant industrial requirements. In order to 

avoid leakage of electric charge, achieving high resistivity is one of 

the main concerns, and using nano-powders is seen as a promising 

development route. 

As a highly informative experimental tool, Raman scattering 

spectroscopy stands for a local probe also being able to assess the 

nature and dynamics of charge carriers in conductive systems in a 

contactless way. On the other hand, it is exceedingly hard to iden- 

tify the transport mechanism responsible for charge conduction us- 

ing exclusively the contact probes [4,5] . Raman spectral response 

of the scattered light in metals with disorder and doped semi- 

conductors is typically composed of several peaks due to the Ra- 

man active phonon excitations and a smooth frequency continuum 

which reflects direct electronic response [6] . This letter focuses on 

the temperature evolution of this continuous spectral background 

which is formed by low-energy electronic excitations, and referred 

to in the literature as the Raman electronic background [7–11] . The 

charge carrier scattering rate is intimately linked to the electronic 

∗ Corresponding author. 

E-mail address: djokic@ipb.ac.rs (D.M. Djoki ́c). 

background in Raman spectra. This enables us to follow the char- 

acter of charge transport in BiFeO 3 nanoparticles undergoing the 

AF/PM phase transition at the temperature around 640K. 

As the particle size decreases into nanoscale domain, two cru- 

cial changes affect the charge transport in semiconductors. Band 

structures become distorted with decreasing particle size and, 

eventually, the states change their nature to get localized. Be- 

yond certain scale, there is no conduction band and the commonly 

adopted picture of the intrinsic semiconductor transport due to the 

thermal activation via conduction band states breaks down. As the 

structure becomes more and more disordered, localization centers 

that can trap carriers appear more prominent with the decreas- 

ing particle size. Therefore, hopping varied with distance between 

the localization centers can be safely hypothesized to be the dom- 

inant transport mechanism even at high temperatures due to the 

evanescence of the conduction band. 

Our measurements of temperature dependent electronic Raman 

background on the multiferroic BiFeO 3 nanoparticles of high pu- 

rity, synthesized via sol-gel method [12] , have been interpreted 

in terms of the VRH transport mechanism, which appears lead- 

ing even at quite high temperatures. The role of localization cen- 

ters is played by the surface states localized within particles, and 

with energies in the vicinity of Fermi level. An exceptionally high 

value of resistivity has been evidenced which rules out a metal- 

lic type of conductivity to make VRH a viable transport mecha- 

nism in the BiFeO 3 nanoparticles. We communicate a detection of 

the two different 3 D VRH charge carrier transport mechanisms in 

the nanoscaled BiFeO 3 , as probed by Raman spectroscopy. They 

correspond to different impact of electron correlations upon the 

https://doi.org/10.1016/j.scriptamat.2020.02.008 
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transport on the opposite sides of the AF/PM phase transition. In 

the AF phase, the transport can well be described by the Efros- 

Shklovskii VRH theory [13] , while in the PM phase, the transport 

follows the original Mott VRH theory [14] . 

Raman Scattering Spectra. μ-Raman scattering measurements 

were performed using a Linkam THMSG600 microscope heating- 

cooling stage in the temperature range from 80K up to 723K. 

Raman spectra were collected in backscattering configuration on 

TriVista 557 Raman system equipped with a nitrogen cooled CCD 

detector. The λ = 532 nm line of solid state Nd:YAG laser was used 

as an excitation source with sub-mW laser powers on the sam- 

ple in order to eliminate heating effects. In the μ-Raman spec- 

tra of BiFeO 3 nanoparticles measured over 80 − 723K , more than 

thirteen optical phonon modes of A 1 and E symmetry have been 

observed. These spectra, deconvoluted using Lorentzian absorption 

profiles, are shown in Fig. 1 for four representative temperatures. 

The total number and frequencies of the observed Raman ac- 

tive phonon modes of BiFeO 3 nanoparticles are identical to those 

detected in temperature dependent Raman scattering spectra car- 

ried out on bulk BiFeO 3 single crystals [15] , apart from the split- 

tings of some of the polar LO+TO phonon modes in the BiFeO 3 

nanoparticles [16,17] . In bulk, factor group analysis predicts ex- 

actly thirteen ( 4 A 1 + 9 E) Raman active phonon modes [18] . Unlike 

the bulk BiFeO 3 , the Raman active optical modes of the BiFeO 3 

nanoparticles are seated on a distinctively broad spectroscopic fea- 

ture ( Fig. 1 shaded in light gray), which markedly varies with tem- 

perature. A similar spectroscopic background consisting of a non- 

resonant continuous profile was encountered in metal-oxide thin 

films [19] , but with nearly structureless and of a rather enhanced 

intensity. This background is associated with a purely electronic 

Raman response, i.e. electronic scattering contribution independent 

of phonon bands, as a result of the atomic scale surface rough- 

ness. Furthermore, inelastic Raman scattering by particle-hole pair 

excitations was evidenced to lead to the emergence of electronic 

background in both metal-island films with adsorbants [20] and 

in very small metallic particles [21] , which was interpreted in 

terms of the momentum conservation breakdown in the presence 

of the surface states. In hole-doped manganese perovskites, Liu 

et al. [22] found out that the broad electronic Raman response, 

accompanied with the scattering by conduction electrons, exhibits 

a distinctive change through the phase transition which could be 

followed quantitatively by the evolution of electron correlation ef- 

fects. 

A theory that describes and quantifies the profiles of Raman 

electronic background in 

′′ dirty ′′ conductors was first developed 

by Falkovsky [7] . The author observed the effects of electronic ex- 

citations at low energies via scattering by impurities or phonons 

to include a finite momentum transfer ( q � = 0) caused by the fi- 

nite penetration depth. Soon afterwards, Zawadowski and Cardona 

[8] employed a Feynman diagrammatic approach to evaluate the 

Kubo response function in the ladder approximation [23] for q = 

0 , establishing a close connection with the charge carrier trans- 

port lifetime. Feynman diagrams for nonresonant Raman scattering 

are given in Fig. 2 ( a ). The wavy lines denote photon propagators 

with initial and final (momentum, energy): ( � k i , ω i ) and ( � k f , ω f ) 

up to the reduced Planck’s constant. The incoming photon gener- 

ates an electron-hole pair scattered by a phonon or impurity ex- 

citation ( � q = 

�
 k i − �

 k f , ω = ω i − ω f ) . In the ladder approximation, a 

phonon or impurity (dashed line in Fig. 2 ( a )), excited by the elec- 

tron within the pair, is caught by the counterpart hole and vice 

versa. Finally, due to the dominating ladder-like diagrams, the ap- 

proximation leads to the electronic Raman differential cross section 

[9,11] , which can be written down as 

d 

2 σ

d ωd�
= A τ × 1 

1 − exp (−h̄ ω/k B T ) 
× ωτ

1 + (ωτ ) 2 
. (1) 

The constant A τ depends on several factors varying from one 

experiment to another [10] , which we attach no importance to 

in the present study. Bose-Einstein thermal correction factor and 

Drude-like expression are given by the second and third term in 

the product, respectively. The effective scattering rate, 1/ τ , includes 

two terms, 

1 /τ = 1 /τ0 
︸︷︷︸ 

bulk 

+ Dq 2 
︸︷︷︸ 

nano 

, (2) 

where 1/ τ 0 denotes the scattering rate of the charge carrier by im- 

purities in the q = 0 limit coming from the bulk channel, and the 

second term describes the effects of momentum non-conserving 

processes. The bulk term will be safely disregarded in the present 

case. 

Actually, there is no evidence of the electronic Raman back- 

ground in bulk semiconductor BiFeO 3 crystals [15] , as opposed to 

the present case of BiFeO 3 nanocrystals ( Fig. 1 ). The second term 

in Eq. (2) , which originates from the nanoscopic nature of the 

crystalline BiFeO 3 particles is due to the momentum conservation 

breakdown. Thus, q = 2 π/ 〈 � 〉 , where 〈 � 〉 represents the character- 

istic length of the expected nanoparticle size. We can automatically 

assume that the second term dominantly contributes to the effec- 

tive scattering rate 1/ τ . Prefactor D represents the diffusion con- 

stant and is intimately related to the electric resistivity ρ by the 

Einstein relation: D 

−1 = e 2 g(εF ) ρ, where e = 1 . 6 × 10 −19 C, with 

g ( εF ) as the average value of the density of electronic states that 

give rise to the conduction in the vicinity of Fermi level [9] . The 

temperature evolution of the effective scattering rate 1/ τ can be 

followed from Fig. 2 ( b ) delineating a temperature set of the nor- 

malized Drude-like � ω-dependences extracted from the measured 

Raman temperature dependent spectra of the BiFeO 3 nanoparticles. 

Charge Carrier Transport. Temperature variation of the logarithm 

of conductivity, ln (1/ ρ), is oftentimes plotted as a function of 

(1/ T ) n in disordered materials, such as nano BiFeO 3 , and “badly”

conducting ceramics [25] . Exponent n imparts information on the 

DC conduction mechanism. When it is close to 1/4, n bears a signa- 

ture of 3 D Mott VRH transport mechanism [14] , whereas an n value 

close to 1/2 indicates the presence of strong Coulomb correlations 

in 3 D VRH [13] . Both VRH conduction mechanisms are supposed to 

prevail at low temperatures owing to the localized states around 

Fermi level in bulk semiconductors with disorder (blue arrow in 

Fig. 2 ( c ) left). At rather high temperatures, the conduction runs by 

thermal activation via conduction band of the intrinsic semicon- 

ductor (red arrow in Fig. 2 ( c ) left). However, once the particle size 

reaches nanoscales, the overlaps among the orbitals decrease. As a 

result, the bands become too sparse to cause splittings by open- 

ing up rather large gaps. The bands high in energy, such as con- 

duction band, therefore tend to disappear as often encountered in 

disordered nanoscale samples, contrary to the corresponding bulk 

matter. For that reason, it is reasonable to assume that VRH mech- 

anisms are applicable over temperature ranges that may extend up 

to higher temperatures in disordered nanostructures like BiFeO 3 , 

and surely far outweigh the intrinsic thermally activated transport 

via conduction band which can be ignored, as is given in the right 

part of Fig. 2 ( c ). 

Crystalline BiFeO 3 nanoparticles exhibit the phase transition 

around 640K. At temperatures below it, the Coulomb correlations 

become sufficiently strong to form the AF phase, while above it 

the absence of the correlations is manifested through the weakly 

metallic-like PM state. We postulate the presence of localized sur- 

face states with energies close to the Fermi level that mediate the 

VRH transport over an extended temperature range. Temperature 

variations of ln (1/ τ ), which is ∝ ln (1/ ρ) by Einstein relation, do 

differ on two sides of the AF/PM phase transition. The n values, 

which straighten out the ln (1 /τ ) ∝ T −n curves are essentially dif- 

ferent in the two phases. 
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Fig. 1. Raman scattering spectra at four representative temperatures comprising of a smooth electronic background (area shaded in light gray) and more than thirteen 

phonon peaks (blue lines). The total fitting line is drawn in red, whereas the data points are given in black. (For interpretation of the references to colour in this figure 

legend, the reader is referred to the web version of this article.) 

(ki, ωi) (kf , ωf)

( )

γrγr
γep

(ki, ωi) (kf , ωf)

( )

γrγr
γep

Valence
Band

Conduction
Band

Bulk Semiconductor

F

Semiconductor Nanocrystal

(a)

(c)

(b)

Fig. 2. ( a ) The Feynman diagrams describing the Raman scattering of light (wavy 

lines) processes by phonons or impurities (dashed lines) with electron-hole forma- 

tions (solid lines). The processes are of third order in electron or hole scattering 

by phonons and impurities. Electron and hole contributions are represented by up- 

per and lower diagrams, respectively. γ r stands for electron-photon interaction ( �
vertex), while γ ep stands for electron-phonon interaction ( � vertex) [24] . ( b ) Tem- 

perature dependent Raman electronic Drude-like background of BiFeO 3 nanoparti- 

cles ( Fig. 1 ) normalized by both Bose-Einstein thermal correction factor and A τ

(Eq. (1) ). Cubes in green follow the temperature evolution of effective scattering 

rate 1/ τ , in temperature ( T )-Raman shift ( � ω) plane. ( c ) Conduction mechanisms 

due to the intrinsic activation from valence to conduction band (red arrow) and 

VRH promoted by localized states around Fermi level (blue arrow) in bulk (left) and 

nanocrystal (right) semiconductor. (For interpretation of the references to colour in 

this figure legend, the reader is referred to the web version of this article.) 

4 5 6 7 8 9 10 11
4.7
4.8
4.9
5.0
5.1
5.2
5.3
5.4
5.5

n = 1/2
T < TN

T−1/2 [10−2 K−1/2]

ln
(1

/
τ
)

data
linear fit

19.2 19.4 19.6 19.8 20.0 20.2
5.2
5.3
5.4
5.5
5.6
5.7
5.8
5.9

n = 1/4
T > TN

T−1/4 [10−2 K−1/4]
ln

(1
/
τ
)

data
linear fit

250 nm

0 50 100 150 200
0.00

0.05

0.10

0.15

0.20

0.25

[nm]

f
(

)

bars
Gauß

(a () b)

(c () d)

Fig. 3. Temperature ( T −n ) dependence of the logarithm of the effective scattering 

rate (ln (1/ τ )) for T < T N in figure ( a ) with n = 1 / 2 and for T > T N in figure ( b ) with 

n = 1 / 4 . Linear fits are given in red lines. ( c ) TESCAN SM-300 image of the surface 

morphology of the BiFeO 3 nanoparticle batch and ( d ) the related histogram of the 

particle diameter distribution (bars in gray) fitted by the normal distribution func- 

tion (Gauß) given in red line with (64 ± 2) nm as the mean value and (28 ± 2) 

nm as the standard deviation. f ( � ) stands for the frequency of appearance with re- 

spect to the nanoparticle size � . (For interpretation of the references to colour in 

this figure legend, the reader is referred to the web version of this article.) 

The temperature dependences of ln (1/ τ ) are linearized against 

T −n , with n = 1 / 2 ( Fig. 3 ( a )) and n = 1 / 4 ( Fig. 3 ( b )) in the strongly 

correlated AF ( T < T N ) and PM phase ( T > T N ), respectively, 

which is in accordance with the predictions for the applica- 

bility of the two VRH mechanisms [13,14] . To be precise, the 

temperature evolution of ln (1/ τ ) is proportional to ( T n / T ) 
n , with 

k B T 1/2 ≈ e 2 /(4 πε0 εr ξ ) for n = 1 / 2 [13] and k B T 1/4 ≈ 18.1/( g ( εF ) ξ
3 ) 

for n = 1 / 4 [26] , where k B = 1 . 38 × 10 −23 J / K and ε0 = 8 . 85 ×
10 −12 F / m . Parameter ξ is the localization length of wave function 
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of the electronic surface states, while εr represents the relative 

permittivity constant, calculated as εr ≈ 28 using the impedance 

dielectric spectroscopy of nanocrystalline BiFeO 3 [27] . 

Relying on the extracted slopes from the two linear fits in 

Fig. 3 ( a ) & ( b ), we have come up with ξ ≈ 7nm. This finding 

proves quite meaningful as a localization length of wave function 

of the electronic surface states since ξ < 〈 � 〉 , where the average 

particle size 〈 � 〉 reaches up nearly to 66nm. This value has been 

computed as the mean value from the Gaußian particle size distri- 

bution obtained from Scanning Electron Microscopy (SEM) image 

of BiFeO 3 nanoparticles at room temperature and using the Scan- 

ning Probe Image Processor software ( Fig. 3 ( c ) & ( d )). Furthermore, 

the density of localized states, g ( εF ), can also be determined by 

manipulating the fitting parameters extracted from Fig. 3 ( a ) & ( b ). 

Namely, g ( εF ) ≈ 2.1 × 10 18 localized states per (eV × cm 

3 ) in 

the high temperature PM phase. This allows us to estimate the re- 

sistivity value ρ from Eq. (1) and the Einstein relation. Thus, fol- 

lowing Fig. 2 ( b ), at high temperatures h/τ ≈ 250 cm 

−1 , where h = 

6 . 626 × 10 −34 Js . Accordingly, ρ ≈ 4 π2 τ /( 〈 � 〉 2 e 2 g ( εF )) ≈ 350 m �cm 

at lowest. Its extraordinarily high value is not possible in conven- 

tional metals and exceeds the maximum resistivity value allowed 

by the Mott-Ioffe-Regel limit of at most ~ 1 m �cm [28,29] , which 

classifies nanocrystalline BiFeO 3 as a bad conductor. This finding 

strongly suggests that the conduction band energy sector is likely 

to fade away to ultimately acquire markedly low electronic density 

of states, leaving no room for the fixed thermally activated trans- 

port to take over 3D VRH. Nevertheless, other reliable experimental 

tools, such as AC/DC transport measurements, infrared and electron 

spin resonance spectroscopy on somewhat larger particles, might 

be a good proposal to uphold the validity of the VRH mechanisms 

we have put forward. 

Conclusions. In summary, here is reported an indirect finding 

of the two different VRH transport regimes through the analy- 

sis of the temperature dependent electronic Raman background of 

BiFeO 3 nanoparticles. The switch between the two strikingly differ- 

ent VRH transport regimes coincides with AF/PM phase transition. 

The VRH exponent of n = 1 / 2 is associated with the AF strongly 

correlated phase below T N implying the presence of correlations, 

whereas the exponent n = 1 / 4 neatly linearizes the temperature 

dependence of the logarithm of effective scattering rate in the 

PM state above T N . It has been also deduced that the nanoscaled 

BiFeO 3 falls into the family of bad conductors due to its exception- 

ally high resistivity value. At last, it is worth mentioning that, to 

the extent of our knowledge, the existence of different conduction 

VRH regimes in AF and PM phases has never been previously rec- 

ognized in BiFeO 3 nanocrystals. 
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Chapter 11
Molecular Magnets for Quantum Information
Processing

Kevin van Hoogdalem, Dimitrije Stepanenko, and Daniel Loss

Abstract In this chapter we will examine the possibility of utilizing molecular

magnets for quantum information processing purposes. We start by giving a brief

introduction into quantum computing, and highlight the fundamental differences

between classical- and quantum computing. We will introduce the five DiVincenzo

criteria for successful physical implementation of a quantum computer, and will use

these criteria as a guideline for the remainder of the chapter. We will discuss how

one can utilize the spin degrees of freedom in molecular magnets for quantum com-

putation, and introduce the associated ways of controlling the state of the qubit. In

this part we will focus mainly on the spin-electric effect, which makes it possible to

control the quantum states of spin in molecular magnets by electric means. We will

discuss ways to couple the quantum state of two molecular magnets. Next, we will

identify and discuss the different decoherence mechanisms that play a role in molec-

ular magnets. We will show that one of the advantages of using molecular magnets

as qubits is that it is possible to use degrees of freedom that are more robust against

decoherence than those in more traditional qubits. We briefly discuss preparation

and read-out of qubit states. Finally, we discuss a proposal to implement Grover’s

algorithm using molecular magnets.

11.1 Introduction

Conceptually, a computer is a device that takes an input and manipulates it using

a predetermined set of deterministic rules to compute a certain output. Both input

and output are defined in terms of bits, classical physical systems which can be in

one of two different states. These states are typically denoted 0 and 1. The set of

rules that a computer uses for a computation, also named the algorithm, can be de-

scribed by a set of gates. A simple example of a gate is the one-bit NOT-gate, which

gives a 1 as output when the input is 0, and vice versa. An example of a two-bit
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gate is the NAND-gate, which gives a 0 as output only if both the input bits are 1,

and yields a 1 otherwise. Interestingly, it can be shown that any classical algorithm

can be implemented using a combination of NAND-gates only. However, this com-

pleteness theorem does not state anything about the time in which a certain problem

can be solved. Instead, such questions belong to the field of computational com-

plexity theory [1]. A large class of problems, called NP, contains all the problems

for which a candidate solution can be checked in polynomial time. In contrast, the

class of problems that can be solved in polynomial time is called P. Whether P is a

strict subset of NP is one of the great open problems in mathematics. It is widely

believed that there are problems in the difference between P and NP. Some of the

candidates were shown to be solvable using a quantum computer, but an efficient

solution on a classical computer is unknown. This inability of a classical computer

to solve certain problems efficiently is one of the main driving forces behind the

study of quantum computation. Heuristically one might argue that, since classical

computers are governed by Newtonian mechanics—which is only valid in certain

limits of the underlying quantum theory—a quantum computer must have compu-

tational power which is at least the same as, and hopefully greater than, that of a

classical computer [2]. Different algorithms exist that support the claim that a quan-

tum computer is inherently more powerful than a classical computer. Among these

are Deutsch-Jozsa’s [3, 4], Grover’s [5], and Shor’s algorithm [6].

Besides being interesting from this pragmatic point of view, quantum computing

is also of fundamental importance in the fields of information theory and computer

science. The fact that quantum mechanics plays a role in information theory be-

comes clear when one realizes that abstract information is always embedded in a

physical system, and is therefore governed by physical laws. This was made explicit

by Deutsch [7], when he proposed a stricter version of the Church-Turing hypoth-

esis, emphasizing its ‘underlying physical assertion’. The original Church-Turing

hypothesis loosely states that every function which would naturally be regarded as

computable can be computed by the universal Turing machine [8, 9], and this state-

ment can be seen as the basis underlying computer science. In a sense, a universal

Turing machine is a theoretical formalization of a computer (with an infinite mem-

ory) as we described it previously. Deutsch replaces this hypothesis by his more

physical Church-Turing principle: ‘Every finitely realizable physical system can be

perfectly simulated by a universal model computing machine operating by finite

means’. He then went on to show that the universal Turing machine does not ful-

fill the requirements for a universal model computing machine, while the universal

quantum computer, proposed in the same work, is compatible with the principle.

In this way, the universal quantum computer takes the role of the universal Turing

machine.

The basic unit of information in a quantum computer is a qubit [10]. Like a

classical bit, a qubit is a physical two-level system, with basis states denoted by |0�
and |1�. Unlike a classical bit, however, a qubit is a quantum system. This makes

the information stored in a qubit ultimately analog, since a qubit can be in any state

|ψ� = α|0� + β|1�, with α and β complex numbers such that |α|2 + |β|2 = 1. In a

quantum computer, a gate will act linearly on a state |ψ�, and hence in a sense on
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|0� and |1� simultaneously. This quantum parallelism is one of the advantages of

a quantum computer. Of course, one must keep in mind that reading out the qubit

(measuring the state) collapses the quantum state into one of the basis states |0�
or |1�, so this parallelism cannot be used trivially. The other key advantage of using

quantum computing is the fact that two qubits can be entangled, i.e. there can exist

non-classical correlations between two qubits. The final important property of qubits

is captured by the no-cloning theorem [11], which states that it is impossible to

copy an unknown quantum state. This theorem invalidates the use of classical error-

correction methods -which are typically based on redundancy, and therefore require

copying of bits- for quantum computation. Instead, one has to resort to quantum

error-correction codes that rely upon entanglement and measurement, but do not

require an ability to copy an unknown quantum state.

Quantum mechanics dictates that the time evolution of an isolated quantum state

is described by a unitary operator. This means that the action of any valid quantum

gate must also be described by a unitary operator. In fact, it turns out that this is the

only requirement on a valid quantum gate. Consequently, there exists a rich variety

of quantum gates: Where the only non-trivial classical one-bit gate is the NOT-

gate, any rotation in the one-qubit Hilbert space is a quantum gate. As an important

example of a one-qubit gate that has no classical analog we mention the Hademard-

gate, which transforms |0� into (|0� + |1�)/√2 and |1� into (|0� − |1�)/√2. An

example of a two-qubit gate is the CNOT-gate, which acts as a NOT-gate on the

second qubit when the first qubit is in the state |1�, and does nothing otherwise. It

can be shown that arbitrary single qubit rotations together with the CNOT-gate are

sufficient to implement any two-qubit unitary evolution exactly [12].

After all these theoretical considerations, one might wonder what is actually re-

quired to build a physical quantum computer. The requirements have been succinctly

summarized by DiVincenzo, in terms of his five DiVincenzo criteria for successful

implementation of a quantum computer [2]. In order to have a functional quantum

computer we need

• a collection of well-defined physical quantum two-level systems (qubits), which

should be well-isolated and scalable, i.e. it should be possible to add qubits at

will.

• a procedure to initialize the system in an initial state, for instance |00 . . .0�.
• the ability to perform logic operations on the qubits, i.e. one- and two-qubit gates.

• long enough decoherence times compared to the ‘clock time’ of the quantum

computer for quantum error correction to be efficient.

• the ability to read out the final state of the qubit.

Satisfying these criteria in a single system simultaneously has turned out to be quite

a tour de force. Although tremendous progress -both theoretical and experimental-

towards completion of this goal has been made in a wide variety of different areas

of solid state physics, it is at this point not clear which system will turn out to

be most suitable. Of all the systems that have been proposed as a basis for qubit,

we mention here quantum dots [13, 14], cold trapped ions [15], cavity quantum

electrodynamics [14, 16], bulk nuclear magnetic resonance [17], low-capacitance
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Josephson junctions [18], donor atoms [19, 20], linear optics [21], color centers in

diamond [22–24], carbon nanotubes [25], nanowires [26], and lastly the topic of this

chapter: Molecular magnets [27–32].

11.2 Encoding of Qubits in Molecular Magnets

We have seen that information in a quantum computer must be encoded in qubits,

i.e. well-defined physical quantum two-level systems. Probably the first candidate

for a qubit that comes to mind is a single spin in for example an atom. However, ex-

perimentally it would be very challenging to control this single spin, since the length

scale on which this control would have to take place is prohibitively small. On the

other side of the spectrum, solid state implementations of qubits such as Ref. [13]

require fields on the scale of several tens to hundreds of nanometers only, making

control of the state easier (though still very hard). However, with the increased size

we pay the price of additional sources of decoherence, and a huge effort has been

made in recent years to combat these sources. For molecular magnets, the require-

ments on the spatial scale on which control has to be possible are loosened with

respect to those for a single spin, because the typical size of such systems is rela-

tively large. However, molecular magnets are still small as compared to other solid

states implementations of qubits. This fact, as well as the possibility of chemically

engineering molecular magnets with a wide variety of properties, may make one

hopeful that sources of decoherence in molecular magnets can be suppressed. In-

deed, we will show later that such suppression is possible by choosing the degree of

freedom that encodes the qubit wisely.

On the other hand, since molecular magnets have a complex chemical structure

containing many interacting magnetic atoms, it is not a priori clear that it will be

possible to identify a well-separated, stable, and easily controllable two-level sub-

space in the spectrum. As we will show next, the fact that this does in fact turn out to

be possible is due to the high symmetry of the molecule and the existence of well-

separated energy scales. We have seen in previous chapters that molecular magnets

can—to a very good approximation—be described by a collection of coupled spins.

The low-energy multiplet of the system is then described by a spin-multiplet with

fixed total spin, separated from excited states on an energy scale set by the exchange

interaction. This low-energy multiplet has either maximal total spin for ferromag-

netically coupled individual spins, or minimal total spin for antiferromagnetically

coupled spins. In the latter case, the details of the ground state are then determined

by the symmetry of the molecule, and frustration can play an important role.

The first requirement which has to be fulfilled by any qubit-candidate is that

the physical system has to show genuine quantum behavior. Quantum behavior of

the spin state in molecular magnets has been shown in experiments on quantum

tunneling of magnetization [33–40], and shows up in hysteresis curves of ferromag-

netic (although similar effects are predicted to occur in anitferromagnetic systems

[41, 42]) molecular magnets with large spin and high anisotropy barrier [36, 37, 43–

45]. In the absence of external fields, the barrier due to the anisotropy lifts the de-
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generacy between states with different magnetization, and leads to the existence of

long-lived spin states. Transitions between different spin states can be driven in a co-

herent manner, and manifest themselves as stepwise changes in the magnetization.

The fact that the transitions show interference between transition paths and Berry

phase effects are a signature of their coherent nature [46–52].

Quantum computing in antiferromagnetically coupled spin clusters was studied

in Ref. [29]. In the simplest cases of a spin chain or a bipartite lattice with an odd

number of spins the degenerate ground state is a spin doublet with effective total spin

1/2. The total spin can be controlled by an applied magnetic field just as a single spin

can, and exchange interaction between two clusters can be introduced by coupling

single spins in the two different clusters. A downside of using a collection of spins

is that generally decoherence increases with number of spins, unless one manages to

encode the qubit in a state which is protected due to symmetry, something we will

come back to later. In Ref. [30], Cr-based AFM molecular rings, and specifically

Cr7Ni, were proposed as suitable qubit candidates.

An interesting way of encoding a qubit is offered by geometrically frustrated

molecules [32, 53]. Exemplary molecules that display geometric frustration are anti-

ferromagnetic spin rings with an odd number of spins. The simplest example of such

a system is given by an equilateral triangular molecule with a spin-1/2 particle at

each vertex, such as is for instance realized to a good approximation in Cu3 (we will

use Cu3 as an abbreviation for the molecule Na9[Cu3Na3(H2O)9(α-AsW9O33)2] ·
26H2O) (see Ref. [54]). Spin rings (of which the spin triangle is the simplest

non-trivial example) in general are described by the Heisenberg Hamiltonian with

Dzyaloshinskii-Moriya interaction

H0 =
N�

i=1

Ji,i+1Si · Si+1 + Di,i+1 · (Si × Si+1). (11.1)

Here, N is the number of spins in the ring, and SN+1 = S1. For the triangular molec-

ular magnet N = 3. Furthermore, the fact that the point group symmetry of the tri-

angular molecule is D3h imposes the constraints Ji,i+1 = J and Di,i+1 = Dẑ on

the parameters of the Hamiltonian of an planar molecule. Since we are consider-

ing antiferromagnetic systems, J is positive. In a Cu3 molecule, |J |/kB ∼ 5 K and

|D|/kB ∼ 0.5 K. Due to this separation of energy scales, and in the absence of

strong magnetic- or electric fields, the Hilbert space containing the 8 eigenstates of

the triangular molecule can be split up in a high-energy quadruplet with total spin

S = 3/2 and a low-energy quadruplet with total spin S = 1/2. The splitting between

the two subspaces is 3J/2.

In the absence of Dzyaloshinskii-Moriya interaction the low-energy subspace is

fourfold degenerate. The eigenstates are given by

|1/2,±1� = 1√
3

2�

j=0

e±i2πj/3C
j

3 |↑↓↓�, (11.2)

and |−1/2,±1�. The latter states are also given by (11.2) but with all the spins

flipped. These states are thusly labeled as |mS,mC�, with mS the quantum number
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belonging to the z projection of the total spin of the triangle, and mC the z projection

of the chirality of the molecular magnet. The chirality operator C has components

Cx = −2

3
[S1 · S2 − 2S2 · S3 + S3 · S1],

Cy = 2√
3
[S1 · S2 − S3 · S1], (11.3)

Cz = 4√
3

S1 · [S2 × S3].

The chirality contains information about the relative orientation of the spins that

make up the molecule. Like the components of the total spin operator, the compo-

nents of the chirality operator obey angular momentum commutation relations. It

is straightforward to show that the total spin and chirality commute. We will show

later that states with opposite chirality are split by an energy gap which is deter-

mined by the magnitude of the Dzyaloshinskii-Moriya interaction. Furthermore, we

can separate states with opposite total spin by applying a magnetic field. This allows

us to choose which doublet makes up the ground state, chirality or total spin. In this

way it is possible to either encode the qubit in the total spin of the molecule or in

the chirality. Furthermore, even thought the commutation relations of the chirality

components are the same as those of the spin components, the transformation prop-

erties of spin and chirality under rotations, reflections, and time-reversal do differ.

Therefore, interactions of chirality with external fields can not be inferred from the

analogy with spins. We will discuss later how using the chirality offers certain bene-

fits with regards to the possibility to control the qubit and with regards to increasing

the decoherence time of the qubit.

11.3 Single-Qubit Rotations and the Spin-Electric Effect

If one chooses to encode a qubit in a spin state -be it the spin of an electron in

a quantum dot, or the total spin of a molecular magnet- the most intuitive way to

implement a one-qubit gate is by utilizing the Zeeman coupling μBB · ¯̄g ·S, where ¯̄g
is the g-tensor. This coupling in principle allows one to perform rotations around an

arbitrary axis by applying ESR (electron spin resonance) pulses. Indeed, it has been

shown to be possible to implement single spin rotations on a sub-microsecond time

scale using ESR techniques in quantum dots [55]. Furthermore, Rabi-oscillations of

the magnetic cluster V15 have been shown to be possible, also on a sub-microsecond

time scale [56]. At the moment, however, it appears experimentally very challenging

to increase the temporal- and spatial resolution with which one can control magnetic

fields to the point that is required for quantum computation in molecular magnets

(i.e. nanosecond time scale and nanometer length scale).

For this reason, a large effort has been made to find alternative ways to control

the spin state of molecular magnets. One natural candidate to replace magnetic ma-

nipulation is electric control. Strong, local electric fields can be created near a STM
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tip, and these fields can be rapidly turned on and off by applying an electric voltage

to electrodes that are placed close to the molecules that are to be controlled.

Electric manipulation requires a mechanism that gives a sizable spin-electric cou-

pling. In quantum dots, the mechanism behind this coupling is the relativistic spin-

orbit interaction (SOI), and experiments that show that it is possible to perform

single spin rotations by means of electric dipole spin resonance (EDSR) have been

proposed [57] and performed [58]. Unfortunately, the fact that this effect scale with

the system size L as L3 makes them unsuitable for molecular magnets, which are

much smaller.

Instead, in Ref. [32], Trif et al. proposed a mechanism that leads to spin-electric

coupling in triangular magnetic molecules with spin-orbit interaction and broken in-

version symmetry. The mechanism relies on the fact that in such systems an electric

field can alter the exchange interaction between a pair of spins within a molecule

due to the field’s coupling to the dipole moment of the connecting bond.

The lowest order coupling between electric field and the spin state of the trian-

gular molecule is given by the electric-dipole coupling, through the Hamiltonian

He-d = −e
�

i E · ri ≡ −eE · R. Here, e is the electron charge and ri is the po-

sition of the i-th electron. The total dipole moment of the molecule is given by

−e
�

i ri = −eR. Because of the D3h symmetry of the molecule, the diagonal ele-

ments of total dipole moment operator must vanish in the proper symmetry-adapted

basis. However, the electric-dipole coupling can mix states with different chirality.

The nonzero matrix elements are the ones that are invariant under the symmetry-

transformations of the triangular magnet. Since the |mS,±1� states and the oper-

ators ±X + iY both transform as the irreducible representation E� of the group

D3h, it follows that the only nonzero components in the low-energy subspace of the

triangular molecules are

�mS,±1|−eX|m�
S,∓1� = i�mS,±1|−eY |m�

S,∓1� ≡ dδmS,m�
S
. (11.4)

Coupling to the S = 3/2 subspace is suppressed by the finite gap between the two

subspaces. By its very nature, this symmetry analysis cannot yield any informa-

tion on the magnitude of the effective electric dipole parameter d . This information

will have to be extracted using other methods, such as ab initio modeling, Hubbard

modeling, or experiments, something we will come back to later. We do note that

a finite amount of asymmetry of the wave functions centered around each vertex of

the triangle is required for the matrix elements in (11.4) to be nonzero. This asym-

metry is caused by the small amount of delocalization of the electron states due to

the exchange interaction with the states on the other vertices and creates the finite

dipole moment of individual bonds. The dipole moment of the bonds, furthermore,

must depend on the relative orientation of the two spins which are connected by that

bond (i.e. whether they are parallel or anti-parallel) in order for the matrix elements

in (11.4) to be nonzero.

Since the electric-dipole coupling connects states with different chirality, we can

rewrite it in terms of the vector C� = (Cx,Cy,0) as H eff
e-d = dE� · C�. The vector E�

is given by E� = R(7π/6 − 2θ)E, where R(φ) describes a rotation by an angle φ
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around the z axis, and θ is the angle between r1 −r2 and E� = (Ex,Ey,0). With the

definition of the chirality operator as given in (11.4), we can rephrase the effective

electric-dipole Hamiltonian in terms of exchange coupling between the individual

spins

H eff
e-d = 4dE

3

3�

i=1

sin

�
2π

3
(1 − i) + θ

�
Si · Si+1, (11.5)

where E is the magnitude of the in plane components of the electric field. Since

the change in the exchange interaction Ji,i+1 is proportional to |E� × (ri+1 − ri )|,
only the component of the electric field that is perpendicular to the bond ri+1 − ri

affects the exchange interaction Ji,i+1. This is consistent with the picture that the

finite dipole moment of the bond between two vertices is caused by the deformation

of the wave function due to exchange interaction. Otherwise, the strength of the

coupling is completely determined by the parameter d . The fact that the change

in Ji,i+1 is not uniform is crucial here, since therefore [H0,H
eff
e-d] �= 0 even in the

absence of DM interaction, which allows the electric-dipole interaction to induce

transitions between states with different chirality.

We have seen then that the electric-dipole coupling allows one to perform rota-

tions of the chirality state about the x- and y axis, but not around the z axis (assum-

ing a diagonal g-tensor). This is sufficient to perform arbitrary rotations in chirality

space. However, so far the total spin does not couple to the electric field. This situa-

tion is remedied when we include spin-orbit interaction.

As with the electric-dipole coupling, one can deduct the form of the spin-orbit

interaction from general symmetry considerations. Given the D3h symmetry of the

molecule, the most general form of the spin-orbit interaction is

HSO = λ
�
SOTA2

Sz + λ
�
SO(TE��+S− + TE��−S+). (11.6)

Here, TΓ denotes a tensor which acts on the orbital space and transforms according

to the irreducible representation Γ . The nonzero elements in the low-energy sub-

space are then given by �mS,±1|HSO|m�
S,±1� = mSλ⊥

SOδmS,m�
S
, which leads to the

spin-orbit Hamiltonian HSO = �SOCzSz, where �SO = λ
�
SO. Alternatively, one can

use the fact that the spin-orbit interaction can be described by the Dzyaloshinskii-

Moriya term in (11.1). Because of the symmetry of the molecule, the only nonzero

component of the DM vector Di,i+1 is the out-of-plane component, so that it takes

the form Di,i+1 = (0,0,Dz). This gives the same form for HSO as the previous

considerations, provided one identifies λ
�
SO = Dz.

Combining the results from this section, it follows that the Hamiltonian describ-

ing a triangular magnet in the presence of a magnetic- and electric field can be

written in terms of the chirality and total spin of the molecule as

H = �SOCzSz + μBB · ¯̄g · S + dE · C�. (11.7)

Hence, for a magnetic field in the z direction, the eigenstates are | ± 1/2,±1�, and

an electric field causes rotations of the chirality state, but does not couple states
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with opposite total spin. When B is not parallel to ẑ, Sz is no longer a good quantum

number, and hence an applied electric field can cause rotations in the total spin

subspace through the electric-dipole and spin-orbit coupling. In this way it becomes

possible to perform arbitrary rotations of the total spin state.

In Ref. [53], the authors were able to identify the parameters of the effective

spin Hamiltonian with the parameters of the underlying Hubbard model. On the one

hand, this has opened up the possibility to determine the parameters of the effective

spin Hamiltonian by means of ab initio calculations [59, 60]. On the other hand, the

description of the spin-electric effect in the language of the Hubbard model is use-

ful because it gives an intuitive interpretation of the phenomena that we discussed

so far. The Hubbard model description of a molecular magnet including spin-orbit

interaction is given by

HH =
�

i,j

�

α,β

�
c

†
iα

�
tδαβ + iPij

2
· σαβ

�
cjβ + H.c.

�
+

�

j

Uj (nj↑, nj↓). (11.8)

Here, c
†
iα creates an electron with spin α whose wave function |φiσ � is given by a

Wannier function located around atom i. Furthermore, t describes spin-independent

hopping. The vector Pij describes spin-dependent hopping due to spin-orbit interac-

tion and hence is proportional to the matrix element ∇V ×p between Wannier states

centered around atom i and j . The vector σ contains the Pauli matrices. Lastly,

U describes the on-site repulsion. Typically, one considers a single-orbital model,

and assumes that U is the largest energy scale. A perturbative expansion of (11.8) in

(|t |, |Pij |)/U allows one then to map the Hubbard model on a Heisenberg Hamilto-

nian with DM interaction [61, 62].

Equation (11.8) describes two scenarios. First, if the index i runs over the three

magnetic atoms of the triangle only, it describes coupling between the magnetic

atoms through direct exchange. Alternatively, (11.8) can describe the situation in

which the coupling between two magnetic atoms is mediated by a non-magnetic

bridge by adding a doubly-occupied non-magnetic atom on every line connecting

two vertices. The former choice allows for a simpler description, whereas the latter

choice is anticipated to be the more realistic one for molecular magnets. We will

shortly discuss how either can be used to obtain more insight into the spin-electric

effect.

The first thing one can show is that in the case of direct-exchange interaction the

basis functions of the Hubbard model to first order in t and λSO ≡ Pij · ez (due to

symmetry Pij = λSOez) are

��Φ1σ
A�

2


 = ��ψ1σ
A�

2



(11.9)

��Φ1σ
E�±


 = ��ψ1σ
E�±


 + (e−2π i/3 − 1)(t ± σλSO)√
2U

��ψ2σ

E�1±




+ 3e2π i/3(t ± σλSO)√
2U

��ψ2σ

E�2±



, (11.10)
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where |ψnσ
Γ � denotes the symmetry-adapted eigenstate of the Hubbard model with

three electrons, total spin σ , and either single- (n = 1) or double (n = 2) occupancy

that transforms according to the irreducible representation Γ . Specifically, the spin

part of |ψ1σ
E�±

� is given by the states |σ,±1� in (11.2). It follows that in the limit of

t,λSO � U (the limit in which the spin model gives an accurate description) the

eigenstates of the Hubbard model are indeed the chirality states. At finite t,λSO, the

eigenstates contain small contributions from doubly-occupied states.

Within the direct-exchange model, the electric field couples to the state of the

molecule via two different mechanisms. The first term that has to be added to the

Hubbard Hamiltonian comes from the fact that the electric potential takes different

values at the positions of the magnetic centers in a molecule, which affects the on-

site energy of the electrons as

H 0
e-d = −e

�

σ

Eya√
3

c
†
1σ c1σ − a

2

�
Ey√

3
+ Ex

�
c

†
2σ c2σ + a

2

�
Ex√

3
− Ey

�
c

†
3σ c3σ .

(11.11)

Here, a is the distance between two magnetic atoms. The second contribution is

given by

H 1
e-d =

�

i,σ

tE
ii+1c

†
iσ ci+1σ + H.c., (11.12)

which describes the modification of the hopping strength due to the electric field.

The electric field-dependent hopping is given by tE
ii+1 = −�φiσ |er · E|φi+1σ �, and

is hence related to the matrix elements of the electric dipole moment which mix the

different Wannier functions. As before, a symmetry analysis tells us that the only

nonzero matrix elements within the total spin-1/2 subspace are those proportional

to

�φσ
E�+

|ex|φσ
E�−

� = −i�φσ
E�+

|ey|φσ
E�−

� ≡ dEE. (11.13)

Here, |φσ
Γ � describes the linear combination of Wannier states with total spin σ

which transforms according to the irreducible representation Γ . One can then cal-

culate the matrix elements of both the electric-dipole coupling as well as the spin-

orbit Hamiltonian perturbatively in (t, eaE,dEEE)/U . Furthermore, since the elec-

trons are localized, the off-diagonal elements of the dipole moment, dEE , satisfy

dEE � ea. To lowest order the results are

|�Φ1σ
E�−

|H 0
e-d|Φ1σ

E�+
�| ∝

����
t3

U3
eEa

����, (11.14)

|�Φ1σ
E�−

|H 1
e-d|Φ1σ

E�+
�| ≈

����
4t

U
EdEE

����, (11.15)

|�Φ1σ
E�−

|HSO|Φ1σ
E�+

�| = ±5
√

3λSOt

2U
sgn(σ ). (11.16)
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These first two matrix elements can be identified with the matrix elements in (11.7)

that mix the states with different chirality, and hence determine the parameter d .

The last matrix element determines Dz. Therefore, all parameters of the effective

spin model in (11.7) can be determined from the underlying microscopic model. In

Ref. [60], Nossa et al. utilized the presented analysis to determine the value of Dz

and J in the molecular magnet Cu3 using spin-density functional theory.

It is known that in molecular magnets the direct exchange mechanism is often

suppressed due to the localized nature of the electrons that determine the magnetic

properties (which are typically of a d-wave nature) combined with the fact that

the magnetic atoms are typically separated by non-magnetic bridge atoms. In Cu3,

for instance, exchange interaction between two Cu atoms follows a superexchange

path along a Cu-O-W-O-W-O-Cu bond, which makes the Cu atoms third nearest

neighbors [54]. A more accurate description on a microscopic basis of the spin-

electric effect in a triangular magnet is therefore given by a model which includes a

doubly-occupied non-magnetic atom on every line connecting two vertices, so that

the mechanism behind the exchange interaction is superexchange. This is further

strengthened by the expectation that the orbitals of the magnetic atoms do not de-

form easily in an electric field, whereas the bridge orbitals are expected to change

their shape more easily.

In Ref. [53], the authors analyzed the behavior of a single Cu-Cu bond, including

the non-magnetic bridge atom that connects the two Cu atoms, under the applica-

tion of an electric field. By performing a fourth-order Schrieffer-Wolf transforma-

tion [63] on the Hamiltonian (11.8) for such a bond (using (|t |, |Pij |)/U as small

parameter) one can map the Hubbard model on the spin model

H12 = JS1 · S2 + D · (S1 × S2) + S1 · � · S2. (11.17)

Here, � is a traceless- and symmetric matrix. Equation (11.17) describes the most

general quadratic spin Hamiltonian possible. The parameters J,D,� can be deter-

mined from the parameters of the Hubbard model. Assuming that the bond angle

between the Cu atom and the bridge atom is finite, the largest possible symmetry of

a single bond with bridge atom is C2v . This determines which spin parameters can

be nonzero. If the electric field breaks the C2v symmetry, extra terms can be gen-

erated. However, from the C2v symmetry it follows that the strongest spin-electric

coupling will be in the plane spanned by the Cu atoms and the bridge atom, and

perpendicular to the Cu-Cu bond. This is due to the fact that this is the only di-

rection in which the bond can have a finite dipole moment in the absence of an

electric field (due to the molecular field), which gives rise to linear electric-dipole

coupling. Indeed, it is this coupling that causes the effective Hamiltonian in (11.5),

with effective electric-dipole moment given by

d = 4

U3

��
48t3 − 20tp2

z

�
κt + �−20t2pz + 3p3

z

�
κpz

�
. (11.18)

Here, t is the hopping parameter, pz is the z component of the spin-orbit hopping,

and κt = δt/E and κpz = δpz/E relate the changes in t and pz to the electric field E.
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Using ab initio methods, the authors in Ref. [59] calculated the effective electric-

dipole moment d in Cu3. They found the value d = 3.38 × 10−33 C m. This corre-

sponds to d ≈ 10−4ea, where a is the length of the Cu-Cu bond, and leads to Rabi

oscillation times τ ≈ 1 ns for electric field E ≈ 108 Vm−1.

So far, we have only discussed single-qubit rotations. However, for a complete set

of quantum gates, we also need a two-qubit gate. In the next section, we will discuss

different proposals that have been made on how to implement such a two-qubit gate.

11.4 Two-Qubit Gates

Suppose we chose to encode our qubit states in the spin degrees of freedom of a

system. Two-qubit gates such as the CNOT- or the
√

SWAP-gate can then be imple-

mented by turning on the Heisenberg exchange interaction between two spins for a

certain time [64]. For spins in quantum dots, this is relatively simply done by apply-

ing appropriate voltage pulses to the gate that controls the tunneling between two

quantum dots. In contrast, in molecular magnets the exchange interaction between

two molecules is typically determined by the chemistry of the molecule, and one

has to search for more sophisticated ways to implement two-qubit gates.

The first method to couple the state of two qubits that we will discuss is based

on coupling of two triangular molecular magnets through a quantum mechanical

electric field in a cavity or stripline [32]. Such electric fields offer long-range and

switchable coherent interaction between two qubits. The electric field of a phonon

with frequency ω in a cavity of volume V is given by E0(b
†
ω + bω), where b†

ω cre-

ates a photon with frequency ω and the amplitude of the field is |E0| ∝ √
�ω/V .

The coupling of such a photon to the in plane component of the chirality C� of

a triangular molecule is then given by δHE = dE�
0 · C�(b†

ω + bω). In the rotating

wave approximation, the Hamiltonian that describes the low-energy subspace of

N triangular molecular magnets which interact with the photon field is given by

H s-ph = �
j H (j) + �ωb†

ωbω, with

H(j) = �SOC
(j)
z S

(j)
z + B · ¯̄g · S(j) + d|E0|

�
eiφj b†

ωC
(j)
− + H.c.

�
. (11.19)

Here, φj = 7π/6+θj . Application of a magnetic field B with an in plane component

allows one to couple both the chirality as well as the total spin degrees of freedom

of spatially separated molecules. This coupling can be turned on and off by bringing

the molecules in resonance with the photon mode, by applying an additional local

electric field. One difficulty in using cavities is that the electric fields are weaker

than those at an STM tip. A typical value is |E0| ≈ 103 V m−1, which leads to Rabi

times τ ≈ 0.01–100 µs.

For the discussion of another proposed implementation of an electrically con-

trolled two-qubit gate (in this case the
√

SWAP-gate), we turn our attention to the

polyoxometalate [PMo12O40(VO)2]q−
. This molecule consists of a central mixed-

valence core based on the [PMo12O40] Keggin unit, capped by two vanadyl groups
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containing one localized spin each [31]. In such a molecule, one can encode a two-

qubit state in the spins of the vanadyl groups. The spins of the two vanadyl groups

are weakly exchange coupled via indirect exchange interaction mediated by the

core. The crucial property of the core is that one can tune the number of electrons

it contains, since the exchange interaction between the vanadyl spins depends on

the number of electrons on the core. Namely, if the core contains an odd number

of electrons, the spin of the unpaired electron on the core couples to those of the

vanadyl groups, and the effective interaction between the two qubits is relatively

strong. In contrast, for an even number of spins on the core, the spins on the core

pair up to yield a ground state with total spin 0. In this case, the exchange interaction

between the pair of vanadyl spins is strongly reduced as compared to the situation

with an odd number of electrons on the core. Since the redox flexibility of such

polyoxometalates is typically rather high, the number of electrons nC on the core

can be tuned by electric means, by bringing the molecule near the tip of an STM.

The system is then described by the Hamiltonian

H = −J (nC)SL · SR − JC(SL + SR) · SC

+ (�0 − eV )nC + UnC(nC − 1)/2. (11.20)

Here, SL/R are the spin operators of the two vanadyl groups, and SC is the spin of the

core. J (nC) denotes the exchange interaction between the two vanadyl spins. Given

the previous discussion, J (0) ≈ 0. The orbital energy of the electron on the core

is given by �0, and V is the electric potential at the core. Lastly, U is the charging

energy of the molecule, which defines the largest energy scale in the problem. We

consider the subspace of only nC = 0 or nC = 1 electrons on the core.

The two-qubit
√

SWAP is now implemented as follows: One starts out with an

electric potential such that the stable configuration has nC = 0 electrons on the core.

That way, the two qubits are decoupled. By applying a voltage pulse Vg to the STM

tip, one can switch to the state with nC = 1 electrons. The Hamiltonian that de-

scribes the spin-state of the molecule is then given by [31]

H1 = −�
J (1) − JC)

�
SL · SR − JC

2
S2. (11.21)

Here, S = SL + SR + SC is the total spin of the molecule. The time-evolution of the

system is determined by (11.21) for the duration τg of the pulse, afterwards the two

vanadyl spins will be decoupled again. The first part of this Hamiltonian contains

the wanted exchange coupling, and one can implement different two-qubit gates

depending on the pulse length τg . For the
√

SWAP-gate, this time is given by the

condition

�
J (1) − JC

�τg

�
= π

2
+ 2πn, (11.22)

where n is an integer. The second term in (11.21) depends on the spin-state of the

core, and is unwanted. However, we can get rid of it by choosing the pulse-length
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such that the unitary evolution associated with the second term is equal to the unit

operator. This condition turns out to be satisfied for times

τg = 4π

3

�
|JC |m, (11.23)

where m is an integer. Together, these last two equations give a requirement on J (1)

and JC , namely

J (1)

|JC | = sgn(JC) + 3

8

1 − 4n

m
. (11.24)

So far, we have assumed that switching between states with nC = 0 and nC = 1

can be perfectly controlled and is instantaneous. In reality, however, this transi-

tion is governed by quantum processes, and is a probabilistic process governed by

the tunneling rate Γ between STM tip and molecule. Therefore, τg is inherently

a stochastic quantity. To analyze these quantum effects, the authors in Ref. [31]

numerically calculated the averaged fidelity F = √
ρrealρideal between the ideal-

ized
√

SWAP-gate with instantaneous switching and the real
√

SWAP-gate with the

stochastic tunneling (ρreal/ρideal denote the obvious density matrices at the end of

the
√

SWAP-gate operation here). They found that the fidelity can be as high as

F = 0.99.

11.5 Decoherence in Molecular Magnets

Up to this point, we have assumed that the evolution of the quantum state of any

qubit is unitary, and hence the information content of the qubit is infinitely long-

lived. This assumption is only valid for a perfectly isolated system. In reality, how-

ever, any qubit will be coupled to its environment. Fluctuations in the environment

can then lead to decoherence: The process whereby information about a quantum

state is lost due to interaction with an environment. Decoherence of a single qubit

typically takes place on two different time scales. The longitudinal decoherence

time, or T1-time, describes the average time it takes the environment to induce ran-

dom transitions from |0� to |1�, and vice versa. The transverse decoherence time,

the T2-time, describes the time it takes a systems to lose its information about the

coherence between the |0� and |1� state. In other words, the T2-time is the time it

takes for a system initially in the pure quantum state described by the density ma-

trix ρ̂0 = |ψ0��ψ0|, where |ψ0� = α|0� + β|1�, to transform into the classical state

ρ̂(t) = |α|2|0��0| + |β|2|1��1|. In this sense, decoherence is the cause of the transi-

tion from the quantum- into the classical regime. The T1-time sets on upper limit on

the time a system can be used as a classical bit, whereas a system can only be used

as a qubit for times T � T1, T2. The T1- and T2-time of a system are not unrelated,

and can indeed become of comparable magnitude in certain systems. For molecular

magnets at low temperatures, however, typically T2 � T1.
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The first measurement of the T2-time of a system consisting of molecular mag-

nets was performed by Ardavan et al. in 2007 (Ref. [65]). The measurements were

performed on Cr7M heterometallic wheels (M denotes Ni or Mn), and the authors

found T2-times of 3.8 μs for perdeuterated diluted Cr7Ni solutions. The typical

way to measure relaxation times is to use standard spin-echo techniques [66]. The

T2-time can be obtained from the decay with τ of a 2-pulse Hahn-echo measure-

ment, consisting of the sequence: π/2 − τ − π − τ − echo. In a similar manner, the

T1-time can be determined using the sequence π − T − π/2 − τ − π − τ − echo.

Here, T is varied, and τ is constant and short. One of the difficulties in measuring the

T2-times in magnetic clusters is the fact that, in a crystal, the different molecules are

coupled by dipole-dipole interactions. This limits the T2-time. The natural approach

to avoid this problem is to consider molecules in solution. However, here the prob-

lem is that many magnetic clusters with high spin display strong axial anisotropy,

with relatively large zero-field splitting. In a solution, these clusters will orient in a

random matter. This problem is circumvented by using Cr7Ni-clusters, which have

a S = 1/2 ground state (and hence no zero-field splitting), and small anisotropy of

the g-factor.

It was found that the main mechanism limiting the T2 -time of the Cr7Ni-clusters

was coupling to protons. To increase the decoherence time, the authors therefore

considered the perdeutered analogue compound. Indeed, according to expectations

(2D has a gyromagnetic ratio which is about 1/6 of that of 1H), this increased the

coherence time roughly by a factor of 6, leading to a T2-time of 3.8 μs at 1.8 K.

Our remaining discussion of decoherence in molecular magnets follows that of

Ref. [67]. In spin systems, the two most common sources of decoherence are fluc-

tuations in the electric environment (which couple to the spin state via spin-orbit

interaction) and fluctuations of the spin state of the N nuclear spins Ip in the host

material of the qubit, which are coupled to the system spins Si due to hyperfine

interaction. We will mainly focus on the latter mechanism, since it typically limits

the decoherence time [56, 65]. The hyperfine interaction between nuclear spins and

system spins is due to dipole-dipole interaction as well as contact interaction

HHF = DHF

�

i

�

p

Si · Ip − 3(Si · r̂ip)(Ip · r̂ip)

r3
ip

+
�

i

aiSi · Iq(i). (11.25)

Here, DHF = (μ0/4π)gIμI gSμS , and rip = ri − rp . The contact interaction

strength ai is due to the finite overlap of the wave functions of the system spin

and nuclear spins located at the same magnetic center. For small clusters, the latter

term only leads to oscillations of the coherence, and hence we can neglect it [67].

To see how the hyperfine interaction leads to decoherence, let us consider a sys-

tem in which the state of the qubit and that of the bath are initially uncorrelated.

Furthermore, let the initial state of the qubit be given by |ψ(0)� = 1√
2
(|0� + |1�),

and let the bath be prepared in the (mixed or pure) state described by the density

operator ρ̂n(0) = �
I pI |I��I|. Here, |I� = |mI

1 , . . . ,mI
N � with mI

i the projection

of the nuclear spin operator Ii along the magnetic field. Two examples of possible
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states the bath may be prepared in are the spin-polarized (pure) state with polar-

ization P , and the equal superposition (mixed) state. In the first case, pI = δI,n,

where |n� is the state such that
�

p I z
p|n� = P

2
|n�. In the latter case, pI = 1/2N .

This is the initial state of the bath in the absence of an external magnetic field, ig-

noring interactions between the nuclear spins. Over time, interactions between the

bath and the qubit will introduce correlations between the two subsystems, evolv-

ing the state |ΨI(0)� = |ψ(0)� ⊗ |I� into the state |ΨI(t)� = 1√
2
(|0,I0� + |1,I1�)

(if we consider only loss of phase coherence). In general, the states |I0� and |I1�
will not be the same. Therefore, the reduced density matrix of the qubit, given by

ρ̂S(t) = Trn[�I pI |ΨI(t)��ΨI(t)|], may have a decreased degree of coherence (i.e.

smaller off-diagonal elements), since the nuclear spins are correlated with the spins

of magnetic centers that encode the qubit. The degree of coherence can be quanti-

fied by r(t) = �
I PIrI(t), where rI(t) = �I1(t)|I0(t)�, and �0|ρ̂S(0)|1� = rI/2.

It is known that the decoherence rate depends on the initial state of the nuclear spin

bath. For example, it has been shown that techniques such as narrowing of the nu-

clear state can drastically increase the decoherence times in quantum dot systems

[68].

Next, we want to show in what way (11.25) leads to decoherence in a spin-

cluster qubit (such as is realized in the triangular magnet in Sect. 11.2) in more

detail. We have shown before that in spin clusters the qubit state is typically not

encoded in the Si ’s themselves, but instead in quantities like the total spin S or

the chirality C. However, we can always denote the basis states of the qubit by

|0� and |1�. Quite generally then, by projecting the spin operators Si on the space

spanned by |0�, |1�, and performing a second order Schrieffer-Wolff transformation

on the resulting Hamiltonian, one can transform (11.25) into the Hamiltonian H =�
k=0,1 |k��k| ⊗ Hk , with

Hk =
N�

p=1

ωk
pI z�

p +
�

p �=q

�
Ak

pqI z�
p I z�

q + Bk
pqI+

p I−
q

�
, (11.26)

where ẑ� = B/|B|. In the derivation of (11.26), we ignored terms that do not con-

serve energy. ω0
p −ω1

p is linear in HHF, and the quantities A0
pq −A1

pq and B0
pq −B1

pq

are quadratic in HHF. The fastest contribution to decoherence is due to inhomoge-

neous broadening due to the terms ∝ I z�
p in (11.26). These terms describes the mag-

netic field due to the nuclear spins, which is called the Overhauser field. The Over-

hauser field depends on the specific realization of the nuclear spin state (for times

t � τn, where τn is the typical evolution time of the nuclear spin state, the magnetic

field is static). Therefore, if the nuclear spins are in a mixture of states, the coher-

ence of the state |ψ(0)� is washed out due interference of the states that undergo

time-evolution under different effective magnetic fields. This can be seen from the

decoherence factor r(t), which for t � τn evolves as r(t) ≈ ei(E0−E1)t
�

I PIeiδI t ,

where

δI ≈ gSμS

�

i

BI
HF(ri ) · ��0|Si |0� − �1|Si |1��. (11.27)
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The sum is over the spins in the spin cluster. Furthermore, BI
HF(ri ) =

DHF

�
p mI

p [ẑ� − 3(ẑ� · r̂ip)r̂ip]/r3
ip is the Overhauser field. It has been shown, that

decoherence of a qubit encoded in the total spin S = �3
i=1 Si of a triangular cluster

due to the distribution of the Overhauser field for the equal superposition mixed state

typically takes place on time scales of 100 ns. The second order terms in (11.26)

give contributions to the decoherence times that are several orders of magnitude

smaller.

We have seen that due to hyperfine interaction, both the qubit state as well as

the nuclear spin state evolve in time. Furthermore, even in the absence of hyperfine

interaction the nuclear spin state itself evolves in time, according to the Hamiltonian

Hn = B̂ · �p ωpIp + Dn

�
p<q [Ip · Iq = 3(Ip · êpq)(Iq · êpq)]/r3

pq . This dynamics

of the nuclear bath can lead to additional broadening of the Overhauser field, and

has been shown to lead to decoherence on the μs-time scale for a qubit state encoded

in the total spin.

An interesting possibility to increase the decoherence time of a qubit is a triangu-

lar spin cluster was put forward in Ref. [67]. The idea is to use the chirality of cluster

as qubit, instead of the total spin. In that case, the states |0� and |1� of this section

become |0�Cz = |−1/2,1�, |0�Cz = |−1/2,−1�. The crucial property of these state

that causes the increased decoherence time is that since

�1|Sz,i |1� = �0|Sz,i |0� = −1/6, (11.28)

the Overhauser field from (11.27) does not couple to the qubit. Therefore, decoher-

ence processes in (11.26) are second order only. This can lead to decoherence times

approaching milliseconds.

11.6 Initialization and Read-out

Initialization of a qubit in its ground state is arguably the DiVincenzo criterion that is

most routinely realized. Therefore, we will not spend a lot of time discussing it here.

The way to prepare a qubit in its ground state is by cooling it down to temperatures

that are much smaller than the gap between the ground state in which one wants to

prepare the system and the first excited state. This gap, which could for instance be

due to magnetic anisotropy, is typically of the order of a few Kelvin, and may be

controlled by external means, such as placing the molecular magnet in a magnetic

field. This limits the temperature at which experiments can be done to several mK

to K.

The read-out of the spin state is a topic on itself, and we refer the reader to the

literature for an overview of the different techniques that are used [69].
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11.7 Grover’s Algorithm Using Molecular Magnets

One special topic that we wish to discuss in this chapter is the implementation of

Grover’s algorithm using molecular magnets [27]. Grover’s algorithm can be used

to find an entry in an unsorted database with N entries. A typical situation in which

this would be required is if we were given a phone number, and wanted to find the

associated name in a phone book. Classically, we would have to start with the first

entry, and work our way down the list. Finding the name in this manner requires

on average N/2 queries. If we had encoded the information in the phone book in a

quantum state, we would have been able to find the correct entry with high proba-

bility in O(N1/2) queries using Grover’s algorithm. A crucial requirement for this

algorithm is the possibility to generate arbitrary superpositions of eigenstates (and

in particular the superposition where all eigenstates have approximately the same

weight).

In large-spin magnetic molecules, the eigenstates are labeled by the quantum

number mS , the z projection of the total spin S � 1/2. The Hamiltonian describing

a single spin S with easy-axis along the z direction is given by

H = −AS2
z − BS4

z + V, (11.29)

where V = gμBH · S. This gives rise to the typical double-well spectrum with non-

equidistant level spacing. Such level spacing is crucial for the proposal in Ref. [27],

as will become clear shortly. Suppose one starts out by preparing the system in the

ground state |ψ0� = |s�, and wishes to create an equal superposition of all the states

|m0�, |m0 + 1�, . . . , |s − 1�, where m0 = 1,2, . . . , s − 1. This corresponds to using

n − 1 states for Grover’s algorithm, where n = s − m0. In principle, one can cre-

ate superpositions by applying a weak transverse magnetic field H⊥ (whose effect

can be described using perturbation theory) which drives multiphoton transitions

via virtual states through its coupling to S+, S−. However, to create the equal su-

perposition that is required for Grover’s algorithm, the amplitudes of all k-photon

processes (here k = 1,2, . . . , s − m0) must be equal. Clearly, perturbation theory is

not valid in this regime. Therefore, a more sophisticated scheme is required.

The scheme that is proposed in Ref. [27] to create an equal superposition uses

a single coherent magnetic pulse of duration T with a discrete frequency spectrum

{ωm}. It contains n high-frequency components and a single low-frequency com-

ponent ω0, chosen such that �ω0 � �m0
− �m0+1. Here, �m is the energy of the

eigenstate |m�. The frequencies of the n high-frequency components are given by

�ωs−1 = �s−1 −�s −�(n−1)ω0 and ωm = �m −�m+1 +�ω0 for m = m0, . . . , s −2.

For the molecular magnet Mn12, the high-frequency components have frequencies

between 20-120 GHz, and ω0 is around 100 MHz. Because of the non-equidistant

splitting of the energy levels, all frequencies are different. The low-frequency com-

ponent is applied along the easy axis, the high frequency components are in plane,

so that the coupling is given by

Vlow(t) = gμBH0(t) cos(ω0t)Sz, (11.30)
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Vhigh(t) =
s−1�

m=m0

gμBHm(t)
�
cos(ωmt + Φm)Sx − sin(ωmt + Φm)Sy

�

=
s−1�

m=m0

gμBHm(t)

2

�
ei(ωmt+Φm)S+ + e−i(ωmt+Φm)S−�

. (11.31)

Hence, absorption (emission) of a high-frequency σ−-photon induces a transition

with �m = −1 (1); the low-frequency π -photons do not change m, instead they

supply the energy required to fulfill the resonance condition for allowed transitions.

The phases Φm can be chosen freely, we will come back to this point later. With this

setup, the lowest order transition between the ground state |s� and all states |m� (for

m0 ≤ m < s) is n’th order in V (t) = Vlow(t) + Vhigh(t).

To see this, let us consider an explicit example where s = 10, m0 = 5, and hence

n = 5. The lowest order transition from |s� to |s − 1� uses 4 π -photons of energy

�ω0 and 1 σ−-photon with energy �ωs−1. The transition from |s� to |s − 2� uses 3

π -photons of energy �ω0, 1 σ−-photon with energy �ωs−1, and 1 σ−-photon with

energy �ωs−2; and so on for the other transitions. ω0 can be chosen such that lower

order transitions are forbidden due to the requirement of energy conservation. The

amplitude of higher order transitions is small in the perturbative regime.

Since all transition amplitudes are the same order in V (t), they are all approxi-

mately equal. To make them exactly equal requires some fine-tuning. For rectangu-

lar pulses with Hk(t) = Hk for T/2 < t < T/2, the n’th order contribution to the

S-matrix for the transition between |s� and |m�, denoted by S
(n)
m,s , is given by

S(n)
m,s =

�

F

Ωm

2π

i

�
gμB

2�

�n Π s−1
k=mHke

iΦkH
m−m0

0 pm,s(F )

(−1)qF qF !rs(F )!ωn−1
0

× δ(T )

�
ωm,s −

s−1�

k=m

ωk − (m − m0)ω0

 
. (11.32)

The sum runs over all Feynman diagrams F . Ωm = (m − m0)!, qF = m − m −
rs(F ), pm,s(F ) = Π s

k=m�k|Sz|k�rk(F )Π s−1
k=m�k|S−|k+1�, with rk(F ) = 0,1,2, . . . ≤

m−m0 the number of π -transitions in the transition belonging to the Feynman dia-

gram F . δ(T )(ω) = 1/(2π)
	 T/2
−T/2 dteiωT is the delta-function of width T . It ensures

energy conservation. For the example above, the requirement |S(n)
m,s | ≈ |S(n)

−1,s | for all

m ≥ m0 (which corresponds to the equal superposition) is satisfied for parameters

H8/H0 = 0.04, H7/H0 = −0.25, H6/H0 = −0.61, H5/H0 = −1.12.

(11.33)

H9 can be chosen independently. For numerical estimates, we refer to the original

paper, Ref. [27]. This concludes the discussion of generating the equal superposition

required for Grover’s algorithm.

With some adaptions, a single step in Grover’s algorithm can be used to read-in

and decode quantum information. This opens up the possibility to use molecular
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magnets as dense and efficient memory devices. The phases Φm in (11.30)–(11.31)

play a crucial role here. We denote Φm = �m+1
k=s−1 Φk +φm. As we have seen before,

we can irradiate the system with a coherent magnetic pulse of duration T such that

all S
(n)
m,s = ±η. In other words, the state after the pulse is |ψ� = �s

m=m0
am|m�,

where the amplitudes a1 = 1 and am = ±η. By identifying the amplitude ±η with

the logical-1, respectively logical-0, we see that this state encodes a n-bit state.

Because of the Φm dependence of the S-matrix (see (11.32)), we can switch between

the ±η amplitude by choosing φm = 0,π . This allows us to encode a general state

between 0 and 2n − 1 in the quantum state of the molecular magnet. The set {φm}
that one uses depends on the number that has to be encoded. For instance, encoding

1210 = 11012 requires φ9 = φ8 = φ7 = 0 and φ6 = φ5 = π . Here, the states with

m = 9,8,7,6,5 represent respectively the binary digits 20,21,22,23,24.

To decode the state of the molecule, one applies a pulse for which S
(n)
m0,s =

S
(n)
m0+1,s = · · · = S

(n)
s−1,s = −η. This pulse amplifies the bits which have amplitude

−η, and suppresses those with amplitude η. The accumulated error in this procedure

is approximately nη2. Read-out of this decoded state can be done by measuring the

occupation of the different levels by standard spectroscopy, for instance using pulsed

ESR. Irradiation with a pulse which contains the frequency �ωm−1,m = �m−1 − �m

drives transitions that are given by S
(1)
m−1,m. If the state |m� is occupied (meaning

that its amplitude was −η), we would observe stimulated absorption when irradi-

ating with frequency ω6,7 and stimulated emission when irradiating with frequency

ω7,8. Since the energy levels are non-equidistant, this uniquely identifies the level.
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1. Introduction

Nanoscale world is at the border between the quantum realm at the smaller dimensions

and the classical one at larger. At the quantum side of this divide, systems under

consideration consist of few particles and the properties of the sample often do not average

into well-behaved quantities with deviations from the mean value much smaller than the

mean value itself. So standard assumptions of both the classical physics and the standard

statistics can break down within the nanoscale domain. This occurrence impacts the

methods for probing the transport at the nanoscale.

Fundamentals and Properties of Multifunctional Nanomaterials. https://doi.org/10.1016/B978-0-12-822352-9.00009-2
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Noncontact measurements of transport can offer distinct advantages. Macroscopic contacts

necessary for the standard transport measurements often disturb the system since they are

immensely larger than it. The structure of the contacts needs to impact the system as little

as possible, requiring cooling to very low temperatures. Thermal noise introduced by

contacts is hard to distinguish from the quantum noise that is an interesting property of the

probed system.

Experiment is always performed on an object composed of nonidentical units and averaging

of the properties does not automatically occur within the measurement apparatus. Moreover,

the most interesting properties are often encoded into distribution of the results of

measurements, and not exclusively in their mean values. Quantum side of the breakdown is

somewhat different. The quantum transport theory deals with universality of the transport. In

the quantum limit, as most transparently seen in the Landauer formula for conductivity, the

whole variety of the transport behavior boils down to the number and transmitivities of

transport channels. The variety of quantum behavior in transport appears due to macroscopic

quantum phenomena or lies hidden in the variability of nominally identical nanoscale systems.

To probe the rich variety of transport phenomena at the nanoscale, it is preferable to look at

the properties of conducting quasiparticles than to look at the integral characteristics of a

collection of them. Quasiparticles are most easily accessed through spectroscopic techniques,

like Raman spectroscopy, electron spin resonance (ESR), and infrared reflection (IRR)

spectroscopy. Resonant nature of excitations and response detection in spectroscopy offer us a

way to discriminate between constituents of the nanoscale system and look exclusively at the

processes that are in resonance with the appropriate driving. Therefore the noncontact

spectroscopic measurements give us an opportunity to see the nanoscale world in more detail.

This chapter is partitioned in three sections which are organized as follows. In the first

section, we provide a short introduction to the Raman scattering technique followed with a

review on an indirect finding of the two different variable range hopping (VRH) transport

mechanisms based on the analysis of the temperature dependent electronic Raman

background of nanocrystalline BiFeO3 [1]. The subsequent section tackles a summary on

how both particle size decreased and Nd doping influence the Plasmonephonon

interaction and optical conductivity in CeO2�y nanocrystals investigated by IRR

spectroscopy [2]. Finally, in the third section, the main aspects of conduction ESR have

been briefly introduced in which terms the temperature evolution and character of

transport properties of single-walled carbon nanotubes have been elaborated [3].

2. Raman scattering
2.1 Short introduction to Raman scattering technique

In solid state spectroscopy, the inelastic scattering of photons by lattice vibrations (LVs) is

known as Raman effect. The photon energy can be lost or gained in such processes, which
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is accomplished by the phonon creation or annihilation, and termed in literature as Stokes

or anti-Stokes Raman excitation, respectively. Brillouin Raman scattering (RS), however,

stands for a particular case of RS that concerns the scattering by acoustic phonons of very

low frequencies, unlike common Raman which involves optical phonons. The theory of

Raman spectroscopy can be found elsewhere. Nevertheless, for a rather comprehensive

elaboration the reader is further referred to seminal Mitra’s work [4], some of which

fragments we will rely on in what follows.

Following the first principles of electromagnetism, the incident electromagnetic field of the

photons is coupled with the phonons via dipole moments that are induced by the phonon

field. The electronic 3� 3 polarizability tensor amn is modulated by the variation of the

lattice due to the normal vibration of frequency up and can be expanded in terms of the

time dependent atomic displacement components up ¼ upð0Þeiupt as

amn¼að0Þmn þ
X

p

að1Þmn;pup þ
1

2

X

p

X

q

að2Þmn;pqupuq þ. (2.1)

where

að1Þmn;p¼
�
vamn

vup

�

up¼0

; að2Þmn;pq ¼
�
v2amn

vupvuq

�

up¼0; uq¼0

. (2.2)

If E
!

denotes the electric field of incident electromagnetic radiation with frequency u,

E
!¼ E

!ð0Þeiut; (2.3)

then the induced dipole moment can be written as

M
!¼ ba E

!
; (2.4)

which ultimately yields induced dipole moment along p mode

M
!

p¼ bað0Þ E
!

0e
iut þ bað1Þ E

!
0e

iðu�upÞtupð0Þ þ bað2Þ E
!

0e
iðu�2upÞtu2pð0Þ þ. (2.5)

First term in Eq. (2.5) represents nothing but elastic Raleigh scattering process. The

energy of the electromagnetic radiation remains unchanged in this case. The derivative of

the electronic polarizability in the second term in Eq. (2.5) gives rise to the first-order RS

processes when incident photon

�
Z k
!

1; Zu1

�
is absorbed or created to create or destroy a

phonon
�
Z k
!
; Zu

�
. The final photon, with both different wave vector and frequency

�
Z k
!

2; Zu2

�
from the incident one, gets emitted in such a way that the energy and the

momentum are totally conserved. Reduced Planck’s constant is denoted as Z.
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In doped semiconductors and disordered metals, spectral recoil of light in RS

consistently comprises a number of distinctive peaks generated by optically active

phonons, as well as, an extended frequency continuum which is in direct relationship

with electronic response [6]. This continuous spectral background originates from

low-energy electronic excitations, which reflects the charge carrier scattering rate, and

is familiarly known in literature as the Raman electronic background [1,7e11].

Falkovsky [7] was first to provide a theoretical foundation for the spectral profiles of

Raman electronic background in “dirty” metals. The effects of electronic excitations in

Raman are usually observed at low-energy scales and are attributed to scattering by

phonons or impurities involving finite momentum transfers (k 6¼ 0) as a result of the

finite penetration depth of light in materials. Later on, Zawadowski and Cardona [8]

proposed a Feynman diagrammatic approach to estimating the Kubo spectral response

function within the scope of ladder approximation [12] at qz0. Most importantly, these

authors were first to recognize an intimately related link between the nonresonant

electronic excitations seen in Raman with the carrier transport.

As with nonresonant RS electronic response, the related Feynman diagrams (see Fig. 2.1)

are composed of wavy lines denoting photon propagators. Their initial and final

(momentum, energy) are respectively

�
Z k
!

1; Zu1

�
and

�
Z k
!

2; Zu2

�
. An electron-hole

pair of (momentum: k
!¼ k

!
1 � k

!
2, energy: u ¼ u1 � u2), scattered by phonons and/or

impurities, become generated by the incoming photon propagator. Phonon propagator,

given in dashed line (Fig. 2.1), can be excited by the electron/hole inside a pair and is

further captured by its counterpart (hole/electron), as is enforced by the ladder

approximation. At last, upon summing up all the dominating ladder-like diagrams, Raman

differential cross section due to the purely electronic response [9,11], reads as

d2s

dudU
f

1

1� expð� Zu=kBTÞ
� us

1þ ðusÞ2
: (2.6)

Figure 2.1
Raman scattering of light (wavy lines) due to phonons (dashed lines). Electron-hole formations
(solid lines) represented via loops in the Feynman diagrams of third order (first order Raman
scattering). Processes involving electron and hole contributions are given in left and right

diagrams, respectively. Vertex , represents electron-photon interaction, while vertex represents
electron-phonon interaction as is given in Ref. [5]. The drawing is adapted from D.M. Djoki�c, B.
Stojadinovi�c, D. Stepanenko, Z. Doh�cevi�c-Mitrovi�c, Probing charge carrier transport regimes in BiFeO3

nanoparticles by Raman spectroscopy, Scr. Mater. 181 (2020) 6e9. https://doi.org/10.1016/j.scriptamat.
2020.02.008.
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At a particular value of the effective scattering rate, 1=s, the proportionality factor in

Eq. (2.6) is a function of different variables depending on the type of the experimental

setup [10]. The temperature-dependent Bose-Einstein factor and expression resembling

Drude function are respectively given as the second and third term in the product of

Eq. (2.6), while 1=s involves two terms in the sum as follows

1=s¼ 1=s0 þ Dq2: (2.7)

1=s0 stands for the charge carrier scattering rate due to phonons/impurities in q/0 limit,

which is concerned with nothing but bulk channels. The second term (Dq2), however,

gives rise to the effects of processes nonconserving momenta, very often pronounced in

nanocrystals [1]. It is safe to neglect the bulk term (1=s0) if there is no experimental

evidence for the electronic Raman background in the case of bulk materials. D is the

diffusion constant which is, based on the Einstein relation, related to electric conductivity

s in the following manner

D¼ s=
�
gðεFÞe2�; (2.8)

where e ¼ 1:6� 10�19 C. The average value of the electronic density states close to the

Fermi level [9] is denoted with gðεFÞ.
2.2 Multiferroic BiFeO3 nanoparticles

Crystalline bismuth ferrite stands for a multiferroic material increasingly attracting the

attention among the researchers and is also one of few materials to provide both

ferroelectric (TCz1100 K) and antiferromagnetic (TNz643 K) properties at room

temperature [13] and even higher. It is important to know that BiFeO3 has proven

undemanding to obtain in ambient conditions. BiFeO3 is classed as rhombohedrally

distorted ABO3 perovskite structure (space group R3c) with lattice parameter

arh ¼ 3:965 �A, a rhombohedral angle arh of 89.30e89:48+, and ferroelectric polarization

along [111]pseudocubic direction at room temperature [14]. Primitive unit cell consists of two

unit formulas and contains 10 atoms. This structure can be represented as two distorted

perovskite unit cells, connected along the main pseudocubic diagonal [111] to form a

rhombohedral unit cell, as is given in Fig. 2.2A. Bi3þ ions are situated at A lattice sites

and are surrounded by 12 oxygen atoms. On the other hand side, Fe3þ ions are located at

B lattice sites, and they are surrounded by six oxygen atoms with which it forms a FeO6

octahedron. In this configuration, Bi3þ and Fe3þ ions are shifted along [111] direction, and

two oxygen octahedrons are rotated around [111] direction in the opposite directions by

14� that can be seen from the position of the green octahedrons in Fig. 2.2B. This means

that the Fe-O-Fe angle deviates from 180� to amount nearly 154e156� [16,17]. The unit

cell can also be described in a hexagonal frame of reference, where the hexagonal
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c-axis is aligned parallel to the diagonals of the perovskite cube. In other terms,

[001]hexagonal k [111]pseudocubic. The corresponding hexagonal lattice parameters (Fig. 2.2C

are ahex ¼ 5:579 �A and chex ¼ 13:869 �A [14,18].

Bulk BiFeO3 is a semiconductor with literature values of the bandgap determined by

optical measurements at room temperature in the range from 2.1 to 2:8 eV. Several authors

claim that BiFeO3 has a direct bandgap transition at about 2.1e2:8 eV [19e22]. There are,

however, published studies in which it has been shown that BiFeO3 has an indirect

bandgap transition of about 0.4e1:0 eV; quite smaller as compared to the values obtained

for the direct transition [23]. Density functional theory calculations [24,25] have

corroborated an indirect energy transition of about 2:1 eV, while in the room temperature

absorption spectra recorded on BiFeO3 thin film, the transition at approximately 2:17 eV

has been observed [26].

Finally, according to Catalan and some of the references therein [16], based on two-probe

DC resistivity measurements carried out on high-quality bulk samples of BiFeO3, the log

resistivity value undergoes two slopes in Arrhenius law with increasing temperature.

Actually, it has been found that the activation energy of the charge carriers decreases from

nearly 1.3 down to nearly 0:6 eV as the material is heated above TN with the anomaly

around it. However, one does not expect such type of conducting behavior when the scale

of the crystal moves down to several nanometers. Indeed, in the case of defective

nanoparticles with a core/shell structure [1], the nanoparticle shell may have metallic and/

or semiconducting features, while the nanoparticle core prominently features insulating

properties. This casts a shadow over models that are commonly applied in pristine bulk

materials to fit the resistivity data in systems with disorder and/or decreased dimensions.

[111]

[111]

Bi3+

Fe3+

O2-

c(b(a( )))

ahex

c h
ex

Figure 2.2
Schematic representation of (A) rhombohedral structure framed by orange dashed lines,

(B) hexagonal perovskite structure of BiFeO3 with [111] ferroelectric polarization direction given
in gray arrow, and (C) hexagonal cell (black), rhombohedral (red), and pseudocubic (blue) unit
cell with corresponding unit vectors drawn in arrows. The figure is to a rather large extent reworked
from J.-G. Park, M.D. Le, J. Jeong, S. Lee, Structure and spin dynamics of multiferroic BiFeO3, J. Phys.

Condens. Mat. 26 (2014) 433202. https://doi.org/10.1088/0953-8984/26/43/433202.

14 Chapter 2



At a scale ranging down to nanometers, BiFeO3 has proven very prospective for a

potential use in satellite communications, electrically accessed magnetic memory,

commercial applications for photovoltaics and alternative sensors [16]. Most essentially,

the electric resistance of BiFeO3 is found to be a key parameter that should comply with

the prime industrial requirements. Accomplishing high-electric conductivity value in this

nanoscopic compound from its powders is one of the major assets and is perceived as a

very promising in development of the novelty. Moreover, it proves quite demanding to

identify the charge carrier transport, as well as, to distill electric conductivity value using

the contact probes themselves invasively [27,28]. On the other hand, RS tool is widely

known as a local and highly informative experimental probe capable of assessing the

origin and dynamics of charge carriers in conducting materials. This makes Raman

technique a reliable, yet noninvasive, means for investigating the transport properties of

materials that are treated with utmost delicacy.

Fairly recent temperature-dependent RS study, carried out on the multiferroic BiFeO3

nanoparticles of high purity and relied on the temperature evolution electronic Raman

background [1], has explored an exciting prospect of extracting the relevant piece of

information about the electric transport in this nanoscopic compound. m-RS measurements

were recorded over the temperature range of 80e723 K, while the related spectra were

gathered at the backscattering arrangement with solid state 532 nm Nd:YAG laser as

excitation at sub-mW laser powers on the sample itself. There were more than 13 optical

phonon modes (symmetry: A1 and E) detected in the experiment, while the spectra were

decomposed with Lorentzian lineshape profiles, as is presented in Fig. 2.3 at four different

temperatures. The entire number, together with frequency positions, of the optically active

phonon modes of BiFeO3 nanoparticles detected with Raman were found exactly the same

with those observed in temperature-dependent RS spectra undertaken for bulk crystalline

BiFeO3 [29]. However, the authors [1] properly commented on the emerged splittings of a

number of few polar LOþTO phonon modes, which naturally appear in the case of

BiFeO3 nanoparticles [30,31]. As with bulk, the prediction based on the factor group

analysis turns out to be in accordance with the experiment implying 13 (4A1 þ 9E)

optically active modes in phonon Raman spectra [32].

In contrast to Raman spectra recorded for on bulk BiFeO3, Raman active optical modes

pertinent to BiFeO3 nanoparticles were evidenced to seat on quite a broad spectroscopic

profile (Fig. 2.3 shaded in light gray). Such a spectroscopic feature has a pronounced

temperature dependence and is familiarly known as Raman electronic background. In

literature, indeed there are spectroscopic backgrounds akin to one studied in Ref. [1] such

as nonresonant Raman continuous profile observed in metal-oxide thin films [33].

However, the related profile is quite shapeless, moreover with strong intensity, and is

ascribed to entirely electronic RS recoil independent of bands due to the phonons. This

Raman electronic background emerges as a result of the surface roughness at atomic scale.
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In addition, it has been reported that, in extremely small metallic particles [34] and

metallic thin film islands with adsorbents [35], RS due to the particle-hole pair excitations

brings about the emergence of the phononless continuous electronic background. This can

be explained in terms of the momentum conservation violation generated in the presence

of the electronic states at surface. Furthermore, even in the bulk hole-doped manganese

perovskites, the broad electronic Raman response associated with the scattering by

conduction electrons has been determined to cause a drastic change at the phase transition,

as shown by Liu et al. [36]. The evolution of the effects of electron correlations in this

compound could be assessed computably with temperature.

The authors of Ref. [1] have fittingly cast the surface states situated at particle boundaries

in the role of localization centers via which the conduction can run efficiently. In terms of

energy, these states are located near the vicinity of the Fermi level and they are, in

general, unequally distributed to evolve with both spatial and energy gap between them.

Therefore, the charge carrier conduction mechanism in which the hopping energy varies

Figure 2.3
Raman scattering spectra given for four representative temperatures (data points presented in
black). The spectra are composed of a continuous electronic background (shaded in light gray)
and Lorentzian phonon peaks (lines in blue). The overall fitting line is drawn with red line. The figure

is adopted from the published work D.M. Djoki�c, B. Stojadinovi�c, D. Stepanenko, Z. Doh�cevi�c-Mitrovi�c,
Probing charge carrier transport regimes in BiFeO3 nanoparticles by Raman spectroscopy, Scr. Mater. 181

(2020) 6e9. https://doi.org/10.1016/j.scriptamat.2020.02.008.
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with the hopping range can be safely modeled for description of the transport over an

extended temperature range in disordered semiconductors and/or amorphous solids, such

as nanoscaled materials. Commonly, exceptionally high-electric resistivity values are

observed in such systems. As such, these values serve as a definite fingerprint to rule out

any conventional metallic/semiconducting type of conductivity mechanism intrinsic to

(semi)conductors. VRH mechanism, nonetheless [37], stands for a rather viable transport

mechanism in nanoparticles with no other alternative acceptable, as was reported in

Ref. [1] for BiFeO3 nanoparticles. Two different types of VRH charge carrier transport

mechanisms in 3D have been probed in a contactless way using temperature-dependent

Raman spectroscopy, and it has been evidenced that these two are affected by different

degrees of the electron correlation strengths on the opposite sides of the antiferromagnetic

phase transition. Below the transition temperature, the transport undergoes the mechanism

explained by Efros and Shklovskii [38], whereas at high temperatures, the charge carrier

transport adheres to the traditional Mott VRH theory [37].

Here we provide a brief account of the Mott and EfroseShklovskii laws based on a

concise analysis from a seminal paper by Arginskaya and Kozub [39]. The central focus of

this study was on a considerable diversity of theoretical results emerging from calculations

for the exponential prefactors in various VRH expressions, as well as, the crossover from

VRH conductivity of Mott type in which the density of electronic states at Fermi level is

gðεzεFÞ ¼ const toward VRH conductivity running via states separated by a Coulomb

gap when gðεzεFÞfε2. Aharony et al. [40] have made an attempt to obtain the universal

analytic expression for the temperature dependence of conductivity, sðTÞ, in the crossover

region from Mott to EfroseShklovskii law. In general terms, temperature dependence of

the VRH conductivity sðTÞ can be written down as

sðTÞ¼ snexp

�
�Tn
T

�n

; (2.9)

where n might take on 1=4 or 1=2 in 3D with respect to the law chosen, Mott’s or

EfroseShklovskii’s. Constant factors sn and Tn depend on the preferred of the two

models. However, the common feature of most of the relevant studies in the field of VRH

boils down to simplistic approaches in estimating the exponential prefactor sn. As a

traditional rule, sn is generally assumed to have no temperature dependence.

Factors sn and Tn, which are given in Eq. (2.9), can be computed straightforwardly by

optimizing the correlation linking the energy and spatial separation between the lattice

sites. Once an electric field is applied, hopping in the direction of the field is rather

preferred at different probabilities with respect to both distance and energy separation. As

with the 3D free electron case, in original Mott paper [37], it was in a simplified way

presented that the hopping energy is inversely proportional to the cube of the hopping

distance, while the hopping frequency n for a given temperature T was found to depend on
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two following parameters: r as the spatial distance between the sites in units of

localization length x and W as their typical hopping energy separation. Namely,

n¼ n0exp

�
� 2r

x
� W

kBT

�
; (2.10)

where nhn0 for both r ¼ 0 and W ¼ 0, whereas kB ¼ 1:38� 10�23 J
�
K stands for

Boltzmann constant. The hopping frequency characterizes the relative number of directed

charge carrier hops due to the electric field. Indeed, in noncrystalline systems, the

variables r and W are not randomly independent so that one can be combined into a single

parameter by minimizing the total exponent in (Eq. 2.10). In the actual fact, the hopping

from one site to another with a lower energy/distance occurs at high rate. However,

reaching both low energy/distance sites at the same time remains utterly impossible. The

same reasoning applies for the large energy/distance sites that altogether justifies the

application of variation method and thence the term “variable” in VRH.

Variable hopping processes translate a charge carrier by a range r within a time w 1= n;

but at a preferred W value that maximizes the electric current via hopping. This

proportionality squarely leads to the VRH expression for conductivity which is given in

(Eq. 2.9). Yet, to relate r with W or vice versa, one has to further assume that most of the

mobile carriers come from a narrow energy window near the Fermi level of width w kBT:

In such a way, the carrier density nc of spin S ¼ 1=2 which as the other factor prominently

figures in the expression for the conductivity and can be computed by integration as

nc¼ 2

Z εFþkBTεF gðεÞdε; (2.11)

where gðεÞ measures the total number of states (dN) per both energy (dE) and volume unit

(V), each of which is double degenerated (2Sþ 1 ¼ 2).

One must emphasize that the wise choice of gðεÞ leads to the correct expression for the

exponent Tn, which differs by switching from 3D Mott (n ¼ 1=4) to EfroseShklovskii

regime (n ¼ 1=2). Experimental measurements in disordered systems do reveal that the

electron density of states (DOSs) may strongly vary in the vicinity of Fermi level, and it

seems reasonable to suggest that the theoretical concept of uniform DOSs near the Fermi

level is certainly insufficient to describe conduction mechanisms which account for the

Coulomb gap, as there is a jump in the electron DOSs due to Coulomb interactions

between localized states. In general, one can write down

kBTn¼
(
cp=

�
gðεFÞx3�; for n ¼ 1=4

e2=ð4pε0εrxÞ; for n ¼ 1=2
(2.12)
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where kB ¼ 1:38� 10�23 J
�
K and ε0 ¼ 8:85 � 10�12 F

�
m, while x stands for the

localization length of electron wave function of the surface states. cp represents the

percolation constant varying from 5 to 20. εr corresponds to the relative permittivity

constant. Nevertheless, even when the DOSs is not constant, the 3D Mott VRH

conductivity pattern is fully recovered if presented like Eq. (2.9), but is rather referred to

as the 3D EfroseShklovskii VRH [38] when n is, in particular, equal to 1=2. In Ref. [41],

a few temperature dependencies of the hopping conductivity, which come under exponent

1=4 or 1=2, are presented and the reader is further redirected to this reference to properly

infer the validity of use of VRH at high temperatures in disordered materials.

Nanoscaled BiFeO3 puts itself forward as a suitable candidate for exploring the crossover

from 1=2 to 1=4 exponent VRH conductivity as demonstrated in Ref. [1] based on the

Raman spectra. More interesting is the fact that crystalline BiFeO3 nanoparticles do not

only undergo a crossover but even a pronounced phase transition at w640 K below which

Coulomb correlations take place to form the antiferromagnetic ordering. Above the

transition temperature, however, these correlations become overwhelmed by the

temperature fluctuations through the concrete manifestation of the metallic-like

paramagnetic state.

There is a presence of localized surface states occupying the energies near the Fermi

level in the BiFeO3 nanomaterial. These states through a mediation back the VRH

transport even over a broad range of temperature. Temperature variations of lnð1 =sÞ,
which is proportional to lnðsÞ based on the Einstein relation from Eq. (2.8) are

linearized against T�n in Fig. 2.4A with n ¼ 1=2 and Fig. 2.4B with n ¼ 1=4, in the

strongly correlated (T < TN) and paramagnetic phase (T > TN), respectively. Relying on

the calculation for εrz28 from the impedance dielectric spectroscopy of BiFeO3

nanoparticles [42] and following (12) one can find that xz7 nm, while the DOSs

gðεFÞ in the high-temperature phase nearly amounts 2:1� 1018 localized states per

(eV � cm3). The result xz7 nm is physically meaningful since x < C[D, where the

average particle size C[Dz66 nm has been computed from the Gaubian particle size

distribution recorded by Scanning Electron Microscopy at room temperature on BiFeO3

(Fig. 2.4C and D). Finally, r ¼ 1
�
sz4p2s

��
C[D2e2gðεFÞ�z350 mUcm, which stands for

an extraordinarily high value that is not commonly encountered in conventional metals.

This value goes beyond the maximum resistivity value (w1 mUcm) limited by the

Mott-Ioffe-Regel criterion [43,44], which categorizes crystalline BiFeO3 nanoparticles

into a family of bad conductors and ultimately suggests that the conduction bands are

vanishing. This eliminates any possibility for the fixed thermally activated transport

generic to intrinsic semiconductors to dominate over 3D VRH.
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In certain disordered semiconductors, Ioffe and Regel [45], as well as Mott [46], have

altogether realized that conduction states pertinent to such systems fail to survive due to

the indefinite reduction in free mean path of carriers that scatters by. The key argument is

that it can never become shorter than the typical interatomic spacing. In this case, the

concept of carrier velocity cannot be properly formulated, and the entire coherent

quasiparticle motion is lost. The notion of a minimum metallic conductivity is actually in

accordance with a minimum mean free path.
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Figure 2.4
The dependence (T�n) versus (lnð1 =sÞ) in both paramagnetic phase (subfigure ðAÞ, n ¼ 1= 2)
and antiferromagnetic phase (subfigure (B), n ¼ 1=4) with the linear fitting curves given in red.
The surface morphology of the nanocrystalline BiFeO3 particles made with TESCAN SM-300

(subfigure (C)) and the corresponding histogram of the distribution of the particle size given in
gray, fitted by the Gaub distribution (red line), where ð64�2Þ nm is mean value and ð28�2Þnm
is standard deviation (subfigure (D)). The frequency of occurrence is labeled as f ð[Þ. The entire
figure is taken from D.M. Djoki�c, B. Stojadinovi�c, D. Stepanenko, Z. Doh�cevi�c-Mitrovi�c, Probing charge
carrier transport regimes in BiFeO3 nanoparticles by Raman spectroscopy, Scr. Mater. 181 (2020) 6e9.

https://doi.org/10.1016/j.scriptamat.2020.02.008.
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Generally, the choice of 3D VRH ought to be provisionally accepted as an assumption. In

the case of BiFeO3 nanoparticles, the existence of the Mott VRH mechanism has already

been deduced from the DC/AC measurements. These results are presented in Ref. [27].

Furthermore, the assumption about the validity of VRH is substantiated by the fact that the

estimated resistivity value ultimately exceeds the Mott-Ioffe-Regel maximum

(350 mUcm[1 mUcm). This implies that the conduction band energy sector tends to

fade away leaving no room for the fixed thermally activated transport to prevail, which

typically requires a markedly high density of conduction band states. Therefore, the

BiFeO3 nanoparticles are safe to be termed as bad conductors that retain metallic behavior,

through qualitative features such as temperature evolution. Quantitatively, however, the

bad conductors very much resemble the electric insulators as was observed in Ref. [1].

Specifically, the BiFeO3 nanoparticle shell exhibits metallic behavior whereas the core

insulator one, which is a case in defective nanoparticles with a core/shell structure.

3. Infrared reflection
3.1 Short introduction to infrared reflection technique

Infrared solid state spectroscopy stands for one of the most powerful and versatile

techniques meant for optically probing a diverse family of materials in a contactless

manner. The IRR response can assume either a purely electronic or a purely LV character.

The two cases have distinctly different approaches to the quantitative treatment of the

interaction processes between the radiation field and matter. The latter has conclusively

proven powerful for analyzing propagating vibrations with which crystal structures can be

revealed in ionic crystals and polar semiconductors. This analytical probe is highly useful

even for systems poor in the degree of crystallinity, which is oftentimes encountered in

nanoscopic matter.

In the long-wave limit (qz0), optically active vibrations of an ionic bipartite lattice

encapsulate the motion of one type of atoms relative to that of the other sublattice, yet

both in spatial phase. The natural concomitants of such motions comprise strong electric

dipoles of the material that can, accordingly, be directly coupled with the external electric

field at a given polarization angle of the incident electromagnetic radiation. The theory of

the IRR response originating form the interaction between the radiation field and the

matter is purely phenomenological and can be found elsewhere [4,47,48], based on

Maxwell’s and the macroscopic equations describing the vibrations in a polar material.

The reflective IRR spectroscopic recoil begins with a singularity in the dielectric function

observed at the transverse optical (TO) frequency of the polar phonon mode. The

singularity occurs as the radiation field of the incident electromagnetic wave couples with

the TO phonon mode. Coulombic force effects in the polar crystal shift the LO mode to

higher energies in contrast to the TO mode. The TO mode has a complex pole of the
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complex dielectric response function eεðuÞ, whereas the LO mode is associated with a

complex zero of eεðuÞ. Consequently, the incident infrared electromagnetic waves at

frequencies over the so-called reststrahlen TO-LO window are dispersed in such a way

that they fail to propagate through the condensed medium, but undergo reflection. In an

ideal polar crystal with undamped oscillators, the frequency selective reflectivity amounts

exactly 100%, but the reality is rather followed with the oscillator damping. Formally, the

reflectivity is given by the Fresnel formula

RðuÞ¼
				
enðuÞ� 1

enðuÞ þ 1

				
2

¼ ðnðuÞ� 1Þ2 þ k2ðuÞ
ðnðuÞ þ 1Þ2 þ k2ðuÞ

; (2.13)

where RðuÞ is the frequency-dependent fraction of light intensity reflected. Complex

frequency dependent index of refraction, enðuÞ, is related to the complex dielectric

response as

enðuÞ¼ nðuÞ� ikðuÞ ¼
ffiffiffiffiffiffiffiffiffiffi
eεðuÞp

: (2.14)

The frequency dependent real part, nðuÞ, and imaginary part, kðuÞ as the extinction
coefficient, of the complex refractive index enðuÞ satisfy the following relationshipsε1ðuÞ¼ nðuÞ2 � kðuÞ2 and ε2ðuÞ ¼ 2nðuÞkðuÞ; (2.15)

where finally

eεðuÞh ε1ðuÞ þ iε2ðuÞ: (2.16)

For this reason, it is of uppermost importance to model, as well as, parametrize enεðuÞ that
properly describe the system probed by the IRR technique.

IRR signal of poorly conductive ionic crystals with large splitting between TO and LO

frequencies is commonly fitted with a complex dielectric function given by the following

expression

eεðuÞ¼ εNY
j

u2
LOj � u2 þ iugLOj

u2
TOj � u2 þ iugTOj

; (2.17)

where uLOj and uTOj are longitudinal and transverse frequencies of the j-th oscillator,

respectively, while gTOj and gLOj are their energy dampings, and εN corresponds to the

high-frequency dielectric constant (u/N). This model presents four tunable parameters

for each TO/LO mode and is employed for description of purely phononic spectra. The

model is familiarly known as the LV model, or habitually, four-parameter factorized

form of the dielectric function. Its major disadvantage consists in the fact that it

considers no contribution from the itinerant electronic excitations, neither single particle

nor collective [49].
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However, a great deal of semiconductors has a sizable portion of itinerant charge

carriers. Accordingly, the full description of the infrared optical reflectivity data of such

materials has to allow for both phonon and electronically collective (plasmon)

excitations. The cohabitation between the phonons and plasmons brings inexorably about

a somewhat pronounced interaction between the plasmons and LO phonons. This effect

becomes the most striking if the plasma frequency uP lies situated close to the LO

phonon energy. In this case, the complex dielectric function [50] can be factorized to

read as follows

eεðuÞ¼ εN Qmþn
j¼1

�
u2 þ iugLOj � u2

LOj

�

um
Qm

j¼1

�
uþ igPj

�Qn
j¼1

�
u2 þ iugTOj � u2

TOj

�; (2.18)

where uTOj and gTOj are frequencies and damping of the TO modes, respectively. gP
represents the plasma damping rate. The equation directly expresses the coupled plasmon-

LO phonon frequencies uLOj and damping rates gLOj. This model is in literature termed as

the coupled plasmon-phonon (CPP) model.

In conducting oxides [48], on the other hand side, the Drude model can be employed with

no coupling for fitting the infrared reflectivity spectra. The plasmon contribution to the

complex dielectric function is expressed through the Drude term so that eεðuÞ is composed

of two additive terms in the following manner

eεðuÞ¼ εN Y
j

u2
LOj � u2 þ iugLOj

u2
TOj � u2 þ iugTOj

� u2
P

uðu� igPÞ

!
: (2.19)

The first product term is concerned with the pure phonon contribution, while the second

term represents the contributions originating from the collective electronic

excitationsdplasmons. The uðTO=LOÞj and gðTO=LOÞj are (TO/LO) frequencies and the

related damping rates of the decoupled phonon modes. The uP and gP are the plasma

frequency and its daping rate. This model brings us a material advantage in decoupling the

phonon from the plasmon contributions, and is called the decoupled plasmon-phonon

(DPP) model. Besides the aforementioned “classical” Drude term, sometimes the so-called

Double-damped Drude term is used, as is given in

eεðuÞ¼ εN Y
j

u2
LOj � u2 þ iugLOj

u2
TOj � u2 þ iugTOj

�u2
P þ iðgP � g0Þu
uðu� ig0Þ

!
: (2.20)

The difference between the dynamic damping (gP) at plasma frequency and the static

damping (g0) at zero frequency represents particular distinctiveness of this model.

The second term in the additive form of eεðuÞ turns into the classical Drude term once
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gP ¼ g0. The use of this model, which is also called DPP, provides more flexibility.

In fact, a rather precise description of the parametrized complex dielectric function is

offered by the model in numerical fittings based on it.

As with nanomaterials, the related IRR spectra can be properly analyzed using the

Bruggeman effective medium approximation [51]. The basic Bruggeman model includes

the influence of porosity as
0
@eεðuÞ� eεeff ðuÞ
eεðuÞ þ 2eεeff ðuÞ1Aef þ0@ 1� eεeff ðuÞ

1þ 2eεeff ðuÞ1A�
1� ef

�
¼ 0: (2.21)

A decrease of the powder volume fraction as compared to the ambient air leads to a

decrease in the reflectivity values, and thence the IRR features may become significantly

broadened if there is a greater air fraction in the powder. For the binary material with a

great degree of inhomogeneity, constituted of the material eεðuÞ and air ðεair ¼ 1Þ with the

volume fractions ef and 1 � ef , respectively, the empirical relation for the complex effective

dielectric function eεeff ðuÞ must obey the above-written equation.

3.2 Doped nanocrystalline CeO2

As one of the most stable oxide of cerium, cerium dioxide CeO2 is considered to be

highly important functional material with outstanding applications in many various

fields. It crystallizes into a fluorite face centered cubic structure with space group Fm3m

(No. 225) to form a simple cubic oxygen suba lattice where the cerium ions occupy

alternate cube centers (see Fig. 2.5A) [52]. In terms of Wyckoff positions, Ce atoms are

located at the centers of the tetrahedrons (4a) (0,0,0) of which corners are populated with

Figure 2.5
The fluorite face centered cubic crystal structure of CeO2 (A) and its normal mode of the

infrared active lattice vibrations of (B). Ce ions are denoted in green, while O ions are denoted
in red.
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oxygen ions (8c) (1/4, 1/4, 1/4). Observing the existence of the center of inversion, the

structure has exactly one IRR (F2u) and one Raman (F2g) active mode [32], both of

which are triple degenerated. As is shown in Fig. 2.5B, the normal mode of the infrared

optically active vibrations consist of motions of both Ce and O atoms, but in the

opposite directions.

Nanocrystalline CeO2 is distinguished by its enhanced electric conductivity, size lattice

relaxation, as well as, many other advantages to bulk CeO2. As to what has been

reviewed in Ref. [53], decreasing particle size of crystalline CeO2 particles down to

nanoceria dioxide crystals results in the formation of oxygen vacancies which can be

further employed as descriptors for determining the valence state of Ce in the

nanoparticles. Actually, the large surface to volume ratio, then the inclination toward the

oxygen consumption, and basically, freeing Ce because of the reversible transition

between Ce3þ and Ce4þ ions altogether lead to enormous catalytic capacity of this

material. Nanoscaled CeO2 is furthermore found applicable to the active area of research

for renewable energy, solid oxide fuel cells, water and air purification, optical glass

polishing and decolorizing, UV ray filters, and many others [53].

Doped nanocrystalline CeO2, however, deserves a special attention as the optimal doping

with Cu or Nd has proven efficient in inducing the semiconductor-to-metallic state crossover

[2,52] in nanoceria dioxide. Moreover, electrons localized at the vacancies may behave like

free charge carriers to contribute drastically to the electrical conductivity [54]. This

originates from the presence of free charge carriers, which are numbered in the nanoceria

lattice, as the number of oxygen vacancies becomes increased by Nd content [55].

Following Ref. [2], the IRR spectroscopy has been applied to nondestructively investigate

the mechanism of the influence of the plasmon due to the enhanced conductivity upon the

phonon spectra with increasing Nd content in nanocrystalline CeO2 This material is a

polar semiconductor so that both phonon and plasmon excitations can be registered in the

IRR spectra, whereby the plasmon-phonon coupling mechanism can be explored, while the

extent to which the system acquires metallicity can be assessed. Radovi�c et al. [2] have

recorded the infrared reflectivity spectra on pure and Nd-doped CeO2�y nanopowders at

ambient temperature in far-infrared region from 100 up to 700 cm�1.

Fig. 2.6 shows the IRR spectra of undoped and Nd-doped CeO2�y nanopowders fitted with

the two models: coupled plasmon-phonon and decoupled plasmon-phonon with double-

damped Drude term. The concentration of the dopant is increased from 0% to 25%. The

IRR spectra markedly differ from those done on bulk CeO2, as the bulk reststrahlen region

is split into two extended TO-LO modes over 200e550 cm�1 range with decreasing

crystallite size. The splitting is more pronounced in samples with rather small crystallite

sizes and is accompanied with the redshift of the two LO modes, as well. Also, one can
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notice that with the raise of the dopant concentration, the low energy Drude tail and the

screening of the phonon modes became more and more prominent, due to the strong

presence of the free charge carriers. In the actual fact, increasing Nd content in the

nanoceria dioxide lattice can generate a huge number of oxygen vacancies [2], while the

plasmon-phonon interaction in the Nd-doped samples gets stronger.

Following the fits based upon both models applied (Fig. 2.6), all the plasmon modes

registered in all nanoceria dioxide samples exhibit a frequency decrease with Nd doping,

as can be seen from Fig. 2.7. The shift in the plasma frequency toward lower energies with

increasing Nd concentration occurs owing to the weighted effective charge carrier mass, as

there is no dopant impact on the free carrier concentration [2]. In fact, the plasma

frequency is inversely proportional to the effective electron mass. This feature, together

with the enhanced plasmon-phonon coupling with Nd doping, affords us a better insight

into the transport properties of crystalline nanoceria based on the infrared-derived optical

conductivity [48].

4. Electron spin resonance
4.1 Short introduction to electron spin resonance technique

ESR exemplifies a very sensitive and informative experimental technique, based on the use

of magnetic field, which continues to find countless applications not only in solid state and

Figure 2.6
Infrared reflectivity spectra of undoped and Nd-doped CeO2�y nanopowders involving the two
theoretical fits based on coupled plasmon-phonon and decoupled plasmon-phonon model. The
credits for the figure are given to M. Radovi�c, Z. Doh�cevi�c-Mitrovi�c, N. Paunovi�c, S. Bo�skovi�c, N. Tomi�c, N.
Tadi�c, I. Bel�ca, Infrared study of plasmon-phonon coupling in pure and Nd-doped CeO2�y nanocrystals, J.
Phys. D Appl. Phys. 48 (2015) 065301e065306. https://doi.org/10.1088/0022-3727/48/6/065301.
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nano, but also in biomedical and environmental sciences. By means of ESR spectroscopy,

one is able to directly probe electron spin response at resonance that certainly makes ESR

as one of the most powerful probe to investigate magnetic properties in various compounds.

More interestingly, ESR stands for both noninvasive and contactless tool with ability to

analyze accurately the nature and dynamics of charge carriers in conductive systems no

matter how their geometry welcomes electrical leads and contacts in an electrical circuit.

Familiarly known as CESR in abbreviated term, conduction electron spin resonance has

captivated much scientific attention for its capacity to measure the electrical conductivity

of systems from bulk over microsized down to nanoscopic conducting materials. In the

actual fact, in the conducting systems, the free electron motion exerting eddy current

leaves an impact upon the recorded signal at resonance through asymmetry as the definite

signature. This was originally recognized by Feher and Kip [56], Dyson [57] who put

forward that asymmetric CESR lineshapes originate as linear combinations due to the two

facts: (1) the attenuation of the AC field through the skin depth and (2) the capability of

itinerant electrons to diffuse backward and forward through the skin depth region in many

instances between consecutive spin flips that is only critical to transmission-based CESR

techniques. In the case of transmissive CESR, magnetization can penetrate far deeply into

metals unlike the AC magnetic field. This gives an extra contribution to enhancing the

asymmetry of the signals at resonance [58,59].

Dating back to the 19500s, Freeman John Dyson is the first in the field to be credited with

fully deriving the asymmetric CESR profiles. For the obvious reasons, such CESR lines

are referred in literature to as Dysonians of which asymmetry extent is oftentimes

quantified using A=B ratio (see the inset in Fig. 2.8), as common signature of metallicity

in CESR experiments.

Figure 2.7
Evolution of the plasma frequency with the increased Nd dopant concentration as inferred from
the two models: coupled plasmon-phonon and decoupled plasmon-phonon. The credits for the

figure are given to M. Radovi�c, Z. Doh�cevi�c-Mitrovi�c, N. Paunovi�c, S. Bo�skovi�c, N. Tomi�c, N. Tadi�c, I. Bel�ca,
Infrared study of plasmon-phonon coupling in pure and Nd-doped CeO2�y nanocrystals, J. Phys. D Appl. Phys.

48 (2015) 065301e065306. https://doi.org/10.1088/0022-3727/48/6/065301.
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As with CESR operating in the reflection mode, Chapman et al. [61] developed an

approach based on Dyson’s theory to grasp both on- and off-resonance signal for the

various crystal shapes, such as flat plates, long cylinders, and spheres. This allows the

prediction of the asymmetric nature of CESR absorption profiles depending on geometry

of the conducting samples with different size. Furthermore, Platzman and Wolf [62]

examined spin waves excitations at resonance in paramagnetic metals that are described

within the frame of Fermi-liquid theory. Their extended theory boils down to Dyson’s in

the limit of short momentum relaxation times. Dyson’s theory was additionally generalized

to involve various shapes of conducting crystals at desirable resonant magnetic field

directions [63e65]. Later on, Kaplan pointed out that there is a substantial discrepancy

between Dyson’s theory and experimental results recorded in CESR based on the

reflection mode [66]. Actually, CESR becomes recoiled rather with electric than magnetic

component of the frequency-dependent electromagnetic field. The component of electric

field is known to get easily coupled with the free electron momentum across the surface

via relativistic spin-orbit interaction. This fact finds its application in the quantum

mechanical density matrix method, which ultimately brings about the rather general form

of CESR signal as [67]:

c00ðuÞcosfþ c0ðuÞsinf: (2.22)

Terms c00 and c0 represent the absorptive and dispersive parts of the CESR signal. The

magnitudes of their contributions are measured with cosf and sinf, respectively, both of

which disappear in the limit of highly conductive samples, where f is the signal phase.

Eq. (2.22) does represent a particular manifestation of Dysonian, which falls into the range

of the so-called “NMR limit” [68,69]. In that case, the electron diffusion rate is

considerably slower as compared to the spin relaxation rate, and there is no need to

consider other limits so as to reasonably infer CESR spectra of usual metallic samples.

Spin dynamics itself as regards this case can lead to nothing but Lorentzian-profiled

absorptions (c00), unlike the situations with reduced dimensionality or motionally narrowed

signals [70,71].

In a recent CESR study [60], the authors have favored Kaplan’s approach, made for

analyzing the CESR lineshape, to impart a valuable piece of information on the

conductivity of samples with different geometries. Key lengths and points of CESR lines,

necessary for simplification of a fitting procedure of CESR lineshape, have been

established in this account to analytically derive, as well as, grasp the geometry

independent asymmetry ratio limit A=B/ð5þ3
ffiffiffi
3

p
Þ=4, encountered in literature as

universal 2.55 limit, when the CESR is carried out on extremely conducting samples. A= B

ratio value markedly evolves once nano- or microsized metallic samples start to

agglomerate into larger ones that makes the CESR technique especially helpful in
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monitoring the extent to which the clustering takes place [72,73]. Moreover, in Ref. [60],

the phase dependence of the asymmetry ratio A=B is given as

A=B¼

�
1þ 2cos

2f

3

��
3cos

�
p

6
� f

3

�
þ sinf

�

4cos

�
p

6
� f

3

��
1þ sin

�
p

6
� 2f

3

��2
; (2.23)

which can be further employed to relate A=B with the conductivity. Namely, Chapman

et al. [61] introduced the parameter hhd=d, where d represents the characteristic length

od the sample (thickness or diameter), while d is the skin depth at given resonant

frequency. It is exactly this quantity that is in correlation with the sample conductivity.

The absorptive and dispersive parts of the CESR signal in Ref. [61] are respectively xðhÞ
and yðhÞ so that yðhÞ=xðhÞ exactly corresponds to tanf in Ref. [60]. According to

Ref. [61], xðhÞ and yðhÞ for the three relevant geometries look like

Plate0

8
>><
>>:

xðhÞ ¼ sinhðhÞ þ sinðhÞ
2hðcoshðhÞ þ cosðhÞÞ þ

1þ coshðhÞcosðhÞ
ðcoshðhÞ þ cosðhÞÞ2

;

yðhÞ ¼ sinhðhÞ� sinðhÞ
2hðcoshðhÞ þ cosðhÞÞ þ

sinhðhÞsinðhÞ
ðcoshðhÞ þ cosðhÞÞ2

:

(2.24)

Cylinder0

8
>>>>>>>>>>><
>>>>>>>>>>>:

xðhÞ ¼ 1� 2ðBerðwÞBer 0ðwÞ þ BeiðwÞBei 0ðwÞÞðBerðwÞBei 0ðwÞ� Ber 0ðwÞBeiðwÞÞ
�
Ber2ðwÞ þ Bei2ðwÞ

�2 ;

yðhÞ ¼
�
Ber2ðwÞ� Bei2ðwÞ

��
Bei 02ðwÞ� Ber 02ðwÞ

�
� 4BerðwÞBeiðwÞBer 0ðwÞBei 0ðwÞ

�
Ber2ðwÞ þ Bei2ðwÞ

�2 ;

where whh=
ffiffiffi
2

p
:

(2.25)

Sphere0

8
>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

4

9
xðhÞ ¼ 8þ h4

h4
�

8ðsinhðhÞ þ sinðhÞÞ
h3ðcoshðhÞ� cosðhÞÞ

þ 8sinhðhÞsinðhÞ
h2ðcoshðhÞ� cosðhÞÞ2

þ sinhðhÞ� sinðhÞ
hðcoshðhÞ� cosðhÞÞ�

sinh2ðhÞ� sin2ðhÞ
ðcoshðhÞ� cosðhÞÞ2

;

4

9
yðhÞ ¼

8ðsinhðhÞ� sinðhÞÞ
h3ðcoshðhÞ� cosðhÞÞ

� 4
�
sinh2ðhÞ� sin2ðhÞ

�

h2ðcoshðhÞ� cosðhÞÞ2
þ sinhðhÞ þ sinðhÞ
hðcoshðhÞ� cosðhÞÞ�

2sinhðhÞsinðhÞ
ðcoshðhÞ� cosðhÞÞ2

:

(2.26)
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This set of the three dependencies allows us to compute A=B versus logh as is presented in

Fig. 2.8. Oftentimes, A=B can be expended in the form of the linear approximation with

respect to either h or is proportional to the conductivity of the probed spins. The latter

approximation works well in the case of the carbon nanotubes [3] of which CESR-based

charge carrier transport is going to be discussed in detail throughout the upcoming section.

4.2 Carbon nanotubes

As a building brick that takes fascinating variety of forms such as diamond, fossil fuels,

and graphite, together with innumerable compounds derived from it, carbon stands for

one of the most impressive elements in the periodic table. Increased focus of renewed

scientific interest in carbon has stepped into the realm of novel carbon-based materials,

specifically known as the carbon allotropes at nanoscopic level, such as carbon

nanotubes. These were first discovered as multiwalled forms by Iijima in 1991 [74]

initiating the golden era of the physics and chemistry of carbon nanostructures. Carbon

nanotubes are distinguished by their outstanding electronic, mechanical, and transport

properties revealing uncorrelated (semi)conducting nature of the tubes in relation to the

curvature and chirality. They also prove suitable for various applications which spam

from the use as light and electron emitters [75] up to optical biosensors for life sciences

and biomedicine [76].
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Figure 2.8
Asymmetry ratio A=B dependence on logðhÞ regarding the three relevant geometries: infinite

plate (black), long cylinder (dark red), and sphere (dark blue). All the three curves converge to
the asymptotic A=B ratio of ð5þ3

ffiffiffi
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p
Þ=4 at h/N. The inset represents graphically the A= B

ratio in an arbitrarily selected CESR line. The figure is adopted from D.M. Djoki�c, D. Stepanenko, Z.
Doh�cevi�c-Mitrovi�c, Extreme conduction electron spin resonance: A/B/(5þ3O3)/4, the universal limit of
lineshape asymmetry ratio, J. Magn. Magn. Mater. 491 (2019) 165616. https://doi.org/10.1016/j.

jmmm.2019.165616.
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Even with the aid of nanoscaled technologies, making ideal electric contacts to adequately

probe nanotube conductivity remains a perplexing puzzle. Electron backscattering,

imbalanced injection of incident electron modes, and high-ohmic contact resistance are

identified as the chief culprits at minuscule dimensions. However, nanotubes with large

diameters have the added advantage of favoring low-ohmic contact resistance in a

four-probe electric measurement [77]. This made them perfectly suited for the

investigation of quantum interference caused by the AharonoveBohm effect specific by

the pronounced magneto-resistance oscillations as a function of magnetic flux [78].

Despite their short diameters, transport electric properties of multiwalled nanotubes

oftentimes remain consistent with theoretical models used to describe disordered

conductors in 2D. This might be explained by the fact that the electron wavelength is quite

smaller than the nanotube diameter [79]. On the other hand side, one-dimensional essence

of carbon nanotubes becomes already evident through specific heat and thermal lattice

conductivity measurements since the phonon wavelength exceeds typical nanotube

diameters [80], unlike the before-mentioned electron wavelength. Moreover, according to

Ref. [81], it has been demonstrated that the electric transport in single walled carbon

nanotubes exhibit a dependence in agreement with Luttinger liquid models.

Temperature and power-dependent CESR on an ensemble of metallic SWCNTs have been

performed to infer their transport properties based on the insights into the spin dynamics

[3]. The powder-form samples comprised acid-purified laser-oven SWCNTs which were

prepared using the standardized annealing procedure, while the related CESR spectra were

recorded as a function of temperature from 3:4 K to the ambient temperature at the

X-band spectrometer. To yield a rather detailed insight into the transport mechanism, the

authors of Ref. [3] studied the temperature evolution of the asymmetry Dysonian line

shape parameter, ahA=B, which is to the first order approximation proportional to the

conductance of the probed electron spins. These can relax by interaction with itinerant

electrons that are present in metallic SWCNTs. In addition, the spin dephasing rate at

resonance narrows with increasing temperature, which is a signature of the motional

narrowing, a phenomenon that is particular to metallic systems.

Temperature dependence of the natural logarithm of conductivity, lnðsÞ which in this case

boils down to lnðaÞ, is oftentimes plotted versus n-th root of inverse temperature [41].

Exponent n provides information on the charge carrier transport mechanism and when n

approaches 1=4, it leaves a hallmark of 3D Mott VRH transport mechanism [37].

As shown in Fig. 2.9, the Dysonian asymmetry parameter tends to follow a three-

dimensional variable-range hopping behavior at low T. From the scaling relationships in

Eq. (2.12), the localization length of the electronic wave function, x, is roughly estimated

to be w100 nm, whereas the DOSs gðεFÞ amounts w1019 localized states per (eV � cm3)
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around the Fermi energy. The traditional four-point probe transport measurements on the

similarly prepared SWCNT samples [3] have, to some extent, corroborated the present

picture of the CESR observed 3D VRH at low T.

As with nanoscopic systems such as SWCNTs, one can even venture to state that the VRH

conduction mechanism, owing to the localized edge/surface states positioned around Fermi

level, may extend even over a wide range of temperatures [1]. At high temperatures, the

conduction mechanism in bulk systems commonly runs intrinsically via thermal activation

through conduction bands. On the other hand side, there are, as a rule, defect states across

the nanotube surface, effectively making its pristine length quite short and comparable to

nanoscaled dimensions (Fig. 2.10). In this case, the overlaps between the orbitals decrease

to cause the bands to become less dense. This leads to the band splittings to eventually

open up wide gaps at rather high energies. Bands that are high in energy have, therefore,

tendency to fade away so does the conduction band, as contrary to an ideally pristine

SWCNT. It is thus reasonable to adopt that VRH mechanisms may apply up to somewhat

higher temperatures in defected nanotubes. Certainly, the intrinsic thermally activated

transport via conduction band can be ignored comparing to the VRH due to the evanescent

DOSs, as is given in Fig. 2.10.

5. Concluding remarks

In summary, noncontact measurements of transport have been evidenced to offer various

advantages to studying novel nanoscopic materials such as: multiferroic crystalline BiFeO3

nanoparticles, doped nanocrystalline CeO2 used for fuel cell applications, as well as,

Figure 2.9
Natural logarithm of the asymmetry parameter, ahA=B, graphed versus the fourth root of

inverse temperature. The logarithm is found to undergo the 3D VRH mechanism. The data are
taken from W.D. Rice, R.T. Weber, P. Nikolaev, S. Arepalli, V. Berka, A.L. Tsai, J. Kono, Spin relaxation

times of single-wall carbon nanotubes, Phys. Rev. B 88 (2013) 041401e041405. https://doi.org/10.1103/
PhysRevB.88.041401.
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single walled carbon nanotubes exploited for molecular electronics and spintronics.

The transport properties of these novel multifunctional materials have been reviewed in

this chapter in the light of noninvasive spectroscopic techniques which involve: RS, IRR,

and ESR. Through brief introductions made at the beginning of each section, these three

contactless spectroscopic tools have been described in detail.
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Figure 2.10
Plots of the electronic density of states versus energy for an ideally pristine (upper part) and a
defected semiconducting SWCNT (lower part), computed using the tight-binding model. The

electronic states of the defects forming the effective SWCNT edges are given in green circles. They
are distributed around Fermi level at zero energy above which the DOS perishes gradually as the

energy goes higher.
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Spin-electric Coupling in Molecular Magnets

Dimitrije Stepanenko

Center for Condensed Mater Physics and New Materials, Institute of Physics Belgrade

Abstract. Molecular magnets behave as large spins at low energies. They show hysteresis con-
trolled by quantum tunneling of magnetization, long spin coherence times, and spin texture in the
ground state. Coupling of molecular spins to an external electric fields would provide a superior
mechanism for their control and manipulation. In triangular low-spin antiferromagnets with broken
inversion symmetry it is the chirality of spin texture that couples to electric fields. We show that the
chirality has long coherence time, and that it allows for a controllable superradiant phase transition.

Hyperfine-induced decoherence in a triangular spin cluster varies across independent two-level
subsystems that encode a qubit. Electrically controllable eigenstates of spin chirality show decoher-
ence times that approach milliseconds, two orders of magnitude longer than those estimated for the
eigenstates of the total spin projection and of the partial spin sums. The robustness of chirality is
due to its decoupling from components of both the total spin and individual spins in the cluster.

A crystal of triangular molecular antiferromagnets coupled to a resonant cavity shows superradi-
ant phase transition. The critical coupling strength for transition depends on the external magnetic
field, in sharp contrast to the standard case of two-level emitters, where the critical coupling was set
by the structure of emitter alone. The source of modification is traced to the entanglement of spin
and chirality in the low-energy states of the cluster.

REFERENCES

1. Trif, M., Troiani, F., Stepanenko, D., and Loss, D., Phys. Rev. B 82, 045429 (2010).
2. Troiani, F., Stepanenko, D., and Loss, D., Phys. Rev. B 86, 161409(R) (2012).
3. Stepanenko, D., Trif, M, Tsyplyatyev, O., and Loss, D, arXiv:1502.04075
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