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A B S T R A C T

Pyrophyllite, with the chemical formula Al2Si4O10(OH)2, is a naturally occurring and abundant van der Waals
mineral belonging to the group of phyllosilicates. It is very soft, layered crystal used for sculpting and an
excellent electrical and thermal insulator aimed for the operation at high pressure and temperature. Here, for
the first time, two-dimensional (2D) pyrophyllite obtained by both mechanical and liquid phase exfoliation is
presented and investigated at the nanoscale. The layered structure provides low friction coefficient of around
0.1 as measured by friction force microscopy. The wear properties, studied by atomic force microscope (AFM)
based scratching, are distinctly different from graphene. Since the wear is initiated at low normal forces, 2D
pyrophyllite can be routinely carved by the AFM tip and it is suitable for scratching based nanolithography.
According to our optical measurements, 2D pyrophillite is an insulator with a band gap of ∼ 5.2 eV. Local
current measurements by conductive AFM reveal that 2D pyrophyllite flakes behave as efficient electrical
insulators with a breakdown voltage of around 6 MV∕cm. Therefore, the obtained results indicate possible
applications of 2D pyrophyllite as a low-cost electric insulator and lubricant, as well as an easily-machinable
material at the nanoscale.

1. Introduction

Layered materials are usually defined as a special crystal class
existing in the form of weakly stacked atomic layers, like graphene
in graphite. General property of these materials are the strong in-
plane bonds and very weak interactions perpendicular to the planes,
typically of the van der Waals type. Therefore, layered materials that
can be exfoliated into atomically thin layers are often called van der
Waals materials. Two dimensional (2D) materials concerns crystalline
solids consisting of a single or few atomic layers. Huge interest for
them started when large graphene flakes were isolated for the first
time in 2004 by Novoselov et al. using mechanical exfoliation [1].
Extraordinary properties of graphene [2] triggered the search for new
2D materials. Nowadays hundreds of different 2D materials beyond
graphene have been devised and thoroughly investigated because of
their extraordinary properties that are not present in corresponding
counterpart bulk materials. As a result, 2D materials find numerous
applications in nanoelectronics, nanophotonics and optoelectronics,
spintronics, sensing and many other fields [3–5].
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After the discovery of graphene, the second generation of 2D ma-
terials, which includes hexagonal boron nitride, 2D transition metal
dichalcogenides (such as MoS2, WS2, MoSe2, WSe2, MoTe2) and func-
tionalized graphene, quickly appeared [6–11]. The third-generation of
2D materials includes elemental analogues of graphene such as silicene,
germanene, stanene, phosphorene [12], as well as with 2D transi-
tion metal carbides and carbonitrides (MXenes) [13], 2D silicon diox-
ide [14], and minerals [15]. Interestingly, many of them were firstly
discovered by numerical calculations, and afterwards, experimentally
obtained [16].

The most of 2D materials are synthetic, for instance large-scale 2D
materials are commonly prepared by chemical vapour deposition. On
the other hand, natural van der Waals minerals exist in most classes
of 2D materials like semi-metallic graphite and semiconducting molyb-
denite MoS2 and tungstenite WS2. In recent years, a new family of 2D
materials has appeared. It is based on layered natural minerals as a
source of 2D materials [15]. This family includes 2D insulating materi-
als based on phyllosilicates such as talc [18–24], muscovite (mica) [25],
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Fig. 1. (a) Polyhedral representation of pyrophyllite-1A structure: SiO4 tetrahedra in green, AlO6 octahedra in blue, oxygen atoms in red, OH group in yellow. The unit cell is
outlined in black. VESTA program [17] was used for three-dimensional visualization of the crystal structure. (b) Optical image of the crystalline pyrophyllite used in this study.
(c) Optical micrograph of mechanically exfoliated 2D pyrophillite flakes. (d) XRPD pattern of bulk pyrophyllite crystal which contains pyrophyllite-1A (PDF card # 01-075-0856)
and small amount (near detection limit) of dickite-2M1 (PDF card # 00-058-2002). Most intense ℎ𝑘𝑙 reflections are marked.

biotite [26], vermiculite [27], clinochlore [28], and phlogopite [29],
as well as 2D magnetic materials such as cylindrite [30] and iron-
rich talc [31]. Furthermore, semiconducting van der Waals mineral
franckeite has been used for the exfoliation of 2D van der Waals het-
erostructures [32–34]. Therefore, 2D materials can be obtained directly
from natural minerals by just simple exfoliation and without complex
synthetic procedures. As a result, search of 2D materials among natural
minerals can be particularly interesting. Furthermore, clay minerals
are abundant in Earth crust and therefore they serve as cost-effective
sources of 2D materials. This mainly concerns phyllosilicates or layered
silicates such as talc, pyrophyllte, kaolinite, gibbsite, etc., which are the
most common and abundant clays.

Pyrophyllite (from Greek pyro—fire and phyllos—a leaf) is natural
van der Waals mineral which belongs to the talc–pyrophyllite family
of phyllosilicates. It is a hydrous aluminum silicate with the chemical
formula Al2Si4O10(OH)2. Single layer of pyrophyllite consists of the
AlO6 octahedral sheet sandwiched between two SiO4 tetrahedral layers
(Fig. 1(a)). Pyrophyllite is a chemically inert material, good electrical
and thermal insulator with a high melting point [35] and with a fairly
high dielectric constant [36,37]. As a clay mineral, it is abundant
and inexpensive. Therefore, it is widely used in refractories, high-
grade ceramics, electric insulators, and as a filler in order to improve
properties of paper, plastic, rubber, paint and other mixtures [35].
As a van der Waals material, pyrophyllite has a lamellar structure
which indicates good frictional properties and its applications as a
lubricant [38]. It is very soft mineral [35] which provides easy ma-
chining and making of various profiles, while at the same time, it can
withstand large pressures. Therefore, bulk pyrophyllite mineral exhibits
interesting properties with a broad range of potential applications. Still,

its 2D form has not been studied so far, although small flakes of few
layer pyrophyllite have been obtained by liquid phase exfoliation [39],
whereas thermal exfoliation was investigated as well [40], but not in
the context of 2D layers.

Here we present our report on 2D pyrophyllite with the focus on
its properties related to potential applications as 2D electric insulator,
lubricant and material suitable for nanolithography. Using mechanical
and liquid phase exfoliation (LPE), we routinely fabricated few-layer
pyrophyllite which can be exfoliated down to single-layer thickness.
The initial characterization was done by X-ray powder diffraction
(XRPD), Raman spectroscopy, UV–VIS spectroscopy, and optical mi-
croscopy. Afterwards, we focused on nanoscale mechanical and elec-
trical properties of 2D pyrophyllite such as friction, wear, nanoscale
machining, as well as insulating properties and dielectric breakdown,
which were investigated by atomic force microscopy (AFM) based
methods.

2. Experimental methods

2.1. Sample preparation

Here we used the crystalline pyrophyllite from Hillsborough, Or-
ange County, North Carolina, USA (Fig. 1(b)). 2D pyrophyllite flakes
were obtained by the mechanical exfoliation [41] onto SiO2∕Si sub-
strate (with 300 nm thick SiO2). Briefly, thick pyrophyllite flakes were
separated from the bulk crystal by an adhesive tape. These flakes were
further thinned by multiple peeling against two pieces of the tape,
and finally transferred onto the substrate. The flakes of interest were
selected by optical microscopy (typical optical micrograph depicted in
Fig. 1(c)).
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The starting material for LPE of pyrophyllite was ground pyro-
phyllite crystal (Hillsborough mine, Orange County, North Carolina,
USA). Its dispersion was obtained in N-N-Dimethylformamide (DMF,
Sigma Aldrich, product no. D4551), while the initial concentration of
pyrophillite was 10 mg/mL (in 10 mL cylindrical vial). The solution
was then sonicated in a low-power ultrasonic bath for 12 h. The
resulting yellowish dispersion was centrifuged for 15 min at 1000 rpm.
In order to fabricate pyrophyllite films from the obtained dispersion,
Langmuir–Blodgett Assembly (LBA) technique at a water–air interface
was used. This technique was previously employed for the preparation
of graphene films as well [42,43]. In the first step, a small amount
of pyrophyllite dispersion in DMF was added at the water–air inter-
face. Then, after the pyrophyllite film was formed at the interface, it
was slowly picked up by desired substrate. Three different substrates
were used: SiO2∕Si for AFM measurements (morphological characteri-
zation), Au-coated SiO2∕Si for C-AFM measurements (current maps and
breakdown voltage), and quartz for UV–VIS spectroscopy.

2.2. XRPD measurements, Raman and UV–VIS spectroscopy

The structural characterization was done by XRPD which was con-
ducted at room temperature on Rigaku Smartlab X-ray Diffractometer
in 𝜃−𝜃 geometry (the sample in the horizontal position) in parafocusing
Bragg–Brentano geometry using D/teX Ultra 250 strip detector in 1D
standard mode with CuK𝛼1,2 radiation source (U = 40 kV and I =
30 mA). The XRPD pattern was collected in 2−90◦ 2𝜃 range, with the
step of 0.01◦, and data collection speed of 6◦/min. The pyrophyllite
sample was spinning in the horizontal plane with the speed of 60
rounds per minute. The low background single crystal silicon sample
holder was used to minimize the background. The PDXL2 integrated
XRPD software (Version 2.8.30; Rigaku Corporation) was employed for
XRPD data treatment.

Raman scattering measurements were performed on Tri Vista 557
Raman system, in backscattering micro-Raman configuration. The
514.5 nm line of an Ar+∕Kr+ gas laser was used as an excitation source.
Laser power was less than 1 mW on a sample in order to minimize its
local heating. A microscope objective with the 50x magnification was
used for focusing the laser beam. All measurements were performed at
ambient conditions.

Optical transmittance of the pyrophyllite film (obtained by liquid
phase exfoliation) was measured by ultraviolet–visible (UV–VIS) spec-
trophotometer Beckman Coulter DU 720 in the range from 200 to
900 nm.

2.3. AFM measurements

The morphological characterization of 2D pyrophillite was done by
imaging in the tapping AFM mode. Friction was measured using friction
force microscopy, by recording the lateral force which corresponds
to the lateral torsion of the AFM cantilever during scanning in the
contact AFM mode. The friction signal was calculated as a half differ-
ence between lateral forces measured in forward and backward scan
direction. The measurements were done using NSG01 probes (nominal
stiffness 5 N∕m) from NT-MDT, while the applied normal load was up to
∼300 nN, well below the threshold force needed to initiate wear. The
wedge calibration of frictional forces was used in order to transform
measured lateral signal into frictional forces [44].

Wear properties were studied by scratching the pyrophyllite flakes
in the AFM contact mode. Square domains were scratched with an
increased normal force (applied by the AFM tip) from the bottom to
the top of the scan regions. The maximal normal load needed to initiate
wear was around 1 μN. When a wear was initiated, the normal force was
held constant. Mechanically robust and stiff, diamond coated probes
DCP11 (nominal stiffness 11.5 N∕m) from NT-MDT were used since they
allowed high normal forces needed for scratching as well as subsequent
imaging of scratched areas in the tapping AFM mode.

The AFM based nano-lithography was done using diamond coated
probes HA_HR_DCP (nominal stiffness 35 N∕m) from NT-MDT in three
modes: nanoindentation and two lithographic modes, vector and raster.
The nanoindentation mode is very similar to the measurement of force–
displacement curves. The AFM scanner holding a sample was moved
only vertically (without scanning in the horizontal plane) toward the
AFM tip in order to induce a point-like deformation in pyrophyllite.
For this purpose, the applied normal load was around 6 μN. In the
lithographic modes, pyrophillite surface was scratched in the AFM
contact mode according to predefined templates. In the case of the
vector lithography, the templates were defined by discrete lines only,
whereas in the case of the raster lithography, the square domains were
taken for simplicity. During the nano-lithography, two force levels were
applied. The low force level was applied along trajectories of the AFM
tip which should stay intact (the movements between discrete line
segments to be scratched, from the initial position to the first line
segment, and from the last line segment back to the initial position). On
the other hand, a high force level in the range ∼2−6 μN was applied on
segments which are to be scratched. The scratching velocity was around
0.2 μm∕s. It was significantly decreased compared to the scanning speed
in order to provide an efficient lithography.

The study of insulating properties and dielectric breakdown requires
2D pyrophyllite flakes placed between two metallic electrodes. In order
to make possible study at the nanoscale, conductive AFM (C-AFM) was
employed. For this purpose, the pyrophyllite flakes obtained by LPE
method were deposited on a gold substrate. Then, a metallic AFM tip
on the top of a pyrophyllite flake served as a top electrode, while the
underlying gold was a bottom electrode. The bias voltage was applied
on the gold, while the AFM tip in contact with the pyrophyllite flakes
was (virtually) grounded. The current imaging was done by scanning
in C-AFM mode, using highly doped and conductive, diamond coated
probes DCP11, and simultaneously recording topography and local
current. Dielectric breakdown was examined by measuring local I/V
curves at single point, while the bias voltage was swept in a range
±10 V.

3. Results and discussion

3.1. Structural and vibrational properties

The results of XRPD measurements presented in Fig. 1(d) show
that the specimen predominantly contains crystalline pyrophyllite-1A
(PDF (Powder Diffraction File) card # 01-075-0856), whereas a small
amount (near detection limit) of dickite-2M1 (PDF card # 00-058-
2002) was also identified. The most intense reflections in the XRPD
pattern of the dominant phase are 00𝑙 (𝑙 = 1−5) which is in accordance
with the layered structure of pyrophyllite-1A. The XRPD results indicate
that a crystalline pyrophyllite sample (Fig. 1(b)) has a triclinic lattice
and 2:1 structure (two tetrahedral sheets and one octahedral sheet)
depicted in Fig. 1(a). The refined unit cell parameters for pyrophyllite-
1A are the following (estimated standard deviations in parenthesis):
𝑎 = 5.14(2) Å, 𝑏 = 8.99(4) Å, 𝑐 = 9.28(4) Å, 𝛼 = 91.88(8)◦, 𝛽 =
99.36(15)◦, 𝛾 = 89.16(15)◦, 𝑉 = 423(3) Å3. The refined values, within
an experimental error, are in a very good agreement with the values
obtained for pyrophyllite-1A (OH group in the structure) in both single
crystal XRD experiment [45] and powder XRD experiment [46].

Raman spectra of the bulk crystalline pyrophyllite are presented
in Fig. 2 in the spectral ranges from 50 to 1100 cm−1 and 3600 to
3750 cm−1. The first range describes the fundamental vibrations of all
phyllosilicates, whereas the second one displays the vibrations of the
H2O∕OH group [47–49]. Our spectra are fully consistent with the pre-
vious published Raman spectra of crystalline pyrophyllite [47]. They
contain all fundamental modes up to 1100 cm−1 as well as H2O∕OH
peak at 3670 cm−1. Details and the full assignment of all modes could
be found elsewhere [47].
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Fig. 2. Raman spectrum of a bulk pyrophyllite for two spectral ranges: the fundamental vibrations of phyllosilicates (left) and the H2O∕OH range (right).

Fig. 3. (a), (c) Topographic images of pyrophillite flakes mechanically exfoliated on Si∕SiO2 with (b), (d) corresponding height profiles along dashed lines with indicated
characteristic step heights.

3.2. Morphology

Fig. 3(a) depicts the topography of a typical flake obtained by
mechanical exfoliation, with the height profile given in Fig. 3(b). It
is a few-layer pyrophyllite with a thickness of ∼5 nm and an area of
∼15 × 20 μm2. The root-mean-square roughness calculated on 5 × 5 μm2

areas is only 0.6 nm indicating atomically flat surface free of residues.
The height profile (Fig. 3(b)) reveals that a step height between two
domains is only ∼1 nm.

The trilayer structure of the pyrophyllite unit cell displayed in
Fig. 1(a) consists of AlO6 octahedral sheet sandwiched between two
SiO4 tetrahedral layers. According to XRPD results, the thickness of
the neutral trilayer is 6.39 Å, whereas the thickness of van der Waals

gap is 2.76 Å [45], measuring from the center of oxygen ions (O2−).
Accordingly, the effective thickness of the trilayer is around 9.2 Å,
measuring from the top to bottom oxygen surfaces since we have
to add two oxygen ion radii of 2.8 Å. Therefore, the thickness of
single layer pyrophyllite measured by AFM should be around more or
the same. The smallest thickness measured in our AFM experiments
was always around 1 nm. The same minimal thickness was observed
in AFM scratching based experiments as discussed below. Therefore,
this value corresponds to the single layer of pyrophyllite. The small
discrepancy between expected (around 9.2 Å) and measured thickness
(around 1 nm) probably appears due to adsorbed water layer which is
inevitable at ambient conditions and/or due to measurements done in
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Fig. 4. (a) Ground pyrophyllite mineral used as a starting material for LPE and (b) the resulting dispersion employed for LBA. (c) Topographic image of pyrophillite flakes obtained
by LPE and subsequent LBA on Si∕SiO2. (d) Height profile along the dashed line in (c). Histograms of (e) height and (f) lateral size of the flakes shown in (c).

tapping AFM mode, which commonly gives an increased step height on
atomically thin layers [50].

Generally, we routinely exfoliated few layer pyrophillite flakes with
the lateral size larger than 10 μm. On the other hand, yield of single
layers was low, while their size was significantly smaller. One example
is illustrated in Fig. 3(c). The corresponding height profile in Fig. 3(d)
displays two single-layer step heights of ∼1 nm, and the third step
height of ∼2 nm which corresponds to double-layer flake. As can be
seen, the area of the single layer pyrophyllite is only several square
micrometers.

The ground pyrophyllite crystal and its yellowish dispersion used
in LPE are depicted in Fig. 4(a) and (b), respectively. Topography of
2D pyrophyllite obtained by the LPE method is depicted in Fig. 4(c).
The height profile in Fig. 4(d) displays three step heights of ∼5 nm.
Samples produced by the LPE method consist of a network of flakes
with a typical height of 5−15 nm (Fig. 4(e)) and lateral dimensions of
∼1 μm (Fig. 4(f)). The flakes have well defined shapes, flat surface and
regular edges. Although they are thicker and smaller compared to those
fabricated by the mechanical exfoliation, LPE method provides large
scale production of 2D pyrophyllite. At the same time, the LPE method
can be easily adapted to various substrates. This was employed below
in the study of insulating properties and dielectric breakdown of 2D
pyrophyllite, where the flakes were deposited on a gold substrate.

3.3. Friction

Friction properties are analyzed on a small segment of the pyrophyl-
lite layer surrounded by SiO2 as depicted in Fig. 5(a). In the friction
force map displayed in Fig. 5(b), the pyrophyllite is represented by

a dark contrast, thus indicating decreased friction compared to SiO2.
The height and friction force profiles from Fig. 5(c) reveal three times
lower friction on the pyrophyllite. The same measurements were done
for the normal force in the range ∼30−330 nN. Average friction forces
on both pyrophyllite and SiO2 were calculated from the histograms of
friction maps and the corresponding results are presented in Fig. 5(d).
As can be seen, the friction force approximately linearly increases
with the normal force in accordance with Amonton’s law. The friction
coefficients were calculated from the slopes of the linear fits (dashed
lines in Fig. 5(d)). The obtained friction coefficient of the pyrophyllite
flake 𝜇pyr = 0.12 is more than four times lower than the friction
coefficient of surrounding silicon-dioxide substrate (𝜇SiO2

= 0.5). At the
same time, 𝜇pyr is very similar to the friction coefficient of graphene
grown by chemical vapour deposition [51] and 2D talc [21]. Therefore,
the presented results indicate good lubricating properties of few-layer
thick pyrophyllite.

Generally, mechanical and liquid phase exfoliation give 2D layers
with the same physical properties. The main difference between two
methods is morphology of produced layers, the lateral size of the flakes
before all. Therefore, we expect the same friction properties of pyro-
phyllite obtained by both methods. Additional friction measurements
on LPE pyrophyllite prove this predictions. The results presented in
figure S1 of Supplementary material show that pyrophyllite flakes ob-
tained by LPE has a low friction coefficient of around 0.14, that is, very
similar to pyrophyllite obtained by the mechanical exfoliation (0.12).
Compared to the surrounding silicon-dioxide substrate, the friction is
again decreased by around four times.

In our previous manuscript [21] we investigated friction as a func-
tion of talc thickness in detail. Talc friction reduces with number of
layers (talc thickness), which is similar to other 2D materials, since so
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Fig. 5. (a) Topography and (b) friction force map of pyrophyllite flake on Si∕SiO2. (c) Height and force profiles along dashed lines in (a) and (b), respectively. (d) Average friction
force (calculated from histograms of friction maps such as the one presented in (b)) as a function of the normal force applied by the AFM tip. Friction coefficients were calculated
as slopes of the linear fits represented by dashed lines.

called puckering effect, responsible for the friction of 2D materials, is
less pronounced for thicker layers due to larger bending rigidity. In the
case of talc, this dependence is rather weak, since single layer is 1 nm
thick and already consists of three atomic planes. Pyrophyllite and talc
belong to the family of 2:1 phyllosilicates. Their chemical formulas are
almost identical (pyrophyllite - Al2Si4O10(OH)2, talc - Mg3Si4O10(OH)2)
and they have practically the same structure (octahedral plane with
metallic (Al or Mg) ion sandwiched between two tetrahedral SiO lay-
ers). The thickness of the single layer (around 1 nm) is similar in
both materials. Therefore, dependence of the friction as a function of
pyrophyllite thickness should be the same as for talc. This conclusion is
further confirmed in figure S1(b) of Supplementary material depicting
friction map of pyrophyllite flakes produced by LPE. Although their
thicknesses vary in a broad range from only several nanometers to
several tens of nanometers, the friction force on the pyrophyllite is
associated with a single peak in the corresponding histogram given in
figure S1(c) (the observed dispersion (width of the histogram peak) is
very similar to the dispersion of the friction force measured on SiO2
substrate).

3.4. Wear

The next step was to analyze wear properties and behavior of
2D pyrophyllite for high normal load applied by the AFM tip during
scanning in contact mode. Fig. 6(a) displays the topography recorded
after the AFM scratching of the central square domain. From the
right, left, and top side, the scratched domain is surrounded by walls
(represented by a bright contrast) formed from the material deposited
by the AFM tip. Enlarged topographic image of the scratched area is
presented in Fig. 6(b) together with the characteristic height profile in
Fig. 6(c). At the bottom of the figure, the pyrophyllite surface is flat
and without visible wear scars due to low normal load. At the same

time, the lateral force recorded during the AFM scratching is low and
approximately constant as depicted in Fig. 6(d) and (e). Since there is
no wear, the lateral force corresponds to the friction between the AFM
tip and pyrophyllite.

In the experiment, the normal load was increasing as the AFM tip
was moving from the bottom to the top. For high enough normal load of
around 1.1 μN, the wear was initiated and afterwards, the normal load
was held constant. As a result of the wear, pyrophyllite surface became
crumpled with many local holes and bumps. The holes present local
depressions made by peeling pyrophyllite layers, while bumps are local
hills formed out of the material previously peeled off (Fig. 6(c)). The
height profile in Fig. 6(c) reveals several step heights of ∼1 nm. They
correspond to single layer of pyrophyllite which therefore indicates that
the AFM scratching leads to layer-by-layer peeling. The lateral force
during the scratching (Fig. 6(d) and (e)) is increased compared to the
bottom area without wear scars. Although this is expected due to higher
normal load applied by the AFM tip, the lateral force profile is not flat
anymore, but strongly oscillating. Obviously, bright puddles in the force
map (Fig. 6(d)) and peaks in the force profile (Fig. 6(e)) correspond
to strongly increased lateral force required for tearing and peeling of
pyrophyllite layers.

According to the presented results, during the AFM scratching,
pyrophyllite behaves in a different manner compared to well known 2D
materials such as graphene and transition metal dichalcogenides (MoS2,
and WS2) [52,53]. The scratching of these materials is associated
with wrinkling at the initial stage, while at higher normal loads, it
is followed by a sudden tearing along the direction of the AFM tip
movement, and finally by a peeling of large segments and their folding.
On the other hand, in the case of pyrophillite, exfoliated segments made
by the AFM scratching are small, not folded, and they form local bumps
of irregular shapes. Recently, similar results have been obtained for
muscovite (mica), another phyllosilicate van der Waals mineral, and
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Fig. 6. (a) Topographic image of a pyrophyllite flake after the AFM scratching. (b) The topographic image of the domain encircled by the dashed line in (a) focusing on the
scratched area only. (c) The height profile along the dashed line in (b) with indicated step heights of ∼1 nm and local hole/bump (encircled by dashed lines). (d) The lateral force
map recorded during the AFM scratching. (e) The lateral force profiles along two dashed lines in (d), standing for the area with and without wear.

the observed difference in wear properties were explained by different
mechanical properties [53]. Accordingly, significant thickness of single
layer of pyrophyllite (∼1 nm) and large bending rigidity of ∼70 eV [54]
limit its flexibility and folding. At the same time, Young’s modulus
(modulus of elasticity) of ∼100 GPa [55,56] and tensile strength less
than 10 GPa [56,57] are much lower than in the case of graphene and
transition metal dichalcogenides, which indicates much brittle structure
of pyrophyllite. This can be indirectly confirmed by comparing thresh-
old normal loads needed to initiate wear. In the case of graphene and
transition metal dichalcogenides, the threshold load is at least several
μN [52,53], while in the case of pyrophyllite, it is much lower, around
1 μN. As a result, pyrophillite layers are easily torn into small pieces
during AFM scratching.

Wear of 2D materials is always started from their edges (these are
weak points for wear), and not on homogeneous (flat) 2D flakes [58].
Since LPE 2D materials are associated with small flakes and huge
number of exposed edges, their wear resistance is determined by their
edges [59], and it is always lower that the wear resistivity of 2D
material itself. For this reason, wear of LPE pyrophyllite was not studied
here.

3.5. Nanoscale machining and nanolithography

As mentioned in the previous section, the AFM scratching of
graphene and transition metal dichalcogenides generally leads to their
peeling, but not to local cutting along directions defined by the move-
ment of the AFM tip. On the other hand, lower elasticity and tensile
strength of 2D pyrophyllite indicate that it could be suitable material
for AFM scratching based nanolithography. The results of the nano-
lithography of 2D pyrophyllite are presented in Fig. 7. Three basic
shapes and characteristic height profiles are presented for the following

cases: the hole made by nanoindentation (Fig. 7(a–b)), the trench
carved out by line scratching (Fig. 7(c–d)), and the square crater made
by raster scratching (Fig. 7(e–f)). As can be seen, the AFM tip induces
local carving of a pyrophyllite flake. This process is associated with the
tearing of the pyrophyllite into small pieces, which are then deposited
around the tip during its motion. The deposited material was then
removed by several additional scans in contact AFM mode (not shown
here). They were done at lower normal load, which was insufficient
to cause pyrophyllite cutting and wear, but high enough to provide
pushing of the deposited material by the AFM tip.

As can be seen, 2D pyrophyllite is efficiently carved by applying a
local pressure at single point (Fig. 7(a)) as well as during AFM tip mo-
tion (Fig. 7(c)). Making of holes on wider areas is successfully achieved
by AFM scratching along array of parallel lines (Fig. 7(e)). Depth of
created objects was controlled by applied normal load as illustrated
in Fig. 7(e–f) showing that a deeper crater was formed by a higher
normal force. The width of the line trench in Fig. 7(c) is 150−300 nm.
It is strongly influenced by the width of the diamond coated probes
employed here, and it is reasonable to expect that a better resolution
and more narrow features could be created with sharper AFM tips.

3.6. Electronic bandgap

Electronic bandgap was estimated from UV–VIS spectroscopic mea-
surements. For that purpose, a large-area pyrophyllite film was ob-
tained by LPE. The film thickness was around 20 nm as determined
by AFM measurement. Transmittance through the pyrophyllite film
for wavelengths in the range 200−900 nm is displayed in the inset of
Fig. 8. As can be seen, the film is transparent with the transmittance
in the visible region above 97%. The obtained transmittance spectrum
allows the calculation of an intrinsic optical absorption coefficient
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Fig. 7. The topographic images and the height profiles for three characteristic structures made by nanolithography of pyrophyllite: (a–b) single hole obtained by nanoindentation,
(c–d) trench made by the AFM scratching along single line, (e–f) four square domains made by raster scratching.

Fig. 8. The Tauc plot with estimated bandgap energy of ∼5.20 eV obtained from the transmittance (plot in the inset) through ∼20 nm thick pyrophyllite film obtained by LPE on
a quartz substrate.

𝛼(𝐸). Namely, the well known Bourguer–Lambert–Beer (BLB) law gives
the absorption coefficient as 𝛼BLB(𝐸) = (1∕𝑑)ln(1∕𝑇 ), where 𝑑 is the
film thickness and 𝑇 the measured transmittance [60]. This is the
simplest law representing the optical absorption in semiconductors, and
in practice the BLB law turned out to be more than a good enough
approximation.

For the estimation of a direct optical bandgap 𝐸𝑔 , we used the Tauc
method [61] and the standard fitting procedure of the linear part of
(𝛼(𝐸)𝐸)2 (Tauc plot), i.e. (𝛼(𝐸)𝐸)2 = const ⋅ (𝐸 − 𝐸𝑔). The Tauc plot
displaying (𝛼(𝐸)𝐸)2 as a function of the energy of incident light 𝐸 = ℎ𝜈
(ℎ is the Planck constant, 𝜈 is the frequency of incident photon) is given
in Fig. 8. The plot indicates that the pyrophyllite film has a direct band
gap of around 5.20 eV (the value obtained as the intersection point
of the linear fit of the Tauc plot and x-axis). The obtained value is
consistent with the theoretical value of 5.42 eV [55], whereas to best
of our knowledge, this is the first experimentally obtained value of the
pyrophyllite bandgap. The measured value is also close to the band
gap of 2D hexagonal boron nitride (∼6 eV) [62], which implies that
pyrophyllite can be considered as efficient 2D insulator as well.

3.7. Insulating properties and dielectric breakdown

Hexagonal boron nitride has been a standard choice as insulator
in 2D electronics [63–67]. Insulating properties and dielectric break-
down are usually explored by placing materials between two metallic
electrodes in order to form a capacitor. Furthermore, C-AFM [68,
69] provides characterization at the nanoscale [63–65,70–72]. Recent
studies have extended the family of 2D insulators to materials with
improved properties, such as high-𝑘 van der Waals dielectrics [70].

In order to study dielectric properties, 2D pyrophyllite flakes ob-
tained by LPE were deposited on a conductive substrate—thin gold
film, which acted as a bottom electrode, while the AFM tip had a role
of the top electrode. The topography image (Fig. 9(a)), corresponding
current map (Fig. 9(b)), and characteristic profiles (Fig. 9(c)) reveal
that pyrophyllite flakes with a thickness ranging from 3 nm to 22 nm
are associated with a dark (black) contrast in the current map and zero
current. The black color of pyrophyllite flakes in the current map in
Fig. 9(b) is spatially homogeneous and therefore it does not contain
current spikes which would indicate a possible dielectric breakdown.
As a result, at the applied bias voltage 𝑈 = 2 V, several nanometer
thick pyrophyllite behaves as 2D insulator.
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Fig. 9. (a) Topography and (b) the corresponding current maps of the pyrophillite flakes (obtained by LPE) deposited onto gold substrate. (c) The overlapped height and current
profiles along the dashed lines in (a) and (b).

Fig. 10. (a) and (b) Successive cycles of the I/V curves measured at single point (but two different points). (c) The I/V curves (the first cycle only) measured at three different
points of the same 10 nm thick pyrophyllite flake. The inset displays the I/V curves in semi-logarithmic scale.

In order to induce a dielectric breakdown, local I/V curves were
measured in a wider voltage range. Typical results are given in
Fig. 10(a) showing five successive cycles measured at the same point
in the voltage range ±10 V. In the first cycle, the current is zero for
voltages below ∼8 V. After reaching this threshold voltage, the current
rapidly grows indicating dielectric breakdown. In the next cycles (2–
5), for small voltages below ∼0.5 V, the current practically linearly
increases with the applied bias voltage without any threshold (small
nonlinearities around the zero voltage indicate possible Schottky barri-
ers at the tip-sample contact, whereas the decreased slope of I/V curves
for the voltages higher than ∼0.5 V is due to limitations of the current
amplifier). Therefore, pyrophyllite does not behave as an insulator
anymore and the metallic AFM tip is practically short circuited by the
bottom gold electrode. In another case presented in Fig. 10(b), after
the first cycle and dielectric breakdown, the region with zero (or near
to zero) current becomes narrower indicating gradually decreasing the
electronic bandgap of pyrophyllite.

Fig. 10(c) displays the I/V curves (only the first cycles shown)
measured at three different points on the same flake. Rapid increase
of the current is observed for threshold voltage in the range 5−7 V.
The semilogarithmic scale displayed in the inset reveals that below
the threshold voltage, the current is at almost constant level in the
order of 10−2 nA. Taking into account that the thickness of examined
pyrophyllite flake was ∼10 nm, the dielectric breakdown strength of 2D
pyrophyllite is around 6 MV∕cm. Although the obtained value is slightly
below the strength of 2D hexagonal boron-nitride (∼8 MV∕cm) [63],
the presented results indicate that 2D pyrophyllite has good insulating
properties and could be considered as an efficient 2D dielectric and
gate oxide. One of the main issue with applications of hexagonal
boron-nitride as 2D insulator is its low dielectric constant (∼3.9) re-
sponsible for high leakage currents. Although dielectric measurements
of pyrophyllite are very rare [36,37], it is reasonable to expect lower
leakage currents due to larger dielectric constant of pyrophyllite of
around 10, which is also similar to the permittivity of the second

member of 2:1 family of phyllosilicates—talc [73]. Still, this has to
be confirmed in future studies since leakage currents are influenced
by other factors, such as layers’ quality (absence of structural defects)
and the conduction/valence band discontinuity with respect to the
substrate.

Morphological changes after the dielectric breakdown of phyrophyl-
lite are illustrated in Fig. 11. Two- and three-dimensional images of
the pyrophyllite flake (Fig. 11(a) and (b), respectively) are recorded
in tapping mode after 30 I/V curves measured in the range ±10 V at
the point marked by the arrow. As can be seen, a small hole appeared
at the point where the I/V curves were measured, while protrusions
appeared around the hole. Height profile in Fig. 11(c) reveals that
the hole depth is around 1 nm which corresponds to the thickness of
single layer of pyrophyllite. The presented results demonstrate that
high local electric fields causing dielectric breakdown lead to local
fracture of 2D pyrophyllite. The hole depth equal to the thickness of
single layer of pyrophyllite indicates that in the considered case, only
the most top pyrophyllite layer was locally cut, while the pyrophyllite
thickness is reduced at this point. Although additional measurements
should be done in future studies, these results suggest layer-by-layer
breakdown of pyrophyllite which was previously confirmed in the case
of hexagonal boron nitride [65].

Friction measurements done after the induced dielectric breakdown
demonstrate that the point where I/V curves were previously measured
is associated with increased friction compared to the rest of pyro-
phyllite flake. The increased friction indicates some chemical and/or
structural changes on the pyrophyllite surface which should be further
explored in future studies.

4. Conclusions

In a summary, we have thoroughly characterized pyrophyllite crys-
tal and then successfully fabricated 2D flakes by using both mechanical
exfoliation and LPE. Pyrophyllite was exfoliated down to single layer.
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Fig. 11. (a) Two-dimensional topographic image of the pyrophyllite flake after 30 I/V curves measured in the range ±10 V at the point marked by the arrow. (b) Three-dimensional
topographic image of the area marked by dashed square in (a). (c) Height profile along the dashed line marked in (a).

The lateral size of typical few-layer flakes was in the order of 10 μm in
the case of the mechanical exfoliation, and 1 μm in the case of the LPE.
2D pyrophyllite has different wear properties compared to graphene
and transition metal dichalcogenides. The wear is initiated at much
lower normal loads while AFM based scratching leads to the tearing of
pyrophyllite into small pieces, contrary to nano-exfoliation and folding,
typically observed on graphene for example. Such wear properties
provide easy machining at the nanoscale by the AFM tip which can be
used as a tool for local carving and reshaping of pyrophyllite flakes. At
the same time, 2D pyrophyllite has a low friction coefficient of ∼0.1 and
therefore, it joins the family of other van der Waals layered materials as
a potential candidate for ultra-thin coatings aimed for solid lubrication
in micro- and nano-mechanical devices. The optical measurements on
thin (∼20 nm) 2D pyrophyllite film obtained by the LPE reveal that it
is transparent in the visible domain, with a large band gap of 5.2 eV.
The local studies by C-AFM demonstrated that several nanometer thick
pyrophyllite flakes behaves as 2D insulators with a high breakdown
voltage of around 6 MV∕cm, which is close to hexagonal boron-nitride.
In addition, the larger dielectric permittivity of pyrophyllite compared
to the boron nitride could provide lower leakage currents which needs
to be confirmed in future studies.
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A B S T R A C T

Chemical vapour deposition (CVD) is a promising method for producing large-scale graphene (Gr). Nevertheless,
microscopic inhomogeneity of Gr grown on traditional metal substrates such as copper or nickel results in a
spatial variation of Gr properties due to long wrinkles formed when the metal substrate shrinks during the
cooling part of the production cycle. Recently, molybdenum (Mo) has emerged as an alternative substrate for
CVD growth of Gr, mainly due to a better matching of the thermal expansion coefficient of the substrate and Gr.
We investigate the quality of multilayer Gr grown on Mo and the relation between Gr morphology and nanoscale
mechanical and electrical properties, and spatial homogeneity of these parameters. With atomic force micro-
scopy (AFM) based scratching, Kelvin probe force microscopy, and conductive AFM, we measure friction and
wear, surface potential, and local conductivity, respectively. We find that Gr grown on Mo is free of large
wrinkles that are common with growth on other metals, although it contains a dense network of small wrinkles.
We demonstrate that as a result of this unique and favorable morphology, the Gr studied here has low friction,
high wear resistance, and excellent homogeneity of electrical surface potential and conductivity.

1. Introduction

Chemical vapour deposition (CVD) is the most dominant method for
fabrication of large-area single- and few-layer graphene (Gr) films on
various metallic substrates (catalysts) [1–4]. After the growth, Gr films
are transferred onto desired substrates that allow practical use [5,6].
The main advantages of CVD over other fabrication techniques are its
relative simplicity, low cost, and industrial applicability [7–9]. Still,
CVD growth and Gr transfer yield films with defects such as grain
boundaries [10–16], wrinkles [17–23] and cracks. Formation of wrin-
kles, for example, occurs due to a large difference in thermal expansion
coefficients of Gr and the catalytic substrate, which results in different
shrinking rates during cooling at the end of the CVD growth process.
Wrinkles in Gr have been shown to be highly detrimental to the me-
chanical robustness and electrical homogeneity of graphene [23]. CVD
graphene is prone to formation of defects both on most commonly used
catalytic metal substrates such as copper [1–3] and nickel [4], as well as
on less traditional substrates such as ruthenium, iridium, and platinum
[9].

Recently, Gr grown by CVD on thin molybdenum (Mo) films

sputtered on silicon wafers [24–26] has emerged as an alternative to Gr
grown on traditional metal substrates. Growth on Mo offers several
advantages. Namely, the thermal expansion coefficient of Mo is well
matched to that of Gr, supporting wrinkle-free growth [25]. Also, Mo
has a high melting point, resulting in less restructuring of the Mo
substrate compared to copper during the CVD process. Finally, low
solubility of carbon in bulk Mo facilitates easy growth of Gr layers [24],
making the process attractive for high-volume applications. In addition
to the advantages for growth, graphene on a thin sputtered layer of Mo
has advantages for subsequent processing. The Mo layer can be pat-
terned prior to growth, enabling patterning of CVD graphene without
post-growth lithography, and the Mo can be easily removed once Gr is
grown on it, which allows transfer-free fabrication of Gr devices that is
compatible with CMOS processes [27,28]. Graphene grown with this
novel process was shown to have applications in anti-corrosion coatings
[29–31], gas [27,32] and pressure sensors [28]. Although Gr grown on
Mo has high potential for practical use, the relation between micro-
scopic morphology, distribution and geometry of wrinkles, and their
influence on the mechanical and electrical properties of the material
have not yet been studied.
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Using atomic force microscopy (AFM) based methods, here we
present nanoscale analysis of the morphology, mechanical and elec-
trical properties of few-layer Gr grown by CVD on Mo. We demonstrate
that the material contains very few wrinkles and that those wrinkles
have dimensions that are much smaller than those typically en-
countered in Gr grown on copper foils. Gr grown on Mo has low friction
and high wear resistance as demonstrated by friction force microscopy
and nanoscale wear tests. Using Kelvin probe force microscopy (KPFM)
and conductive AFM (c-AFM) we show that this material has high
uniformity of the Fermi level (work function) and electrical con-
ductivity, respectively, over large areas. These results allude to strong
potential uses of Gr grown on Mo for both mechanical and electrical
applications such as ultrathin solid lubricants, electrodes and mem-
branes for nano and microelectromechanical systems.

2. Experimental

2.1. Graphene fabrication and transfer

We studied both Gr on Mo as grown, as well as Gr transferred from
Mo to Si/SiO2. The 50 nm thick Mo catalyst was deposited using mag-
netron sputter coating on top of a Si/SiO2 wafer (p-type, 10 cm, (1 0 0)
orientation). SiO2 was approximately 600 nm thick and it was grown
using wet thermal oxidation. The Mo target purity was 99.95%. Gr was
deposited using an AIXTRON Blackmagic Pro system at 915 °C using
960/40/25 sccm of Ar/H2/CH4 at 25 mbar for 30 min and cooled to
room temperature under an Ar atmosphere. After this, the wafers were
cut into smaller dies for sample preparation. Further details of the CVD
growth of Gr on Mo can be found in our previous paper [25].

Graphene was transferred by first immersing dice of Gr on wafer in
30% hydrogen-peroxide for 25 min. Hydrogen peroxide etches away
the Mo underneath the Gr layer and Gr is released, floating on the
surface of the hydrogen peroxide solution. Gr was transfered into a Petri
dish, 5 cm in diameter and 17 ml of volume, with H O2 2. Hydrogen
peroxide was exchanged with deionized (DI) water. The DI water was
exchanged three times to ensure complete removal of peroxide. Gr was
then carefully picked up onto a Si/SiO2 wafer die. The sample was dried
at room temperature for 25 min, and was put under a glass bell for the
next 24 h to dry completely.

2.2. AFM and Raman characterization

All AFM measurements were performed with an NTEGRA Spectra
system at ambient conditions. Morphology was measured in tapping
AFM mode with NSG01 probes. The surface roughness was measured
across ten × μ50 50 m2 areas, calculated as the root-mean square of the
height distributions, and then averaged. Phase lag of the AFM probes
was measured simultaneously with topography in order to achieve
better contrast of small topographic features and to check for possible
changes in material contrast on the sample surface.

Wear tests were done in contact AFM mode on 5–10 different
× μ10 10 m2 areas with diamond coated probes DCP20. In order to in-

itiate Gr wear, the normal load was kept constant during scanning
within μ1 m wide parallel stripes and increasing in steps of around μ1 N
from stripe to stripe, for a total range between μ0.5 N and μ5 N [23].
During the wear tests, we recorded the lateral forces in both forward
and backward directions. These forces correspond to the lateral torsion
of the AFM cantilever due to the AFM tip-Gr friction. The friction force
was determined as the half-difference between the lateral force in the
forward and backward direction. The normal force was calculated ac-
cording to force–displacement curves, whereas the friction force was
calibrated on a standard Si grating [33].

Kelvin probe force microscopy (KPFM) and Pt coated NSG01/Pt
probes were employed in order to measure local electrical surface po-
tential. KPFM is a two-pass AFM-based measurement technique which
returns a local contact potential difference (CPD) between a metallic

AFM tip and the sample surface. The topographic profile of the sample
was measured in the first pass. In the second pass, the AFM probe was
lifted by 20 nm and scanned along the same topographic line as in the
first pass, while a sum of DC and variable AC voltages was applied
between the probe and the sample. The role of the AC voltage was to
electrically excite probe oscillations, while the DC voltage was con-
trolled by the AFM feedback loop in order to nullify these oscillations.
The value of DC voltage which nullifies AFM probe oscillations is equal
to the local CPD between the AFM tip and the sample.

Since CPD is equal to the difference between the work functions of
the AFM tip (WFtip) and the sample (WFsample), in order to find the ab-
solute value of WFsample, the WFtip of the Pt coated AFM probes was
calibrated on a HOPG sample with a well known work function of
4.6 eV [34]. Measurements on HOPG yielded =WF 5 eVtip . The work
functions of the Gr samples were calculated as = −WF CPD WFGr tip. As
in the case of the surface roughness and wear tests, the CPD was
measured on 5–10 different areas ( × μ50 50 m2 in the case of Gr grown
on Mo, and × μ30 30 m2 on Gr transferred on SiO2) and then averaged.

Conductive AFM (C-AFM) with highly doped diamond coated
probes DCP20 was used for characterization of local conductivity. In C-
AFM, during standard topographic imaging in AFM contact mode, a DC
voltage in a range between 1 V and 2 V was applied between the probe
and the sample. The resulting DC current through the AFM probe,
proportional to the local conductivity of Gr samples, was simulta-
neously measured with a built-in current amplifier. In order to avoid
wear of AFM tips and achieve reliable current measurements, C-AFM
was done using diamond coated DCP20 probes which were heavily
doped by nitrogen. The diamond coating provides the robustness and
wear resistance of AFM tips, while the high doping makes them highly
conductive. As a result, these probes enabled reliable current mapping
in contact AFM mode.

Raman imaging of CVD Gr transferred on Si/SiO2 was performed on
the same NTEGRA Spectra module equipped with a confocal Raman
system (NA 0.7). Raman maps were measured with a step of μ0.5 m. The
wavelength of the excitation laser was 532 nm.

3. Results and discussion

3.1. Morphology

3.1.1. CVD Gr on Mo
The topography of CVD Gr on Mo is depicted in Fig. 1 on two dif-

ferent length scales. One of the main motivations and potential benefits
of CVD on Mo is the growth of wrinkle-free Gr since the thermal ex-
pansion coefficient of Mo is much better matched to that of Gr than the
thermal expansion coefficients of copper or nickel. Indeed, in these
topographic images there are no long wrinkles typically observed in
traditional CVD Gr grown on copper.

Still, very short wrinkles can sometimes be observed on small-scale

0 30nm 0 30nm

(a) (b)

5 m 1 m

Fig. 1. Morphology of CVD Gr on Mo: (a) × μ50 50 m2 and (b) × μ10 10 m2 area.
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images. A typical example is presented in the topographic and phase
images in Figs. 2(a) and 2(b), respectively. Usually it is difficult to re-
cognize wrinkles in topographic images since they are very small. On
the other hand, wrinkles can be resolved in the phase image as elon-
gated, curved lines, several hundreds of nanometers long (denoted by
arrows). By using the position of wrinkles found from the phase image
to carefully search the topographic map, one can identify bright and
narrow lines indicating that here Gr is locally wrinkled. The local Gr
wrinkling is best visualized if we further zoom into an area containing a
single wrinkle, as illustrated in Figs. 2(c) and 2(d), with the three-di-
mensional topographic and phase image, respectively. The inset in part
(c) depicts the height profile across the wrinkle. Its width ww and height
hw are around 20 nm and 1.5 nm, respectively.

Surface roughness of Gr calculated from large-scale images such as
from Fig. 1(a) was ±2.9 0.1 nm (averaged over ten × μ50 50 m2 areas).
Lower roughness could be achieved by using Mo foils as substrates [26],
but foils are not compatible with semiconductor technologies. There-
fore, we have considered Gr grown on thin films such as sputtered Mo,
which is fully compatible with CMOS processing [27,28].

The roughness of Gr originates from patches with slightly increased
height and from the grain structure of the underlying substrate. Gr
patches in topographic images in Fig. 1 look like brighter domains, with
a lateral size of several microns, and a height of several nanometers. A
high-resolution image of an × μ2 2 m2 area, depicted in Fig. 2(a), re-
veals that Gr follows the morphology of the underlying Mo substrate
while the grain structure of Mo is imprinted and replicated onto Gr. As a
result, the grain structure of Mo dominates the measured topography
thus contributing to increased surface roughness. It should be empha-
sized that as deposited Mo is very flat with sub-nm roughness. However,
the Mo turns into Mo C2 upon exposure to CH4 before the Gr formation
starts [26], and due to this recrystallization into Mo C2 , the roughness

increases.
Grain structure and especially grain boundaries are even better vi-

sualized in the corresponding phase image in Fig. 2(b). Since the phase
signal is generally very sensitive to sudden and sharp topographic
features such as hills (grains) or narrow holes (grain boundaries), it can
be used for their visualization with even better resolution than in pure
topographic images. As can be seen, the shape of grains is rather irre-
gular, with an average grain diameter of around 100 nm. The auto-
correlation function of the height distribution (not-shown here) is iso-
tropic, indicating that on average, there is no preferential in-plane
anisotropy of the grain structure.

3.1.2. CVD Gr on SiO2
The morphology of CVD Gr transferred on SiO2 is presented in

Fig. 3. The calculated surface roughness was ±3.8 1 nm (averaged over
ten × μ50 50 m2 areas). Therefore, the roughness slightly increased after
the transfer mainly because micron-size patches with a slightly in-
creased height were more evident than in the previous case of Gr on
Mo. In addition, Gr on SiO2 has a rather dense network of short wrinkles
as depicted in Fig. 3 and it contains nano-particles, represented by
bright, isolated point-like features in Fig. 3(a), which are most probably
residues from the transfer process.

As mentioned above, Mo thin films as substrates allow transfer-free
Gr fabrication, thus making the fabrication simpler and compatible
with semiconductor technologies [27,28]. Here we consider Gr trans-
ferred on SiO2 because it facilitates characterization and analysis, but it
should be emphasized that the chemical treatment is the same in both
cases (i.e. Gr is immersed in hydrogen-peroxide in both cases, the only
difference is that in the transfer-free approach, the original growth
substrate is reused, whereas during the transfer, another substrate is
used for picking Gr up). Therefore, the results presented here hold for
transfer-free Gr as well.

Short Gr wrinkles observed in Fig. 3(b) are better visualized in the
small-scale images in Fig. 4(a) and 4(b). The typical height profile of a
wrinkle is depicted in Fig. 3(c), whereas the distributions of wrinkle
widths and heights are given in Fig. 4(d). The height can be fitted with a
linear function of the width. According to Ref. [[20]], there are three
classes of wrinkle geometry: ripples, standing collapsed wrinkles and
folded wrinkles. Since the wrinkle width in our case is less than ~50 nm,
they have the geometry of ripples, while higher wrinkles are most
probably standing collapsed ones. This is a significant difference com-
pared to CVD Gr grown on copper [23] where thermally induced
wrinkles are much wider, up to several hundreds of nanometers, and
belong to the class of folded wrinkles. On the Gr studied here, wrinkles
are generally short, most of them with lengths in the range

−100 200 nm. They do not have any preferential direction, while
shorter wrinkles are usually curved. These wrinkles appear during
transfer onto SiO2. According to wrinkle lengths, shapes, and their
mutual distances, it seems that they correspond to grain boundaries of
Gr on Mo - narrow, irregular and curved domains along which Gr on Mo

0 30nm 0 50deg

0 20nm 0 48deg

(a) (b)

(c) (d)

200 nm200 nm

100 nm
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Fig. 2. Wrinkles in CVD Gr on Mo: (a) topography and (b) phase of × μ2 2 m2

area. (c) Three-dimensional topography and (d) phase of × μ0.6 0.6 m2 area.
Wrinkles are marked by arrows. The inset in part (c) depicts the topographic
cross-section across the wrinkle, along the solid line. The dotted line is a guide
to the eye which follows the surface of the grain in order to emphasize the
wrinkle geometry.

Fig. 3. Morphology of CVD Gr on SiO2: (a) × μ50 50 m2 and (b) × μ7 7 m2 area.
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was locally bent and corrugated. The different wrinkle type of Gr grown
on Mo compared to that grown on copper is the most probable reason
for improved mechanical and electrical properties, as will be discussed
in the following sections.

3.2. Raman analysis

Further characterization of CVD Gr transferred on SiO2 was done by
combined AFM and Raman mapping. The results are presented in Fig. 5
with the topography (part (a)), integrated Raman intensity (part (b)),
the ratio between the intensity of G and 2D Raman modes (part (c)),
and Raman spectra taken at three representative points (part (d)). As
can be seen, the characteristic Raman modes of Gr, G (around

−1586 cm 1) and 2D (around −2700 cm 1) modes are clearly resolved. Still,
the appearance of the defect mode D (around −1350 cm 1) indicates non-
negligible defects in CVD Gr. The 2D peak is slightly shifted to longer
wavenumbers which indicates that the considered CVD Gr is multi-
layered. The ratio G/2D is in the range between 0.5 and 0.7, which
corresponds to a thickness of 4–6 layers [35]. The same thickness is
confirmed by AFM measurements as shown in Fig. S1 of Supplementary
material. By comparing encircled domains in all maps, most of the
patches with increased height correspond to domains with decreased
total Raman intensity and increased G/2D ratios. Therefore, the number
of Gr layers is locally increased within those patches. Still, some patches
where the G/2D ratio is not increased (or has even slightly decreased)
likely contain just locally wrinkled and/or folded layers. Raman spectra

Fig. 4. Wrinkles in CVD Gr on SiO2: (a) two-dimensional topographic image of × μ2 2 m2 area, and (b) three-dimensional × μ1 1 m2 area, (c) the height profile of the
wrinkle along the solid line in part (b), and (d) the distribution of wrinkle widths and heights from part (c). The dashed line in the distribution plot is a linear fit.

1200 1400 1600 1800 2000 2200 2400 2600 2800

in
te

ns
ity

 [a
rb

. u
ni

ts
]

Raman Shift [cm ]-1

D
G

2D

G/2D ratio

[nm]
HighLow 0.760.531900

(a) (b) (c)

(d)

m5

integrated intensitytopography

Fig. 5. (a) Topography, (b) total Raman intensity integrated between −1200 cm 1 and −2800 cm 1, (c) the ratio between the intensity of G and 2D Raman modes, and (d)
Raman spectra measured at three points marked in part (b).
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of samples stored in ambient conditions for over two years reveal no
deterioration due to aging.

3.3. Friction and wear properties

Wear tests were done by scratching CVD Gr on SiO2 in contact AFM
mode. The results are presented in Figs. 6(a) and 6(b), that depict to-
pography obtained during scratching and an enlarged topographic
image recorded in tapping mode after scratching, respectively. The
scratching was done from the bottom to the top. The normal load was
increased in a range starting from μ0.9 N applied to the bottom Gr stripe
with μ1 m width, to μ5.4 N applied on the top of the image where
tearing occured. The points where the normal load was increased are
marked by arrows in Fig. 6(a). When the normal load reached a
threshold value of μ5.4 N, Gr started to tear. The moment of tearing is
clearly visible as a sudden change in the contrast of both topographic
images in Fig. 6. The normal load was then kept at a high value, while
Gr was peeled off by the AFM probe within the scan area. The area
where Gr was peeled off is apparent in Fig. 6(b) as a rectangular stripe
with bare SiO2. Peeled Gr was rolled and deposited at the top of this
domain, where scratching was stopped, and it is visible as a bright and
narrow horizontal stripe.

The same wear experiment was repeated on five different areas of
the Gr sample. The results were similar in all cases - sudden Gr tearing
at a high enough normal load, while the threshold normal force needed
for Gr tearing varied in the range − μ3.4 5.4 N. The mechanism of Gr
tearing can be explained in the following way. High normal forces
applied by the AFM tip during wear test lead to plastic deformations of
Gr beneath the tip [36]. The plastic deformations are characterized
with various defects, mostly by vacancy defects, which degrade the
mechanical properties of Gr and its breaking strength [37]. By in-
creasing normal force, Gr becomes more defective while the breaking
strength of Gr becomes very small, which results in Gr fracture and
tearing. The average threshold force for the tearing of CVD Gr con-
sidered here is around μ4 N and it is much higher, at least by an order of
magnitude, than in CVD Gr grown on copper and transferred on SiO2,
where Gr tearing was always initiated from long and wide, thermally
grown wrinkles, for normal loads less than μ0.5 N [23] and sometimes
already at around 100 nN [38]. Although in the former cases single-
layer Gr samples were considered, the wear resistance of CVD Gr grown
on Mo seems to be higher because of the different type of wrinkles in
CVD Gr grown on Mo. Here they are small and narrow (simple ripples
[20]) and can be easily pressed by the AFM tip without tearing, while
the Gr sheet is simultaneously just locally flattened.

The lateral force recorded during the scratching test is displayed in
Fig. 7(a). The force increases with the normal load in stepwise fashion
before Gr tearing. The friction force was calculated according to the
lateral force recorded in forward and backward directions. The friction
map is depicted in Fig. 7(b), whereas the corresponding histogram is
presented in Fig. 7(c). The friction map is characterized by two distinct

domains: the bottom part with low friction on Gr covered SiO2 and the
top part with high friction on bare SiO2. According to the histogram,
friction on Gr is more than 4 times smaller than on SiO2, indicating
good lubrication properties of Gr.

The average profile of the friction map along the vertical direction is
given in Fig. 7(d). The friction force increases stepwise with the normal
load. When the threshold force for Gr tearing is reached, the friction
increases abruptly and stays at a constant level representing friction on
bare SiO2. The initial stepwise increase of the friction can be approxi-
mated by a linear function represented by the dashed line in Fig. 7(d).
The slope of this linear curve is the ratio between the friction force and
applied normal load and it yields a friction coefficient of Gr of only
0.13. This value is similar to that obtained earlier for Gr grown on
copper and nickel [39]. Friction is also influenced by defects in Gr [40],
mainly by exposed Gr edges and wrinkles, which lead to increased
friction [38,41]. As mentioned above, the considered CVD graphene is
almost free of cracks and exposed edges. At the same time, friction maps
(the typical one shown in Fig. 7(b)) do not show increased friction due
to Gr wrinkles, because they are small and narrow and could be easily
pressed by the AFM tip. According to these results, CVD Gr grown on
Mo could be an excellent choice for making large-scale and ultrathin
solid lubricants with increased wear resistance for friction [39,42,43]
and wear reduction [36,44–46] of underlying substrates.

3.4. Electrical surface potential

3.4.1. CVD Gr on Mo
Homogenity of electrical surface potential was investigated by

KPFM. Topography of CVD Gr on Mo and the corresponding CPD map
are given in Figs. 8(a1) and (a2), respectively, whereas the histogram of
the CPD map is shown in Fig. 8(a3). The histogram contains a single,
narrow peak indicating that the measured CPD is rather uniform over a
wide × μ50 50 m2 area. Averaged CPD (taking into account 10 different
areas) was ±352 6 mV. The absolute value of the work function of the
considered CVD Gr on Mo is thus 4.66 eV. The maximal half-width of all
CPD maps measured on × μ50 50 m2 areas was only around 5 mV, in-
dicating a very uniform electrical surface potential distribution. Still,
CPD maps clearly show irregularly shaped potential puddles. The
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potential between adjacent puddles varies by several mV , while their
lateral shapes can not be related to any morphological features such as
patches with increased height. Similar electron-hole puddles have been
already observed in graphene [47–50] due to charge impurities in the
substrate, intercalated between Gr and the substrate, or due to intrinsic
ripples in Gr.

3.4.2. CVD Gr on SiO2
Similar analysis of the distribution of electrical surface potential

was done for CVD Gr transferred on SiO2. The results are given in
Fig. 8(b) representing × μ30 30 m2 topographic and KPFM images (parts
(b1) and (b2), respectively), and the CPD histogram (part (b3)). CPD
maps exhibit similar features as in the previous case, with a very flat
surface potential, implying that CVD Gr on SiO2 is electrically homo-
geneous. Since wrinkles are narrow and small, Gr is free of wrinkle-
induced potential variations previously observed in other forms of CVD
Gr [23,21,22]. However, small and irregular charge puddles are still
present, as in the case on Mo. The average CPD was ±205 4 mV, thus
giving the absolute value of the work function of Gr transferred on SiO2
of 4.8 eV. Therefore, there was a small difference of around 0.14 eV
between the work functions of Gr on Mo and SiO2. In the former case,
Gr was most probably not thick enough to completely screen an electric
field originating from the underlying Mo with a lower work function
than Gr. As a result, the work function of Gr on Mo was slightly de-
creased. A second possibility is that Mo dopes the Gr by charge transfer,
again lowering its work function [51,52].

The work function of a material or surface is a key property that
determines its behavior in an electronic circuit. Energy level differences
between different constituent layers of a device dictate functionality
ranging from Ohmic contacts to Schottky barriers. One of the primary
strengths of silicon and other materials of choice in the semiconductor
industry is their uniform work function, or surface potential. Bare si-
licon surfaces, typically used as references for KPFM measurements,

have RMS uniformity on the order of 3 mV [53]. Aside from their use in
integrated electronics, surfaces with flat topography and surface po-
tential are also of interest as substrates for self-assembly. The quality of
molecular self-assembly is critically determined by the electronic
structure of the substrate surface and by variations of its surface po-
tential due to charge transfer between the substrate and adsorbed
molecules. As a result, highly homogeneous metal surfaces are often the
substrate of choice due to well-defined molecule-metal interactions
[54–57].

Here we show that few-layer Gr grown by CVD on sputtered Mo
films has an extremely uniform surface potential profile over large
areas, as measured by KPFM. In addition, such Gr that has been
transferred, keeps the excellent uniformity, with RMS variability in
surface potential in the order of 4 mV for areas as large as × μ30 30 m2.
This is an improvement compared to the epitaxial Gr grown on SiC
which has surface potential with RMS uniformity on the order of
~10 mV, however domains of few-layer Gr and steps in the SiC spoil this
homogeneity in the surface potential at scales larger than μ1 m [58].
Monolayer Gr grown by CVD on copper contains wrinkles that also
introduce inhomogeneity in surface potential on the order of ~20 mV
[23]. Even metal films, such as sputtered gold, display larger variability
of surface potential over large areas [59], whereas films deposited with
atomic layer deposition display variability on the order of ~10 mV [60].

3.5. Electrical conductivity

3.5.1. CVD Gr on Mo
Homogenity of electrical conductivity was studied by C-AFM.

Topography and corresponding current maps are presented in Figs. 9(a)
and 9(b), respectively. The current map exhibits rather homogeneous
and high current. The corresponding histogram is displayed in Fig. 9(c).
As can be seen, the current distribution is characterized with a single
peak around 14.5 nA, with a half-width of around 1 nA. The broadening
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of the current peak appears due to decreased conductivity on the pat-
ches with increased thickness. The height and current profiles across
one such patch (along the dashed lines indicated in Figs. 9(a) and 9(b))
are depicted in Fig. 9(d). As can be seen from these profiles, the current
drops by several nA on the patch. In addition, small current drops
(shown in Fig. S2 of Supplementary material) are visible along narrow
Mo grain boundaries (imprinted in Gr as well) because of unstable
contact with the AFM tip.

3.5.2. CVD Gr on SiO2
As in the previous case for the electrical surface potential, a similar

analysis of the current distribution was conducted for CVD Gr on SiO2.
The conductivity exhibits the same characteristics as previously ob-
served for Gr on Mo: homogeneous and high current except on thicker
patches (results presented in Fig. S3 of Supplementary material).

The small-scale images with topographic and current maps are
presented for two cases: Figs. 10(a1) and 10(a2) for flat Gr (without
patches) and Figs. 10(b1) and 10(b2) across a Gr patch. Both current
images show homogeneous current despite of a dense network of Gr
wrinkles. As we discussed above, wrinkles in the considered case have
the geometry of simple, small and narrow ripples [20]. Then, during
scanning in AFM contact mode, such wrinkles are pressed by the AFM
tip leading to local Gr flattening, which finally gives a constant and
high current. At the same time, Gr is wear resistive, so this local me-
chanical deformation does not result in Gr tearing. This is a significant
improvement compared to CVD Gr grown on copper, where wrinkles
are much wider and folded [20], leading to a more pronounced current
drop. In the worst case, an AFM tip going across such wrinkles easily
initiates local Gr tearing thus producing narrow and insulating trenches
in a Gr sheet with zero current [23].

Still, the current map in Fig. 10(b2) contains local, point-like do-
mains, represented by dark contrast, with a slightly decreased current.
Reduced conductivity across patches indicates possible irregularities in
the growth of these additional layers. However, the current drops only
along patch edges or at pronounced topographic features such as point-

like bumps. Therefore, one possible reason of decreased current on
these parts is a less stable electrical contact between the AFM tip and
Gr. Further improvement in the Gr growth process is needed in order to
avoid these imperfections. Current histograms for both Gr with and
without patches are given in Fig. 10(c). As can be seen, due to a slightly
decreased conductivity of the domain with patches, the current peak is
shifted by around 0.2 nA to a lower value.

4. Conclusion

In summary, we have demonstrated that although few-layer Gr
grown on Mo does contain wrinkles with a height of several nan-
ometers, the wrinkles are much narrower than in CVD Gr grown on
copper, and they do not have a detrimental effect on uniformity of wear
and electrical properties. It is shown that few-layer Gr grown by CVD on
sputtered Mo films is characterized with a very low friction coefficient
of around 0.13. Its wear resistance is improved compared to CVD Gr
grown on copper, giving the threshold normal load for wear of around
μ4 N. The considered Gr has very uniform surface potential over large

areas, with RMS variability on the order of 5 mV for areas as large as
× μm50 50 2. The uniformity of electrical properties is better than in

other types of Gr and is on par with industrial-grade materials such as
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silicon and metals deposited by atomic layer deposition. The local
conductivity of the Gr films is also uniform, although with small var-
iations at the edges of Gr patches with varying thickness. The patches
are a result of the growth process which should be further optimized in
order to overcome this issue.

We thus propose that few-layer Gr grown on Mo holds strong po-
tential for use as an ultrathin solid lubricant for friction and wear re-
duction. It can also be used as an ultrathin electrode in integrated
electronics, allowing wafer-scale device uniformity and reproducibility.
Furthermore, the material holds potential as a substrate for self-as-
sembly and for other uses that require uniform and well-defined elec-
trical properties over large areas.
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A B S T R A C T

Quantum confinement in two-dimensional semiconductor nanoplateletes (NPLs) is determined by their thickness
which can be precisely controlled during the synthesis. As a result, NPLs have a very narrow luminescence
spectrum and they can provide light sources with very high color purity. Switchable light sources needed for a
wide range of applications require the dynamic control of the luminescence. One efficient approach for this
purpose is direct charge injection into NPLs. In order to study charging/discharging processes and local electrical
properties of CdSe/CdS core-shell NPLs as the model system, here we employed electrical methods based on
atomic force microscopy (AFM). Simple and efficient procedures for “write/read/erase” operations are pre-
sented: charges are written by a biased AFM tip in contact with the NPLs, their charge state is read by Kelvin
probe force or electric force microscopy, whereas injected charges are erased by inversely biased AFM tip. The
amount of injected charges is well controlled by a magnitude, polarity and duration of the applied bias voltage,
whereas the rate of subsequent spontaneous charge relaxation is dominantly determined by ambient humidity.

1. Introduction

Optoelectronic applications of colloidal semiconductor nanocrystals
(NCs) in light-emitting diodes (LEDs) [1] and solar cells [2] are based
on their size-tunable electronic and optical properties [3,4]. Due to
quantum confinement, discrete energy levels which determine the
electronic band gap and optical transitions can be precisely controlled
by modifying the size and shape of semiconductor NCs. As a result, they
are characterized with a narrow and tunable emission spectrum cov-
ering a broad range from ultraviolet, through visible to near-infrared
region [1,5–7]. At the same time, relatively simple, cost-effective,
flexible and environment-friendly fabrication methods of colloidal
chemistry, compatible with various assembling techniques, provide
large-area structures needed for applications [8,9].

Although the optoelectronic properties of semiconductor NCs are
most relevant for applications, electrostatic properties play a significant
role as well, since the charge occupation of discrete electronic states
determines the strength and rates of optical transitions [10,11].
Therefore, charging can be an efficient method for the switching of
luminescence in semiconductor NCs. This property is very interesting
from practical point of view and such dynamic control significantly

extends the scope of NCS’ applicability. In this context, the most sui-
table control methods are the electrical ones, such as direct charge
injection [12–14], doping [15,16], electric-field control [17–19], or
incorporation into LED devices [1,5–7].

Electrical properties of semiconductor NCs are commonly in-
vestigated at macro-scale, on large ensembles of nanostructures
[20,21]. On the other hand, atomic force microscopy (AFM) based
methods enable local studies with a high spatial resolution reaching the
single-nanoparticle level. As a result, these methods could provide ad-
ditional information about local transport properties [22–24] and
electronic band structure [25,26]. In addition, AFM based methods are
very efficient for the local charging of semiconductor NCs and mod-
ulation of their photoluminescence [27] and electrical properties [28],
or for the demonstration of inverse effects, where an external light in-
duces local charges in semiconductor NCs leading to photoionization
[10,11,29,30] or charge separation [31–33].

Recently, two-dimensional (2D) nanoplatelets (NPLs), a new class of
colloidal semiconductor NCs, have attracted a lot of attention because
the quantum confinement is determined by NPL thickness [34–37].
Since the thickness can be controlled more precisely than the geometry
(size and shape) of standard three-dimensional NCs such as quantum
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dots, 2D NPLs provide more narrow emission and light sources with
improved color purity. Although, the luminescence control of 2D NPLs
by electrical methods has been demonstrated recently [38–40], their
electrostatic properties at nanoscale and their control by direct charge
injection have been still unexplored.

In this paper, we use AFM based electrical methods, Kelvin probe
force microscopy (KPFM) and electric force microscopy (EFM), in order
to study local electrical properties of 2D CdSe/CdS core-shell NPLs.
They were selected as the model system due to enhanced spontaneous
emission and lasing compared to the core-only NPLs [41,42]. We show
that charging/discharging of NPLs can be well controlled by a magni-
tude, polarity and duration of the bias voltage applied by the AFM tip.
The paper is organized in the following way. After the initial morpho-
logical analysis in Section 3.1, the results for the local electrical surface
potential of the NPLs are presented in Section 3.2. Write operation or
local charging of the NPLs by the AFM tip as a function of the tip bias
voltage and hold time is demonstrated in Section 3.3. KPFM and EFM
methods are employed for the read operation and characterization of
charged NPLs. The time relaxation of injected charges is studied in
Section 3.4 by successive KPFM measurements. Finally, in Section 3.5, a
simple AFM based method for the erase operation and fast discharging
is illustrated.

2. Material and methods

2.1. Sample preparation

Core-shell CdSe/CdS NPLs having 4.5 ML CdSe core and 3 ML CdS
shell, with ca. ×20 nm 30 nm lateral size, were synthesized according
to a published procedure [43–45]. These NPLs, being hydrophobic,
were functionalized with mercaptoacetic acid (MAA) and thereby ne-
gatively charged. After the treatment with MAA, NPLs were rinsed with
isopropanol and dispersed in water. Commercial highly n-doped Si
wafer with 85 nm thick SiO2 film on the top was treated in aminopropyl
trietoxy silane (APTS) dissolved in toluene, in order to positively charge
SiO2. After being left in solution for 20 min, the substrate was rinsed
with toluene. In the next step, the colloidal solution of negatively
charged CdSe/CdS NPLs was dropcast onto the wafer covered with ATS
and left for 20 min in order to allow for electrostatic self-assembly to
occur. After 20 min the substrate was rinsed and 2D layer of close-
packed core-shell NPLs on SiO2 surface was obtained. According to the
preparation procedure, the investigated sample can be considered as a
film consisting of CdSe/CdS NPLs functionalized with MAA and thin
layer of APTS polyelectrolyte underneath. Hereafter it will be called
CdSe/CdS film.

2.2. AFM measurements

In order to investigate morphology and local electrical properties of
CdSe NPLs, we employed NTEGRA Prima AFM system. Basic topo-
graphic imaging was performed in tapping AFM mode. AFM phase and
magnitude signals were recorded simultaneously with the topography
in order to resolve shape and edges of NPLs with a better resolution.
The phase signal corresponds to the phase lag of the AFM cantilever,
while the magnitude signal represents the oscillation amplitude of the
AFM cantilever.

Local electrical properties were characterized by two-pass techni-
ques, EFM and KPFM. AFM probes NSG01/Pt from NT-MDT with Pt
coating were used. In both EFM and KPFM, topography was measured
in the first pass by AFM tapping mode. Then, the AFM probe was lifted
by 20 nm and the scanning was performed along the same topographic
line measured in the first pass. During the second pass in EFM, DC
voltage was applied between the AFM probe and the sample while the
probe was excited mechanically. The measured EFM signal in the
second pass corresponds to the phase lag of the AFM cantilever which is
proportional to the gradient of the normal electric force. In order to

avoid any confusion with the AFM phase measured during basic topo-
graphic imaging, this signal will be hereafter called EFM phase.

On the other hand, during the second pass in KPFM, a sum of AC
and variable DC voltage was applied between the AFM probe and
sample. The AC voltage excited oscillations of the AFM probe, while the
value of the variable DC voltage which canceled these oscillations was
equal to the electrical surface potential or to the contact potential dif-
ference (CPD) between the probe and sample. The CPD is equal to the
work function difference between the tip and sample, WFtip and WFs,
respectively. The absolute value of the sample work function WFs was
calculated as =WF WF CPDs tip , where the work function of Pt coated
AFM tips were calibrated using HOPG as a reference [46].

In order to interpret EFM measurements and the interaction be-
tween biased AFM tip and the sample, i.e. whether this interaction is
attractive or repulsive, and in order to determine the polarity of charges
injected into the sample, the phase signal was adjusted prior to EFM
measurements in the following way. By varying the phase of the piezo-
driver, the initial AFM phase was set to °90 at the mechanical resonance
of employed AFM cantilever, with a decreasing phase across the re-
sonance (with a negative slope). Taking into account that the attractive
(repulsive) AFM tip-sample interaction shifts the resonance to lower
(higher) frequencies, the attractive (repulsive) interaction is char-
acterized by a decrease (increase) of the phase shift in the considered
case.

AFM methods for local charging and subsequent charge detection
[47] have been well developed in recent years for semiconductor NCs
[27,28], organic nanostructures [48,49], carbon nanotubes [50], 2D
materials [51–53] and even biological nanostructures [54]. In this
study, the local charging was performed according to the following
procedure. After the initial electrical characterization carried out in
either KPFM or EFM mode, the AFM system was switched into contact
mode, the AFM tip approached to the sample surface, and DC voltage in
the range ± 10 V was applied to the AFM tip. The hold time (defined as
a time during the bias voltage was applied) was varied from several
seconds up to several minutes. After that, the probe was lifted, the
voltages were turned off, and the system was switched back into one of
the targeted electrical modes in order to characterize changes in elec-
trical properties induced by the injected charges.

3. Results and discussion

3.1. Morphology

Transmission electron microscopy (TEM) image of CdSe/CdS NPLs
is given in Fig. 1(a). As can be seen, the NPLs are randomly oriented and
typically more elongated in one direction having approximately a rec-
tangular shape with the size of several tenths of nanometers. Although
TEM provides the best spatial resolution, AFM enables simpler and
faster morphological characterization. 2D and three-dimensional (3D)
topographic images of CdSe/CdS film obtained by AFM are depicted in
Fig. 1(b) and (c), respectively. Film thickness of ±4.7 1.5 nm was de-
termined as an average value of the height distribution while the de-
viation was calculated as an average roughness. The autocorrelation
image is given in Fig. 1(d). The dominant feature is the bright circular
domain in the middle. Since the autocorrelation image is approximately
isotropic, NPLs do not have any preferential orientation in the plane.
Due to the convolution with the AFM tip, NPLs look like rounded grains
in topographic images. Therefore, in the grain-size analysis, they were
approximated with circular plates. The histogram of their size dis-
tribution is displayed in Fig. 1(d). As can be seen, the average NPL
radius is around 15 nm, implying that a typical NPL can be represented
by a thin disc with a diameter of around 30 nm.

The AFM phase and magnitude signals are displayed in Fig. 1(e) and
(f), respectively. As can be seen, boundaries between adjacent NPLs are
better resolved whereas the contrast between the NPLs and underlying
substrate is more pronounced due to generally higher sensitivity of
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phase and magnitude signals to NPL edges. Therefore, these AFM modes
provide a high spatial resolution for the imaging of 2D NPLs similar to
TEM.

3.2. Electrical surface potential

Topography and CPD map of CdSe/CdS film measured by KPFM are
presented in Fig. 2(a) and (b), respectively. The histogram of the CPD
map is depicted in Fig. 2(c). It is characterized with a single and narrow
peak with the average CPD of ±817 7 mV. Taking into account mea-
surements on five different ×2 2 µm2 areas, the average CPD is

±800 25 mV, demonstrating that CdSe/CdS NPLs have uniform surface
potential. The absolute value of the work function of CdSe/CdS film
was found to be ±4.13 0.04 V (after the calibration of the Pt coated
AFM tip) which is in good agreement with literature data [55].

Although KPFM is a convenient technique which directly gives CPD
as a result, the spatial resolution limited to 20–30 nm does not allow
resolving of individual NPLs. In order to overcome this limitation, EFM
was employed instead. The EFM phase signal is proportional to gradient
of the electric force in the normal direction. As a result, although EFM
and KPFM share similar experimental setups, the EFM phase calculated
as a spatial derivative is much more sensitive to spatial variations of
surface electrical properties. Topography and EFM phase map of CdSe/
CdS film are given in Fig. 3(a) and (b), respectively. As can be seen,

individual NPLs are clearly resolved in both topographic and EFM
image. Most of NPLs have similar EFM contrast. Still, the EFM phase
signal is correlated with the topography, which implies that bigger
topographic features, which correspond to clusters of several NPLs
(appeared during sample preparation), give more pronounced EFM
phase contrast.

In order to obtain quantitative information from EFM measure-
ments, the EFM imaging was performed as a function of the EFM bias
voltage in the range ± 10 V. For every bias voltage, an average EFM
phase shift of CdSe/CdS NPLs was determined. The results of these
measurements are summarized in Fig. 3(c) showing a parabolic de-
pendence of the EFM phase on the EFM tip voltage. The experimental
data were fitted by the following function [48,53,54]

= + +C V V C V V( ) ( ) ,EFM 1 EFM sp
2

2 EFM sp 0 (1)

where VEFM is the EFM voltage applied on the AFM probe in the second
pass of EFM imaging, Vsp is the electrical surface potential which cor-
responds to the CPD measured by KPFM, whereas C C,1 2, and 0 are
additional fitting constants. The first term in Eq. (1) corresponds to the
capacitive tip-sample interaction, whereas the second term represents
the Coulombic interaction between biased AFM probe and localized
charges at the sample surface [48,53,54].

The fitting curve is presented in Fig. 3(c) by the solid line, the da-
shed line shows the contribution of the parabolic function (the

Fig. 1. Morphology of CdSe NPLs: (a) TEM image, (b) 2D and (c) 3D topographic image, (d) autocorrelation image, (e) histogram of the equivalent NPL radius, (f)
AFM phase and (g) AFM magnitude image.

Fig. 2. (a) Topography and (b) CPD measured by KPFM. (c) Histogram of the CPD distribution.
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capacitive interaction), whereas the dashed-dotted line represents the
linear function (Coulombic interaction) from Eq. (1). The local elec-
trical surface potential Vsp of CdSe/CdS film obtained from the fit is

±0.795 0.025 V . Vsp corresponds to the EFM voltage where the EFM
phase curve reaches the minimum 0. This is exactly the voltage by
which the EFM phase curve is shifted along the voltage axis. The fitting
procedure gives non-zero and positive coefficient C2 meaning that
Coulombic interaction has a certain contribution in the measured EFM
phase shift. As can be seen in Fig. 3(c), for the positive (negative)
voltage difference >V V 0EFM sp ( <V V 0EFM sp ), Coulombic interac-
tion leads to a higher (lower) EFM phase shift represented as a change
between the solid and dashed line. According to the phase convention
explained in Section 2.2, an attractive (repulsive) interaction is char-
acterized by a decrease (increase) of the phase shift. Therefore, in the
considered case, the electrical interaction is repulsive (attractive) for
positive (negative) voltage difference V VEFM sp meaning that as-de-
posited NPLs are slightly positively charged. This is inconsistent with
the preparation procedure where NPLs were negatively charged.
However, after the deposition, the NPLs inevitably come into the con-
tact with oxygen from air which is well known as p-type dopant for
metal chalcogenide quantum dots [56]. Similar p-doping after the ex-
posure to air and the reaction with oxygen was observed for other 2D
system such as graphene [57] and thin organic films [48]. Therefore,
positive charging of as-deposited NPLs most probably originates from
the doping by ambient oxygen. According to the results presented in
Fig. 3, EFM allows for a high-resolution electrical imaging of CdSe/CdS
films at the single-nanoparticle level. At the same time, electrical sur-
face potential and properties of the electrical interaction can be de-
termined with the same spatial resolution, but an additional processing
and fitting of experimentally measured data are necessary.

3.3. Local charging

Results for the electrical surface potential and EFM phase measured
after the local charging of CdSe/CdS film at a single point are presented
in Fig. 4. The KPFM map measured after the charging at the central
point, for the bias voltage =V 8 Vch and hold time =T 30 sch is de-
picted in Fig. 4(a). The cross section of the CPD map along the dashed
line is given in Fig. 4(b) showing a significant drop in CPD around the
charging point of around CPD 200 mV ( CPD was calculated as a
difference between CPD of uncharged (CPD0) and charged areas
(CPDch)). The EFM phase maps after the local charging at a negative
bias voltage are depicted in Fig. 4(c) for a positive (top) and negative
(bottom) EFM voltage. EFM phase profiles along the dashed lines are
given in Fig. 4(d). As can be seen, the EFM phase contrast is reversed
upon changing the polarity of the EFM voltage which proves Coulombic
tip-sample interaction.

The EFM phase grows up for the positive EFM voltage when the
electrical tip-sample interaction is repulsive. On the other hand, the
EFM phase falls down for the negative EFM voltage when the interac-
tion is attractive. Therefore, the sample is locally positively charged,
although the charging was performed at a negative bias voltage. This is
in accordance with KPFM measurements which indicate a local de-
crease of Fermi level. According to these results, the mechanism of local
charging is not based on charge injection by a biased AFM tip, but on
the polarization of the sample surface. This means that negatively
biased AFM tip does not inject negative charges, but polarizes the
surrounding medium and attracts positive charges.

While the CPD map measured after the charging in Fig. 4(b) consists
of a rather smooth potential dip, EFM phase profiles consist of a smooth
dip/rise (depending on the bias voltage during the charging) and of
superimposed oscillating phase. The oscillating part corresponds to
individual NPLs which become either brighter (top EFM image in
Fig. 4(c)) or darker (bottom EFM image in Fig. 4(c)) than surrounding

Fig. 3. (a) AFM topographic and (b) EFM phase image. The EFM voltage in the second pass was 8 V . (c) An average EFM phase of CdSe/CdS NPLs as a function of
EFM voltage in the second pass. Dots stand for experimentally measured values, the solid line is fit to Eq. (1), whereas the dashed and dashed-dotted lines stand for
the contribution of the parabolic and linear term from Eq. (1), respectively. Every dot represents the EFM phase obtained by the averaging of all NPLs within one scan
area of ×1 1 µm2 for a given EFM voltage.

Fig. 4. Electrical characterization after the local charging at the bias voltage
=V 8 Vch and for the hold time =T 30 sch : (a) CPD map measured by KPFM,

and (b) the cross section of the CPD along the dashed line in part (a), (c) EFM
phase maps for positive (top) and negative EFM voltage (bottom), and (d) cross
sections along the dashed lines in (c).
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and uncharged NPLs. The modified EFM phase of NPLs after the char-
ging indicates that charge storage can be detected in individual NPLs.

In order to test the influence of the voltage Vch applied during the
charge injection, electrical surface potential was measured by KPFM
after the charging for Vch in the range ± 8 V and for the fixed hold time

=T 30 sch . Corresponding CPD maps and profiles are depicted in
Fig. 5(a) and (b), respectively. As can be seen, the charged areas have a
circular shape with a diameter increasing with |V |ch and reaching around
5 µm for the highest voltage. These areas behave like potential wells
while their depth increases with |V |ch . Change of the CPD between
charged and uncharged areas, CPD, as a function of Vch is plotted in
Fig. 5(c). CPD can be fitted with a linear curve represented by the
dashed line. For the chosen range of V , CPDch changes almost linearly
in the range ±200 mV.

Similar study was carried out in order to test the influence of the
hold time in the range 1 300 s, while keeping constant the voltage
during charging ( =V 8Vch ). CPD maps measured after the charging
are shown in Fig. 5(d). The central black circle becomes wider and
darker with increasing Tch, reaching around 5 µm in a diameter for the
longest hold time. CPD profiles are given in Fig. 5(e) showing potential
wells whose depth increases with Tch. The change of the CPD between
charged and uncharged areas, CPD, as a function of =T 30 sch is de-
picted in Fig. 5(f). Dashed line stands for a fit to the experimentally
measured points. By omitting two starting points and going from

=T 10 s, CPDch grows practically linearly with Tch up to 1000 mV.
Injected charges are trapped in CdSe/CdS film, in CdSe/CdS NPLs

and/or in the underneath polyelectrolyte layer, whereas they can be

stored at the surface of underlying silicon-dioxide as well. The con-
sidered system can be approximated as a plane capacitor. The bottom
electrode is silicon, the top electrode consists of CdSe/CdS film and top
charged layer of silicon-dioxide, whereas the rest of the silicon-dioxide
layer acts as a dielectric. Surface density of injected charges can be
approximately calculated according to the following expression

= t/ · CPD0 r d , where CPD is change in CPD due to charging, 0 is
the vacuum permittivity, whereas r and td are the permittivity and
thickness of a dielectric layer between the NPLs and silicon layer.
According to results from Fig. 5, the following relations hold,

= VCPD V ch and = TCPD T ch, where V and T are the slopes of the
linear fits in Fig. 5(b) and (d), respectively. Surface charge density can
be then represented as , where =C t/s 0 r d is the capacitance per area.
Therefore, although density of charges injected just into NPLs can not
be determined, according to the last formula, density of injected
charges can be simply controlled and adjusted by Vch and Tch.

3.4. Time relaxation of injected charges

Time relaxation of injected charges was studied by successive KPFM
mapping after the initial charging. The KPFM mapping was maintained
until the complete charge relaxation characterized by a nearly flat CPD
map. The consecutive CPD maps measured by KPFM are presented in
Fig. 6(a) and (d) for the charging by a positive and negative bias vol-
tage, respectively. Corresponding CPD profiles are given in Fig. 6(b)Fig. 5. Change of CPD as a function of bias voltage during the local charging:

(a) CPD maps measured by KPFM after the charging for bias voltages in the
range ± 8 V for the fixed hold time =T 30 sch (the scan size is ×5 5 µm2

whereas the CPD scale is 700 770 mV (760 810 mV) for the negative (po-
sitive) bias voltages), (b) CPD profiles extracted from the maps in part (a), and
(c) CPD (calculated from the profiles in part (b) for the central points) as a
function of the bias voltage with a linear fit represented by the dashed line.
Change of CPD as a function of the hold time during the local charging: (d) CPD
maps measured by KPFM after the charging for the hold time in the range
1 300 s and at the fixed bias voltage =V 8 Vch (the scan size is ×5 5 µm2

whereas the CPD scale is 630 760 mV), (e) CPD profiles from the maps in part
(d), and (f) CPD (calculated from the profiles in part (e) for the central points)
as a function of the hold time with a linear fit represented by the dashed line.

Fig. 6. Time relaxation of the charges injected by applying 8 V for 60 s: (a)
successive CPD maps measured by KPFM before almost complete relaxation
(the scan size is ×4 4 µm2), (b) CPD profiles, and (c) change of the —CPD— as a
function of time. Time relaxation of the charges injected by applying 8 V for
120 s: (d) successive CPD maps measured by KPFM (the scan size is ×4 4 µm2),
(e) CPD profiles, and (f) change of the CPD as a function of time. Dashed lines in
parts (c) and (f) stand for the exponential fits to the experimentally determined
points. Time difference between adjacent points is equal to the time needed for
one complete KPFM scan which is 366 s for the case in parts (a–c), and 450 s for
the case in parts (d–f).
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and (e), whereas the change of CPD as a function of time is given in
Fig. 6(c) and (f), respectively. The absolute value | CPD| was fitted by
an exponential function tCPD ·exp( / )0 , where t is time, stands for
the time constant of the relaxation process, whereas CPD0 is the ab-
solute value of CPD at the initial moment (the moment when the first
KPFM scan was finished). According to the fitting results, the time re-
laxation constants are 418 s and 358 s for positive and negative Vch,
respectively, therefore, around 6 7 min.

The relaxation rates strongly depend on humidity. At ambient
conditions, the sample surface is covered by a thin water layer acting as
an additional conducting channel through which injected charges flow
away [51]. Simple physical model of the considered system is depicted
in Fig. 7(a). As can be seen, there are two films at the top of the silicon-
dioxide: the first one is the CdSe/CdS film which consists of CdSe/CdS
NPLs functionalized with MAA and a thin layer of APTS polyelectrolyte
underneath, whereas the second film is a water layer. Both films have
corresponding capacitances with respect to the grounded silicon sub-
strate, CNPL and Cw, respectively. Since the charge transport through the
films is lateral, they are modeled by two resistors, RNPL and Rw.
Equivalent electrical scheme is given in Fig. 7(b). It is a series circuit
between two parallel capacitances, CNPL and Cw, and resistances, RNPL
and Rw.

The lateral current through CdSe/CdS film measured by conductive
AFM (C-AFM) was zero which indicated a very high resistance RNPL. In
order to study charge relaxation in such high-resistance films, KPFM
was employed instead [22]. At high humidities above 50%, discharge
was very fast (much faster than several minutes needed for one KPFM
scan) and it was not possible to observe any charging. Obviously, in this
case the water film resistance Rw is very low. On the other hand, the
charge relaxation measurements presented in Fig. 6 were done at a
lower humidity of around 30%. As a result, the water film resistance Rw
is increased, while discharge process is prolonged and can be followed
by KPFM. According to the previous analysis, the water layer resistance
Rw is much lower than the resistance of CdSe/CdS film, RNPL. Therefore,
RNPL can be then omitted, whereas a simplified electrical scheme is
given in Fig. 7(c). The time constant of the RC circuit is = R Cw eq,
where = +C C Ceq NPL w. As a result, the relaxation time depends
dominantly on the water film resistance Rw, which falls down at in-
creased humidity thus making the relaxation and discharging very fast.

3.5. “Write/read/erase” operations

In addition to charge injection by a biased AFM tip or “writing”
operation and KPFM/EFM measurements aimed for “reading” opera-
tion, a full control of the charge density requires an efficient mechanism
for fast charge erasing in order to avoid long process of spontaneous
relaxation discussed in the previous section. In order to erase or nullify
charges, it is necessary to ground the sample or to inject charges of
opposite polarity during a certain hold time. Such procedure is illu-
strated in Fig. 8(a). The first CPD map was recorded after charging at

8 V for 60 s. The next four CPD maps represent trials aiming to nullify
the injected charges in the following way: by subsequent grounding the
film for 30 s and by charging the film at the positive voltage of 8V for
three different hold times 30 s, 10 s and 20 s. CPD profiles are presented
in Fig. 8(b) whereas the evolution of CPD is shown in Fig. 8(c). The
writing operation at 8 V for 60 s generates a potential well with a
depth of around 300 mV. Erasing operation should flatten the potential
as much as possible and give zero CPD. In this respect, the erasing
operation 4 gives the best performance.

4. Conclusion

In a summary, the initial work function of CdSe/CdS film of around
4 eV can be locally modified by the charging with a biased AFM probe.
Such “write” operation generated 2D, circular potential wells, with a
diameter of several microns and a depth of several hundreds of mili-
volts. Since the silicon-dioxide and the polyelectrolyte layer beneath
NPL can also trap charges, it was not possible to determine the exact
density of charges stored in NPLs only. Still, it was shown that the
magnitude, polarity and duration of applied bias voltage very effi-
ciently controlled the depth and diameter of the induced potential
wells. Therefore, it is reasonable to expect that a proper combination of
these control parameters would give a desired charge density in NPLs.
“Read” operation was based on KPFM and EFM methods. While the first
one gave CPD and work function of NPLs directly as an output, EFM had
a better spatial resolution which allowed the electrical imaging of single
NPLs. The rate of the spontaneous charge relaxation was dictated by
environmental humidity. At the humidity of around 30%, the time re-
laxation constant was around 5min, whereas at higher humidities in-
jected charges could not be detected by KPFM/EFM due to very fast
discharging through a water adlayer on NPLs. In order to avoid the
spontaneous relaxation, trapped charges can be nullified and erased by
inversely polarized AFM tip. Presented procedures for “write/read/
erase” operations provide efficient means for dynamic control of a
charge state of CdSe/CdS NPLs, while further experiments should ex-
plore capability of these procedures for the luminescence control.
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Fig. 7. Physical models for the time relaxation: (a), (b) the equivalent electrical
scheme, and (c) a simplified scheme taking into account that the water-layer
resistance Rw is much smaller than the in-plane resistance RNPL of the CdSe/CdS
film consisting of CdSe/CdS NPLs functionalized with MAA and a thin layer of
APTS polyelectrolyte underneath.

Fig. 8. Write/erase operation: (a) CPD maps measured by KPFM after (0) the
writing operation only (charge injection at the negative bias voltage), and (1–4)
several trials for the writing and subsequent erasing of injected charges with
different combinations of the positive bias voltages and hold times, (b) CPD
profiles extracted from the maps in part (a), and (c) change of the CPD for all
five cases in part (a). The dashed line is a guide to eye. The scan size of CPD
maps is ×5 5µm2.
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Molecules on rails: friction anisotropy and
preferential sliding directions of organic
nanocrystallites on two-dimensional materials†

Borislav Vasić, *a Igor Stanković, *b Aleksandar Matković,*c Markus Kratzer,c

Christian Ganser, ‡c Radoš Gajića and Christian Teichert c

Two-dimensional (2D) materials are envisaged as ultra-thin solid lubricants for nanomechanical systems.

So far, their frictional properties at the nanoscale have been studied by standard friction force microscopy.

However, lateral manipulation of nanoparticles is a more suitable method to study the dependence of

friction on the crystallography of two contacting surfaces. Still, such experiments are lacking. In this study,

we combine atomic force microscopy (AFM) based lateral manipulation and molecular dynamics simu-

lations in order to investigate the movements of organic needle-like nanocrystallites grown by van der

Waals epitaxy on graphene and hexagonal boron nitride. We observe that nanoneedle fragments – when

pushed by an AFM tip – do not move along the original pushing directions. Instead, they slide on the 2D

materials preferentially along the needles’ growth directions, which act as invisible rails along commensu-

rate directions. Further, when the nanocrystallites were rotated by applying a torque with the AFM tip

across the preferential sliding directions, we find an increase of the torsional signal of the AFM cantilever.

We demonstrate in conjunction with simulations that both, the significant friction anisotropy and prefer-

ential sliding directions are determined by the complex epitaxial relation and arise from the commensu-

rate and incommensurate states between the organic nanocrystallites and the 2D materials.

1. Introduction

Bulk layered materials such as graphite, transition-metal
dichalcogenides, and hexagonal boron-nitride exhibit low
friction because of their lamelar structure and easy shearing of
layers. For these reasons, they are widely used as solid lubri-

cants.1 Still, bulky lubricants are not appropriate for nano-
devices where ultra-thin coatings with a maximal thickness of
only several nanometers are required.2 As a result, atomically
thin, two-dimensional (2D) materials and especially graphene
(Gr) have been recently envisaged as solid lubricants for fric-
tion and wear reduction in nanomechanical systems.3–8

Layered materials are single crystals with van der Waals
bonding in only one direction, allowing exposure of atomically
flat and dangling-bond free surfaces by simple mechanical
cleavage. Therefore, besides the technological applications,
they are also suitable for fundamental tribological studies
mostly performed by atomic force microscopy (AFM).9–19 These
studies demonstrated that the substrates’ crystal structure
determines several fundamental properties, like the existence
of friction anisotropy,9–12 preferential sliding directions,9,13

and structural lubricity, a state with a low friction between two
surfaces sliding through incommensurate states.14–25 Still, the
influence of the epitaxial relation between two contacting
surfaces on the resulting sliding directions and friction an-
isotropy has been explored much less. Until now, the under-
lying epitaxial relations were considered only for simple
triangular and square lattices.9,13,22

Frictional properties of 2D materials were investigated so
far only by AFM derived friction force microscopy
(FFM).2,4–8,26–29 However, the often ill-defined structure of the

†Electronic supplementary information (ESI) available: Epitaxial relations and
lattice registries between 6P and Gr/hBN (Fig. S1 and S2, respectively), snapshots
of top, side, and bottom view of a particular simulation run demonstrating the
MD simulation setup (Fig. S3), topographic AFM images during the fabrication
of a short needle (Fig. S4), topographic AFM images and lateral force profiles
during the rotations across the registry state determined by direction D2 on Gr
(Fig. S5), ESI Movie 1 (2) which contains a sequence of all AFM tapping mode
images recorded after all AFM manipulation steps on hBN (Gr) and ESI Movie 3
which presents a sequence of snapshots of the bottom layer of 6P needle frag-
ment on Gr obtained by MD simulations during the needle rotation. See DOI:
10.1039/C8NR04865G
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AFM tip is an obstacle to study friction as a function of the
relative orientation between the crystal lattices of two contact-
ing surfaces.9,30 For this purpose, AFM based lateral manipu-
lation9,11,13,15,16,19 of particles with well defined crystallo-
graphic structures and epitaxial relations to 2D materials is a
more appropriate technique than standard FFM.

Van der Waals (vdW) heterostructures consisting of epitaxi-
ally grown organic crystallites on 2D materials can serve as an
excellent paradigmatic system to explore the influence of the
inherent epitaxial relation on the friction during AFM based
lateral manipulation. 2D materials are superior substrates for
the epitaxial growth31 of organic molecules.32–38 They are
atomically smooth with no dangling bonds and trapped
charges at the interface, thus providing a pure vdW interface
between two contacting surfaces. While friction studies are
usually constrained by contaminant molecules15,19,39 and
chemical interactions,40 2D materials may provide a clean
interface between the contacting surfaces. At the same time,
organic crystallites form complex epitaxial relations with 2D
materials,32–34 while their strong intrinsic anisotropy makes
them suitable for AFM studies of friction anisotropy and
related phenomena.41–45

In this work, we consider, as representative vdW hetero-
structures, organic, needle-like nanocrystallites (also called
nanoneedles, nanowires, or nanorods) formed by para-hexa-
phenyl (6P) molecules grown by vdW epitaxy on Gr and hexa-
gonal boron nitride (hBN). These organic nanocrystallites are
large enough to be considered as bulk structures, they are
strongly anisotropic and stable under ambient conditions. By
combined AFM manipulations and molecular dynamics (MD)
simulations, we investigate lateral movements of 6P needles
on 2D materials. We identified preferential sliding directions,
i.e., registry states, which are different from the pushing direc-
tions defined by the AFM tip movement. During rotations of
6P needles, an increased friction force was observed when
crossing the registry states on the 2D substrates, indicating a
pronounced friction anisotropy.

2. Experimental
2.1. Sample preparation

Flakes of single- and multi-layer Gr and multi-layer hBN – pre-
pared by mechanical exfoliation and transferred onto SiO2/Si
following known recipes46 – have been used as substrates for
the growth of parahexaphenyl (6P). The molecules were de-
posited by hot wall epitaxy (HWE).47 As a source material, com-
mercially available 6P from TCI Chemicals (S0220) was used.
The base pressure of the HWE chamber was ∼2 × 10−6 mbar,
source and wall temperatures were kept fixed at 510 K and
520 K, respectively. Substrate temperature during the growth
was varied between 380 K and 420 K. The amount of 6P de-
posited on the surface of the samples corresponds to an
equivalent of 0.8–1.2 monolayers of 6P. Here, a monolayer is
defined by the molecular density in the beta-phase 6P (001)
plane (4.4 × 1014 molecules per cm2).48 On both, Gr and hBN,

6P molecules were found to form three-dimensional needle-
like crystallites.32–34,49,50 In the case of 6P needles, not always
the molecules assume a “lying” orientation having their long
molecular axes (LMA) parallel to the substrate plane.32,51,52

These needle-like crystallites are large enough to be considered
as β-phase bulk 6P, in which the molecules have a herringbone
motif.53 The chosen growth parameters result in tens of
micrometer long and 5–10 nm tall 6P needles that follow six
directions dictated by the epitaxial relation between 6P and
the 2D material substrate.32,34,52

2.2. AFM measurements

AFM measurements were performed using an NTEGRA Prima
AFM system from NT-MDT and an Asylum Research MFP 3D
device. AFM imaging and manipulations were done with
NSG01 (Gr substrate) and FMG01 (hBN substrate) probes from
NT-MDT. Spring constant calibration of AFM cantilevers was
performed via the thermal noise method,54 employing the
MFP 3D AFM. All measurements were performed under
ambient conditions.

After initial sample imaging in tapping mode, the first step
was to prepare a short 6P needle suitable for AFM manipula-
tions. For this purpose, an appropriate long 6P needle was
selected and then cut by AFM manipulation in contact
mode.55 The typical procedure is illustrated in Fig. S4 of ESI.†
Cutting was repeated if needed for several times until a short
needle of around 200 nm–400 nm was obtained.

AFM manipulations were done in a standard way following
procedures in ref. 30, 56 and 57. A selected short needle was
first imaged in tapping mode. Then we switched to contact
mode. The AFM probe was moved in x-direction with the canti-
lever’s long axis oriented in y-direction like conventionally
done in friction force microscopy. The AFM tip was pushed
towards one of the needle’s endings for a certain distance. The
reason we pushed needles from their endings was because we
were not interested in the trivial case where needles, pushed in
the center were just translated along the tip path direction.
The path length was in the range of 500 nm–1500 nm, while
the normal force (determined by the AFM cantilever bending)
during the pushing was around 100 nN. After each manipu-
lation step, the needle was imaged in tapping mode in order
to visualize its movement. This procedure was repeated by
around 100 times with the same probe, and it was performed
for selected short needles on both, Gr and hBN. Compared to
AFM manipulation experiments of nanorods,58 here all move-
ments were performed just once, along a single line, while the
focus was on the influence of the crystal structure of substrates
on the resulting motion.

In each manipulation step, simultaneously with movements
of 6P needles, the lateral force – proportional to the AFM canti-
lever torsion – was recorded. The lateral force signal was
calibrated according to the procedure introduced by Varenberg
et al.59 All AFM manipulations presented in the paper were
done along the x-axis. In cases where needles were almost
aligned with the x-axis, they were pushed along the y-axis to
reorient them. However, these manipulation steps were not
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taken into consideration since lateral forces could not be
measured.

2.3. Molecular dynamics simulations

In our atomistic model, a 90 Å × 300 Å 6P needle was placed
on a 380 Å × 380 Å Gr sheet. Periodic boundary conditions
were set in x and y direction. The crystallographic data for the
unit cell of β-phase 6P bulk was taken from the paper of
Baker et al.53 The lattice parameters of the monoclinic unit
cell including two molecules were a = 26.241 Å, b = 5.568 Å,
and c = 8.091 Å and the angle β = 98.17°. The herringbone
arrangement of the unit cell was defined by the intersection
angles ω = 26° and ϕ = 71°, and setting angle Θ = 55°. The
herringbone angle, calculated from previous values, was
τ = 61°. The contact plane of 6P needle was (111̄).33,49

The interatomic forces within Gr were derived using the
appropriate Tersoff potential.60 Interactions between 6P mole-
cules were modeled using empirical CHARMM force field para-
meters.61 The adhesion forces between the carbon atoms in 6P
molecules and Gr were modeled with a registry dependent
Kolmogorov–Crespi potential.62 For the interaction of C atoms
in Gr with hydrogen atoms of the 6P molecules, CHARMM
force field parameters were utilized.

The molecular dynamics (MD) simulations were performed
using LAMMPS, a commonly used distributed classical MD
code.63 The 15 Å thick 6P needle was displaced on the Gr sheet
with steps of 0.5 fs. The top-most layer of 6P molecules had
relative position fixed, while the following three layers towards
the interface with Gr and the Gr substrate itself were therma-
lized at 300 K. The top layer of the molecules was used to move
the needle on the Gr surface. The initial configuration was
equilibrated for 1 ns. The distance between Gr and the bottom
6P molecules was roughly 3.2 Å.

3. Results and discussion

The results are presented in five sections. The epitaxial
relations between 6P molecules and hBN/Gr are elaborated in
the first part. Then, in the second section, we summarize all
experimental results for AFM manipulations of 6P needles.
After that, in the third section we analyze the rotation of the
needles and the observed friction anisotropy, while the corres-
ponding results of MD simulations are discussed in the fourth
section. Finally, in the fifth part, translations of the needles
and their preferential sliding directions are discussed.

3.1. Epitaxial relations

Friction anisotropy and preferential sliding directions of 6P
needles on 2D material substrates stem from their epitaxial
relations. Both individual 6P molecules and 6P needles are
intrinsically anisotropic structures and can be considered as
quasi one-dimensional objects. As such, there are two main
directions to be considered within 6P needles: 1. the long
molecular axis (LMA) or the axis along the phenylene back-
bone of the individual molecules, and 2. the long needle axis

(LNA) that indicates the preferred growth direction of the
needle on a given substrate.52 Additional data on the orien-
tations of LMA and LNA on Gr are given in Fig. S3 of ESI.†
Furthermore, preferential growth directions are also influ-
enced by the interactions with the substrate, since the individ-
ual molecules tend to adsorb only at specific sites on the sub-
strate. The growth directions of the needles (LNA) are then
finally defined by the relation between the LMA and the high-
symmetry directions of the substrate (armchair and zigzag
directions of Gr and hBN, respectively) and the particular
contact plane of the molecular crystal that is best matching
the arrangement of the molecules at the interface with the sub-
strate to that of the bulk structure.

If assumed that the molecular crystal remains in the bulk
to the very interface, then there is no distinctive registry
between the substrate lattice and the deposited lattice, result-
ing in translational incommensurism.64–69 However, molecular
crystals can accommodate large strain, and molecules at the
surface frequently rearrange to accommodate both inter-
molecular interactions that drive the formation of the bulk
molecular crystal and interaction with the substrate. As a con-
sequence, the bulk structure of the molecular crystal is not
kept at the very interface, and commonly only rotational com-
mensurism is maintained, regardless of the lattice mis-
match.31 More detailson the epitaxial relation between 6P and
Gr/hBN is given in the first section of ESI.†

In the case of hBN supported 6P, individual molecules tend
to align their LMA exactly with an armchair direction, thus
giving the molecular arrangement at the surface well matching
the (6̄29) plane of bulk 6P.34 As a result, 6P needles on hBN
follow six preferential growth directions as shown in Fig. 1(a).
In this case, the orientation of the LNAs are split by ±4.5° from
a zigzag direction of hBN. The preferential growth directions
of 6P needles can be determined from AFM topographic
images. A typical topographic image of 6P needles grown on
hBN is given in Fig. 1(b), while the corresponding 2D fast
Fourier transform (2D-FFT) is represented in Fig. 1(c). Please
note that the 2D-FFT image is rotated by 90° in order to match
the real space directions. The bright lines in Fig. 1(c) indicate
the preferred growth directions of the needles (LNAs), deter-
mined from 2D-FFT with a precision of ±2°. The bright lines
appear in pairs which are separated from each other by 60°
due to the sixfold symmetry of hBN. Two bright lines within a
single pair are separated from each other by around 9°,
whereas the hBN zigzag directions run along the angle bisector
between them. These orientations match quite well the pre-
vious observation that the LNA directions split by ±5° (with a
tolerance of 2°) from a zigzag direction.34

For 6P on Gr, preferential growth directions (LNAs) and the
orientation of the individual molecules (LMAs) with respect to
Gr’s high symmetry directions are shown in Fig. 1(d). In this
case, it has been reported earlier that 6P molecules align with
their LMA ±11° rotated from an armchair direction of Gr
(graphite).33,49 The packing motif at the surface then closely
resembles the (111̄) plane of bulk 6P,33 thus resulting in a total
of six LNA directions split by ±5° also from an armchair direc-
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tion.32,49 Fig. 1(e) depicts a characteristic AFM topography
image of the 6P needles on Gr. The corresponding 2D-FFT is
given in Fig. 1(f ). As in the case with hBN substrate, the bright
lines in Fig. 1(f ) mark the preferred growth directions of the
needles. They again appear in pairs which are separated from
each other by 60° due to the sixfold symmetry of Gr. Now, two
bright lines within a single pair are separated from each other
by around 10°, whereas the Gr armchair directions run along

the angle bisector between them. These bright lines match
very well the prediction that the LNA directions are split by ±5°
from an armchair direction.32,49

Since the LMA of 6P on Gr do not coincide with high sym-
metry directions of the substrate, it is possible to access only
rotationally commensurate states. In the true commensurate
states (growth directions), the molecules in the contact with Gr
have both, their positions and their LMA matching the pre-

Fig. 1 Preferential growth directions of 6P on hBN and Gr: (a), (d) sketches of the preferential molecule orientation (LMA) and needle growth direc-
tions (LNA) with respect to high-symmetry directions (zigzag and armchair) of hBN and Gr, respectively. Insets of (a) and (d) illustrate side views of
the molecular packing at the interface with hBN and Gr, respectively, considering only the epitaxial relation between 6P molecules and these two
materials. (b), (e) Characteristic AFM images of needles grown on hBN (z-scale is 60 nm) and Gr (z-scale is 20 nm), respectively. Islands observed at
the edges of the AFM images are located on SiO2 support and are formed by up-right standing molecules, which is a characteristic growth mode on
SiO2. (c), (f ) 2D-FFT images of the topographic images (given in (b) and (e)) for hBN and Gr, respectively. The 2D-FFT diagrams are rotated by 90° to
match directly with the orientations of the preferential needle growth directions (LNA). 2D-FFT images are generated from binary masks of the topo-
graphy images set to highlight only the needles. Dashed (green) and solid (orange) arrows, respectively, indicate zigzag and armchair directions of
both, Gr and hBN with respect to the x-axis of the AFM scanner. White circles are guides to the eye and their radius is 10 μm−1. (g) Schematic illus-
tration, how the 6P needle – aligned along LNA(L) direction – falls into a rotationally commensurate registry state when rotated clockwise by 22°.
The resulting state does not coincide with any of LNAs (is not a growth direction). In (a), (d), and (g) solid red arrows indicate LMA directions, solid
blue arrows indicate LNA directions, dashed green and solid black arrows indicate zigzag and armchair directions of the 2D material substrate, while
“L” and “R” stand for left- and right-handed chiral pairs of the crystallites. More details on epitaxial relations are given in Fig. S1 and S2 of ESI.† (h) A
side view along LMA of a 300 K MD simulation snapshot for a 6P needle on Gr. The overlay in the right part with an ideal molecular packing from the
inset in (d) illustrates the (111̄) contact plane of bulk 6P. Results for the top and bottom views of the needles are given in Fig. S3 of ESI.†
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ferred adsorption sites of the individual molecules. On the
other hand, in a rotationally commensurate state, only the
relative angle between 6P LMA and Gr is maintained, while the
exact positions (translational symmetry) of the molecules do
not match the preferred adsorption sites. Therefore, the crys-
tallites will not grow in these directions. Fig. 1(g) illustrates
such a case, and the impact of these states on the friction an-
isotropy of 6P on Gr will be discussed later.

MD simulations give a realistic picture of the orientation of
6P molecules within a needle and their contact with the sub-
strate. The side view of the MD simulation setup for a 6P
needle on Gr is depicted in Fig. 1(h) by a snapshot of the MD
simulation. The 6P molecules in the top layer of a 4 layer thick
needle are fixed to fit the 6P (111̄) plane, while the rest of the
system is free to move. 6P molecules from the bottom layer at
the interface tend to occupy commensurate states with the
underlying Gr with their LMA rotated from an armchair direc-
tion by ±11°. As a result, the bottom layer consists of almost
“flat-lying” 6P molecules which are nearly commensurate with
Gr, and “edge-on” molecules, which tend to have the plane of
their π-system normal or inclined to the Gr plane. The bulk
herringbone structure (shown as the overlay in Fig. 1(h)) con-
sists of molecules with alternate inclination of the short mole-
cular axes of 21.3° and 90° relative to the substrate. As a result,
6P molecules inside the needle are relaxed as represented by
the transition from the bottom layer in contact with Gr to bulk
herringbone structure with (111̄) contact plane on the top.
Additional data on the MD simulation setup with top and
bottom views as well, are presented in Fig. S3 of ESI.†

3.2. AFM manipulations

After the growth of 6P needles, AFM in contact mode was
employed under ambient conditions to cut them in order to
fabricate short needle fragments appropriate for AFM manipu-
lations. The typical procedure for the cutting is illustrated in
Fig. S4 of ESI.† The AFM topography image in Fig. 2(a) displays

characteristic short needles cut from two long needles. The
former edges of these as-grown needles are indicated by
dashed lines. The cutting of long needles was a sudden
process initiated by a high enough normal load, and we did
not observe a significant needle bending prior to the cutting.
This is in accordance with the results for manipulations of
organic nanofibers,55 but different to InAs nanorods, which
were first bent during the AFM manipulation, and then cut.70

The histogram of the needle length distribution is presented
in Fig. 2(b) revealing that the typical length of a short needle is
around 200 nm. Beyond this approximate length limit, the
cutting was not possible anymore and intended AFM manipu-
lations led only to needle movements which are investigated in
detail in the following.

After cutting, the same short needle was pushed by the
AFM tip in contact mode for about 100 times. Topographic
images were recorded in tapping mode after each manipu-
lation step. The short needles were always pushed from one of
their endings and always along the x-axis. This procedure was
performed on both, hBN and Gr substrates. Sequences of
all AFM tapping mode images are presented in ESI (Movies 1
and 2†).

The evolution and the histogram of the needle angle (calcu-
lated with respect to the x-axis for all manipulation steps) are
presented in Fig. 3(a1) and (a2) for hBN substrate, and in
Fig. 3(b1) and (b2) for Gr substrate. In Fig. 3(a1) and (b1), the
arrays of successive points with the same needle angle denote
the needle translations. Therefore, the needle on hBN was
translated along direction D1 for steps 4–8, 42–45, and 80–88,
and along D3 for steps 18–24 and 59–66. Directions D1–D3

mark the preferential growth directions as depicted in the
inset of Fig. 3(a) with the AFM topography image. They were
found according to the growth directions of two long adjacent
6P needles and the six-fold symmetry of the hBN substrate
(more details are provided in the description of Fig. S4 of
ESI†). For the Gr substrate, the needle was translated along
direction D1 for steps 3–9, 17–20, 25–29, 36–40, 48–54, 71–73,
75–78, and 81–83, whereas translations along D3 were rarely
observed, only in the two steps 41–42. Similar to the previous
case, three preferential growth directions were marked with
D1–D3 in the inset of Fig. 3(b) with AFM topography image.
They were determined according to the position of the adja-
cent long needle and the six-fold symmetry of Gr. In Fig. 3(a2)
and (b2), the corresponding histograms of the needle angle
are presented. The peaks in the histograms are clearly located
around the preferential growth directions.

According to these results, we identified preferential direc-
tions for the sliding of 6P needles on hBN and Gr. These direc-
tions match quite well the preferential growth directions of the
needles on both substrates, and they will be called registry
states in the following. Although they are closely related to the
commensurate contact planes between two crystal lattices, we
believe that this is a more proper term, because only “flat-
lying” 6P molecules in the bottom needle layer are commensu-
rate with Gr and hBN. The registry states can be imagined as
rails which define needle trajectories. Needles just slide along

Fig. 2 (a) AFM topography image of short needles cut from two former
long needles marked by dashed lines. z-scale is 10 nm. (b) Histogram of
the length distribution of the short needles after the cutting.
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these rails, i.e., registry states, although pushed in a different
direction.

During AFM manipulations, besides translations, we
observed needle rotations across the registry states. They
correspond to pairs of points in Fig. 3(a1) and (b1), with one
point above and the second one below the line for D2. The
sliding along direction D2 was not observed, neither for Gr nor
for hBN because the angle between D2 and the manipulation
direction is close to 90°. As a result, the applied torque was
always too large leading to needle rotations across the registry
state defined by D2. By measuring lateral forces during needle
rotations, it was possible to map the existing friction an-
isotropy of the underlying substrates. This will be analyzed in
detail in the next section.

3.3. Friction anisotropy

Typical images for the rotations on hBN and Gr substrates are
presented in Fig. 4(a) and (b), respectively. Topographic
images before and after the rotation are shown in the top and
middle row, respectively, whereas the corresponding lateral
force profile during AFM probe movement is given in the
bottom row. As can be seen, first the AFM tip slides on the
bare 2D material substrate, while the lateral force and thus the
corresponding friction are low. Then, the AFM tip approaches
the end of a needle fragment (purple dot) and starts to push
the needle. This initial movement is described with an
increase of the lateral force to the level Fstat (red square) which
corresponds to the static friction.15,16,19,30 The needle is out of
the registry at the beginning of the rotation, so the resulting
friction between the needle and underlying substrate is low.
For this reason, the lateral force drops from Fstat to Fdyn (black
circle) corresponding to dynamic friction.15,16,19,30 With
further rotation, the needle falls into the registry determined
by direction D2, accompanied by a significant increase of the
lateral force to Freg (yellow diamond). After crossing the regis-
try, the lateral force drops down (orange circle).

Fig. 5 presents cases on Gr, where the needles are rotated
across a registry state and simultaneously also translated, as
can be seen by comparing to a reference point in the image,
i.e., the end of a long as-grown needle. Fig. 5(a) demonstrates
a case where the needle fragment is out of the registry state
during the translation. In the force profile, again there are
three already mentioned levels, namely, static friction at the
beginning, dynamic friction after the needle is moved, and
then a significant increase of the force when the needle is
crossing the registry state defined by direction D2. After the
needle passes across the registry state, the lateral force

Fig. 3 Change of the needle angle during AFM manipulations on (a1)
hBN and (b1) Gr. The needle angle is defined as the angle between
x-axis of the AFM scanner and long needle axis (LNA or needle direc-
tion). Parts (a2) and (b2) give the corresponding histograms for hBN and
Gr, respectively. Horizontal solid lines D1–D3 mark the preferential
growth directions. D1–D3 are also denoted in the insets with topo-
graphic images in parts (a1) and (b1). For the particular samples shown in
the insets, D1–D3 directions denote LNA(R) for hBN, and LNA(L) for Gr.
Histogram peaks (blue bars around D1 and D3) mark sequences where
the needle fragments were translated along the registry states. The
needle fragments are translated if the angle stays the same between two
successive manipulation steps corresponding to red circles, while they
are rotated if the angle changes between two successive manipulation
steps. The point pairs where one point is below and other one above
direction D2 correspond to the rotations across the registry state D2.

Fig. 4 Rotations of 6P needle fragments across the registry state deter-
mined by direction D2: (a) on hBN (z-scale is 15 nm), (b) on Gr (z-scale is
10 nm). Top row: topographic images before AFM manipulation. Middle
row: topographic images after the AFM manipulations. Bottom row:
force profiles during the AFM manipulations. Arrows mark pushing
directions and the path of pushing. Dashed lines denote the registry
state D2.
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fluctuates between Fstat and Fdyn. In this region, the needle is
sliding on the Gr substrate, but is not falling into a registry
state. On the other hand, in the example presented in
Fig. 5(b), after reaching of the high level Freg, the force practi-
cally stays on the same level until the end of moving. In this
case, the needle is aligned in direction D2 at the end of the
movement, meaning that after it felt into the registry, it
remains in this state during the further translation.

Distributions of the characteristic force levels Fstat, Fdyn,
and Freg during all recorded needle rotations are presented in
Fig. 6(a) and (b) for the manipulations on Gr and hBN, respect-
ively. The characteristic force levels are very well distributed
into three distinct ranges corresponding to static and dynamic
friction, and as well as the friction in the registry state. As can
be seen, Freg is approximately 5 or 3 times higher than Fdyn on
Gr and hBN, respectively, clearly indicating a significant fric-
tion anisotropy. Besides the described scenarios for needle
rotations, we observed also cases where the needles were
initially positioned in registry states. Then, the lateral force
started from Freg at the beginning of the rotation and then
dropped. During some rotations, the registry state was not
achieved at all due to a too small rotation angle. Since we
could not measure all three force levels of interest in these
cases, such cases were excluded from the analysis.

Now we return to a speciality only observed for the rotation
of 6P needle fragments on Gr. In both Fig. 4(b) and 5(a), two
peaks in the lateral force are observed during the rotation
across the registry state. The case with a pure rotation (without
translation) was given in Fig. 4(b). Here, it was possible to
approximately transform a distance into an angle according to
the initial and final angles between the needle and the x-axis
(the angle axis is indicated in the top of the force profile in

Fig. 4(b)). As can be seen, two peaks are separated by around
20° from each other. Other images for the rotations on Gr
together with lateral force profiles are provided in ESI in
Fig. S3.† Fig. S3(c), S3(l), and S3(p)† present cases of pure
rotations where the angle between two peaks was always
observed to be around 20°. All other cases in Fig. S3† contain
combined manipulations, consisting of both rotations and
translations. For this reason, it was not possible to transform a
distance into an angle. Still, all lateral force profiles in Fig. S3†
as well as in Fig. 5(a) exhibit such double peaks during needle
manipulations. On the other hand, in the case of hBN, always
only single peaks in the lateral force were observed as can be
seen in Fig. 4(a).

3.4. MD simulations of needle movement

The results of MD simulations for the determination of the
lateral force during 6P needle rotations (both clockwise and
anticlockwise) on Gr are shown in Fig. 7 as a function of
rotation angle ϕ. The orientations of the needle and 6P mole-
cules with respect to Gr at four characteristic points (a)–(d)
(indicated in Fig. 7) are depicted in Fig. 8. The animation of
the needle rotation is given in ESI (Movie 3†). As can be seen

Fig. 5 Rotation on Gr together with translation: (a) the needle is out of
the registry state (defined by direction D2) during the translation, and (b)
the needle remains in the registry state during the translation. Top row:
topographic images before AFM manipulation. Middle row: topographic
images after the AFM manipulations. Bottom row: lateral force profiles
during the AFM manipulations. z-scale in the images is 10 nm. Arrows
mark pushing directions and the path of pushing. Dashed lines denote
the registry state D2.

Fig. 6 Characteristic lateral force (FL) levels Fstat, Fdyn, and Freg during
needle rotations on (a) Gr and (b) hBN.
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from Fig. 7, the friction force is approximately a periodic func-
tion of the rotation angle, with a period of about 60°, because
of the six fold symmetry of Gr. Every period contains two
peaks at characteristic points (b) and (d) with increased lateral
force. The angular separation between these two peaks is in all
periods around 20°.

As can be seen from the configurations in Fig. 8(b) and (d),
at points (b) and (d), the long axis of 6P molecules is 11° away
from the Gr armchair direction (aligned along y-axis). Thus, at
points (b) and (d), the LMA directions are rotationally com-
mensurate with the substrate.33 Therefore, MD simulations
indicate two close registry states, tilted by ±11° from an arm-
chair direction of Gr either in clockwise or anticlockwise direc-
tion. When 6P molecules are aligned with the Gr armchair
direction, there is a local minimum in the lateral force at point
(c). The global minimum in the lateral force is reached at
point (a), when 6P molecules are aligned with the Gr zigzag
direction.

As explained in Fig. 1, there are not only three, but three
pairs of preferential growth directions. They are denoted with
LNA, while two directions within a single LNA pair are marked
with L and R (chiral pairs), and they are separated for Gr by
around 10° as schematically displayed in Fig. 1(g). Still, only
one direction, either L or R, in each pair can be a true registry
state for the same short needle. In this state, both rotational
and translational epitaxial relations between a “flat-lying” 6P
molecule and the Gr lattice are conserved.

As mentioned earlier, 6P molecules that are in contact with
the Gr have their preferential adsorption site with the LMA
tilted by ∼11° from an armchair direction.33,49 Two chiral
pairs, L and R, are then separated by ∼22°. During a needle
rotation, it is possible that the needle (LNA direction) falls in a
state where the molecules in contact with Gr are only rotation-
ally commensurate with the substrate, but do not match the
exact positions as would be the case for the true commensu-

rate state and for as-grown needles. This situation is depicted
in Fig. 1(g) for the needle with a true commensurate state
denoted with LNA(L), and when it is rotated by 22° in the
clockwise direction (then it is aligned with the direction
marked with LNA(L)-22°). Such states should still present
sufficiently deep potential energy minima for the “flat-lying”
molecules at the interface with Gr. This fact really explains the
existence of the two friction maxima (commensurate states)
during the rotation of the 6P needle on Gr which are separated
by around 20° as confirmed by both experiments and MD
simulations.

In the case of hBN, 6P molecules in face-on position have
their LMA oriented exactly parallel to the armchair direction of
hBN.34 Therefore, only one friction maximum appears when

Fig. 7 MD simulation results for the change of the lateral force with
rotation of a needle fragment composed of 64 × 4 × 4 6P molecules. FL
is the mean lateral force of the bare Gr substrate acting on the needle.
The results are presented for both clockwise (negative angles ϕ) and
anticlockwise rotation (positive angles ϕ). Configurations for typical
points (a), (b), (c), and (d) are indicated in Fig. 8.

Fig. 8 Snapshots of the bottom layer of a 6P needle on Gr obtained by
MD simulations during needle rotations, shown at 4 typical stages
during the rotation: (a) global minimum of the lateral force when 6P
molecules are 30° away from the Gr armchair direction, i.e. aligned with
the Gr zigzag direction, (b) first maximum of the lateral force when 6P
molecules are 11° away from the Gr armchair direction in the clockwise
direction, (c) local minimum of the lateral force when 6P molecules are
aligned with the Gr armchair direction, (d) second maximum of the
lateral force when 6P molecules are 11° away from the Gr armchair
direction in anticlockwise direction. The corresponding zooms of
domains within the blue squares and a schematic representation of rela-
tive orientation between Gr and 6P molecule are presented. The Gr
lattice is indicated in red and two phenyl rings of the 6P molecules are
shown in black. The Gr armchair direction is oriented along the y-axis.
The red arrow denotes the rotation direction (counterclockwise).
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the LMA of 6P molecule is rotated across the armchair direc-
tion of hBN, which is in accordance with the experimental
results in Fig. 4(a).

3.5. Preferential sliding directions

The observed friction anisotropy also explains the existence of
preferential sliding directions where short needles are just
translated along the registry states. The results for the trans-
lation of a short needle on hBN are shown in Fig. 9. It rep-
resents two sequences of 9 needle positions during pushing.
The part of the long needle LN1 on the left side of the images
was taken as a reference object. As can be seen, the short
needle was pushed along the x-axis from its left and right
ending, while it was translated along the directions D3

(Fig. 9(a)) and D1 (Fig. 9(b)), respectively. The resulting shifts
along these directions were below 100 nm, and have been
determined by the distance along which the AFM tip was in
contact with the needle.

A characteristic example for the preferential sliding on Gr is
presented in Fig. 10. Here, the end of a long needle LN on the

right side serves as a reference object. The short needle was
pushed both in positive (steps 1–4, left hand side of Fig. 10)
and negative x direction (steps 4–7, right hand side of Fig. 10).
Still, as a result of this pushing, the needle was just translated
along the preferential direction D1.

As can be seen in Fig. 3, experimentally measured preferen-
tial sliding directions slightly differ from the marked preferen-
tial growth directions D1–D3. There are several possible
reasons for these deviations. Preferential directions D1–D3

were determined from directions of adjacent long needles (two
of them in the case of hBN and one needle in the case of Gr)
and the six-fold symmetry of both substrates. This could lead
to a small error of a few degrees. 6P needles could also be
slightly rotated from the preferential growth directions during
AFM manipulations. For example, on the hBN substrate, 6P
molecules prefer to be oriented exactly along armchair direc-
tions. Small rotations of the molecules with respect to arm-
chair directions by a few degrees lead only to a slight increase
of the adsorption energy as shown in ref. 34. Still, even such
states can be regarded as commensurate for 6P molecules, and
can define preferential sliding directions.

Oblique dashed lines in Fig. 9(a) and 10 denote the initial
needle direction. As can be seen, during the sliding, needles
are not just moved along the preferential directions, but they
could be slightly shifted to an adjacent registry state. Inspite of
this shift, they still stay aligned with the preferential sliding
directions. Therefore, Gr and hBN substrates can be imagined
as arrays of parallel rails. When pushed by the AFM probe, 6P
needles slide along a single rail, but at some points, they can
jump to the next parallel rail due to the pushing force. After
this jumping, the sliding continues along the same preferen-
tial direction. Slight shifts to adjacent registry states can be
explained in the following way. Direction of the registry state is
the principal direction of friction. If the needle slides along

Fig. 9 Sequences of AFM images for 6P needle sliding on hBN: (a)
sliding along preferred direction D3 and (b) D1. The long needle LN1 is
taken as a reference. Arrows mark pushing directions and the path of
pushing. Dotted lines in column (a) denote the initial needle direction
making visible a small needle shift in x-direction as well, not only along
the preferential direction D3. z-scale in all images is 15 nm.

Fig. 10 Sequence of AFM images for 6P needle sliding on Gr. The end
of the long needle (LN) is taken as a reference point. Arrows mark
pushing directions and the path of pushing. Oblique dashed lines
denote the initial needle direction making visible a small needle shift in
x-direction as well, not only along the preferential direction D1. z-scale
in the images is 10 nm.
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the principal direction, the friction force is parallel, but with
the opposite direction. However, if the needle is not comple-
tely in the registry state (for example, misaligned by several
degrees), or if the pushing force slightly moves it from the
registry state, then an additional force component appears
along the direction normal to the registry state,12,71,72 and this
additional force can be responsible for the observed needle
movement in the lateral direction (with respect to the direction
of the registry state).

4. Conclusions

To summarize, using combined AFM based manipulation and
MD simulations, we investigated the influence of the epitaxial
relations between organic 6P needles and Gr/hBN substrates
on the resulting needle movement and the underlying friction.
It was demonstrated that the preferential growth directions,
split by ±5° from high symmetry directions of Gr and hBN,
determine registry states for short 6P needle fragments that
have been cut by AFM manipulations out of long needles.
During the AFM manipulations of short 6P needles, we
observed both, their translations and rotations. In the case of
the translations, we revealed that the preferential sliding direc-
tions coincide with the preferential growth directions of a
crystallite with a particular chirality, and that these directions
are in accordance with the underlying epitaxial relations. In
the case of rotations across registry states, the friction was
increased by around 5 and 3 times on Gr and hBN respectively,
compared to the dynamic friction out of the registry.
Therefore, our results reveal that the organic nanocrystallites
behave on 2D materials as if they would follow invisible rails
of commensurate directions, and tend to slide along or switch
between these “rails”. These results provide new insights into
frictional properties of 2D materials and also prove that AFM
manipulation of nanoparticles is an efficient technique to
study friction in vdW heterostructures.
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Abstract
Properties of van der Waals (vdW) heterostructures strongly depend on the quality of the
interface between two dimensional (2D) layers. Instead of having atomically flat, clean, and
chemically inert interfaces without dangling bonds, top-down vdW heterostructures are
associated with bubbles and intercalated layers (ILs) which trap contaminations appeared during
fabrication process. We investigate their influence on local electrical and mechanical properties
of MoS2/WS2 heterostructures using atomic force microscopy (AFM) based methods. It is
demonstrated that domains containing bubbles and ILs are locally softer, with increased friction
and energy dissipation. Since they prevent sharp interfaces and efficient charge transfer between
2D layers, electrical current and contact potential difference are strongly decreased. In order to
reestablish a close contact between MoS2 and WS2 layers, vdW heterostructures were locally
flattened by scanning with AFM tip in contact mode or just locally pressed with an increased
normal load. Subsequent electrical measurements reveal that the contact potential difference
between two layers strongly increases due to enabled charge transfer, while local I/V curves
exhibit increased conductivity without undesired potential barriers.

Keywords: van der Waals heterostructures, two-dimensional materials, atomic force microscopy,
Kelvin probe force microscopy, conductive atomic force microscopy, nanofriction, energy
dissipation

(Some figures may appear in colour only in the online journal)

1. Introduction

Van der Waals (vdW) heterostructures are vertical stacks of
different two dimensional (2D) materials [1–3]. Since indi-
vidual 2D layers hold together by weak vdW forces without
chemical bonding, their stacking is not constrained by the
crystal lattice matching. As a result, arbitrary combinations of
2D materials can be fabricated by transferring them on top of
each other [4].

Since 2D materials are associated with electronic band-
gaps in a broad range, they provide metallic (such as gra-
phene), semiconducting (such as transition metal dichalco-
genides (TMDs)) and insulating layers (such as hexagonal

boron nitride). Heterostructures obtained by their combina-
tions bring novel and unique functionalities and devices with
properties exceeding those of constituent materials. Char-
acteristic examples are barrier-free electrical contacts [5],
efficient substrates for 2D electronic devices with reduced
charge scattering [6], and tunneling and field-effect transistors
[7–9].

TMDs are 2D semiconductors with the band-gap in the
visible and near-infrared domain, with a direct band-gap in
the case of the monolayer limit, and correspondingly with a
strong photoluminescence [10]. Heterostructures comprising
of 2D semiconductors with different band gap are of
special importance since they act as atomically sharp vertical
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p–n-junctions [11] with obvious applications for rectifying
junctions [12, 13]. They are also very interesting for optoe-
lectronics and photovoltaic applications [14] such as atom-
ically-thin photodetectors and solar cells [15–19] and light
emitting devices [20, 21].

While recent studies were mainly focused on possible
applications in electronics and optoelectronics, vdW hetero-
structures have interesting mechanical properties as well.
They provide robust sliding of adjacent layers through
incommensurate states which results in a superlubric state
associated with an ultra low dissipation and friction [22–28].

Properties of vdW heterostructures strongly depend on
the quality of the interface between 2D layers. In an ideal
case, the interface is atomically flat, clean, and chemically
inert without dangling bonds. Still, in reality 2D materials are
associated with contaminations due to airborne hydrocarbon
molecules [29] or intercalated water layers (inevitable under
ambient humidity conditions) [30, 31], and due to various
residues from polymers employed during fabrication [32]
(mechanical exfoliation and transfer). After the transfer pro-
cess, vdW interaction tends to bring adjacent 2D layers into
contact, while the contaminations trapped at the interface are
simultaneously squeezed into localized pockets called bub-
bles [33–39]. Bubbles and layers intercalated between 2D
materials (hereafter intercalated layers—ILs) are kind of
imperfections and understanding of their formation, chemical
composition and physico-chemical properties is essential in
order to assess properties of realistic vdW heterostructures.

So far the chemical composition of the contaminations
has been investigated using electron microscopy [33, 40],
spectroscopic techniques [29, 41, 42] or indirectly, by heating
and following morphological changes [34, 43]. Since the
thickness of ILs is in the order of nanometer and since bub-
bles are localized to lateral domains with the size in the order
of 100nm, true nanoscale resolution in the chemical identifi-
cation of these imperfections was achieved by using atomic
force microscopy (AFM) based techniques coupled with
infrared spectroscopy [44] or by using scanning near-field
optical microscopy [45]. AFM was also demonstrated as an
efficient tool to manipulate morphology of vdW hetersos-
tructures in order to locally flatten and clean them [44,
46–48]. Still, the influence of bubbles and ILs on local
mechanical and electrical properties of vdW heterostructures
has remained unexplored so far.

Here we investigate the vdW heterostructures consisting
of MoS2 flakes stacked onto WS2 layers. Using AFM meth-
ods, we demonstrate that bubbles and ILs make the hetero-
structures softer and increase the friction and dissipation of
the mechanical energy in dynamic mode (tapping AFM
mode). AFM based electrical measurements reveal that bub-
bles and ILs are obstacles for uniform charge transfer between
MoS2 and WS2 layers, resulting in a decreased contact
potential difference. In a similar way, local electrical current
strongly decreases on domains with bubbles which prevent
vertical transport of charge carriers between layers. At the
end, we provide methods to overcome observed issues. Clean
contact between MoS2 and WS2 layers is reestablished by
AFM based flattening of vdW heterostructures using scanning

in contact mode or by applying an increased normal load from
AFM probe at single point. Subsequent measurements of
electrical properties prove that both contact potential differ-
ence and conductivity are increased.

2. Experimental methods

2.1. Sample preparation

Starting MoS2 and WS2 layers were synthesized by chemical
vapor deposition (CVD). MoS2 was grown in homemade
CVD system from MoO3 and S [49]. Sulfur vapor was pro-
duced by heating 50–100 mg of S to 150 °C by separate
heater, and carried to substrate by 100 SCCM of Ar. Growth
substrate, 300 nm SiO2 on highly doped Si, was placed in
center of furnace and heated to 800 °C during growth. For the
growth of WS2, substrates were drop coated with 10 ppm by
weight solution of sodium tungstate dihydrate [50]. After
drying, they were sulfurized in a similar setup also under 100
SCCM Ar, with substrate temperature 850 °C and S heated at
180 °C. After the growth, the substrate was cooled in furnace
to 250 °C in Ar before removal.

vdW heterostructures of MoS2 and WS2 layers were then
fabricated using a variant of the wet transfer method [51]. The
SiO2/Si substrate carrying the MoS2 monolayers was covered
by Polidimethylsiloxane (PDMS) film and subsequently
immersed into aqueous solution of ammonium hydroxide.
This solution separates the MoS2 monolayers and the sub-
strate, leaving the monolayers attached to the PDMS. The
PDMS film is then fished out of the ammonium hydroxide,
laminated on top of the other SiO2/Si substrate which carries
WS2 monolayers and finally peeled off slowly using tweezers.
The optical image of fabricated vdW heterostructures is
depicted in figure 1(a) indicating small MoS2 triangles
deposited onto larger triangular WS2. We did not apply any
post-fabrication technique, such as common post annealing
[34], in order to minimize bubbles and ILs, since the aim of
the study was to investigate their influence on mechanical and
electrical properties of vdW heterostructures.

2.2. Raman characterization

Raman measurements were performed using TriVista 557
spectrometer equipped with a triple monochromator coupled
to a microscope and a CCD detector with liquid nitrogen
cooling. Raman spectra were excited with 488 nm and 514.5
nm lines of Ar+/Kr+ laser. Triple monochromator config-
uration was 900/900/1800 grooves per mm. Low laser power
of 0.3 mW was used in order to minimize sample degradation.

2.3. AFM measurements

All AFM measurements were done using NTEGRA Prima
system from NT-MDT. Initial morphological measurements
of MoS2/WS2 heterostructures were always done in tapping
mode. Simultaneous phase measurements were used to assess
dissipation of the mechanical energy. Namely, the energy
dissipation Ediss is proportional to the phase lag ϕ
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( f~E sindiss ( )) of the AFM cantilever oscillations during the
scanning in tapping mode [52].

The local flattening was performed by AFM operating in
contact mode [44, 46, 47]. FMG01 probes from NT-MDT
(with a typical force constant of 3 Nm−1) were employed.
After the selection of an appropriate square domain, it was
raster scanned for several times (5–10), while the normal load
was increased at the beginning of every scan (in the range
from ∼20 nN to ∼130 nN). After the flattening and scanning
in contact mode, we switched back into tapping AFM mode,
selected a larger scan area (than the previously chosen
squared domain aimed for flattening), and made topographic
imaging in order to detect morphological changes.

Distribution of the local stifness was qualitatively
assessed by force modulation microscopy (FMM). In this
mode, measurements were performed in contact mode, while
an AC voltage was applied to the AFM scanner causing its
oscillations in the vertical direction, together with the sample
placed on the top of the scanner. The scanner (sample)
movement (described with the vertical coordinate zs) results
in the oscillations of AFM tip and cantilever (represented with
the vertical coordinate zc) with the same frequency. Generally,
the scanner movement is equal to the sum of the movement of
the AFM cantilever and sample indentation δ: zs= zc+ δ. On
hard samples, the indentation is practically zero, therefore,
zc= zs. On the other hand, on locally softer regions, the
indentation depth is not negligible and the cantilever oscil-
lations are decreased: zc= zs− δ. Therefore, the amplitude of
the AFM cantilever oscillations follows the variations of the
sample stifness, implying that larger (smaller) oscillation
amplitude is measured on stiffer (softer) regions. FMM
measurements were done using CSG10 probes (with a nom-
inal stiffness of 0.11 Nm−1) from NT-MDT, while the fre-
quency of the applied oscillations on AFM scanner was
around 10 kHz.

Local friction during the sliding of AFM tip on
MoS2/WS2 heterostructure was measured by friction force
microscopy (FFM) using CSG01 probes (with a nominal
stiffness of 0.03 Nm−1) from NT-MDT. The measurements
were done in contact mode by the recording of the lateral

torsion of the AFM cantilever due to local friction between
the tip and sample surface. The friction signal was obtained as
a half of the difference of the lateral force signal measured in
forward and backward scan directions. During the measure-
ments, the fast-scan axis was normal to the AFM cantilever.

Current mapping was performed in contact mode using
conductive AFM (C-AFM). During the scanning, DC bias
voltage was applied to the sample while the AFM tip was
virtually grounded (figure 1(b)). Since the aim of the study
was to detect the influence of bubbles and intercalated water
layers on properties of vdW heterostructures, the C-AFM
imaging was done with very soft probes CSG01/TiN (with a
nominal stiffness of 0.03 N/m and TiN conductive coating)
and at low normal loads in the order of 1 nN. These probes
were selected in order to avoid flattening of vdW hetero-
structures by the applied normal load from AFM tip [44, 46,
48]. I/V curves were measured at single point, at constant
normal load, by sweeping the bias voltage in the range
±10 V.

Kelvin probe force microscopy (KPFM) was employed
in order to map local electrical surface potential of vdW
heterostructures. Diamond coated probes DCP11 and NSG01
probes coated with Pt coating NSG01/PT from NT-MDT
were employed. The measurements were done using a stan-
dard two-pass technique, where the sample morphology was
recorded in the first pass, while the contact potential differ-
ence (CPD) between the AFM tip and sample surface was
measured in the second pass. In the later case, the AFM
cantilever was raised by 20 nm in order to measure only
electrostatic interaction and avoid the influence of vdW for-
ces. During the second pass, the sum of AC voltage and
variable DC voltage (figure 1(c)) was applied on the AFM
cantilever (with grounded sample). The applied AC voltage
resulted in AFM cantilever oscillations while the electrical
feedback loop automatically adjusted the value of variable
DC voltage in order to cancel the oscillations. The value of
the DC voltage which nullified the AFM cantilever oscilla-
tions is equal to the local CPD.

3. Results and discussion

MoS2/WS2 vdW heterostructures considered in this study
belong to type II of semiconductor heterojunctions which are
associated with a staggered band-gap. Excellent rectifying
properties, high photo-responsitivity [53] and large surface
photovoltage [54] make them good candidates for photo-
detection [55–58]. Besides interesting optoelectronic proper-
ties, MoS2 and WS2 are TMDs with excellent elastic [59] and
frictional properties [60, 61] as well. Optical properties and
absorption of these heterostructures strongly depend on the
interlayer coupling and charger transfer between constituent
layers [62–64]. At the same time, mechanical properties
(elasticity and friction, sliding and deformation) are also
strongly influenced by interlayer interactions and stacking
[27, 65, 66]. Therefore, MoS2/WS2 vdW heterostructure is a

Figure 1. (a) The optical image of fabricated vdW heterostructures.
The part of bigger WS2 triangle is marked by dashed line, while one
MoS2 triangle is encircled by dotted line. The average lateral size of
MoS2 triangles is around 5 μm. Experimental setups for (b) C-AFM
and (c) KPFM measurements.
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convenient platform to explore how inhomogeneities, such as
bubbles and ILs, influence interlayer interactions and local
mechanical and electrical properties.

3.1. Identification of layers

In order to detect the presence of MoS2 and WS2 in investi-
gated samples and related interlayer coupling effects, Raman
spectroscopy was used. MoS2 has two Raman active vibra-
tions, ¢E E2g

1 (in-plane), positioned at ∼386 cm−1, and
¢A A1 1g (out-of-plane), positioned at ∼404 cm−1 [67]. WS2

has two first order Raman active modes, E2g
1 and A1g, posi-

tioned at ∼357 cm−1 and ∼418 cm−1 [67, 68]. When a
resonant excitation of 514.5 nm is used, second order peaks,
mainly acoustic phonons such as 2LA(M) positioned at
297 cm−1, 323 cm−1 and 350 cm−1, become prominent due to
phonon–exciton coupling [67, 68]. The 2LA mode of highest
intensity is positioned very closely to the E2g

1 mode and the
two are superposed into one wide peak at 352 cm−1. When a
non-resonant excitation line such as 488 nm is used, only
first-order Raman modes appear in spectra of WS2 [68].

Raman spectra of MoS2/WS2 heterostructures, depicted
in figure 2, contain both MoS2 and WS2 Raman modes which
confirms presence of these layers in the heterostructure. The
spectrum excited with 488 nm line contains only first-order
WS2 modes, E2g

1 and A1g, whereas the spectrum excited with
514 nm line contains also resonantly enhanced second-order
modes. In the low frequency Raman spectrum, which is
excited with 488 nm line and displayed in the inset of figure 2,
no interlayer modes were observed which suggests scarce
coupling between the MoS2 and WS2 monolayers [64].

3.2. Bubbles and intercalated layers

AFM topographic image of the characteristic heterostructure
(figure 3(a)) consists of the triangular MoS2 flake on the top
of the WS2 flake. Such geometry with a smaller MoS2 triangle
on a larger WS2 layer was common for all heterostructures
considered in this study. Bright localized domains on the
surface of MoS2 represent bubbles formed at the interface

between MoS2 and WS2. The bright lines represent wrinkled
MoS2 domains. Bubbles do not appear below WS2 since it
was directly grown on SiO2/Si substrate without additional
transfer. Small bright dots on WS2 stand for residues appeared
during the transfer process of MoS2 or adsorbates originating
from environment. Previous works already demonstrated that
bubbles contain hydrocarbon molecules [33] and/or residues
originating from polymers used for the transfer [44]. Taking
this information into account, the aim of our work was to
study to what extent bubbles and intercalated layers degrade
mechanical and electrical properties of vdW heterostructures.

Local flattening based on contact AFM mode was done
within the square domain denoted by the dotted line in
figure 3(a). Topography recorded in tapping mode after the
flattening shown in figure 3(b) reveals that bright domains
representing bubbles and wrinkles practically disappeared.
During the flattening, surface adsorbates were pushed by
AFM tip in a scanning direction and deposited at the rims of
the square domain. Height profiles across the MoS2 flake
before and after the flattening in figure 3(c) prove that MoS2
thickness is decreased from approximately 3 nm to only 1 nm
due to squeezing out contaminants trapped between MoS2
and WS2. The height of bubbles before the flattening was up
to 15 nm. On the other hand, after the flattening, density of all
surface corrugations was very low, while their height was less
than 2 nm.

Still, after the flattening, the MoS2 surface contains local
depressions which are emphasized in figure 3(d). Character-
istic profiles in figure 3(e) taken across local depressions
reveal that their depth is around 0.5 nm which corresponds to
the thickness of MoS2. Therefore, the observed depressions
represent holes in MoS2 which appear due to its local tearing
at the position of bubbles and wrinkles [47]. The maximal
normal loads applied during AFM based flattening were up to
around 150 nN. In order to induce wear of mechanically
exfoliated 2D materials by AFM tip scratching, the applied
normal load should be at least several μN [69, 70]. Therefore,
the threshold force is much higher than the load applied in the
current study. However, in the case of layers grown by che-
mical vapor deposition, wear could start already at normal
loads of only several hundreds of nN [71]. In this case, the
wear is initiated by AFM tip going across wrinkles which
present out-of-plane local deformations and obviously
decrease the wear resistance. Since wrinkles and bubbles are
similar imperfections (the main difference is that the wrinkles
are line deformations), we can expect that wear of vdW
heterostructures during AFM based flattening could be also
initiated for forces in the order of 100 nN. Therefore, larger
normal loads applied during the AFM based flattening give
more flat layers and heterostructures, but on the other hand,
they could lead to local tearing of bubbles which present local
out-of plane deformations and therefore reduce wear resist-
ance of 2D layers.

In order to further analyze the morphology of bubbles,
we used a segment of the heterostructure depicted in
figure 4(a) (only the surface of top MoS2 displayed). We note
that smaller bubbles have circular bases, larger ones appear in
triangular and trapezoidal bases, while several biggest

Figure 2. Raman spectra of as-obtained MoS2/WS2 heterostructure,
excited with 514 nm (green line) and 488 nm (blue line). The inset
depicts the Raman spectrum in the low-frequency region (starting
from 15 cm−1), excited with 488 nm line.
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bubbles have more complex shapes with polygonal bases. For
the sake of simplicity, in our analysis, all bases were
approximated with discs described with an effective radius
Req. Relations between bubbles’ geometrical parameters are
depicted in figure 4(b). Bubbles’ maximal height Hmax

approximately linearly increases with effective radius Req

(bottom part of figure 4(b)), while the slope of the linear
dependence is around 0.1 (the ratio of H Rmax eq as a function
of Req presented in top part of figure 4(b)). The value of the
slope agrees well with H Rmax eq ratios for bubbles formed in
other vdW heterostructures, which are in the range 0.1–0.2
[35, 39]. Since the formation of bubbles is generally governed
by the competition between vdW attractive forces (which tend
to bring adjacent 2D layers into contact, while the con-
taminations are simultaneously squeezed into bubbles) and
the in-plane stiffness and bending rigidity of the top 2D layer
(which try to prevent local bending of the layer and formation
of bubbles), H Rmax eq depends on the ratio between adhesion
energy and Youngʼs modulus of elasticity, and is therefore
universal for all bubbles [35].

Although here we considered vdW heterostructures
consisting of 2D layers grown by chemical vapor deposition,
we expect similar results for the heterostructures made from
mechanically exfoliated layers. Possible differences could
appear due to applied transfer method. In the wet transfer
method, in order to separate MoS2 from SiO2/Si substrate,
samples were first covered by PDMS and subsequently
immersed into aqueous solution of ammonium hydroxide.
Nanometric thin fluid layers could then stick to MoS2 and
then become trapped after the transfer onto WS2. As a result,
it is reasonable to expect more pronounced ILs in the het-
erostructures produced by the wet transfer method, compared
to the dry transfer method.

3.3. Stiffness

The imaging in FMM mode reveals that bubbles, represented
by brighter contrast in the topographic image (figure 5(a)),
correspond to domains with lower magnitude of AFM can-
tilever oscillations (darker domains in figure 5(b)). The pro-
files in figure 5(c) display that the bubble represented by a
large bump (located at a distance of around 0.4 μm) exactly
corresponds to a huge dip in the magnitude signal. Since
lower magnitude of the AFM cantilever oscillations in FMM
implies softer regions, bubbles present locally softer domains
compared to surrounding flat parts.

The mechanical response of layered systems is dom-
inantly determined by the softest layers. In the considered
case, the softest layer is the one with trapped contaminations.
During the scanning of 2D materials in FMM mode, the local
pressure exerted by AFM tip is transferred to the medium
below them. Therefore, by scanning across MoS2 bubbles, the
AFM tip locally probes the stiffness of the material trapped
within the bubbles. Since they are filled with soft materials
such as gases, liquids and polymers (due to trapped air, water,
hydrocarbon and/or polymer residues), the AFM tip indents
the bubbles and therefore oscillates with decreased
magnitude.

The oscillation magnitude image (figure 5(b)) reveals
that even flat regions of MoS2 (which are free of large
bubbles) are slightly darker than WS2. A slight decrease of
the oscillation magnitude is indicated by Δmag in the
profile in figure 5(c). This implies that MoS2 and WS2 are
lying on substrates with different stiffness. Since WS2 was
directly grown on SiO2 and possesses intrinsic growth
strain, it is lying on a hard substrate which practically
prevents any indentation. As a result, the AFM tip here
oscillates with the maximal magnitude determined by the
oscillations of AFM scanner. On the other hand, lower
oscillation magnitude observed on flat regions of MoS2
indicates that it is lying on a softer IL. Therefore, both ILs
and especially bubbles define local domains in vdW het-
erostructures with lower stiffness.

3.4. Friction

Friction measurements were done on the MoS2/WS2 het-
erostructure depicted in figure 6(a). Top MoS2 flake consists
of three parts: bright domain 1 in the right-bottom corner,
dark domain 2 in the middle, and small bright domain 3 in the
left-top corner. The friction map in figure 6(b) reveals brighter
contrast on domains 1 and 3, and therefore larger friction than
on domain 2. Practically there is no friction contrast between
MoS2 domain 2 and surrounding WS2 due to similar friction
coefficients of two materials [72].

The characteristic height profiles depicted in figure 6(c)
illustrate that MoS2 thickness isΔh1≈ 2 nm for domain 1 and
Δh2< 1 nm for domain 2. Domain 1 (and domain 3 as well)
is thicker since it is decoupled from the underlying WS2 by an
IL. The friction profile in figure 6(c) displays two force levels
while the histogram of the friction map in figure 6(d) exhibits
two peaks. The lower peak and lower force level F2 corre-
spond to domain 2 without IL. On the other hand, the upper
peak and higher force level F1 correspond to domains 1 and 3
which contain ILs. As can be seen, the friction on domains
with ILs (1 and 3) is increased by even 50% compared to the
friction on domains without them (domain 2).

Increased friction observed on domains with ILs and
trapped contaminations is in agreement with previous results
obtained on single 2D materials [73–75]. Namely, various
contaminations, such as hydrocarbon molecules which are
inevitable on surfaces exposed to air, act as ‘third bodies’ at
the interface between two sliding surfaces. They could lock
two surfaces into contact or initiate their pristine chemical
bonding. Generally, they disturb easy sliding of two con-
tacting surfaces through incommensurate states which results
in increased friction. More recently, it has been demonstrated
that a water layer intercalated below 2D materials forms
hydrogen-bonded clusters which impede easy sliding [76, 77]
and increases density of phonon states which provides addi-
tional channels for the dissipation of frictional energy [78].

3.5. Energy dissipation in dynamic AFM mode

Friction generally leads to an undesired energy dissipation
and losses. In the previous section we considered the case

5

Nanotechnology 33 (2022) 155707 B Vasić et al



when the AFM tip is in the mechanical contact with sample
surface. Still, the energy can be dissipated by a vibrating tip in
dynamic AFM modes as well [52]. In order to check dis-
sipation during the interaction between oscillating AFM tip
and vdW heterostructures, we employed tapping AFM mode.
Here the dissipation of the mechanical energy Ediss is pro-
portional to Fsin( ), where Φ is the phase lag of the AFM
cantilever oscillations during the tapping mode imaging [52].

Phase maps for the heterostructure in figure 7(a) are
presented in figures 7(b) and 7(c), for both the in-phase and
out-of-phase oscillations, respectively (the in-phase/out-of-

Figure 3. Morphology of the considered MoS2/WS2 vdW heterostructure (a) before and (b) after the AFM based flattening. The flattening
was performed within the square domain marked in (a). (c) Height profiles along dashed lines in (a) and (b). (d) Morphology of the
heterostructure after the flattening with the focus on the area with MoS2. (e) Height profiles (along dashed lines 1 and 2 in (d)) taken across
holes in MoS2 layer.

Figure 4. (a) Morphology of bubbles emphasizing variations of their
basis, ranging from circular to triangular and polygonal bases. (b)
Bubbles’ maximal height as a function of their effective radius
(bottom) and the slope of H Rmax eq as a function of Req (top).

Figure 5. (a) Morphology of MoS2/WS2 heterostructure, (b)
corresponding magnitude of the AFM cantilever oscillations
recorded in FMM mode. (c) Height and magnitude profiles along
dashed lines in (a) and (b), respectively.
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phase oscillations are associated with increasing/decreasing
phase as a function of frequency [79]). In the former (latter)
case, the measured phase signal is above (below) 90°, while
bubbles are represented by darker (brighter) contrast.

Therefore, lower (higher) phase lag was measured on the
bubbles than on their surrounding. The phase contrast was the
same in both forward and backward directions, and therefore,
it indicates true variations of the local mechanical properties
of the vdW heterostructure.

Recently, the phase imaging has been employed in order
to study and map local inhomogeneities and bubbles of
transferred graphene, while the observed contrast has been
explained by variations in local stiffness [80]. Here we relate
the observed contrast to variations in energy dissipation. The
phase histograms in figure 7(d) reveal two peaks for both
cases: around 122° (bubbles) and 144° (surrounding area) for
the phase map from figure 7(b), and around 56° (bubbles) and
36° (surrounding area) for the phase map from figure 7(c).

Figure 6. (a) Morphology of MoS2/WS2 heterostructure and (b)
corresponding friction map. (c) Height and friction profiles along
dashed lines in (a) and (b), respectively. (d) Histogram of the friction
map calculated for the square domain marked by dotted line in (b).

Figure 7. (a) Morphology of MoS2/WS2 heterostructure, (b) phase
map for the in-phase AFM cantilever oscillations (z-scale from 100° to
160°), (c) phase map for the out-of-phase AFM cantilever oscillations
(z-scale from 10° to 70°), (d) histograms of both phase maps.

Figure 8. (a) CPD map of MoS2/WS2 heterostructures measured by
KPFM and (b) corresponding histogram for the indicated areas.

Figure 9. (a) Topography of domain 2 from figure 8(a) and (b)
corresponding CPD map. (c) Height and CPD profiles along dashed
lines marked in (a) and (b), respectively. (d) Schematic representa-
tion of the band structure for domain 2 according to KPFM
measurements.
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Since ~ FE sindiss ( ), Ediss is larger on the bubbles by around
30% compared to their flat surroundings. The same conclu-
sion holds for both in-phase and out-of-phase oscillations,
confirming that the dissipation is independent on the initial
scanning conditions [79].

During tapping mode imaging with a vibrating AFM tip,
the mechanical energy is usually dissipated due to long- and
short-range surface adhesion hysteresis [52]. Still, in the case
of vdW heterostructure, the dominant phase contrast is
observed across the bubbles which contain trapped fluids
and/or polymer residues. Such viscoelastic materials gen-
erally introduce an additional dissipation channel due to
hysteresis of the viscoelastic force during the tip approach and
retract [52]. This seems the main cause of the increased dis-
sipation observed on bubbles.

3.6. Electrical surface potential

The influence of the morphology of MoS2/WS2 hetero-
structures on their local electrical properties was first studied
by KPFM. In the CPD map in figure 8(a), top triangular MoS2
flakes are well resolved. They are represented by darker
contrast and lower CPD compared to WS2. While the
potential of MoS2/WS2 heterostructure in domain 1 is spa-
tially homogeneous, the heterostructure in domain 2 exhibits
an inhomogeneous CPD with two different levels. Histograms
for two characteristic domains are given in figure 8(b). Taking
into account that CPD=Φt−Φs (CPD is equal to the dif-
ference between the work functions of AFM tip (Φt) and
sample (Φs)), the following relations can be derived. Higher
CPD of WS2 indicates lower work function than on
MoS2/WS2 heterostructures. Therefore, when MoS2 is
deposited onto WS2, in order to equilibrate their Fermi levels,
electrons are transferred from WS2 to MoS2.

The histogram of domain 2 displays two peaks for MoS2
on WS2: at around 380 mV (marked by MoS2/IL/WS2) and
340 mV (marked by MoS2/WS2). In order to clarify the
observed inhomogeneity, additional small-scale imaging of
this domain was done. Topography in figure 9(a) and char-
acteristic height profiles in figure 9(c) show that the hetero-
structure consists of two areas with different heights. The
upper area (MoS2/IL/WS2) is thicker by∼ 2 nm due to an IL
between MoS2 and WS2. At the same time, these areas are
associated with two different CPD levels which are separated
by∼ 30 mV as displayed in figures 9(b) and (c).

Previous works demonstrated that water layers inter-
calated between a substrate and 2D materials prevented
commonly observed charge doping from the substrate
[81, 82]. Therefore, ILs can be regarded as obstacles for
charge transfer. KPFM results can be then interpreted using
the schematic representation of the band diagram in
figure 9(d) in the following way. The heterostructure without
IL (MoS2/WS2) has lower CPD. Therefore, it has higher
work function ΦM,2 compared to MoS2/IL/WS2 with work
function ΦM,1. Increased work function ΦM,2 implies larger
potential difference compared to WS2 work function ΦW. As a
result, the charge transfer of electrons from WS2 to MoS2 is
more efficient. Therefore, areas of MoS2/WS2 without IL are
associated with more pronounced charge transfer leading to
larger CPD contrast between MoS2/WS2 and bare WS2.

Bubbles induce inhomogeneous strain in two-dimen-
sional materials and consequently local band bending
[83–85]. Possible variations of electrical surface potential
across bubbles were explored by KPFM. The comparison of
topographic image (Figure 10(a)) and corresponding CPD
map (figure 10(b)) reveals that bubbles are represented by
brighter domains in the CPD map. This is even more pro-
nounced in the case of heterostructures without ILs and with

Figure 10. (a) Topography and (b) CPD map of MoS2/WS2 heterostructure revealing increased CPD on bubbles. (c) Topography and (d)
CPD map of the heterostructure where the bottom part (encircled by the dashed line) is free of ILs and with larger bubbles. (e) CPD profiles
along several bubbles from the bottom part of the heterostructure in part (d) (the second profile lifted up by 30 mV for better visibility). (f)
Schematic representation of the band diagram indicating local band bending around bubbles.
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larger bubbles. Such case is presented in the bottom part of
the heterostructure presented in figures 10(c) (topography)
and 10(d) (CPD map). CPD profiles in figure 10(e) taken
across large bubbles with a diameter of several hundreds of
nm reveals that the surface potential is increased by several
tens of mV. As a result, the band diagram and local band
bending around bubbles can be represented by a scheme in
figure 10(f). Brighter contrast in CPD maps indicates that
bubbles can be considered as local domains with a lower
work function Φb. They are surrounded by flat areas with a
larger work function Φf. Therefore, electrons in MoS2 layer
placed on bubbles are sitting in potential wells.

3.7. Electrical conductivity

Local conductivity was investigated on the heterostructure
displayed in figure 11(a) presenting only a segment of the top
MoS2 layer. DC bias voltage was applied to the bottom WS2
layer, while the electrical current was simultaneously mea-
sured through the metallic AFM tip in contact with top MoS2
layer. In the topographic image, bubbles are represented by
bright, circular and elliptical domains. As already mentioned,
in order to avoid any tip-induced flattening of the hetero-
structure and to preserve all topographic features such as
bubbles, the measurements were done with a soft probe and at
a low normal load in the order of 1 nN. The resulting current

map in figure 11(b) displays darker circular and elliptical
domains with locally decreased current. Practically the same
current maps were measured in both forward and backward
directions, thus excluding any tip-shape effects on the
obtained results. The observed darker domains correspond
exactly to bubbles. This is further proved in figure 11(c)
which presents a topographic and corresponding current
profile. As can be seen, the electrical current drops exactly on
bubbles (shaded regions), and compared to the current mea-
sured on flat areas, it decreases by up to∼ 50%.

In order to further explore the origin of a low current
measured on bubbles, local I/V curves were measured across
them. Characteristic results presented in figure 12 display
nonlinear I/V curves with large turn-on voltages. At the same
time, the I/V curves are well grouped into two sets. The
curves measured exactly on the area with a bubble display
much lower currents with increased turn-on voltage of around
9 V. On the other hand, the I/V curves measured on flat areas
around the bubble present much larger conductivity and lower
turn-on voltage in a wide range of 1–7 V. Therefore, besides
lower conductivity, local I/V measurements indicate appear-
ance of an additional potential barrier on bubbles compared to
flat areas.

Electrical current measured in C-AFM is dominantly
determined by the contact resistance (the resistance between
the AFM tip and sample surface) which is proportional to the
local resistivity of the sample surface below the AFM tip [86].
Considered MoS2/WS2 heterostructures practically consist of
two parallel current sheets which can be therefore represented
as two parallel resistors with similar resistances. When bub-
bles are present between two current sheets, the system can be
represented with only one resistor corresponding to the top
MoS2 layer. As a result, the total resistance in the latter case
is approximately two times larger than in the former case

Figure 12. I/V curves measured on MoS2/WS2 heterostructure
across a bubble (the dotted line indicated in figure 11(b)). The inset
depicts the current map measured on the area with the bubble. The
line schematically presents the points where the I/V curves were
measured. The I/V curves at high normal load were measured on a
flat region without bubbles.

Figure 11. (a) Topography and (b) current map of MoS2/WS2
heterostructure. Since the selected scan size was smaller than the size
of top MoS2 flake, surrounding WS2 flake is not displayed. (c)
Corresponding height (top) and current (bottom) profiles taken along
dashed lines indicated in (a) and (b), respectively. Shaded domains
emphasize overlapping between bubbles and regions with decreased
current.
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which explains the observed decrease of current in C-AFM
by∼50%.

C-AFM and I/V curves were measured for the bias
voltage applied on bottom WS2 (figure 1(b)). Therefore, for a
high enough positive bias voltage, electrons are transferred
from MoS2 to WS2 and then into external electrical contact.
Still, bubbles prevent direct tunneling of the electrons from
MoS2 to underlying WS2. Electrons in these regions first have
to reach flat MoS2 areas. For that purpose, they have to
overcome a potential barrier Φbar=Φf−Φb observed in
KPFM measurements. After that, they can be transferred from
MoS2 to WS2. The potential barriers associated with bubbles
could be an additional reason for the observed lower con-
ductivity and larger turn-on voltages (measured in I/V curves)
observed on the bubbles.

Figure 12 shows that I/V curves measured on flat regions
surrounding bubbles exhibit also rather high turn-on voltages.
Still, they practically disappear for high normal load applied
on AFM probe during I/V curve measurements as will be
discussed in the next section. This indicates that practically
whole MoS2 flake is separated from WS2 by a thin IL, with a
thickness of around 1 nm. Then high enough turn-on voltage
is needed to overcome a potential barrier induced by such
insulating layer and to initiate electron flow.

3.8. Electrical properties improved by local AFM based
flattening

The previous analysis indicates that in order to provide an
efficient charge transfer, it is necessary to remove all con-
taminations between heterostructure’s layers. Previous works
[44, 46–48] and our results presented in figure 3 demonstrate
that AFM based flattening could be an efficient technique for
this purpose. The final goal of our study was to explore if
the AFM based flattening could improve the efficiency of
charge transfer and overall electrical properties of vdW
heterostructures.

First we consider the influence of local flattening on
electrical surface potential. Topography and CPD map

measured after the flattening of a small square domain within
MoS2/WS2 heterostructure are presented in figures 13(a) and
(b), respectively. We distinguish four levels in CPD which are
associated with the following areas: MoS2/IL/WS2 (thicker
part of the heterostructure with IL), MoS2/WS2 (thiner part
without IL), flattened MoS2/WS2 (the central square domain
flatten by AFM), and bare WS2. The CPD histogram in
figure 13(c) shows that CPD of domains with and without IL
differs by around 40 mV. The CPD of the area flattened by
AFM is decreased compared to non-flattened heterostructure
MoS2/IL/WS2 by∼30 mV. Therefore, the CPD of the flat-
tened area approaches the CPD of the heterostructure without
IL. In the considered case their difference was decreased to
only∼10 mV which indicates that AFM based flattening can
be really employed as an efficient method for removing
contaminations and facilitating charge transfer between layers
in vdW heterostructures.

In a similar way, we have tested the influence of the
normal force applied during I/V curve measurements on
resulting currents. Figure 12 depicts also I/V curves measured
at the normal load increased above∼ 100 nN. As can be seen,
resulting curves are still nonlinear, but the turn-on voltage
practically disappeared. Therefore, for a high enough normal
load, contaminations were expelled from the interface
between MoS2 and WS2. As a result, potential barriers for
charge carriers were removed and high conductivity was
reestablished.

4. Conclusions

In a summary, using AFM methods, we have demonstrated
that bubbles and ILs deteriorate both mechanical and elec-
trical properties of vdW heterostructures. These imperfections
with trapped contaminations prevent direct contact between
constituent 2D layers and interlayer interactions. As a result,
from a mechanical point of view, they behave as a third body
which prevents easy sliding of 2D layers one over each other
thus leading to increased friction. In addition, bubbles and ILs

Figure 13. (a) Topography and (b) CPD map of the heterostructure after the AFM based flattening of the square domain marked by dashed
line in (a). (c) Histogram of CPD for four areas indicated by dots in part (b): bare WS2 (domain marked by red dot in (b)), the heterostructure
with IL (domain marked by blue dot in (b)), the flatten part of the heterostructure (domain marked by black dot in (b) and by dashed rectangle
in (a)), and the heterostructure without IL (domain marked by yellow dot in (b) encircled by dotted line in (a)).
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present locally softer domains which open additional dis-
sipation channels, probably due to viscoelastic damping. In an
analogous way, from an electrical point of view, bubbles and
ILs behave as insulating layers and potential barriers which
block charge transfer between constituent 2D layers. As a
result, local electrical conductivity on domains with bubbles
and ILs decreases, while the difference of the surface poten-
tial between constituent layers is lowered.

In order to improve properties of vdW heterostructures
after the transfer process, we have demonstrated that it is
necessary to apply high enough normal load by AFM probe in
order to locally remove contaminations trapped in bubbles
and ILs. We illustrated two approaches. The first one is based
on AFM flattening of square areas where constituent 2D
layers are returned back into a close contact by a scanning in
contact AFM mode. As a result, due to reestablished charge
transfer between constituent layers, the flattened areas exhibit
increased difference of surface potential approaching the
levels measured on areas without bubbles and ILs. In the
second approach, local I/V curves measured at increased
normal load exhibit significantly improved electrical con-
ductivity of vdW heterostructures.
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A B S T R A C T   

Graphene oxide finds applications in different fields of science, including energy conversion. Electrochemical 
reduction of graphene oxide (GO) significantly improves its conductivity. However, the kinetics of this process 
depends on the solvent, supporting electrolyte, pH, and numerous other factors. Most studies report the 
macroscopic views and ex-situ properties of reduced GO. To expand the knowledge about GO reduction, in this 
study, we used cyclic voltammetry (CV), simultaneous 2 points and 4 points resistance measurement (s24), 
conductive atomic force microscopy (AFM), and theoretical calculations. Using CV, we demonstrated that the 
choice of supporting electrolyte (KCl or LiCl) influences the potential range in which electrochemical GO 
reduction occurs. The activation energy of this process was estimated to be below 30 kJ mol‒1 in both elec-
trolytes, being significantly lower than that required for thermal reduction of GO. Simultaneous in situ s24 
resistance measurements suggest that GO films reach a highly conductive state at deep negative potentials, with 
an abrupt, irreversible switch from non-conductive to the conductive state. However, conductive AFM presents a 
more exact picture of this process: the reduction of GO films starts locally while the formed conductive islands 
grow during the reduction. This mechanism was confirmed by theoretical calculations indicating that the 
reduction starts on isolated oxygen-functional groups over the GO basal plane, while clustered OH groups are 
more difficult to reduce. The presented results can help in tailoring reduced GO for a particular electrochemical 
application by precisely controlling the reduction degree and percentage of the conductive area of the reduced 
GO films.   

1. Introduction 

Since its discovery, graphene has found numerous applications in 
various fields of science and technology, including, but not limited to, 
energy conversion and storage, biomedical engineering, electronics, 
sensors, aerospace applications, and others [1]. A vast number of 
existing reports list some of the well-known properties of the idealized 
graphene sheet (pristine infinite 2D sheet of hexagonal carbon), such as 
large specific surface area, high carrier mobility, and good mechanical 
properties as a determinant for graphene applications [1]. However, this 
can be considered as an exaggeration as pristine graphene is practically 

non-existing. Moreover, even experimentally realized, ideal graphene 
would be practically useless in some technologies, like electrochemical 
energy conversion and storage [2]. This observation is clearly demon-
strated by the fact that, in comparison to the basal plane, the graphene 
edges provide four orders of magnitude higher specific capacitance 
associated with double layer charging, much faster electron transfer 
rate, and fair electrocatalytic activity [3]. Thus, for most electro-
chemical devices, a material with some features of the perfect graphene 
(such as high surface area and high electrical conductivity) but with a 
significant number of structural imperfections and chemical moieties 
[4–6] is required. 
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Desired chemical moieties and defects in graphene can be introduced 
by using, for example, selective oxidation [7]. However, a more viable 
route is the production of reduced graphene oxide (rGO) from graphene 
oxide (GO) obtained by chemical exfoliation of oxidized graphite by 
chemical, thermal, or electrochemical reduction [8,9]. Upon GO 
reduction, irrespective of the particular reduction technique, enhanced 
capacitance and charge transfer properties of rGO are evidenced, along 
with the decreased O/C ratio connected to enhanced conductivity [8, 
10]. However, one has to find a proper balance between the amount of 
oxygen functional groups and the conductivity of rGO to reach optimal 
capacitance [11,12]. Such precise tuning and controllable modifications 
of structural and chemical properties of graphene oxide are of general 
importance for applying graphene-based materials in different electro-
chemical systems [7]. They can be easily achieved using electrochemical 
reduction, employing electrode potential to control the reduction degree 
of final rGO. 

For electrochemical reduction, GO can be either suspended in an 
electrolyte solution or deposited directly on the electrode surface as a 
thin film [9]. The reduction was previously performed in aqueous and 
non-aqueous electrolytes [13], while characterization is typically per-
formed using ex-situ techniques (X-ray photoelectron spectroscopy, XPS, 
Fourier Transform Infrared Spectroscopy, FTIR, Raman spectroscopy). It 
was shown [13–16] that different O-functional groups are reduced at 
different potentials, while the effects of solvent and pH on the behavior 
of resulting rGO were evidenced. The process is rather complex, being 
dependent on the nature of supporting electrolytes [12]. The effects of 
the GO reduction on its electrochemical properties are clear. However, 
electrochemically produced rGO films are typically characterized using 
various techniques that provide a macroscopic average of the final rGO. 
For example, XPS, FTIR, and Temperature Programmed Desorption 
(TPD) revealed the presence of different functional groups on the rGO 
surface, while Raman spectroscopy was routinely employed to investi-
gate a structural disorder in rGO. In addition, macroscopically averaged 
properties are obtained using electrochemical tests with the ferro/-
ferricyanide system to assess charge transfer properties of rGO. Thus, we 
are still not fully aware of how electrochemical reduction of GO pro-
ceeds at the submicron scale in terms of local distribution of reduced 
domains and their impact on the conductivity of electrochemically 
reduced GO films. At the same time, the conductivity of the electrode 
material affects its overall electrochemical performance. Adjusting 
conductivity of rGO is crucially related to the optimization of capacitive 
response [12], but also the understanding of the GO reduction process is 
necessary for the efficient formation of rGO-based composites with high 
catalytic activity [17]. The lack of atomic-level information is clear, and 
during the writing of this paper, a study combining scanning trans-
mission X-ray microscopy and Kelvin probe force microscopy [18] was 
published. However, in this particular work, Rodriguez et al. focused on 
the local work function variations, showing that they arise due to the 
presence of oxygen functional groups, being of crucial importance for 
photovoltaic behavior [18]. 

In this contribution, we address the electrochemical reduction of thin 
films of GO in aqueous solutions of LiCl and KCl using, for experimental 
considerations, cyclic voltammetry, in situ simultaneous 2-point and 4- 
point resistance measurements, and ex-situ conductive atomic force 
microscopy. The results show that the electrochemical reduction of GO 
has low apparent activation energies while the reduction process com-
mences locally. The conductive islands start to coalesce at deep negative 
potentials making the film completely conductive. Furthermore, the 
differences in the GO film reduction process in LiCl and KCl solutions are 
explained using semiempirical quantum chemical and Density Func-
tional Theory calculations. 

2. Experimental 

2.1. Electrochemical reduction of GO thin films 

The reduction of GO thin films at different temperatures and in 
different electrolytes was done as follows. First, aqueous GO suspension 
(standard solution, 4 mg ml− 1, confirmed by gravimetric measurements; 
Graphenea, Spain [19]) was diluted to obtain 1 mg ml− 1 in a 6:4 
water/ethanol (v/v) mixture. After sonication (2 times for 5 min, with 1 
min resting period, 35 W), 10 μl of the obtained GO suspension was 
drop-casted onto the copper foil and dried under vacuum at room 
temperature, giving a circular GO film of (3.2 ± 0.1) mm in diameter. 
Using 3D SEM surface reconstruction, the film thickness is estimated to 
(250 ± 30) nm. Before the drop-casting process, copper foils (99.99% 
Cu) were mechanically cleaned (polished with alumina with 0.05 μm 
particles) and washed in 0.1 mol dm− 3 HNO3 and deionized water. Pt 
foil served as the counter and Ag/AgCl (saturated KCl) as the reference 
electrode. Before the measurements, Pt counter electrode was cleaned 
using flame annealing, while the potential of the reference electrode was 
regularly checked versus Reversible Hydrogen Electrode (0.1 mol dm− 3 

HClO4), and another saturated Ag/AgCl electrode. Tolerance for the 
potential difference was 10 mV. When not used, the reference electrode 
was immersed into saturated KCl solution. All potentials are indicated 
versus this reference electrode. Ivium Vertex.One potentiostat was used 
for the measurements. Electrochemical measurements were performed 
in 0.1 mol dm− 3 aqueous LiCl and KCl solution at pH adjusted to ~ 6.6 ±
0.1 (using KOH, LiOH or HCl). GO reduction was done by a single 
potentiodynamic scan at 10 mV s− 1 between − 0.5 (starting potential) 
and − 1.6 V (KCl solution) or − 1.8 V (LiCl solution). The measurements 
were done at four temperatures: 7.5, 20, 30, and 40 ◦C. For this purpose, 
the cell containing the working and counter electrodes was thermostated 
while the compartment with the reference electrode was held at 25 ◦C 
and connected to the cell using a salt bridge with a Lugin capillary. The 
iR drop was compensated using the positive feedback scheme. The 
values of the electrolyte resistance used to compensate the iR drop were 
measured using impedance measurement at 100 kHz at − 0.5 V vs. 
Ag/AgCl. Typical values ranged from 10 to 15 Ω for KCl solutions and 
13–20 Ω for LiCl solutions. All electrochemical measurements were 
performed in N2-purged solutions (N2 99.995%) to remove dissolved O2. 
We also note that variations in measured electrochemical response were 
under 5% upon repeated measurements with drop-casted layers. 

2.2. In situ resistance measurements during the GO thin film reduction 

The electrical resistance of (r)GO films was measured as described 
elsewhere [20,21] using simultaneous two- and four-point techniques 
(s24-technique). Shortly, 10 mV pulses of alternating polarity were 
applied, and the total resistance was calculated. This resistance includes 
both the bulk resistance of the sensing composite and the contact 
resistance (Rc). It corresponds to the resistance that would be measured 
using the conventional two-point technique, and it is denoted here as R2. 
Simultaneously, the potential drop between the inner electrodes of the 
four-strip electrode structure (see further) was measured with the elec-
trometric voltmeter (Keithley-617) and used to calculate the bulk ma-
terial resistance. This resistance corresponds to that measured by the 
four-point technique, and we denote it here as R4. Then the contact 
resistance (Rc) can be determined as Rc = R2 – α∙R4 (see Scheme S1 for 
more details, Supporting information). For the electrode structures used 
in this work, the parameter α, which primarily depends on the geometry, 
is determined to be around 3 [22]. Alternatively, one can use the R2/R4 
ratio to estimate the contribution of the contact resistance Rc into R2. 
For the geometry of our sensors, the R2/R4 ratio should be around 3 if 
no contribution of the contact resistance into R2 occurs [20,22]. The 
electrodes were prepared by drop-casting 2.5 μL of diluted GO disper-
sion (0.04 wt.% or 0.004 wt.%, Graphenea, Spain [19]. The spot size of 
dried GO film was (1.5 ± 0.1) mm. Higher concentration dispersion 
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(0.04 wt.%) gives ~2.5 smaller geometric surface compared to the films 
in Section 2.1. Thus, as the concentration is 2.5 smaller, the film 
thickness is approximately the same. For lower concentration disper-
sion, the film thickness can be assumed to be around 25 nm. Before the 
drop-casting step, gold electrodes used for the s24-measurements were 
washed in acetone to remove the protective polymer layer and in 
Piranha solution to remove any organic residues. Upon drying the GO 
film, the electrodes were transferred into the electrochemical cell (one 
compartment all-glass cell), and the measurements were done as 
described below. 

The measurement system has a sampling interval of around three 
seconds which imposes the lower limit for the measurements under 
potentiodynamic conditions. For this reason, the reduction of the thin 
film of GO was made in steps using a program consisting of cyclic vol-
tammetry steps (one cycle to the given cathodic vertex potential; po-
tential sweep rate of 10 mV s− 1) and potentiostatic steps for the 
resistance measurements. Each scan started from − 0.5 V vs. Ag/AgCl 
(common anodic to vertex) and was performed to the cathodic vertex 
starting from − 0.8 V down to − 1.3 V vs. Ag/AgCl (KCl solution) or − 1.4 
V vs. Ag/AgCl (LiCl solution). The cathodic vertex was reduced by 0.1 V 
every cycle, from − 0.8 V to − 1.3 V (KCl solution) or − 1.4 V (LiCl so-
lution). After each cycle to a given cathodic vertex potential, s24 mea-
surements were performed under potentiostatic conditions (− 0.5 V vs. 
Ag/AgCl), and the resistance values were collected for 1 min. The 
measured values were averages over this sampling period (20 mea-
surements points) and for three separate samples. The reduction steps 
were performed by connecting all the contacts of the four-strip electrode 
structure to the AutoLab potentiostat PGSTAT12. After each reduction 
step, the contacts were re-connected to the s24 measurement system, 
and the resistances were recorded (see Scheme S2, Supplementary 
Information). 

2.3. SEM, Raman spectroscopy and AFM characterization of reduced GO 
films 

The GO thin films reduced during the in-situ resistance measurements 
were characterized using Raman spectroscopy. Raman spectra (excita-
tion wavelength 532 nm) were collected on a DXR Raman microscope 
(Thermo Scientific, USA) equipped with an Olympus optical microscope 
and a CCD detector. The laser beam was focused on the sample using 
objective magnification 50×. The scattered light was analyzed by the 
spectrograph with a 900 lines mm− 1 grating. Laser power on the sample 
was kept at 2.0 mW. Given Raman spectra present the average of 3 
spectra collected from the surface spots of 1 × 1 μm in lateral 
dimensions. 

SEM with EDX was done using Phenom ProX (Phenom, The 
Netherlands). Chemical analysis was done using an acceleration voltage 
of 15 kV. SEM images and 3D surface reconstruction was done using an 
acceleration voltage of 10 kV. Presented chemical compositions are 
averaged over five sampling points, with a sampling time of 1 min each. 
The samples were investigated as-prepared, without deposition of the 
conductive layer on top of them. 

An analogous series of the reduced GO thin films were produced for 
the analysis by atomic force microscopy (AFM). The reduced GO films 
were prepared on copper foils and reduced in KCl or LiCl solutions (0.1 
mol dm− 3) at potentials between − 0.8 and − 1.5 V using potentiostatic 
steps of 10 s duration. The reduction was made with a 0.1 V resolution. 
After electrochemical reduction, the electrode with GO film was dried in 
ambient conditions. AFM-based analysis of GO films was done using 
Ntegra Prima. Local current maps were measured by conductive AFM 
(C-AFM), and diamond coated probes DCP20 from NT-MDT. During C- 
AFM measurements, the bias voltage of 10 V was applied on the backside 
of GO films, while the grounded probe scanned the top surface in contact 
AFM mode. Therefore, opposite to the previous s24-technique, where 
the measurements correspond to the lateral transport of charge carriers 
along the film surface, in C-AFM, the measured current corresponds to 

the vertical charge transport. Thus, the current path goes from top AFM 
tip, through GO film and ends up at the bottom Cu foil. In order to 
provide a stable AFM tip-sample contact during imaging, a high enough 
normal load was applied by the AFM probe. For each reduction potential 
(from − 0.8 to − 1.5 V vs. satd. Ag/AgCl, with 0.1 V resolution), five 10 ×
10 µm2 current maps were measured on different sample locations. In 
order to characterize the sample conductivity, two characteristic values 
were calculated for each current map: the average current and the ratio 
between the conductive and scanned 10 × 10 µm2 area (in percents). 
The resolution of AFM images was 256 × 256 data points per image, so 
the average current was calculated as a mean value of the corresponding 
two-dimensional matrix. In order to calculate the ratio between the 
conductive and scanned area, Ithr = 0.1 nA was selected as a current 
threshold, meaning that points on a sample surface were counted as 
conductive ones only if the measured current was higher than Ithr. Ithr 
was determined empirically, from histograms of current maps, as a 
maximal current which corresponds to the unreduced areas of GO films. 
Finally, the average current and conductive area for each reduction 
potential were obtained by averaging results obtained on five different 
sample locations. 

2.4. Theoretical calculation 

Theoretical calculations were performed to understand better the 
interactions of metal atoms/cations with GO surface and functional 
groups. The GO model was set as a finite sheet with H-saturated edges 
containing several oxygen functional groups. We have investigated the 
interactions of metal atoms with clustered and isolated OH groups on 
this GO sheet model. The details on the calculation setup are provided 
below. 

The first-principle DFT calculations were performed using the 
Vienna ab initio simulation code (VASP) [23–25]. The Generalized 
Gradient Approximation (GGA) in the parametrization by Perdew, Burk, 
and Ernzerhof [26] combined with the projector augmented wave 
(PAW) method was used [27]. Cut-off energy of 450 eV and Gaussian 
smearing with a width of σ = 0.025 eV for the occupation of the elec-
tronic levels were used. Brillouin zone was sampled using Γ-point only. 
During structural optimization, the relaxation of all atoms in the simu-
lation cell was allowed. The relaxation proceeded until the Hell-
mann–Feynman forces acting on all the atoms became smaller than 
10− 2 eV Å− 1. Spin polarization was included in all calculations. 

Semiempirical calculations were done using MOPAC2016 code [28] 
with PM7 method [29]. Full structural relaxation was done. The analysis 
was performed in the presence of water as a solvent. The solvent was 
included in the analysis implicitly, using the Conductor-like Screening 
Model (COSMO) method [30]. Additionally, 1–3 explicit water mole-
cules were introduced into the solvation spheres of Li or K. 

Visualization was done using VESTA [31] and Jmol [32]. 

3. Results and discussion 

3.1. Electrochemical reduction of GO films – overview and activation 
energies 

First, electrochemical reduction of thin GO films was investigated in 
0.1 mol dm− 3 LiCl and KCl solutions using cyclic voltammetry. As pre-
viously demonstrated [12] the reduction process is fast and irreversible 
(Fig. 1, see also Figure S1, Supporting Information), where one major 
reduction peak is observed (Fig. 1). The reduction commences at lower 
potentials in LiCl solution (roughly around − 0.8 V vs. reference), and 
with decreasing the temperature from 40 to 7.5 ◦C, the reduction peak 
shifts to lower potentials (from − 1.32 to − 1.55 V vs. reference). The 
same situation is observed for KCl, but the separation of reduction peaks 
increases upon decreasing the temperature, while the reduction peaks 
get broader and lower in the current (absolute values). 

The temperature dependence of measured current can be expressed 
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in a general form as: 

i(E) = C(E) × exp
(

−
Eact(E)

RT

)

(1)  

where C(E) (given in Amps) assembles all the constants (including 
electrode potential dependent term), and R and T are universal gas 
constant (8.134 J mol− 1 K− 1) and absolute temperature (in [K]) while 
(Eact(E)) is the apparent activation energy for this process (with 
dimension [J mol− 1]). Therefore, for a given electrode potential E, 

lni(E) = lnC(E) −
Eact(E)

RT
(2)  

assuming that C(E) does not depend on temperature. Upon processing 
recorded I-E curves, Eact was found to increase as the cathodic polari-
zation increases up to the potentials corresponding to approx. 70% of 
the cathodic peak recorded at 40 ◦C, upon which it starts to decrease. 
The values are slightly lower in KCl (22 kJ mol− 1) than in LiCl (27 kJ 
mol− 1). 

The values of Eact obtained near room temperature are expected to be 
significantly lower than those at elevated temperatures. Experimental 
data confirmed it. For example, the resistivity measurements on indi-
vidual single-layer GO platelets at temperatures above 140 ◦C give the 
activation energy of (155 ± 4) kcal mol− 1. On the other hand, the TPD 
measurements of multilayer films of GO platelets give the activation 
energy of (134 ± 17) kJ mol− 1 [33]. During the low-temperature 
annealing, the resistivity measurements gave the activation energy of 
1.65 eV (i.e., 159 kJ mol− 1) [34] it was ascribed to the processes of 
desorption of epoxy and alkoxy oxygen atoms together with carbon [35] 
and to the restoration of non-oxidized graphene domains. Obviously, the 
electrochemical reduction of GO being completed within minutes is a 
much faster process than the low-temperature annealing taking 2–4 h 

[33]. Finally, we must comment that the values of activation energies 
derived here and in other papers should be interpreted carefully. This 
unit should be understood as the energy per Avogadro number of 
chemical bonds. Namely, due to a scatter in the content of surface ox-
ygen, one mole of GO is poorly defined, and molar values cannot be 
undoubtedly associated with converting one mole of GO to rGO. These 
results are better to be interpreted at one mole of chemical bonds present 
in GO which get broken during the reduction process and averaged over 
the ensemble of groups present in a particular GO sample. However, we 
note that the change of the nature of dominant oxygen functional groups 
in a given GO sample cannot compensate for the difference between Eact 
for electrochemical reduction against low-temperature annealing, since, 
in the latter case, the process is much slower. 

3.2. Lateral conductivity and reduction of films of GO 

The resistance of GO films during annealing is decreasing for seven 
orders of magnitudes [34], as a consequence of thermally induced ox-
ygen release. We have investigated the changes of resistance using 
simultaneous 2-point and 4-point measurements, which provide infor-
mation on the lateral and contact resistances of GO films during the 
electrochemical reduction (Fig. 2). The results were found to depend on 
the film thickness. For thinner films, R2 was found to decrease slowly 
from very high values (107 Ω) with increasing cathodic potential, until 
− 1.1 V is reached. Then, R2 decreases by two orders of magnitude for 
the film reduced in KCl and continues to decrease for the film reduced in 
LiCl (Fig. 2, c). The R4 values show a similar trend but with a charac-
teristic increase (Fig. 2, c) at potentials close to the reduction peak 
potential (Fig. 1). Looking at the R2/R4 ratios (Fig. 2, c, inset), for the 
non-reduced GO films, the ratio is much higher than the theoretical 
value for zero contact resistance (i.e., ~ 3), amounting to ~20. These 

Fig. 1. Reduction of GO thin films as seen using cyclic voltammetry: GO thin film reduction in 0.1 mol dm− 3 LiCl (a) and linear voltammetry for four different 
scan rates (b). The corresponding cyclic voltammograms for KCl (c) at four different temperatures, potential sweep rate: 10 mV s− 1., and linear voltammetry for four 
different scan rates (d). The horizontal arrows indicate the potential ranges in which the apparent activation energies for GO reduction were calculated. Plot (e) gives 
the evaluated activation energies, while the (f) gives the 3D SEM reconstruction of the substrate/GO layer interface. Upon averaging heights along the indicated 
paths, the GO film thickness was evaluated to (250 ± 30) nm. 
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values suggest a poor electric contact between the GO film and the gold 
electrode due to the non-conductive nature of GO film. When the 
reduction process starts, the value of the R2/R4 ratio drops down to the 
value of ~3, after which they increase significantly, with the increment 
being more pronounced for KCl. The behavior of thicker films is similar 
(Fig. 2, d and e), but the resistance changes are much more pronounced, 
and R4 values change for six orders of magnitude for the films reduced in 
both LiCl and KCl. However, in the KCl solution, the R2 drops by only 
one order of magnitude, and the contact resistance reaches the values of 
104 Ω. For the films reduced in LiCl, R4 changes for four orders of 
magnitude, and the contact resistance reaches the values of 60 Ω. 

The large differences in the behavior of the contact resistance be-
tween two electrolytes can be explained by faster reduction of GO in KCl, 
resulting in pronounced evolution of CO, CO2, and H2O from the GO 
sheets [36]. However, one should also consider the H2 evolution on the 
gold electrode, weakening the contact between the GO film and the 
electrode. Namely, the H2 evolution on the gold electrode is more pro-
nounced in K+-containing electrolyte than in Li+-containing one [37]. 
Thus, more intense H2 evolution in KCl can also contribute to the weaker 
contact between the gold electrode and the reduced GO film. It is also 
interesting to observe a certain improvement in the contact before 
reduction. The initially evolved CO, CO2, and H2O probably improve the 
compactness of the film and the contact with the Au electrode, as 
out-of-plane surface groups start to be removed and the stacking of the 
layers is improved. Such compactization could also be associated with 
previously observed changes (using in situ surface-enhanced infrared 
spectroscopy) in the double layer at the GO film–electrolyte interface 

and hydrogen bonding of intercalated water between the GO sheets at 
moderate reduction potentials (− 1.1 V for KCl to − 1.3 V for LiCl solu-
tion) before reducing O-functional groups commences [38]. However, as 
the evolution of gasses continues, the formed microbubbles weaken the 
contact between the reduced GO sheet and the Au electrode. Finally, the 
non-conductive to conductive state transitions are clear for thinner 
films, seen by measured R2 and R4 in LiCl and KCl solutions (Fig. 2, c). 
However, for thicker films, the change of resistance appears at the same 
potential (just below − 1.1 V, Fig. 2, d and e). Such behavior can be 
understood assuming that for thicker films, a sufficient amount of 
reduced GO sheets is formed in both electrolytes so that the conductive 
network is built and the lateral conductivity of the films increases. 
Another possibility is that upon repeated cycling of a GO film to pro-
gressively higher cathodic vertex potentials, the degree of reduction 
increases over the value corresponding to the degree reached during a 
single scan to a given cathodic vertex. This scenario is feasible as we 
found that electrochemical GO reduction is also sensitive to the scan rate 
and shows typical irreversible character so that higher degrees of 
reduction can be achieved at lower potentials with very slow potential 
scans. 

To confirm the differences between the GO films reduced in LiCl and 
KCl solutions (supporting electrolyte effect), the reduced GO films on Au 
electrodes used in the resistance measurements were subjected to 
Raman and EDX analysis (Fig. 3). We note that the recorded Raman 
spectra of fully reduced rGO films showed very good repeatability, as 
shown in Figure S2 (Supplementary Information). Thus, further re-
ported bands intensity ratios have relative uncertainties below 5%, 

Fig. 2. Reduction of GO deposited on the four-strip gold electrode as seen using s24 measurements. (a) Schematic representation of the connection of the four- 
strip gold electrode to the resistance measurement system (full lines) or the potentiostat (dashed lines), components for s24 measurements are not shown (for more 
details see Schemes S1 and S2, Supporting Information, and Refs. [20–22]), (b) optical micrographs of the four-folded-strip electrode and magnified parts of the 
electrode upon reduction of the GO film of different thickness, (c) s24 measurements for GO film obtained upon drop-casting of 2.5 μL of 0.004 wt.% GO dispersion in 
KCl and LiCl at different reduction potential corresponding to non-reduced GO and reduced GO film (schematically shown for two vertex potentials), inset gives the 
R2/R4 ratios for two electrolytes, (d) s24 measurements for GO film obtained upon drop-casting of 2.5 μL of 0.04 wt.% GO dispersion in KCl, with evaluated contact 
resistance, (e) the same as for (d) but for the reduction in LiCl solution. 
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dominantly caused by the repeatability of the drop-casting procedure 
and the errors of the fitting procedure. The Raman spectra in the 
1150–1700 cm− 1 region were deconvoluted into five components using 
Gaussian profiles. For this reason, the reported band intensity ratios are 
obtained using the peaks areas [39]. For non-reduced GO film, the G 
band is located at 1582 cm− 1, while the ID/IG ratio is 2.0. For the film 
reduced in LiCl solution, the G band is at 1577 cm− 1, and for the GO film 
reduced in KCl, it is found at 1583 cm− 1. The corresponding ID/IG ratios 
are 2.4 and 2.9, respectively. Considering a high oxygen content and 
practically no sp2 bonded carbon in the used GO sample [19], the 
as-received GO sample can be located in stage 3 of the amorphization 
trajectory [39]. However, there is a clear D band compared to the 
tetrahedral amorphous carbon where the D band intensity is null. 
However, for fluorinated graphene with a high degree of sp3-type de-
fects, the D band intensity was also found not to be zero [40]. The C:O 
ratios found in reduced GO films (Fig. 3, e) suggest that the GO films are 
reduced to a lower degree in LiCl compared to that reduced in KCl. As 
the G band is located at a slightly lower wavenumber and the ID/IG ratio 
is smaller for the GO film reduced in LiCl, it can be placed in stage 2 of 
amorphization trajectory (positioned between nanocrystalline graphite 
and amorphous carbon-based on Raman spectrum) [39,41]. Formally, 
the film reduced in KCl can also be placed in the same stage but closer to 
stage 1, as indicated by a higher position of the G band and a higher ID/IG 
ratio. This conclusion is also in line with the ID’/IG ratios for reduced GO 
films, amounting to 0.60 and 0.57 for films reduced in LiCl and KCl 
solution, respectively [41]. 

The question is, which types of defects are present in the reduced 
films? Using the ID/ID’ ratios, it is, in principle, possible to resolve the 
type of defects present in graphene [41]. The non-reduced GO film has 

the ID/ID’ ratio of 6.3, close to the typical value for vacancy-like defects 
(ID/ID’ = 7, [41]). However, the same ratios for reduced GO films are 
smaller than for non-reduced GO, 4.0 and 5.1 for films reduced in LiCl 
and KCl, respectively. At least for the film reduced in LiCl, this might 
indicate the dominant presence of boundary-like defects. However, 
there is also a possibility that a hysteresis appears during the reduction 
of GO [39], as, in fact, reduction of GO goes along the ordering 
trajectory. 

For this reason, it is rather difficult to derive a precise conclusion of 
the type of defects in reduced GO films. However, as CO and CO2 evolve 
and the process is rather fast (tenths of seconds vs. hundreds of minutes 
in thermal reduction procedure), it can be expected that reduced GO is 
rich in vacancies. This conclusion is aligned with the fact that the 
starting GO is also exceptionally rich in very large vacancies [19]. This is 
in line with previous conclusions that electrochemical reduction of GO 
cannot heal the vacancies initially present in GO [9]. In contrast, it was 
recently suggested [42] that electrochemical reduction favors the for-
mation of sp3-like defects over vacancies. However, we suspect that the 
reduction of GO films was incomplete in these experiments as performed 
only down to ‒1 V vs. Ag/AgCl electrode in NaCl solutions. This po-
tential actually corresponds to very low reduction degrees of GO (Fig. 1, 
and Ref. [12]). 

Considering the above discussion, we do not make any definite 
comparison of our data to the existing literature. Moreover, we note that 
the structure of the resulting rGO, formed by electrochemical reduction, 
is highly dependent on the structure of the initial GO (for example, the 
presence of vacancies or other types of defects), as well as the experi-
mental conditions, which might be the source of frequently opposing 
findings reported in the literature. These include, but are not limited to, 

Fig. 3. Ex-situ characterization of reduced GO films on the four-strip folded gold electrode. Raman spectra of GO thin film deposited on four-strip gold 
electrode (2.5 μL of 0.004 wt.% GO) before reduction (a) and after electrochemical reduction in LiCl solution (b) and KCl solution (c). Both films are reduced using a 
single cyclic voltammetry scan from − 0.5 to − 1.3 V vs. Ag/AgCl with a sweep rate of 10 mV s− 1. On the right SEM image of the four-stip gold electrode with rGO film 
is given (d), and the results of EDX chemical analysis of the GO film in LiCl (C:O ratio 7.6 ± 1.2) and KCl (C:O ratio 13.9 ± 3.4). 
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the conditions of the electrochemical experiments, supporting electro-
lyte, pH, temperature. On the other hand, controlled experiments where 
Raman spectroscopy is used to follow the structural evolution of elec-
trochemically reduced GO would certainly provide useful insights, 
considering the mentioned factors that affect the reduction process. 
Such a series of Raman spectra recorded for rGO reduced at different 
potentials (potentiostatic, 10 s of reduction, see Section 2.3) are given in 
Figure S3 (Supplementary Information). As can be seen, fully reduced 
films show quite good agreement between Raman spectra taken at 
different spots on the film. The situation gets worse for lower degrees of 
GO reduction, particularly at the wavenumbers where D’ band is located 
(associated with the level of disorder and types of defects present in rGO 
samples, as discussed above). This indicates that local inhomogeneities 
exist in rGO films that are not fully reduced compared to fully reduced 
films (Figure S2, Supplementary Information). The complete analysis of 
structural evolution of electrochemically formed rGO films is beyond the 
scope of the present work, focusing on conductivity restoration. Thus, 
we turn to C-AFM analysis of reduced GO films, which can resolve the 
local variations in conductivity with a high resolution. 

3.3. Reduction and transversal conductivity of electrochemically reduced 
GO films 

The reduced GO films were also analyzed using C-AFM. In contrast to 
s24 measurements, this method measured transversal conductivity 
through GO film. A simplified scheme of C-AFM measurement setup is 
given in Scheme S3, Supplementary Information, along with the dis-
cussion of different contributions to the measured current maps. Typical 
current maps for several reduction potentials and the LiCl electrolyte are 
depicted in Fig. 4(a). For the low reduction potential (− 0.8 V), GO films 
behave as insulators with a current below 120 pA (represented by a dark 
contrast) across the whole sample surface. An increase of the reduction 
potential till − 0.9 V and − 1.1 V leads to the appearance of small bright 
patches in the current maps indicating a formation of conductive and 
spatially separated islands. At higher reduction potentials (− 1.3 V), the 
current maps become inverted, consisting of a bright (conductive) sur-
face with small and isolated dark (insulating) domains. At the highest 
reduction potential (− 1.5 V), the dark domains practically disappear. 
Therefore, GO films become highly conductive, containing only small 

insulating patches. 
The changes in the current maps as a function of the reduction po-

tential were quantified by calculation of the average current and relative 
area of conductive domains in the scanned areas. They are presented in 
Fig. 4, (b) and (c), respectively, for both LiCl and KCl electrolytes. As can 
be seen, the reduction of GO films has the same trend in both electro-
lytes, but the reduction in KCl starts earlier. At a reduction potential of 
− 1 V, the average current is so high as ~9 nA, and the relative area of 
conductive domains is ~85%. In LiCl, a pronounced reduction happens 
later. Only at the reduction potential of − 1.3 V almost the entire GO 
films become conductive while the average current jumps to 15 nA. As 
explained in Supplementary Information, Section S4, we note that the 
measured current maps also include a contact resistance between the 
rGO layer and the underlying Cu foil. The performed C-AFM is an ex-situ 
technique thus, the formation of the surface oxide layer and its reduction 
at low potentials could affect this contact. However, the s24 measure-
ments suggest an increased contact resistance at deep anodic potentials 
(Fig. 2), which shows an opposite trend to the one observed in the C- 
AFM measurements. Thus, it can be unambiguously concluded that the 
decrease of rGO resistivity dominates the C-AFM measurements (see also 
Section S4, Supplementary Information). 

Using the results of the C-AFM measurements, one can conclude that 
the sharp decrease in the film resistance (R4) obtained using s24 mea-
surements corresponds to the point when the conduction islands of 
reduced GO coalesce, forming a conductive network that bridges the gap 
between the electrodes in the 4-electrode sensor. We note that in the s24 
measurements, the reduction of the GO film starts locally at the points 
where the film is in contact with the Au layer and spreads into the gap 
between two Au stripes (Fig. 3, d). The distance between the Au stripes 
is under 10 μm, which matches the maximum lateral size of GO sheets 
used in this work. Hence, the measured resistance is also affected by the 
migration rate of reduced GO front in the gap region between two Au 
stripes. For this reason, the measured activation energy would be 
affected by the rate of the reduced GO front migration into the inter-Au 
region. However, we note that this setup can also be used to estimate the 
rate of this migration. When a cyclic voltammetry sweep is performed at 
a higher rate (25 mV s− 1), we did not observe any resistance change, 
although the color change from yellow to black was visible. This 
observation indicates that the GO film was reduced at the places where it 

Fig. 4. The reduction of GO film as seen by 
C-AFM. (a) Characteristic current maps for five 
selected reduction potentials measured in LiCl 
electrolyte. The scan size is 10 × 10 µm2. The 
current scale is 20 nA except for the left map 
(− 0.8 V), where the scale is so low as 120 pA 
because of the very low conductivity of unre-
duced samples. (b) Average current and (c) 
relative conductive area (calculated as a ratio 
between conductive and scanned, 10 × 10 µm2 

area, in percent) averaged on five different 
sample locations for each reduction potential.   
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is in direct contact with the Au electrodes but not in-between them. As a 
cyclic voltammetry scan between − 0.5 and − 1.3 V at 25 mV s− 1 requires 
32 s to complete, and the reduced GO film should cross 5 μm to connect 
into a conductive layer, it can be concluded that the reduced GO film 
progresses laterally at a rate below 1.6 × 10− 7 m s− 1 when not in direct 
contact with the current collector. However, this value is just a rough 
estimate as the reduction process does not occur during the entire 
potentiodynamic scan, while the reduced fragments of the GO film could 
act as current collectors for the reduction of adjacent GO parts. 

3.4. Theoretical modeling of GO reduction 

To model the process of GO reduction, we have performed a series of 
semiempirical and DFT calculations on a model of GO sheet (Fig. 5 and 
Fig. 6). According to the Lerf–Klinowski model [43], epoxide and hy-
droxyl groups dominate the GO basal plane [44,45]. As we have pre-
viously discussed the differences in alkali and alkali earth metals with 
epoxide [12], here we focus on hydroxyl groups. This is also important 
considering that OH groups were recently found to be the first to reduce 
electrochemically [18]. The model contained several OH groups clus-
tered together, knowing that such type of sp3 defects appears in dimers 
or clusters [46,47]. The formal stoichiometry of the considered mode 
was C58H33O6. An additional model was constructed so that it also 
contained one isolated OH group over the GO basal plane beside a 
cluster of OH groups (stoichiometry C58H34O7). 

In semiempirical calculations, water was added implicitly as a sol-
vent, but we also considered explicit solvation of Li+ and K+ ions in our 
models. For Li+, we have considered up to three explicit H2O molecules 
in the hydration sphere, while for K+ we considered systems with one or 

no H2O molecules. When considered metal ions were brought in contact 
with the OH groups cluster, no detachment of OH groups and formation 
of MOH unit was observed. The same was when considered the inter-
action of metal ions with an isolated OH group. However, the oxygen 
atom in the OH groups is susceptible to electrophile attack. Thus, we 
added the H atom close to the O in the OH group interacting with the 
metal cation in the next step. The addition of the H atom is analogous to 
the addition of H+ through the electrolyte and one electron through the 
external electric circuit during the electrochemical reduction of GO, as 
we considered the whole systems as singlets and bearing one positive 
charge. A spontaneous detachment of the metal-H2O complex is 
observed upon the relaxation in all the cases (Fig. 5). The main results 
that should be emphasized here are the following: (i) the total energy 
balance is always more negative for K+ compared to the analogous 
scenario with Li+ ions, and (ii) it is always energetically more favorable 
to remove an isolated OH group than the one from the cluster (Fig. 5, see 
energy balances). The first result can be understood by extensive sol-
vation of Li+ ion, which screens the Li+ ion and weakens the interaction 
with the detached H2O molecule. The second result can be understood 
by stabilizing OH clusters due to the extended sp3 hybridization and the 
non-covalent interactions that stabilize an OH cluster (Fig. 5, 
isosurfaces). 

Even more striking differences in the behavior of isolated versus 
clustered OH groups can be seen in the results of DFT calculations 
(Fig. 6). In this case, we performed calculations on charge-neutral sys-
tems and without implicit solvent. Hence, by adding one metal atom to 
the system, we simulate the addition of M+ from the solution and 
electron through the external circuit. If Li or K atom is interacting with 
the OH groups cluster (Fig. 6, a and b), no chemical change is observed. 

Fig. 5. GO reduction as seen by semiempirical quantum chemical calculations. (a) Optimized structure of (K+
+ GO) before and after the addition of one 

hydrogen (H+ + e− ) to the system when K+ interacts with agglomerated OH groups, (b) optimized structure of (K+ + GO) before and after the addition of one 
hydrogen (H+ + e− ) to the system when K+ interacts with an isolated OH group at the GO sheet, (c) the same as for (a) but for the interaction with Li+, (d) the same 
as for (b) but for the case of Li+. At the right, energy balances are provided. All the systems are calculated as singlets having one positive charge. Isosurfaces show the 
regions of non-covalent interactions present in the studied systems. 
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In other words, one ns electron from a metal atom is efficiently trans-
ferred to the GO sheet and stored in the basal plane. Although there is 
some charge depletion in the HO–C bond (Fig. 6, c and d), the MOH 
unit is not detached. The situation is the opposite when M is brought in 
contact with an isolated OH group on the GO basal plane (Fig. 6, d and 
e). In this case, the result is a spontaneous formation of MOH. These 
findings confirm that isolated OH groups over GO basal are more sus-
ceptible to reduction than clustered ones, agreeing with previous theo-
retical calculations [47]. Moreover, previous calculations have also 
shown that the interactions of K with clustered OH groups are ener-
getically more favorable compared to the analogous interactions of Li 
with the same moieties. 

Based on theoretical results, one could also understand why the 
apparent activation energy for electrochemical GO reduction increases 
with reduction potential to a certain point (Fig. 1). This part of the Eact- 
electrode potential dependency could be correlated with the removal of 
easily reducible oxygen functional groups and the formation of reduced 
conductive domains with regenerated sp2 hybridization, in line with 
experimental observations [18]. This hypothesis is also in line with the 
C-AFM measurements (Fig. 4). Upon the progression of electrochemical 
GO reduction, hardly reducible oxygen groups are being removed, and 
breaking the structure of the O-moieties clusters makes their removal 
easier. For this reason, once the integrity of O-moieties clusters is 
compromitted, the activation energy for reduction begins to decay 
(Fig. 1). 

4. Conclusions 

Contrary to a thermally induced oxygen release, electrochemical 
reduction of GO in LiCl and KCl is a fast process with relatively low 
activation energy (below 30 kJ mol− 1), depending on the supporting 
electrolyte. The GO reduction occurs at lower potentials in KCl solution 
than in the LiCl solutions, which is observed not only by using cyclic 
voltammetry but also by simultaneous 2-point 4-point resistance 

measurements on thin GO films. While these measurements suggest that 
the reduced GO films become conductive when reduction reaches high 
degrees, C-AFM measurements show that reduction takes place locally 
but continuously and that conductive islands grow during the reduction 
of GO films. Once these islands coalesce, the lateral conductivity of the 
reduced GO films reaches its maximum, observed as a sharp decrease of 
the film resistance in s24 measurements. Our results also suggest that the 
evolution of gasses during the GO film reduction (H2, CO, CO2) in-
fluences the contact between the reduced GO film and the substrate (in 
our case, Au electrode). This result is of high practical importance as a 
large contact resistance can cause significant energy losses in electro-
chemical energy conversion and storage applications of reduced GO 
films. Theoretical calculations show that the reduction of GO is more 
difficult if the oxygen functional groups are clustered over the GO basal 
plane. Hence, we propose that the GO reduction starts on isolated or low 
coordinated oxygen functional groups, which are easier to reduce. Then 
it progresses, causing a growth of the conductive islands. Presented re-
sults can help tailor reduced GO for capacitive and electrocatalytic ap-
plications. Such precise performance tuning can be enabled by exact 
control of the conductivity of the reduced GO films and of the amount of 
oxygen functional groups. This approach can be a way to maximize the 
performance of reduced GO in particular electrochemical applications. 
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Pašti: Conceptualization, Methodology, Resources, Investigation, 

Fig. 6. GO reduction as seen by DFT. Optimized structures for the interaction between K atom (a) and Li atom (b) with agglomerated OH groups, and the cor-
responding charge different plots (K – (c), Li – (d); isosurface values 1.2 × 10− 3 e Å− 3, blue surface indicate charge loss and yellow surfaces indicate charge 
accumulation), (e) optimized structures of the systems upon the interaction of K atom with an isolated OH group on GO basal planes, (f) the same as (e) but for the 
case of Li atom. The starting structures for (e) and (f) were as in Fig. 5(b) and (d) (left). All the systems were calculated as charge neutral. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.) 
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a b s t r a c t   

Nanolayers of porous ZnSe with thickness of ∼50 nm were prepared by thermal vacuum evaporation, ap-
plying continuous and periodically interrupted deposition at different deposition rates. The surface mor-
phology and film composition are studied by SEM and EDS methods. The XRD and Raman scattering 
measurements are used to confirm zinc blende ZnSe crystal structure. The Phonon confinement model is 
modified to analyze the Raman spectra excited by different laser lines both in non-resonant and near- 
resonant conditions. This analysis provides more profound insight in the ZnSe layers composition, nano-
crystallite size and crystal lattice strain. The Raman results are also supported by the spectroscopic ellip-
sometry regarding the energy gap and porous properties of ZnSe layers. This study shows that both manner 
and rate of deposition significantly affect the nanolayers structure, morphology and optical properties and 
provide preparation of films with properties suitable for application which requires specific porous para-
meters important for the films chemical sensitivity. 

© 2022 Elsevier B.V. All rights reserved.    

1. Introduction 

Zinc selenide, ZnSe, is a semiconductor compound which has a 
variety of interesting properties that make it suitable for many ap-
plications. The large direct band gap and good transparency of ZnSe 
in the visible and infrared regions make it promising material for 
application in solar cells as window layer [1,2]. It can also be applied 
in light emitting devices and laser diodes [3–5], photodetectors [6,7], 
sensors, photocatalysts [8], etc. A variety of thin film deposition 
techniques, such as molecular beam epitaxy [9,10], RF sputtering  
[11], thermal vacuum evaporation [12–15], organometallic chemical 
vapor deposition [16,17], electrodeposition [18], solution growth  
[19], etc. has been employed for the growth of high-quality ZnSe thin 
films. Thermal vacuum evaporation of ZnSe is among the techniques 
frequently used for the film preparations, since it is relatively simple, 
low cost and allows high deposition rates and direct transfer of the 
stoichiometry of the source powder of an II-VI binary compound to 
the film on the substrate. Using this method one can also achieve 

excellent film homogeneity, constant layer thickness and very good 
surface smoothness [20,21]. 

It is well known that the surface morphology, crystallinity, mi-
crostructure, optical and electrical properties of films depend on the 
deposition conditions and a careful selection of these conditions 
plays an important role in attaining the desired properties of thin 
films. Numerous articles have been published in the recent years 
regarding the structural, optical and electrical characterization of 
ZnSe thin films prepared by thermal vacuum evaporation on dif-
ferent types of substrates and under different vacuum pressures  
[22]. It has been demonstrated that the films properties depend 
significantly on the substrate and vacuum pressure, as well as on the 
substrate temperature and post-deposition thermal treatment. Sig-
nificant attention has also been addressed to the effect of the ZnSe 
film thickness on the optical properties, microstructure and surface 
morphology of the films [20–24]. It has been also found that de-
position rate is an important parameter that significantly affects the 
properties of films of various compositions prepared by physical 
vapor deposition [25–27]. However, in the case of ZnSe films pre-
pared by thermal vacuum evaporation the effect of the deposition 
rate has not obtained proper attention. It has been shown recently 
that the change of the deposition rate causes changes in the 

https://doi.org/10.1016/j.jallcom.2022.166942 
0925-8388/© 2022 Elsevier B.V. All rights reserved.   

]]]] 
]]]]]] 

⁎ Corresponding author. 
E-mail address: myramyra@ipb.ac.rs (M. Grujić-Brojčin). 

Journal of Alloys and Compounds 927 (2022) 166942 

http://www.sciencedirect.com/science/journal/09258388
https://www.elsevier.com/locate/jalcom
https://doi.org/10.1016/j.jallcom.2022.166942
https://doi.org/10.1016/j.jallcom.2022.166942
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jallcom.2022.166942&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jallcom.2022.166942&domain=pdf
mailto:myramyra@ipb.ac.rs
https://doi.org/10.1016/j.jallcom.2022.166942


refractive index, optical band gap, dislocation density and surface 
morphology of the films [28]. 

Normally, when applying thermal vacuum evaporation/sub-
limation, a continuous vapor deposition on the substrate takes place. 
Although significantly less frequent, periodic interruption of the 
steam flow is made and the so-called step-by-step film deposition 
has been applied for thin film preparation [13,29,30]. A study on 
ZnSe thin films, prepared by closed space sublimation process and 
step-by-step deposition on substrates at room temperature, has 
shown that the films demonstrate a good quality, high stability, fine 
adhesion, and closely packed structure and they are suitable for 
optoelectronic applications [30]. We have shown that the prepara-
tion of ∼ 50 nm thick CdSe films by applying of step-by-step de-
position resulted in considerably smaller grain size when compared 
to continuous film deposition and this resulted in higher room 
temperature chemical sensitivity to a set of vapors (water, ethanol, 
ammonia, iodine and acetone in air) [31]. Moreover, our room 
temperature experiments on the sensitivity to ethanol vapors of 
step-by-step ZnSe layers have revealed an increase of the layers 
sensitivity with decreasing film thickness and deposition rate  
[32,33]. However, the effect of the manner of deposition on the 
properties of ZnSe films prepared by thermal vacuum evaporation 
has not been studied in detail. New information regarding this effect 
will allow preparation of films with properties suitable for certain 
application. 

In this work, the influence of the deposition rate and manner of 
deposition (continuous, periodically interrupted) on the crystallinity, 
nanostructure, surface morphology and optical properties of ∼50 nm 
thick ZnSe films prepared by thermal vacuum evaporation is ex-
plored. The films properties were studied by using the X-ray dif-
fraction method, scanning electron microscopy, atomic force 
microscopy, spectroscopic ellipsometry, and micro-Raman scattering 
measurements under resonant and non-resonant conditions. A cor-
relation between the results has been established. A modification of 
the Phonon Confinement Model (PCM) has been proposed, which for 
the first time, as far as we know, very well simulates the near-re-
sonant Raman spectra of nanocrystalline materials. 

2. Experimental details 

Nanolayers of ZnSe were deposited on Corning 7059 glass sub-
strates at room temperature with deposition rates Vd = 0.5, 1.5 and 
3.0 nm/s. The layers were produced by thermal evaporation of 
powdered ZnSe (Merck, Suprapure) at a residual pressure of 3 × 10−4 

Pa. A tantalum crucible located at the bottom of a cylindrical screen 
(not intentionally heated) was used for the evaporation of ZnSe. The 
top of the screen was close to the substrates; thus, evaporation in a 
quasi-closed volume was carried out. The deposition rate and layer 
thickness were controlled by a preliminary calibrated quartz mi-
crobalance system. The layers were prepared by applying two ap-
proaches: (i) continuous deposition (CD), in which the substrates 
were fixed over the crucible and (ii) periodically interrupted de-
position (PD) - during the deposition the substrates were rotated at a 
rate of 8 turns min−1 and spend only 1/12 part of the turn time 
(∼0.6 s) over the crucible. At each turn a portion of ZnSe vapors 
condenses on the substrates and the time interval between the 
consecutive portions reaching the substrates is around 7 s; the 
amount of material in each portion depends on the deposition rate. 
The film thickness determined from the spectroscopic ellipsometry 
data is given in Table 1 together with the film deposition rate. Re-
lative high deviation (of ∼20%) from the intentional thickness of ∼ 
50 nm is observed only at the highest deposition rate. 

The films crystal structure was investigated by X-ray diffraction 
(XRD) measurements performed in the 2θ range by PANalytical 
Empyrean diffractometer using the CuKα line. 

The surface morphology was investigated by scanning electron 
microscopy (SEM) using a JEOL JSM 6390 microscope, operated at 
20 kV (magnification 2000×, 5000×, 10000×, 15000× and 20000× in 
conjunction with energy dispersive X-ray spectroscopy (EDS, Oxford 
INCA Energy 350) equipped with ultrahigh resolution scanning 
system (ASID-3D) in regimes of secondary electron image (SEI) and 
back scattered electron image (BEC). Also, the atomic force micro-
scopy (AFM) based imaging of film surface was done at ambient 
conditions, using Ntegra Prima AFM system and NSG01 probes. 

The optical refraction, absorption and porosity of the films were 
explored by multiple-angle spectroscopic ellipsometry (SE) mea-
surements performed on a Woollam’s automatic spectroscopic el-
lipsometer M2000D working in the reflection mode. SE data were 
taken in the wavelength range from 193 to 1000 nm at angles of 
incidence of 50°, 55° and 60°. Complete EASE 5.10 J. A. Woollam Co., 
Inc. software was used for data acquisition and analysis. A model 
based on the Bruggeman effective medium approximation was ap-
plied in the spectral range of 400–1000 nm. A modeled structure 
that consists of glass substrate and a porous ZnSe layer was used for 
sample description. During the fitting procedure reference data for 
bulk ZnSe were used, which are included in the Complete EASE 
program. 

Raman scattering measurements were performed by using the 
TriVista TR557 triple spectrometer system equipped with a nitrogen- 
cooled CCD detector. The samples were excited in backscattering 
micro-Raman configuration by deep blue, blue, green or red line of a 
mixed Ar+/Kr+ laser with wavelengths of 457.9, 488, 514.5 and 
647 nm, respectively. The Raman scattering measurements have 
been performed in the air, at room temperature, using objective lens 
with 50× or 100× magnification to focus the laser to a spot size of 
around 1 µm (depending on the numerical aperture of objectives and 
laser wavelength). The laser power under the objective was less than 
0.5 mW, unless otherwise noted. To record the high resolution 
spectra 900/900/1800 grooves/mm diffraction grating combination 
was used in TriVista system. 

3. Results and discussion 

3.1. Surface morphology and film composition 

The SEM and AFM imaging of the film surface allowed us to get 
general information about surface morphology. Two representative 
SEM images of the same magnification, taken on a step-by-step ZnSe 
thin film prepared at deposition rate of 0.5 nm/s and continuously 
prepared film at deposition rate of 3.0 nm/s are shown in the  
Fig. 1(a) and (b), respectively. It is seen that the surface is grainy with 
single outgrowths (hillocks) protruding out, more pronounced on 
the surface shown in Fig. 1(a). Two dimensional (2D) and three-di-
mensional (3D) AFM surface images of the sample prepared by step- 
by-step method at deposition rate of 0.5 nm/s are shown in Fig. 1(c) 
and 1(d), respectively. These images reveal porous structure of the 
film surface which is associated with big grains surrounded by large 
holes. The SEM and AFM results are in general agreement with the 
SE results on the film porosity shown later in the text. However, 
larger structures seen in AFM images, recorded few months after the 
SEM measurements, are probably induced by gradual merging/coa-
lescence of the pores and the formation of larger islands and holes 
during this time period. 

The vaporization of cadmium and zinc sulfides, selenides, and 
tellurides has been thoroughly examined in many studies [34] and 
references therein]. It has been reported that the vaporization 
coefficients of these compounds are in the range 0.1–0.3, which 
suggests that, not only the most stable diatomic molecules, but also 
free S, Se, and Te atoms can be detached from the surface in the 
course of vaporization. The EDS results obtained for a PD film de-
posited at a rate of 0.5 nm/s have shown that the film bulk is Se-rich 
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(the ratio R = (at% of Zn)/(at% of Se) is around 0.8), while in the 
hillocks a Zn excess has been detected (R ∼ 1.25). The existence of 
over stoichiometric Se in the sample bulk may be due to the low 
deposition rate which corresponds to relatively low temperature of 
the Ta crucible. No appreciable amount of carbon was detected and 
because of the usage of Corning 7059 glass substrate, no information 
was obtained for presence of oxygen atoms in the film and its 
amount. 

3.2. Crystal structure and crystallite size estimated from XRD data 

The X-ray diffraction patterns of ZnSe films, prepared with de-
position rate of 0.5 nm/s, 1.5 nm/s and 3.0 nm/s by applying con-
tinuous or periodically interrupted deposition, together with the 
pattern of the Corning 7059 glass substrate, are shown in Fig. 2. The 
broad hump in the background of all ZnSe patterns originates mostly 

from the amorphous glass substrate, but also could point to the 
presence of some amorphous phase in the ZnSe thin films [35,36]. 

The most prominent diffraction peak at about 2θ = 27.31°, fol-
lowed by two low intensity peaks at around 45.61° and 53.81°, are 
observed in all ZnSe XRD patterns. These features are in a very good 
agreement with the characteristic diffraction peaks corresponding to 
(111), (220), and (311) planes of a cubic zinc blende ZnSe structure 
(JCPDS card no. 37–1463 of ZnSe with lattice parameter a = 5.668 Å). 
The intensity of XRD peaks observed in ZnSe patterns varies with 
changing deposition rate and manner of deposition; it increases with 
increase of deposition rate and with application of continuous de-
position. Also, these peaks were considerably broadened in com-
parison to bulk material due to small size of the ZnSe 
nanocrystallites in investigated films. 

The average nanocrystallite size (D) was estimated using the 
Scherrer formula [37]: 

Table 1 
Deposition manner and rate of ZnSe films together with film thickness estimated from SE measurements, and corresponding XRD results: the diffraction angle and FWHM of (111) 
diffraction peak (Lorentzian fit), used to calculate lattice parameter, nanocrystallite size, microstrain and dislocation density by the Eqs. (2), (1), (3) and (4), respectively.          

Deposition manner/ 
Sample name 

Deposition rate 
(nm/s)/ 
Film thickness (nm) 

Diffraction angle 
2θ (°) 

FWHM 
(°) 

Lattice parameter 
a (nm) 

Nanocryst. size 
D (nm) 

Microstrain 
ε (%) 

Dislocation density 
δ (1011 cm−2)  

Periodic 
PD12 

0.5/56  27.49(6)  1.2(2)  0.5614(9) 7.0  ±  0.9  0.52(7)  20(5) 

Continuous 
CD22 

0.5/52  27.32(5)  0.9(1)  0.5649(5) 8.9  ±  0.7  0.41(3)  12(2) 

Periodic 
PD32 

1.5/51  27.26(4)  0.8(1)  0.5661(4) 9.9  ±  0.7  0.37(3)  10(1) 

Continuous 
CD42 

1.5/52  27.19(3)  0.67(8)  0.5675(2) 12.1  ±  0.7  0.30(2)  6.5(7) 

Periodic 
PD62 

3.0/43  27.27(6)  0.8(2)  0.5657(6) 10.1  ±  1.0  0.36(4)  9(2) 

Continuous 
CD52 

3.0/64  27.20(1)  0.44(3)  0.5673(1) 18.3  ±  0.6  0.198(7)  2.9(2) 

Fig. 1. SEM images of ZnSe thin films samples prepared by (a) step-by-step method at deposition rate of 0.5 nm/s and (b) continuous method at 3.0 nm/s rate; AFM images of the 
sample prepared by step-by-step method at deposition rate of 0.5 nm/s: (c) 2D topography and (d) 3D topography. 
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=D
K
cos (1) 

where λ = 1.5418 Å is the wavelength of X-ray radiation and K is a 
Scherrer’s constant with the most common value of 0.94 for sphe-
rical crystals with cubic symmetry [37]. Diffraction angle (θ) and 
full-widths-at-half-maximum (FWHM, β) estimated by fitting of 
(111) diffraction peak by Lorentzian shape, are shown in Table 1 for 
all investigated ZnSe samples. Based on these values, in addition to 
nanocrystallite size, the values of lattice parameter, microstrain, and 
dislocation density were also calculated (Table 1). The lattice para-
meter a in cubic structure is determined according to the equation: 

=
+ +

d
a

h k l( )2 2 2 (2) 

where the lattice spacing d is calculated using Bragg’s formula 
( =d /2sin ), whereas h, k and l represent the lattice planes. The 
microstrain ε was calculated as [38]. 

= cos /4 (3)  

For cubic ZnSe thin films the dislocation density δ has been cal-
culated on the basis of Williamson and Smallman method, using the 
formula [15]. 

= aD15 / (4)  

From the interdependences of obtained values, as well as their 
dependences on deposition conditions several important conclu-
sions may be drawn. It has been shown in Fig. 3 that the values of 
lattice parameter are around the ZnSe bulk value for the 

nanocrystallite size greater than 9 nm, whereas the reduction of 
nanocrystallite size is followed by drastic decrease in lattice para-
meter, indicating the existence of significant compressive strain in 
the films with small ZnSe nanocrystals. On the other hand, Fig. 4(a) 
shows that at each deposition rate the nanocrystallite size in CD- 
films is larger than that in the PD-films. Moreover, a considerable 
linear increase of the nanocrystallite size with increasing deposition 
rate is seen in continuously deposited CD-films (from 8.9 nm to 

Fig. 2. X-ray diffraction patterns of pairs of ZnSe films prepared with deposition rate 
of 0.5 nm/s (PD12, CD22), 1.5 nm/s (PD32, CD42) and 3.0 nm/s (PD62, CD52) by ap-
plying continuous (CD) or periodically interrupted (PD) deposition, with characteristic 
Miller indices of zinc blende ZnSe crystal structure given in the parentheses. The 
patterns of ZnSe films are upshifted for clarity. 

Fig. 3. The dependence of ZnSe lattice parameter on nanocrystallite size estimated 
from XRD data. 

Fig. 4. The dependence of nanocrystallite size (a) and dislocation density (b) on film 
deposition rate. The dashed lines in (a) represent linear fits of the corresponding data 
points, whereas the lines in (b) are used as the guide for the eye only. 
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∼18 nm). A weaker size increase with the deposition rate is also 
observed in the PD-films, prepared by periodically interrupted de-
position (from ∼7 nm to ∼10 nm). The crystallite size increase with 
the deposition rate has been reported for thin films from various 
materials prepared by thermal vacuum evaporation [25–27]. A linear 
increase of the crystallite size (in the range of 21.6–42.9 nm) has also 
been reported in Ref. [28] for 250 nm thick ZnSe films, prepared by 
continuous deposition on glass substrates at room substrate tem-
perature, when the deposition rate increases from 0.2 to 0.8 nm/s. 
The grater crystallite sizes in these films are probably due to the five 
times larger film thickness [39,40]. Moreover, the Fig. 4(b) shows 
that the increase of deposition rate triggers off the decrease of dis-
location density both in CD- and PD-films, indicating an improve-
ment in ZnSe crystal quality with increasing deposition rate. 

3.3. Optical properties determined by spectroscopic ellipsometry 

From spectroscopic ellipsometry data refractive index n, extinc-
tion coefficient k and optical absorption coefficient α of the films in 
the spectral range of 400–1000 nm were calculated by applying the 
Bruggeman’s effective medium approximation. Refractive index 
spectra of all types of ZnSe thin films are shown in Fig. 5(a). It can be 
seen that at each deposition rate n of the continuously deposited 
film has higher value than that of the corresponding periodically 
deposited film. Similar dependence is observed for the extinction 
coefficient in the wavelength region 400–450 nm (Fig. 5(b)). The 
optical band gap energy, estimated from the extinction coefficient k 
according to standard procedure [41] has almost the same value of Eg 

≈ 2.73 eV in all investigated films (as denoted in Fig. 5(a)). 
The refractive index and extinction coefficient describe the light 

propagation in the films and, in general, the refractive index of a 
material increases with its density [42] but there is no an overall 
relationship between the refractive index and the density of all 
materials [43]. 

We supposed that the observed lower n (and k) values of the PD- 
films are related to lower films density. By applying the Bruggeman’s 
effective medium approximation the film’s porosity (i.e. the volume 
fraction of pores in the film in %) was determined. Below, porosity is 
used to follow the changes in the film’s density caused by the 
changes in the preparation conditions. The porosity variations are 
shown in the inset of Fig. 5(b) It is clearly seen that for each 

deposition rate the porosity value of the periodically deposited PD- 
film is significantly higher than that of the CD-film i.e. the applica-
tion of periodic deposition results in lower film density than the 
application of continuous deposition. Moreover, one can see from 
the inset that the increase of the deposition rate results in a film 
density increase. 

At the first stage of thin film deposition, an embryo (nanocluster) 
formation occurs which depends on the temperature, chemical 
nature, structure and cleanness of the substrate surface [39]. Further 
material deposition results in coalescence of nanoclusters and grain 
formation and therefore grainy microstructure has been observed 
for many evaporated and sputtered films [44]. As long as the de-
position process involves a phase transformation from the vapor to 
the solid state, voids (pores) are generally formed in the films irre-
spective of the preparation method (evaporation, sputtering or 
electrodeposition) [45]. The observed variations in the films micro-
structure have been explained by the so-called structure zone model  
[46]. According to this model, at low substrate temperatures 
(Ts < 0.3Tm, Tm – melting temperature of the film material) the dif-
fusion of atoms reaching the surface (adatoms) is too weak to ensure 
the filling of the shadowed surface regions (self-shadowing effect) 
and this leads to formation of columnar structure and pores. At 
higher temperatures (Ts > 0.5Tm) the surface diffusion of adatoms 
becomes intense and this leads to growth of dense films with big 
grains. In the present work, the ZnSe films were deposited at sub-
strate temperature Ts ≈ 300 K. Even if a slight heating of the sub-
strates by radiation from the tantalum crucible occurs, the substrate 
temperature is rather low (Ts <  < 0.3Tm) and according to the zone 
model the observed variations in the film microstructure should be 
caused by the changes of both the deposition rate and the manner of 
deposition. 

The observed increase of the crystallite size with the increase of 
the deposition rate (Fig. 4(a)) can be understood by considering the 
processes of surface diffusion of adatoms, nucleation and coales-
cence of nuclei during deposition. In the case of thermal evaporation 
in vacuum the kinetic energy of atoms is only a few tenths of 1 eV  
[46]. Therefore, at substrate temperatures Ts ≈ 300 K, the surface 
diffusion of Zn and Se atoms should be rather slow and the density of 
nuclei which can potentially coalesce to form grains is small, re-
sulting in a small grain size. During continuous film deposition, 
when deposition rate increases, the number of atoms reaching the 

Fig. 5. Refractive index spectra (a), spectral dependences of the extinction coefficient (b) of 50 nm thick ZnSe thin films prepared at various deposition conditions denoted in the 
Figs. Porosity data are shown in the inset of (b). 
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surface per unit time is higher, the number of nuclei formed on the 
surface can be larger and their coalescence can result in greater 
crystallite size (Fig. 4(a)) and lower film porosity (the inset in  
Fig. 5(b)). 

Residual gases under vacuum chamber can also influence the 
growth of the individual grains [47]. Adsorbed impurity atoms and/ 
or precipitates accumulated on the surface of growing crystallites 
can suppress their growth. It has been found that the ratio of the 
number of residual gas atoms adsorbed on the substrate (or on the 
surface of the growing film) to the number of film atoms arriving to 
the substrate surface per time and area is inversely proportional to 
the deposition rate [47] though the effect is not very strong. An in-
crease of the deposition rate will reduce the influence of the residual 
gas atoms on the grain growth and will allow the formation of larger 
grains. Probably, in the case of continuous deposition of ZnSe films 
the observed linear nanocrystallite size increase with the deposition 
rate (Fig. 4(a)) is related to both the increase of the number of atoms 
reaching the surface per unit time and reduction of adsorbed re-
sidual atoms. 

As seen in inset in Fig. 5(b) and Fig. 4(a) at a given deposition rate 
the nanocrystallite size in the ZnSe CD-film is larger than the size in 
the corresponding PD film and, also, the porosity of the PD-film is 
higher than that of the corresponding CD-film. It is mentioned in 
Experimental details that during periodically interrupted deposition 
the substrates were rotated at a rate of 8 turns min−1 and spend only 
1/12 part of the turn time (∼0.6 s) over the crucible as the time in-
terval between two consecutive portions is ∼7 s. Hence, one can 
assume that during the PD-deposition the amount of the adsorbed 
residual gas atoms is significantly greater than that adsorbed during 
the CD-deposition which can result in smaller nanocrystallite size 
and higher porosity of the PD-films. 

3.4. Analysis of Raman scattering measurements results 

In order to additionally analyze the nanostructure and phase 
composition of ZnSe films in dependence on deposition parameters, 
the Raman scattering measurements were performed using several 
laser lines of a mixed ArKr laser. Experimental Raman spectra of 
ZnSe films and Corning glass substrate taken by 514.5 nm laser line 
are shown in Fig. 6. The spectra of investigated ZnSe films are 
dominated by relatively broad feature, which is centered at about 
254 cm−1 and has a similar maximum intensity in almost all films. 
Pronounced shoulders on both lower and higher frequency side of 
this feature indicate that it does not originate only from the long-
itudinal optical (LO) mode, positioned at ∼252 cm−1 in bulk ZnSe 
crystal [48]. Mentioned feature is a bit narrower and centered at 
about 252 cm−1

, without shoulder at higher frequency side only in 
the spectrum of the CD22 film. A feature which appears in all spectra 
of investigated films at about 210 cm−1 could be also attributed to 
ZnSe structure and it is assigned to transversal optical (TO) Raman 
mode. This mode is more pronounced in the spectra of CD films, 
whereas it is the least pronounced in the spectrum of the PD12 film. 
Beside the Raman feature in the frequency region of the first order 
TO and LO ZnSe modes, additional low intensity features could be 
noticed at the frequencies between 100 and 150 cm−1, 350 and 
400 cm−1, as well as in the region of second order 2LO ZnSe mode, 
around 500 cm−1. 

When analyzing Raman spectra presented in Fig. 6, it should be 
kept in mind that the formation of Se phases during the deposition 
of porous ZnSe films is quite probable, as indicated by the results of 
EDS measurements, where the excess of Se in those films has been 
revealed. However, a detailed analysis of observed Raman features is 
not an easy task, primarily because selenium-related modes are 
often positioned at similar frequencies as modes originated from the 
ZnSe structure. Namely, the Se-related modes corresponding to tri-
gonal t-Se chains at ∼234 cm−1, Sen chains in disordered 

configurations at ∼250 cm−1, and Se8 rings at ∼260 cm−1 [49] are 
very close not only to the 1LO attributed to vibrations of only Se 
anions in ZnSe crystal lattice [50], but also to the surface optical 
mode and some second order ZnSe modes (which will be discussed 
below). An additional problem in Raman analysis is high sensitivity 
of selenium to laser irradiation. It is known that the increase of laser 
power density above 104 Wcm−2 during the Raman measurement 
leads to the appearance of modes related to t-Se [51], due to laser 
induced crystallization of amorphous selenium [52]. 

To reveal the selenium phase in as-deposited films the Raman 
measurements have been performed using red, green and blue laser 
lines, with the power density at the sample surface, so called irra-
diance Iex ≈ 5 × 103 Wcm−2. The spectra of the CD52 film are shown in  
Fig. 7(a) for the same irradiance of all three laser excitation wave-
length. Note the absence of resonant enhancement of the t-Se phase 
related mode at about 235 cm−1 [51] in the case of excitation by the 
647 nm laser line with photon energy close to the bandgap of Se 
(∼1.9 eV at 300 K). On the other side, the slightly greater prominence 
of Se-related modes in the spectrum obtained by green line may be 
the consequence of their resonant enhancement at wavelength of 
514.5 nm, also reported by Ohta et al. for selenium thin films with 
the structure resembling to the amorphous selenium [53]. In order 
to avoid possible resonant enhancement of the Se-related modes, 
the influence of laser power increase on Raman spectra of ZnSe films 
excited by 488 nm laser line is investigated. The spectra of CD52 
presented in Fig. 7(b) have shown that increase of laser power causes 
the appearance and intensifying of Raman feature in the range of 
105–140 cm−1, which most likely originates (at least partially) from 

Fig. 6. Experimental Raman spectra of ZnSe films and Corning glass substrate taken 
by 514.5 nm laser line (all spectra are corrected with Bose-Einstein thermal correction 
factor). The irradiance Iex ≈ 104 Wcm−2. 
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Se-related mode at about 115 cm−1 [53], as well as a slight increase in 
the intensity of the Se-related modes at around 235 and 265 cm−1 

relative to the maximum intensity of central Raman feature at 
∼253 cm−1 (inset in Fig. 7(b)). These effects are accompanied by 
slight redshift of central position of the feature due to laser induced 
local heating at maximal applied power. All observations based on 
the results presented in Fig. 7 indicate that selenium exists mainly in 
amorphous phase in as-deposited films, but irradiation with higher 
laser power can lead to partial crystallization of the selenium phase. 

In order to analyze numerous overlapping Raman modes in the 
range of 200–300 cm−1, the Raman scattering measurements had to 
be performed under the conditions that provided the contribution of 
1LO ZnSe mode to be emphasized, the impact of Se-related modes 
minimized, and the influence of Raman signal from glass substrate 
eliminated. Therefore, the Raman spectra of all ZnSe films were re-
corded using 457.9 nm laser line with photon energy of ∼2.71 eV, 
which is very close to the band-gap energy (∼2.73 eV) of investigated 
films, as estimated by SE measurements. It can be seen that Raman 
feature located at about 251 cm−1 in the spectra obtained by 
457.9 nm line is centered at lower frequency, narrower and with less 
complex shape (Fig. 8) in comparison to the same feature in corre-
sponding spectra recorded by 514.5 nm (Fig. 6) in all ZnSe films. The 
position, shape and intensity of this feature, together with the ap-
pearance of multiphonon modes at ∼500 and 750 cm−1, clearly in-
dicate resonant enhancement of LO ZnSe Raman modes in all 
experimental spectra recorded by 457.9 nm laser line. This en-
hancement is the most pronounced in the spectrum of CD52 film, 
and it is the weakest in the spectra of PD12 and CD22 films. Thereby, 
the position of 1LO ZnSe mode slightly varies from about 250.6 
(CD22) to 251.4 cm−1 (CD52), whereas the variation of mode line-
width is somewhat more pronounced, up to ∼2 cm−1. 

The comparison of corresponding experimental spectra from  
Figs. 6 and 8, as well as the spectra shown in Fig. 7(a), point to 
variation of the 1LO Raman mode position and width with excitation 
laser energy. Note that similar behavior of 1LO mode has already 

Fig. 7. Experimental Raman spectra of ZnSe film CD52 taken at (a) laser wavelengths of 488, 514.5 and 647 nm and (b) output laser power of 10, 40 and 100 mW at laser 
wavelength of 488 nm (the inset: normalized Raman spectra in the range of 1LO mode). 

Fig. 8. Near-resonant Raman spectra of ZnSe films taken by 457.9 nm laser line with 
first (1LO), second (2LO), and third (3LO) order longitudinal optical Raman modes 
denoted. The asterisks denote the frequencies of plasma laser lines, where corre-
sponding spectral points are obtained by extrapolation (all spectra are corrected with 
Bose-Einstein thermal correction factor). The irradiance Iex ≈ 104 Wcm−2. 
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been observed in other II-VI semiconductor nanostructures, such as 
CdSe, CdS [54], but a complete explanation of this effect has not been 
given. So, Valakh et al. [55] have noticed a decrease of LO mode 
frequencies in the Raman spectra of CdSe nanoparticles with change 
of laser excitation wavelength λex from 528.7 to 457.9 nm. These 
authors related this effect to the selection of smaller nanoparticles 
by shorter λex, because smaller CdSe nanoparticles have a larger 
bandgap and LO mode redshift, due to stronger confinement of 
charge carriers and phonons, respectively. However, they have also 
noted that proposed explanation has a restriction: the shortening of 
wavelength excitation from 457.9 down to 441.7 nm is not followed 
by further redshift of LO frequency observed previously for longer λex 

and predicted by the PCM. Probably the best explanation for LO 
frequency variation with λex has been offered for CdS quantum dots 
by Schreder et al. [56], assuming the nanocrystallite size distribution 
as a reason for the phonon shift, because different excitation wa-
velengths selectively enhance Raman contributions of quantum dots 
with certain diameters. 

Because of all mentioned above, we have proposed in this paper a 
modification of the PCM that explains the changes of the 1LO mode 
shape and position with the change of excitation wavelengths, de-
scribing quantitatively its behavior in resonant conditions. To ana-
lyze the shift and broadening of 1LO Raman mode due to the effects 
of ZnSe nanocrystallite size and change in ZnSe lattice parameter, 
obtained both under non-resonant and near-resonant conditions, 
the PCM and modified PCM are used, respectively. Although phe-
nomenological, the PCM successfully simulates important features 
such as phonon confinement and microstrain in relation to nano-
crystallite size distribution. It also should be noted that PCM is not 
designed to consider some effects which also might have an impact 
on the Raman spectra, such as nonstoichiometry, electron-phonon 
interaction, plasmon modes phenomena, etc. 

3.5. The modified phonon confinement model 

The PCM is phenomenological method used to simulate experi-
mental Raman spectra in order to take into account different na-
nosize induced effects. Several independent factors, like phonon 
confinement, strain, non-homogeneity of the size distribution and 
variations in phonon relaxation with crystallite size decreasing 
contribute to the position and linewidth of calculated Raman mode  
[48,57–60]. Due to crystallite size decrease, the phonons are con-
fined and optical phonons over the entire Brillouin zone are con-
tributing to the first-order Raman spectra. For effective crystallite 
size (or coherence length) L and Gaussian confinement function the 
Raman intensity I(ω,L) is calculated as a superposition of weighted 
Lorentzian contributions over the whole Brillouin zone [57,58]: 
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with q as a wave vector, β - confinement strength and Γ - the in-
trinsic mode linewidth. The Brillouin zone is assumed to be homo-
geneous and isotropic sphere, and the sum is carried over n 
dispersion curves ωi(q), with mode degeneracy and symmetry of 
directions in the Brillouin zone taken into account. Phonon disper-
sions are taken from corresponding bulk counterparts [59–61]. The 
additional shift Δω(q) of Raman mode in Equation (r1), caused by 
relative variation of lattice parameter a, is introduced into the PCM 
as [48,60]. 

=q q a a( ) 3 ( ) / 0 (6) 

where γ represents Grüneisen parameter, Δa/a0 - relative variation of 
unit cell parameter, and a0 – unstrained unit cell parameter. Ac-
cording to this, the increase of unit cell parameter (tensile strain) 

induces redshift of the Raman modes, whereas the decrease of unit 
cell parameter (compressive strain) leads to the blueshift. 

For the nanocrystals with nanocrystallite size distribution the 
Raman scattering intensity I(ω) is given by [62,63], 

I I L L dL( ) ( , ) ( ) (7)  

The crystallite size distribution ρ(L) here is defined as asym-
metric Gaussian 
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with step-function 
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where L0 is an effective crystallite size (correlation length), used as a 
central value of asymmetric Gaussian function, and σ is a mean 
halfwidth defined as σ = (σL+ σR)/2. The σL and σR are standard de-
viations corresponding to left and right side of asymmetrical 
Gaussian curve. 

Under resonant conditions, in nanomaterial with pronounced 
dependence of the energy gap on crystallite size and relatively wide 
nanocrystallite size distribution, the greatest contribution to the 
resonant Raman spectrum comes from Raman scattering on the 
crystallites whose energy gap is closest to the laser excitation en-
ergy. In order to simulate the resonant Raman spectrum, we have 
modified the PCM by introducing an additional weight function, in a 
manner which favors contributions of the particles with energy gap 
close to the excitation energy. For this purpose the Gaussian function 
is introduced into the integral over the nanocrystallite size (Eq. 7): 

I I L L L dL( ) ( , ) ( ) ( )RES (10) 

where ρRES is narrow asymmetric Gaussian function (Eq. 8), centered 
around the size of the nanocrystallites whose gap corresponds ex-
actly to the excitation energy, regardless the nanocrystallite size 
distribution in the sample. 

The 1LO ZnSe Raman mode is simulated by using the following 
room temperature parameter set: the phonon strength β = 4π2, in-
trinsic linewidth Γ = 8 cm−1 [64], Grüneisen parameter γ = 0.82 [65]. 
According phonon dispersions of zinc blende ZnSe by Kunc et al.  
[66], the dispersion functions along the high symmetry directions in 
Brillouin zone are expressed in approximate cosine form [60,67]:  

ωi(q) = ω0 + Bi(1−cos(qπ))                                                      (11) 

where ω0 = 252 cm−1 [48] is the frequency of 1LO mode in the center 
of Brillouin zone, and the values of Bi constants (8, 18 and 26 cm−1) 
are chosen do describe the phonon behavior outside the zone centre  
[66], along phonon dispersion curves Γ−X, Γ−K, and Γ−L, respectively. 
According to the XRD results (Fig. 2) lattice parameter a for nano-
crystallites with size greater than 9 nm is assumed to be equal to 
bulk value (a0 =0.5668 nm), whereas for smaller nanocrystallites 
parameter a is linearly decreased with the nanocrystallite size de-
creases. The crystallite size distribution ρ(L) has been adjusted to 
obtain best fitting results. Through this procedure relatively wide 
nanocrystallite size distributions are estimated for each sample, si-
milar to previous ZnSe film research [33,48,68]. In case of PCM 
modified to simulate the resonant spectra, the same weight function 
ρRES(L) is used for all samples, as a very narrow profile centered 
around LRES= 9.5 nm, because the bandgap corresponding this na-
nocrystallite size is equal to used laser excitation energy of 2.7077 eV 
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(457.9 nm), according to correlation between the size of ZnSe na-
nocrystallites and their band gap [69]. 

In Fig. 9 experimental Raman spectra of CD52 ZnSe films taken by 
514.5 nm and 457.9 nm laser lines are fitted by the sum of the 1LO 
ZnSe Raman profiles simulated by the PCM, and other modes fitted 
by Lorentzians. The Raman shift and FWHM of 1LO mode are esti-
mated by PCM (Equation r3) in non-resonant (514.5 nm) conditions, 
whereas for estimation of these values in resonant (457.9 nm) con-
ditions a modified PCM through the Equation r6 is used. The ob-
tained results are summarized in Table 2 for all films. The ZnSe 
nanocrystallite size (L0) estimated by PCM as fitting parameter are in 
the range from 7 nm (PD12) to 17 nm (CD52) (Table 2), which is in 
very good agreement with nanocrystallite size (D) obtained from 
XRD data (see Table 1). 

The dependence of Raman shift and FWHM of ZnSe 1LO mode on 
L0 in resonant and non-resonant conditions is illustrated in Fig. 10. In 
non-resonant conditions the frequency of calculated 1LO mode is 
decreased with the increase of nanocrystallite size (Fig. 10(a)). The 
1LO frequencies are higher than bulk value for nanocrystallites from 
7 to ∼10 nm, and lower than bulk value for greater nanocrystallites. 
We remind that the XRD results have shown the reduction of na-
nocrystallite size followed by strong decrease of the lattice para-
meter, indicating the existence of significant compressive strain in 
the films with small ZnSe nanocrystals. Hence the 1LO frequency 
decrease with increasing nanocrystallite size is the consequence of 
dominant influence of compressive strain in small nanocrystallites, 
followed by the blueshift of Raman mode. On the other side, for 
nanocrystallites bigger than 10 nm the influence of phonon 

Fig. 9. An example of fitting procedure of experimental Raman spectra of ZnSe film (PD12) taken by 514.5 nm (a) and 457.9 nm (b) laser lines, together with the corresponding 
calculated results, given as the sum of 1LO ZnSe Raman mode obtained by the PCM, and other modes fitted by the Lorentzians (including surface optical phonon (SOP) mode). All 
experimental spectra are normalized to maximal intensity, corrected with Bose-Einstein thermal correction factor, and the spectra taken by 514.5 nm are additionally corrected by 
subtraction of appropriately scaled substrate spectrum. 

Table 2 
The results of PCM calculation of 1LO ZnSe Raman mode performed on experimental spectra taken by 457.9 and 515.4 nm.         

Phonon confinement model results 

λex= 457.9 nm λex= 514.5 nm Nanocrystallite size, L0 (nm) 

Deposition manner/ 
Sample name 

1LO Raman shift 
(cm−1) 

1LO FWHM 
(cm−1) 

1LO Raman shift 
(cm−1) 

1LO FWHM 
(cm−1)  

Periodic 
PD12  

250.9  10.2  256.4  16.5  7.0 

Continuous 
CD22  

250.6  9.8  252.2  13.2  9 

Periodic 
PD32  

250.6  9.7  252.7  15.3  9.6 

Continuous 
CD42  

250.9  9.1  251.7  13.3  11.5 

Periodic 
PD62  

250.7  9.5  252.3  15.2  10.5 

Continuous 
CD52  

251.4  8.2  251.6  12.0  17.0 
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confinement is dominant, leading to the redshift of 1LO mode in 
comparison to bulk value. Under resonant conditions simulated 1LO 
frequencies for all films are below bulk value and their variations 
with nanocrystallite size are significantly smaller in comparison to 
non-resonant conditions. The Raman shift is increased with the 
nanocrystallite size, approaching to the bulk value, with the excep-
tion of the L0 = 7 nm (film PD12), where the influence of phonon 
confinement goes beyond the strain influence. The FWHM is above 
the bulk value in all samples, decreasing with the increase of na-
nocrystallite size in both non-resonant and resonant conditions 
(Fig. 10(b)), with significantly smaller values and variations in re-
sonant conditions. 

Note that the intensity of simulated 1LO Raman mode follows the 
variations of maximal intensity of the spectra taken by 514.5 nm 
(Fig. 6). This intensity is higher in the films with smaller nano-
particles, but the differences between intensities are not so sig-
nificant. On the other side, in the near-resonant spectra taken by 
457.9 nm (Fig. 8) the intensity of simulated 1LO modes in the 
spectrum of film with the biggest nanoparticles (CD52) is more than 
four times higher than in the spectra of film with the smallest na-
noparticles (PD12). This confirms the essential assumption of mod-
ified PCM that nanoparticles of different size have different 
contribution to Raman spectra under the near-resonant conditions. 
Namely, enhanced Raman scattering from the nanoparticles with 
bandgap values close to excitation energy, leads to significantly 
higher intensity of 1LO Raman mode registered in films with bigger 
nanoparticles. 

In the Raman spectra of porous II-VI semiconductor nanocrystals 
a broad Raman feature between TO and LO modes usually is assigned 
to the surface optical phonon (SOP) [54]. Specifically, Irmer et al. [51] 
have studied such porosity-induced vibrational modes as Fröhlich 
vibrational modes in nanoporous ZnSe layers. They concluded that 
Fröhlich mode is located between the TO and LO phonon modes, 
appearing at 239 cm−1 in the spectrum of ZnSe sample with the 
porosity of 50%. The SOP mode frequencies predicted by theoretical 
simulation, based on the effective medium theory [51 and references 
therein] for porosity values estimated from SE (Table 3), were used 
in fitting procedure of the non-resonant spectra of porous ZnSe films 
investigated here. Integrated intensity of so positioned SOP mode, 
estimated as a result of fitting process, is shown in Table 3 for all 
films. These results have shown that SOP integrated intensity has 
lower values in the films prepared by continuous deposition than in 

their counterparts produced by periodically interrupted deposition, 
similar to the reduction of porosity in continuously deposited films. 
However, it should be noted that presented values for SOP integrated 
intensity are only indicative having in mind the large overlap of 
ZnSe- and Se-related modes in its vicinity. 

Beside the first order Raman modes, several higher order ZnSe 
related modes can appear in the spectra of ZnSe nanostructures. So, 
second order LO Raman mode has been noticed at about 500 cm−1 in 
both near-resonant and non-resonant spectra, whereas third order 
LO mode at ∼759 cm−1 is registered only in the near-resonant 
spectra of all investigated ZnSe films. Since overtone to fundamental 
intensity ratio in II-VI nanocrystals could give information about 
electron−phonon coupling strength in those materials, the in-
tegrated intensity ratio of the second to first order LO mode in near- 
resonant Raman spectra (2LO/1LO) is also listed in Table 2. These 
results have shown that the 2LO/1LO ratio has the highest value in 
the CD52, followed by CD42, and the lowest in the PD12 film. All 
other films have almost the same 2LO/1LO value. Since the 2LO/1LO 
ratio in resonant Raman spectra could be used as a quantitative 
parameter for crystalline perfection of the ZnSe bulk crystals, the 
value of 0.55 in the sample CD52, equal to bulk value [70], confirms 
good crystalline quality of this sample. 

As for the other overtone ZnSe modes in non-resonant spectra, 
weak feature at about 140 cm−1 could be attributed to second order 
transversal acoustical 2TA mode, whereas the feature at around 
290 cm−1 is ascribed to (LO+TA) [70], but also to defect related mode  
[71]. The Raman features at ∼240, ∼265, and around 280 cm−1 ob-
served in resonant spectra of all ZnSe films may partially originate 
from some ZnSe second order modes related to the sum of long-
itudinal acoustical (LA) and TA phonons, (TO+TA) and (LO+TA) 
phonons, respectively [70 and references therein]. 

In line with the discussion referred to Fig. 7, contributions of 
several Se-related modes are included in the fitting of experimental 
Raman spectra recorded by 514.5 nm laser line. Their positions are in 
very good agreement with the frequencies of Raman modes usually 
assigned to selenium [53,72]. So, modes at about 116, 235, 250, 365, 
500, and 614 cm−1

, registered in thin selenium films with amorphous 
like structure [53], whereas mode at ∼265 cm−1 is usually related to 
Se8 rings vibration [49]. In as-deposited films selenium is most 
probably in amorphous phase and could be a part of amorphous 
ZnSe, but also could be in a form of excess Se inside or outside the 
ZnSe structure. The irradiation by 514.5 nm laser line with irradiance 

Fig. 10. The dependence of Raman shift (a) and FWHM (b) of 1LO ZnSe Raman mode on nanocrystallite size, all estimated by PCM for 514.5 and 457.9 nm laser lines. Dashed-lines 
should be used only as the guides for the eye. 
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of the order of 104 Wcm−2 (Fig. 6) may cause partial change in se-
lenium phase. As previously mentioned, possible resonant en-
hancement of selenium modes could have led to great Raman 
intensity ratio of resonant selenium to non-resonant ZnSe modes in 
the spectra taken by 514.5 nm, giving unrealistic overestimation of 
selenium content. The only exception is the spectrum of CD22 
(Fig. 6) which indicates a very low content of selenium outside the 
ZnSe structure, since the modes at about 116 and 265 cm−1 are not 
observed and the others that could be related to selenium are of very 
low intensity. Also, the increased laser power did not lead to a sig-
nificant change in the spectrum of CD22 film. 

When summarizing the results of Raman scattering measure-
ments, first it should be noted that they confirm zinc blende struc-
ture of crystalline ZnSe in all investigated films. Unlike the XRD 
analysis which cannot for sure confirm the ZnSe phase from the 
patterns due to poor signal-to-noise ratio, making it difficult to 
distinguish overlapping zinc blende and wurtzite diffraction peaks, 
the Raman spectra clearly indicate the zinc blende ZnSe structure. 
Namely, the features at about 210 and 252 cm−1 are detected and 
ascribed to TO and LO ZnSe modes, respectively, whereas the mode 
E1(TO) ∼176 cm−1 characteristic for wurtzite ZnSe [73] is not ob-
served in any spectra of investigated films. 

Detailed analysis of Raman spectra obtained using different laser 
lines and laser powers have revealed the origin of the most observed 
Raman features. So, it is shown that the Raman feature at about 
252 cm−1 is dominated by 1LO mode of zinc blend ZnSe in the 
spectra excited by λex = 457.9 nm line (due to near-resonant condi-
tions), whereas this feature appears as much more complex in non- 
resonant conditions (λex = 514.5 nm), containing significant con-
tribution of several Se-related modes which most likely originate 
from amorphous ZnSe and excess selenium. It has also been shown 
that there is probably a resonant enhancement of Se-related modes 
in the spectra taken by 514.5 nm, so that the excess selenium content 
may be overestimated. It can only be said with certainty that Se 
content was found to be significantly lower in the CD22 than the in 
all other films. 

Besides the phase and composition, the Raman scattering mea-
surements have also given the information about crystalline quality, 
based on 2LO/1LO integrated intensity ratio, as well as the intensity 
and linewidth of TO mode. These results point to better crystallinity 
of the CD films in comparison to their PD counterparts, and the best 
crystalline quality in CD52 film. 

The PCM has been used in order to reveal of nanocrystalline 
structure from Raman data. To explain the differences in the position 
and shape of the 1LO mode in the spectra excited by different laser 
lines a PCM has been modified. It has been shown that modified PCM 
model simulate well both resonant and non-resonant Raman spectra 
with unique set of material parameters. Good agreement of nu-
merically simulated and experimental Raman spectra on the one 
side, as well as agreement between XRD and Raman scattering re-
sults regarding nanostructure parameters (nanocrystallite size, lat-
tice parameter) on the other, confirm the validity of this model. 

The analysis of the SOP Raman mode, as a characteristic feature 
of small-size nanostructures, may give information on film mor-
phology: lower SOP intensity in the CD films corresponds to re-
duction of porosity in CD films, in comparison to their PD 
counterparts. 

4. Conclusion 

The effect of deposition manner (continuous, CD, or periodically 
interrupted, PD) and deposition rate (Vd = 0.5, 1.5, 3.0 nm/s) on the 
structural and optical properties of 50 nm thick ZnSe films prepared 
by thermal vacuum evaporation is thoroughly studied. The obtained 
results can be summarized as follows:  

1. EDS data show some excess of selenium in the films and Raman 
scattering analysis reveals presence of small amount of amor-
phous Se phase.  

2. The films are nanocrystalline with cubic zinc blend crystal 
structure, confirmed by XRD and Raman scattering results, as the 
latter disclose better crystallinity of the CD films in comparison 
to their PD counterparts. The Vd increase causes decrease of 
dislocation density both in CD- and PD-films, indicating an im-
provement in ZnSe crystal quality.  

3. At each Vd the size of the nanocrystals in the CD-layers is greater 
than that in the PD-layers and it increases linearly with the in-
crease of the deposition rate - the increase is stronger for con-
tinuously deposited CDs (from 8.9 nm to ∼18 nm) and weaker for 
PD films (from ∼7 nm to ∼10 nm).  

4. The lattice parameter depends on the nanocystallite size – it is 
around the ZnSe bulk value for the size greater than 9 nm, 
whereas the reduction of size results in strong decrease in lattice 
parameter, indicating the existence of significant compressive 
strain in the films with small ZnSe nanocrystals.  

5. Spectroscopic ellipsometry and Raman scattering results indicate 
that for each Vd the porosity of the periodically deposited PD-film 
is significantly higher than that of the corresponding CD-film and 
for each manner of deposition it increases with decreasing de-
position rate. Mesopores are observed on the SEM images of films 
surface. 

The variations of the crystallite size and porosity with changing 
Vd and manner of deposition are related to the processes of surface 
diffusion of adatoms, nucleation and coalescence of nuclei during 
deposition as well as adsorption of residual gases under vacuum 
chamber which can also influence the growth of the individual 
grains. It is suggested that during CD-deposition, the Vd increase 
results in an increase of the number of atoms reaching surface per 
unit time, the number of nuclei formed on the surface is larger and 
their coalescence results in greater crystallite size and lower film 
porosity. During PD-deposition the amount of the adsorbed residual 
gas atoms is significantly greater than that adsorbed during the CD- 

Table 3 
Deposition conditions, ZnSe films porosity estimated by spectroscopic ellipsometry (SE), integrated intensity of the SOP Raman mode and second to first LO Raman mode 
integrated intensity ratio (2LO/1LO). The λex is laser excitation wavelength.        

SE results Raman results 

λex= 514.5 nm λex= 457.9 nm  

Deposition manner/ Sample name Deposition rate (nm/s) Porosity (%) SOP mode integrated intensity 2LO/1LO integrated intensity ratio 
Periodic PD12 0.5 25.3  ±  0.08 15 0.41 
Continuous CD22 0.5 12.0  ±  0.04 10 0.43 
Periodic PD32 1.5 13.3  ±  0.04 11 0.43 
Continuous CD42 1.5 1.4  ±  0.04 6 0.46 
Periodic PD62 3.0 8.8  ±  0.04 8.5 0.43 
Continuous CD52 3.0 0.0  ±  0.04 5 0.55    
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deposition which can explain the observed smaller nanocrystallite 
size and higher porosity of the PD-films. 

The phonon confinement model, PCM, is modified in order to 
explain the differences in the position and shape of the ZnSe 1LO 
mode in the spectra excited by different laser lines. It is shown that 
by applying modified PCM model one can simulate well both re-
sonant and non-resonant Raman spectra with unique set of material 
parameters. The good agreement of numerically simulated and ex-
perimental Raman spectra, as well as the agreement between XRD 
and Raman scattering results regarding ZnSe nanocrystallite size and 
lattice parameter confirm the validity of this model. It is also de-
monstrated that the analysis of the surface optical phonon Raman 
mode, as a characteristic feature of small-size nanostructures, may 
give information on film morphology. 

The presented results show that both manner of deposition and 
deposition rate significantly affect the films properties (structure, 
morphology and optical properties) and their combinations can be 
used for preparation of films with properties suitable for certain 
application. Our ethanol sensing experiments at room temperature 
have indicated that the films porosity plays an important role for the 
films sensitivity and the obtained results will be used for optimi-
zation of the chemical sensing of ZnSe films at room temperature. 
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Abstract
Talc is a van der Waals and naturally abundant mineral with the chemical formula
Mg3Si4O10(OH)2. Two-dimensional (2D) talc could be an alternative to hBN as van der Waals
dielectric in 2D heterostructures. Furthermore, due to its good mechanical and frictional
properties, 2D talc could be integrated into various hybrid microelectromechanical systems, or
used as a functional filler in polymers. However, properties of talcas one of the main
representatives of the phyllosilicate (sheet silicates) group are almost completely unexplored
when ultrathin crystalline films and monolayers are considered. We investigate 2D talc flakes
down to single layer thickness and reveal their efficiency for solid lubrication at the nanoscale.
We demonstrate by atomic force microscopy based methods and contact angle measurements
that several nanometer thick talc flakes have all properties necessary for efficient lubrication: a
low adhesion, hydrophobic nature, and a low friction coefficient of 0.10± 0.02. Compared to the
silicon-dioxide substrate, 2D talc flakes reduce friction by more than a factor of five, adhesion by
around 20%, and energy dissipation by around 7%. Considering our findings, together with the
natural abundance of talc, we put forward that 2D talc can be a cost-effective solid lubricant in
micro- and nano-mechanical devices.

Supplementary material for this article is available online

Keywords: van der Waals materials, layered minerals, 2D talc, phyllosilicates (sheet silicates),
nanofriction, atomic force microscopy

(Some figures may appear in colour only in the online journal)

1. Introduction

Tribological issues such as stiction, friction, and wear are
responsible for a poor reliability of micro- and nano-
mechanical devices [1]. Due to their continuous miniatur-
ization, they need integral components with reduced dimen-
sions. Therefore, very thin solid lubricants are required in
order to reduce friction and wear of moveable mechanical
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parts in such devices. For that purpose, two-dimensional (2D)
materials such as graphene, molybdenum disulfide, and hex-
agonal boron nitride are excellent candidates. Their Lamellar
structure with weak van der Waals (vdW) forces between the
layers enables easy shearing which results in low friction
[2–4], while their crystal structure leads to preferential sliding
directions [5–7] and superlubric sliding through incommen-
surate states [8–11]. Frictional properties and lubrication by
2D materials were extensively investigated in the last years
[12–17], while most studies were focused on graphene
demonstrating reduced friction [18, 19], wear [19–21],
adhesion [18] and energy dissipation [22–24].

Recently, minerals such as franckeite [25–28], talc
[29, 30], cylindrite [31] and serpentine [32] have attracted
attention for the preparation of ultra-thin crystalline films and
mono-layers. They extend the set of available vdW materials
bringing novel and improved properties. For example,
franckeite provides natural vdW heterostructures [25, 26]
with possible applications in optoelectronic devices [27],
whereas 2D cylindrite is an environmentally stable magnetic
material [31].

Talc is a layered and naturally abundant mineral with the
chemical formula Mg3Si4O10(OH)2. It belongs to the group of
phyllosilicates. Talc is traditionally widely used as a filler, i.e.
as a functional additive for various polymers in order to
improve their mechanical properties [33–36]. Similar to gra-
phite, molybdenum disulfide, and boron nitride, it has been
also used as a lubricant in its bulk form for decades [37] and
as an oil additive for friction reduction [38]. Geophysical
studies revealed that the presence of talc decreases frictional
strength of minerals [39, 40] and reduces the friction during
sliding of crustal faults (planar fractures of rocks) with a
strong influence on their seismic potential [41, 42]. Recently,
mechanical [29] and liquid-phase [43] exfoliation have been
used to obtain 2D talc flakes down to single layer thickness
which is 0.95 nm. It was demonstrated that 2D talc is atom-
ically flat [44] with good mechanical properties, a high
breaking strength and elasticity [29]. The single layer of talc
consists of the central [MgO4(OH)2] octahedra ‘sandwiched’

between [Si2O5] tetrahedra, see figure 1(a). Such Lamellar
structure facilitates easy shearing between the layers, the
feature responsible for a good lubrication of the bulk form.
However, frictional properties of 2D talc at the nanoscale
have not been investigated so far.

In this paper, we study adhesion, friction, and energy
dissipation of 2D talc crystals using atomic force microscopy
(AFM) based methods. Force–displacement curves [45] have
been recorded to obtain values for the adhesion. The frictional
behavior has been characterized by friction force microscopy
[46], whereas phase imaging in tapping AFM mode [47–49]
has been applied to investigate energy dissipation. We
demonstrate that 2D talc has a low friction coefficient of only
0.10± 0.02. Compared to the surrounding silicon-dioxide
substrate, the 2D talc reduces friction by 5-6 times, whereas
the adhesion and energy dissipation are decreased by around
20% and 7%, respectively. These results demonstrate that 2D
talc can be a cost-effective solid lubricant at the nanoscale.

2. Experimental methods

2.1. Sample preparation

Monolayer and multilayer talc flakes were prepared by
micromechanical exfoliation using Nitto Denko ELP
BT150ECM sticky tape. The shematics of the preparation
process is presented in figure S1 of supplementary material
(available online at stacks.iop.org/NANO/32/265701/
mmedia). As the starting material, two different sources of
natural talc mineral were used: ‘soap-stone’ crystals from
Styria in Austria and pure steatite single crystals from Minas
Gerais state in Brazil. Bulk talc flakes were deposited onto Si
wafers with 300 nm thick SiO2 layer. Figure 1(b) shows an
example of the prepared flakes. Labeled thicknesses were
determined by AFM. Areas with potential mono- and multi-
layers (up to ≈30 layers) were selected by optical micro-
scopy. Optical contrast of ultra-thin talc flakes on such

Figure 1. (a) Polyhedral structural model of talc, indicating a monolayer thickness of 0.95 nm. (b) Optical micrograph of a talc flake
containing single-, bi-, and four-layer regions. Optical contrast is enhanced in order to highlight the mono-layer part of the flakes (see also
figure S2 of supplementary material). Dashed white rectangle highlights the area where AFM topography measurements (presented in figure
S2 of supplementary material) were used to confirm the flake thickness. (c) and (d) Raman spectra of a bulk talc flake: (c) modes that
correspond to vibrations of Mg, (d) the Raman active mode of the -OH group. The inset in (c) provides an optical micrograph of the flake and
its support. All Raman modes belong to the talc crystal, while exact frequencies are provided only for the most prominent ones for clarity.
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support is similar to those of hexagonal boron nitride on SiO2

[50, 51].

2.2. Raman characterization

Raman spectroscopy was employed to confirm that the
deposited material is talc with high crystallinity. A Horiba
LabRam HR Evolution co-local Raman spectrometer was
used with EMCCD detector, 532 nm laser (100 mW power
on the sample surface), 100× magnification lens, and
1800 lines mm−1 grating. Since talc has low Raman response
—especially if compared to graphene—rather high acquisi-
tion times were used, from 20 s in the case of bulk up to
1200s for the flakes thinner than 10 nm. No sample damage
was observed after prolonged exposure to the laser beam,
which was confirmed by repeated Raman measurements and
by AFM. Raman spectra were corrected for the background
signal (obtained from the measurements of the nearby sub-
strate) and cosmic rays were removed.

Figures 1(c), (d) presents Raman spectra of a bulk talc
flake (shown in the inset of (c)) in the ranges of
100–500 cm−1 and 3660–3695 cm−1, respectively. Vibra-
tional modes of Mg were observed at lower frequencies (up to
900 cm−1) [52]. Sharp vibrational mode of –OH group was
observed at 3677 cm−1 [52]. Characteristic modes of water
(3400–3600 cm−1 range) intercalating phyllosilicate structure
were not observed. Bulk crystals were fixed on the tape which
was used for the subsequent exfoliation of the same crystals.
In such case, very low background signal was observed and
modes of the supporting tape did not overlap with any char-
acteristic modes of talc. All the modes presented in
figures 1(c), (d) belong to talc vibrations and are in accor-
dance with the data in the literature [52].

In the case of thin flakes on SiO2/Si support (as shown in
figure 1(b)), due to higher background signal and Si and SiO2

modes which partly overlap with the modes of talc, only the
most prominent modes at 195.8 cm−1, 363.6 cm−1, and
3677 cm−1 were clearly observed. For the flakes thinner than
≈10 layers only the characteristic mode of the OH vibrations
was clearly observed, mainly since very low background
signal at high frequencies allows for a much higher acquisi-
tion time. Results from Raman spectroscopy together with
AFM and optical microscopy indicate that investigated talc
samples are high-quality single crystals.

2.3. Water contact angle measurements of talc single crystals

Contact angle (CA) measurements have been performed with
a Kruess DSA100 (Hamburg, Germany) at ambient condi-
tions (23 °C and 55% relative humidity). For the invest-
igation, water as a polar liquid (σP= 50 mN m−1,
σD= 21.8 mN m−1) has been chosen. Water droplets with a
volume of 1 μl have been deposited on the surface of SiO2

and talc. Immediately afterwards, the CA has been evaluated
via circle fitting in the Kruess Drop Shape Analysis software.
For each substrate, four measurements have been performed.
The values are given as mean, including standard deviation.

To provide a more realistic comparison with respect to
exfoliated ultra-thin flakes, both samples for CA measure-
ments were prepared in the manner which mimics the exfo-
liated flakes. For the SiO2/Si, the chips were treated
identically as for the exfoliation process, with the exception
that only a bare tape was used instead of the tape containing
talc flakes. For the talc samples, large-area, flat single crystals
were chosen, with sample size of ≈8× 8 mm2. The surface
was cleaved approximately 15 min prior to CA experiments,
and the water droplets were deposited on areas where no
features were observed on the surface by optical microscopy.
During measurements, we have been careful in selecting only
optically smooth and single-crystal talc surfaces which are
significantly larger than water droplets. In this way we
avoided any significant influence of local surface roughness
variations on the obtained contact angle.

2.4. AFM measurements

AFM characterization of talc flakes was done by NTEGRA
Prima AFM system from NT-MDT at ambient conditions.
Nanoscale friction was measured by friction (lateral) force
microscopy. Lateral force signals were measured during the
imaging in contact AFM mode. These signals correspond to
the lateral torsion of the AFM cantilever due to the friction
between the AFM tip and sample surface during scanning.
The friction signal was calculated as a half-difference
between the lateral force signals measured in the forward and
backward scan-directions. Calibration of the AFM cantilevers
and the transformation of the measured friction signals into
friction forces was done according to the well-established
procedure described in [53]. Two different kinds of probes
were used for friction measurements, moderately soft CSG10
and moderately stiff NSG01 probes from NT-MDT, with
typical force constants of around 0.11 N m−1 and 5.1 N m−1,
respectively, and nominal tip curvature radius <10 nm.

Adhesion was determined from AFM based force–dis-
placement curves obtained by the measurement of the AFM
cantilever’s normal deflection as a function of the vertical
extension of the AFM scanner. The adhesion was calculated
as the pull-off force needed to separate the AFM tip from the
sample surface during tip retraction. Soft CSG01 probes from
NT-MDT, with a typical force constant of around 0.03 N m−1

were used for that purpose. For each talc flake thickness, a
5× 5 matrix of force–displacement curves was recorded on
the flake as well as on the surrounding SiO2 substrate. A value
for the adhesion force was calculated by averaging each data
set consisting of 25 measurement points.

Dissipation of the mechanical energy was determined in
repulsive tapping AFM mode by measuring the phase lag of
the AFM cantilever with respect to the phase of the piezo-
excitation during the imaging. The phase lag originates from
the tip-sample interaction which is controlled by a predefined
set-point. A lower (higher) set-point means stronger (weaker)
tip-sample interaction and reduced (enlarged) the AFM tip
oscillation amplitude. The corresponding energy dissipation
was calculated from the phase signal Φ according to the
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following formula [48, 49]

⎛
⎝⎜

⎞
⎠⎟ ( )p

= F -E
kAA

Q

A

A
sin , 1dis

0

0

where A and A0 are amplitude and free-oscillation amplitude
of AFM cantilever oscillations, respectively, k is force con-
stant of the AFM cantilever, whereas Q is its quality factor
which is around 200. The amplitude ratio A/A0 is propor-
tional to the amplitude set-point in tapping AFM mode, thus
lower (larger) A/A0 means stronger (weaker) tip-sample
interaction.

3. Results and discussion

Good lubrication requires surfaces with a low adhesion.
Despite of intriguing wetting properties of talc, at ambient
conditions it is hydrophobic [54–57] with a water CA of
around 80° [54, 58, 59]. Hydrophobicity of talc should
facilitate easier sliding between two contacting surfaces and
contribute to better lubrication. Wetting properties of talc
were first tested by water CA measurements on both SiO2/Si
wafers and talc crystals. On the silicon oxide surface, a
contact angle of (39± 7)° has been obtained (figure 2(a)).
This result is similar to literature values [60]. Compared to
that, on the talc surface, a contact angle of (80± 24)° has been
measured, again in a good agreement with literature
[54, 58, 59]. It should be noted that the surface of the talc
sample under investigation has a higher roughness than that
of the SiO2/Si wafer (which can be also seen in figure 2(b)),
therefore, the deviation in the results is higher. However, the
results for the contact angles clearly reveal that the talc sur-
face is less wettable with water, and therefore, more hydro-
phobic than the SiO2 surface.

In order to test the adhesive properties of 2D talc flakes at
the nanoscale, force–displacement curves were measured by
AFM. Typical results are presented in figure 3(a). The
adhesion force is marked as a pull-off force needed to sepa-
rate the AFM tip from a surface and to overcome capillary
forces due to an adsorbed water layer. As can be seen, the
pull-off force is smaller on the talc covered SiO2 substrate.

The ratio between adhesion force measured on 2D talc
flakes and bare substrate is presented in figure 3(b) as a
function of the thickness of talc flakes in the range of around
2–30 nm. Each point on the graph was obtained by averaging
adhesion forces calculated from 25 force–displacement curves
measured on the same flake. The average adhesion ratio of
around 0.80± 0.12 means that the talc flakes reduce adhesion
by around 20%. Such efficiency in adhesion reduction is
similar to the one achieved by CVD graphene [18]. Adhesion
measurements demonstrate that 2D talc is more hydrophobic
than the surrounding silicon-dioxide substrate. This is in full
accordance to the results obtained by CA measurements
which reveal that talc is more hydrophobic than the SiO2

surface. Therefore, the capillary adhesion is less pronounced
which should facilitate lubrication. The experimentally mea-
sured points were fitted by a linear function represented by the
dashed line. As can be seen, the fit is practically a horizontal
line (slope of 10−4) indicating that the adhesion force does
not depend on the thickness of the talc flakes.

Figure 2. An example of the water CA measurements on (a) SiO2/Si
wafer and (b) talc single-crystal. Inset of (b) shows a low-
magnification optical microscope image of one corner of the talc
crystal which was used in the CA experiment presented in (b).

Figure 3. (a) Typical force–displacement curves measured by AFM.
The adhesion force is calculated from the force–displacement curves
as a pull-off force. (b) The ratio of adhesion forces measured on talc
and the silicon-dioxide substrate as a function of the thickness of the
talc flakes.
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Topography and friction map of a typical multilayer talc
flake recorded at a constant normal force FN= 138.4 nN are
presented in figures 4(a) and (b), respectively. Dark contrast
of the talc flake in the friction map indicates decreased fric-
tion. Cross-section and histogram of the friction map, depic-
ted in figures 4(c) and (d), respectively, provide more
quantitative information. The friction force on the talc flake is
around five times lower than on the bare SiO2 substrate
demonstrating very good lubricating properties. Although the
talc flake consists of domains with different thickness, the
friction on talc is rather homogeneous, characterized by an
almost flat line in the friction force cross section and a narrow
peak in the histogram, which indicates a weak dependence of
the friction on the thickness of 2D talc.

Figure 4(c), with topography and friction profiles, dis-
plays that the friction peaks correspond to outer (transitions
talc/substrate at a distance of around 0.4 and 1.5 μm) and
inner talc edges (the inner step-height transition at a distance
of around 1.1 μm between two parts with different thickness
of around 1 nm). They are denoted with OE (outer edge) and
IE (inner edge), respectively. It is well known that atomic step
edges in both bulk [61, 62] and 2D layered materials [63–67]

are associated with enhanced friction which leads to
decreased wear resistivity [68, 69]. In the case of non-exposed
graphene edges (buried edges covered by graphene layer(s)
on top), the friction originates from topographic effects,
whereas in the case of exposed edges (bare and uncovered
edges exposed to environment), the friction is much more
pronounced due to chemically reactive dangling bonds [63,
65–67]. Similar reasoning should be applicable in order to
explain the increased friction along talc edges, but a detailed
study of the effect is beyond the scope of this manuscript.

The friction maps were measured on the same talc flake
as a function of the normal load. For each normal load, the
average friction forces for both talc flake and the substrate
were calculated from corresponding histograms. The final
results are presented in figure 5. The friction forces increase
approximately linearly with the normal load whereas their
slopes correspond to the friction coefficients. Accordingly,
the friction coefficient on talc is 0.11, and it is almost six
times lower than on silicon-dioxide (around 0.59) which
confirms excellent lubricating properties of 2D talc.

In order to test the dependence of friction on the thick-
ness of talc flakes, the same measurements and analyses were

Figure 4. (a) Topography and (b) friction map of the talc flake which is characterized with four height levels (z-scales are 0–11 nm and
7.5–136.5 nN, respectively). Scanning was performed at a normal load FN = 138.4 nN. (c) Cross-section of the topography and friction map
along the dashed lines in (a) and (b). OE and IE stand for outer and inner talc edges, respectively. (d) Histogram of the friction map with two
peaks corresponding to the friction of talc and bare silicon-dioxide substrate.
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performed on different flakes (most of them with multiple
height levels). As a result, the friction coefficient for the talc
thickness in the range 1–18 nm is depicted in figure 6(a). For
each talc flake with a given thickness, the friction coefficient
of surrounding SiO2 was measured as well with the results
presented in the top panel of figure 6(a) in order to illustrate
clear friction reduction by talc flakes (a bit larger data dis-
persion for SiO2 originates probably from non-uniformly
distributed contamination during exfoliation). Figure 6(b)
illustrates the pair of points T and S corresponding to talc and
SiO2, respectively, for the talc thickness of 9 nm. The
experimental points for the talc were fitted by two linear
segments. The friction coefficient of talc significantly
decreases from 0.16 to 0.1 for the thickness from 1 to 3 nm
(1–3 talc layers). In this region with a pronounced depend-
ence (darker region in figure 6(a)), the slope (absolute value)
of the friction coefficient versus flake thickness is 0.9. On the
other hand, for thicker flakes, from 3 to 18 nm, the friction
coefficient is only weakly dependent on the thickness
(brighter region in figure 6(a)), with the linear slope of 0.06
(absolute value), which is more than one order of magnitude
lower than in the previous segment. The talc friction coeffi-
cient practically saturates for thicknesses >3 layers with a low
value of only 0.10± 0.02. This value is similar to the case of
chemical vapor deposited graphene on copper [18], while talc
is a dielectric and therefore applicable in the cases where
insulating layers are required. The value obtained for the
friction coefficient of 2D talc is in accordance with the
measurements of a bulk talc with the friction coefficient in a
range 0.1–0.4 [70–72].

According to the presented results, friction of talc redu-
ces with increasing material thickness in a similar way as
other 2D materials [12], although slower compared to gra-
phene and especially to molybdenum-disulfide and hexagonal
boron-nitride. Generally, the friction of 2D materials

decreases with increasing thickness because of the puckering
effect [12] and local out-of-plane deformations [73], which
are explained as follows. During the sliding of the AFM tip,
2D material becomes locally wrinkled below the tip which
effectively increases the contact area and friction [12].
Thicker flakes have larger bending rigidity, and they are less
prone to local puckering and out-of-plane deformations which
results in a lower friction. A single talc layer is already around
1nm thick, which is almost three times thicker than graphene
with the nominal thickness of 0.34 nm. A talc layer consists of
three planes: one plane comprises [MgO4(OH)2] octahedra,
which are ‘sandwiched’ between two planes containing
[Si2O5] tetrahedra. Numerical calculations have demonstrated
that the bending rigidity of a talc layer is more than thirty
times larger than that of graphene [29]. Therefore, the puck-
ering effect and deformation of talc flakes should be less
pronounced which is likely the reason behind the observed
weaker dependency of the friction coefficient on talc thick-
ness compared to graphene, molybdenum-disulfide, and
hexagonal boron-nitride.

During the sliding of the AFM tip in continuous contact
with the underlying surface, the dominant dissipation mech-
anism of the mechanical energy is related to friction. Energy
dissipation also takes place when the AFM tip oscillates

Figure 5. Friction force on talc and silicon-dioxide substrate as a
function of the normal load applied by the AFM tip. Data were
calculated for the talc flake (with a thickness of 9 nm) from the
friction map (recorded at a normal load FN = 138.4 nN) in the inset.
Friction coefficients were determined from the slope of linear fits.

Figure 6. (a) Friction coefficient of talc flakes as a function of their
thickness. Dashed line is linear fit, whereas the slope of the friction
coefficient versus flake thickness (absolute value) is presented by the
solid line. The experimental points are fitted by two linear parts with
pronounced (darker region) and weak dependence (brighter) on the
thickness. For each talc flake with a given thickness, the measured
friction coefficient of surrounding SiO2 is presented in the top panel.
(b) As an illustration, the friction map (left) with the height profile
(right) along the dashed line used to calculate points T and S from
part (a), obtained for the talc thickness of 9 nm.
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against the substrate as is the case in semi-contact (tapping)
mode AFM. In order to measure the dissipation in such a
case, the imaging in semi-contact (tapping) AFM mode was
used. In tapping mode, the AFM tip is moving horizontally
and simultaneously oscillating above the sample surface in
the normal direction, while touching the surface once per each
oscillation period. The dissipation energy is obtained from
the simultaneously acquired phase signal according to
equation (1).

A typical phase map of a 2D talc flake is displayed in
figure 7(a), whereas the corresponding histogram is given in
figure 7(b). As can be seen, the flake is darker, with a phase
lag Φ lower by around 3° (calculated as a phase difference
between two peaks in the histogram) than the phase measured
on the bare silicon-dioxide substrate. Since the energy dis-
sipation is proportional to ( )Fsin (according to equation (1)),
it exhibits a lower value on the talc flake. The same mea-
surements and calculations were done for several amplitude
ratios A/A0. Corresponding results for the normalized energy
dissipation calculated by equation (1) for both talc flake and
bare SiO2 substrate are shown in figure 7(c). The energy is
represented as a function of the amplitude ratio A/A0 which is
inversely proportional to the strength of the AFM tip-sub-
strate interaction. As can be seen, the dissipation is lower for a
talc covered substrate. The ratio between the energy dis-
sipated on the talc and the bare SiO2 substrate, depicted in the
inset of figure 7(c), is rather constant, around 0.92–0.93,
meaning that the talc decreases dissipation by around 7%–

8%. Similar levels of efficiency in reducing energy dissipation
was demonstrated in the cases of graphene covered platinum
and silicon-dioxide substrates as well [23, 24].

According to the concave, but also rather flat shape of the
energy dissipation curve in figure 7(c), dominant dissipation
mechanisms during tapping mode imaging are related to a
combination of long-range vdW forces [48] and short-range
surface hysteresis and capillary forces [48, 74]. It was
demonstrated both experimentally [75] and theoretically
[76, 77] that graphene and other 2D materials partially screen
vdW interactions. Although this screening is less efficient for
insulating graphene-like materials [77], it is reasonable to

expect that talc as a 2D insulator is also partially opaque for
vdW interactions, the property which is then responsible for
lower dissipation due to long-range interactions in dynamic
AFM modes. At the same time, reduced adhesion on talc-
covered areas, as we have shown, contributes to lower surface
energy hysteresis and capillary forces.

4. Conclusions

In summary, we have demonstrated that 2D talc flakes thicker
than 3 nm (3 monolayers) have a low friction coefficient of
only 0.10± 0.02, which weakly depends on the flake thick-
ness. With reduced thickness (<3 nm), the friction coefficient
increases reaching a maximum of 0.16 for a monolayer flake
∼1 nm. Compared to silicon-dioxide substrate, talc flakes
reduce friction by more than a factor of five, CA is increased
by more than a factor of two, while adhesion and energy
dissipation are reduced by around 20% and 7%, respectively.
Therefore, 2D talc has all properties necessary for efficient
lubrication. The obtained results indicate that the efficiency of
talc flakes for nanoscale lubrication is very similar to che-
mical vapor deposited graphene, while being dielectrics, they
are applicable in the cases where insulating layers are
required. The natural abundance of talc mineral makes it a
cost-effective source of 2D flakes which can be easily exfo-
liated due to the vdW nature of the mineral. Therefore, 2D
talc is a promising and also cost-effective candidate for
lubrication at the nanoscale.
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Abstract
Refractive index sensing with metal–insulator–metal (MIM) metasurfaces featuring a
continuous dielectric film between two metallic layers suffers from a low spatial overlap
between high field enhancement regions and the analyte placed above. Recent studies have thus
turned toward hollow MIM metasurfaces, particularly suited for fluid analytes which can
infiltrate the hollow cavities. Here we describe a general procedure for reaching the optimal
design in three most relevant configurations: mushroom-type structures with narrow dielectric
pedestals carrying the top metallic ribbon array, hollow structures with the metallic ribbon array
resting on a distant lateral support, and hollow structures in which the metallic ribbons are
carried by an encapsulating layer from top. We contend that since a majority of the resonant
eigenmode energy is contained within the analyte, very high refractive index sensitivities are
possible for three different measurement methods: spectral, reflectance and phase interrogation.
This is confirmed by numerical simulations demonstrating terahertz spectral sensitivities of
above 700 GHz RIU−1 with a normalized sensitivity of around 0.6 RIU−1 (RIU stands for
refractive index unit). Detection limits and dynamic ranges are estimated for both bulk
refractive index sensing and thin film detection. Refractive index sensitivities and corresponding
figure-of-merit factors are shown to reach maxima in the critical coupling regime characterized
by equal radiative and non-radiative decay rates of the resonant mode which is controlled by
cavity height. Since this regime is associated with a zero reflectance which prevents
measurements of any signal, metasurfaces should operate close to the critical coupling point
where reflected beam is still measurable. The final optimization is done by decay rate
engineering in order to achieve narrower resonances and improve sensing performance.

Supplementary material for this article is available online

Keywords: metasurfaces, metal–insulator–metal structures, refractive index sensing,
critical coupling

(Some figures may appear in colour only in the online journal)

1. Introduction

Metasurfaces comprising planar resonators with narrow spec-
tral features and strong electric field enhancement are good
candidates for efficient and label-free refractive index sensors.
The flat outline is important because it simplifies fabrication

∗
Author to whom any correspondence should be addressed.

and results in a compact structure while sharp spectral features
can be accurately measured using well-established modern
detection techniques. High sensitivity is ensured by design-
ing the metasurface so that the analyte ends up at electric field
hotspots, while the ensuing refractive-index dependent modi-
fication of the spectral response allows for label-free sensing
and eliminates the need for a delicate labeling process. As the
resonant frequency is swept across the entire electromagnetic
spectrum simply by geometrical scaling, metasurfaces have
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been found particularly interesting for applications at mid-
infrared, terahertz and microwave frequencies where due to
a long wavelength, a strong electric field enhancement is
required for detecting refractive index changes of deeply sub-
wavelength structures such as thin fluid and molecular films
[1–4].

Initial work on metasurfaces for terahertz thin film sensing
relied on standard split-ring resonators [5, 6]. Subsequently,
it was established that increasing the Q-factor, e.g. by means
of employing resonators with Fano lineshapes, improves the
sensitivity [7–9]. Further progress wasmade upon realizing [1]
that a large fraction of resonant eigenmode energy contained
in the thick and typically high refractive index substrate harms
sensitivity. Various approaches to increase the spatial overlap
between the resonantly enhanced electric fields and analyte
have been attempted, including the utilization of thin [10, 11]
or low refractive index substrates [12], lifting of metasurfaces
above substrates by dielectric pillars [13] or partially etching
the substrates thus making pedestals which hold metasurfaces
[14–17].

More recently, attention moved toward metasurfaces
which, in addition to the layer of metallic elements on top,
include a solid metal film underneath separated by an insu-
lating layer [18], collectively referred to as metal–insulator–
metal (MIM) metasurfaces. A distinct feature of such struc-
tures are leaky eigenmodes confined between the top metal
patch and the underlying metal film [19], offering the possibil-
ity of highly enhanced field coupling with an analyte [20]. As a
result, MIM metasurfaces have been recognized as promising
platforms for sensing based on frequency shift measurements
(spectral interrogation) [20–25]. The reflectance (intensity)
interrogation based on the measurement of the reflected field
intensity is also very efficient whenMIMmetasurfaces operate
as electromagnetic absorbers. Then, a high electric field gener-
ated insideMIM cavities leads to a nearly complete absorption
of an incident electromagnetic field and a near-zero reflection.
Any change of the refractive index of a surrounding medium
results in a huge relative change of the reflected field intens-
ity [26, 27] which can be detected even by the naked eye [28].
Finally, the phase of reflected field is associated with a very
steep slope in the case of a near-complete absorption. This
feature provides a large phase variation upon refractive index
changes and very efficient phase sensing [29, 30]. Generally,
MIMmetasurfaces operating as electromagnetic absorbers are
very suitable for sensing since the wave injected into the MIM
cavities remains trapped which results in an extreme sensit-
ivity of reflected field to even small perturbations inside the
MIM cavities [31]. However, in the original setting whereby
the analyte layer is located on top of MIM cavities, the spatial
overlap with resonant fields is still relatively low.

Further improvement is reached employing a structured
dielectric layer [32–34], especially if parts of the dielec-
tric under the metal patch are etched away forming nar-
row dielectric pedestals which carry the metal patches in
so called mushroom-type MIM metasurfaces [35–37]. The
highest analyte-resonant field overlap is achieved in hollow
MIM metasurfaces [38–41] suitable especially for fluid ana-
lytes which can infiltrate the hollow cavities. In view of the

many diverse approaches and geometries considered for MIM
metasurface sensing, a lack of well-defined design procedures
and operating regimes which would yield optimal sensitivity is
apparent. It should also be noted that so far only spectral inter-
rogation has been considered, while questions on efficiency of
sensing based on reflectance and phase measurements remain
open.

Here, we present a general analysis of hollow MIM metas-
urfaces and describe a procedure by which the optimal design
(an optimal metasurface is defined as the one with maximized
refractive index sensitivity) can be attained for three most rel-
evant configurations (two versions of hollow cavity arrays and
the mushroom structure) operating with three different inter-
rogation methods based on frequency, reflectance and phase
measurements. The paper is organized in the following way.
The modeling of metasurfaces and their operating regimes are
described in section 2. The design procedure is discussed in
section 3. The spatial overlap between an analyte and MIM
cavity modes is analysed in section 4. Bulk refractive index
sensitivities are evaluated and discussed in section 5. It is
demonstrated that the refractive index sensitivity is maximized
in the critically coupled regime where the radiative and non-
radiative decay rates of the resonant mode are equal, while in
practice, an optimal working point should be close to the crit-
ical coupling point. The dynamic range for the sensing and thin
film sensitivities are considered in section 6. The final optim-
ization is done by decay rate engineering in order to achieve
narrower resonances, which is examined in section 7. At the
end, in section 8, we discuss the operation at oblique incidence
and issues relevant for practical realization.

2. Sensing structures, modeling and operating
regimes

The schematics of four metasurfaces considered in this paper
are shown in figure 1. For simplicity, we discuss metasurfaces
which are periodic along x- and invariant along the y-direction,
while the analysis of structures periodic along both directions
would follow along the same lines. In each of cases depic-
ted in figure 1, there is an array of parallel metallic ribbons
on top. The dielectric-loaded MIM structure (metasurface 1)
from figure 1(a) is transformed into a mushroom-type struc-
ture (metasurface 2) from figure 1(b) by etching away parts of
the dielectric spacer in order to make isolated dielectric ped-
estals carrying the metallic ribbons. Two hollow geometries
are investigated. The first one (metasurface 3) in figure 1(c)
has a top metallic slit array which would, in practice, stand
on very distant spacers such as dielectric beads. A fluid ana-
lyte, e.g. coming from environment above, can infiltrate the
space between two metallic layers through slits. In the second
hollow structure (metasurface 4), depicted in figure 1(d), the
metallic ribbons are deposited on a transparent encapsulating
layer which acts as their mechanical support. In this case, a
fluid analyte can flow laterally through the hollow channel.

All configurations can be accounted for by varying the
dielectric spacer width ws in the following way: in dielectric-
loaded metasurfaces it is equal to the unit cell width (ws =P),
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Figure 1. Cross sections (xz-plane) of MIM metasurfaces
considered in this paper (left) and corresponding unit cells (right):
(a) dielectric-loaded metasurface with a continuous dielectric spacer
(metasurface 1), (b) mushroom-type metasurface with a dielectric
pedestal in the center (metasurface 2), (c) hollow metasurface with
the metallic ribbon array standing on a lateral support (metasurface
3), and (d) hollow metasurface encapsulated by a polymer layer
(metasurface 4). All metasurfaces are periodic along x- and invariant
along the y-direction.

figure 1(a), in mushroom-type structures it is narrower than the
metallic ribbon width (ws < wm), figure 1(b), while in hollow
metasurfaces it is completely removed (ws = 0), figures 1(c)
and (d). Numerical calculations were done using rigorous
coupled wave analysis implemented in the Reticolo code [42].
The unit cells of metasurfaces employed in simulations are
presented on the right hand side of figure 1. The period
P, metallic ribbon width wm and spacer thickness (i.e. cav-
ity height) ts are selected according to the design proced-
ure described below. The thickness of top metallic ribbons
is tm = 300 nm, whereas the metasurface from figure 1(d) is
encapsulated by a polymer layer with the thickness tp = 40 µm.

The refractive index na = 1.5 of the reference analyte
was chosen as representative for typical low-loss liquids
at terahertz frequencies, such as hexane (na = 1.37), octane
(na = 1.391), decane (na = 1.405), and ethanol (na = 1.6)
[39, 43]. The refractive index sensitivity was calculated
by increasing na to na+∆na, where ∆na = 0.1 in the
case of frequency interrogation, ∆na = 0.01 in the case of
reflectance interrogation, and ∆na = 0.001 in the case of
phase interrogation. Metallic parts were assumed to be

Figure 2. (a) Reflectance and (b) phase spectra for two values
of the analyte refractive index na and na+∆na. Corresponding
changes of (c) reflectance (the absolute and relative changes,
∆R= R(na+∆na)−R(na) and ρR=∆R/R(na), respectively) and
(d) phase (∆Φ=Φ(na+∆na)−Φ(na)).

made of gold and modeled by Drude permittivity (plasma
frequency ωp = 1.37× 1016 rad s−1, collision frequency
γc = 4.05× 1013 rad s−1) [44] whereas polyimide with a
refractive index of ns = 1.8+ j0.06 [45, 46] was assumed
for dielectric spacers in metasurfaces 1 and 2. The encap-
sulating layer for metasurface 4 in figure 1(d) was modeled
by a low-loss polymer Zeonor with a refractive index of
np = 1.518+ j0.0009 [47].

The sensing mechanism is based on shifting of a metas-
urface resonance due to small changes of na. As a result, the
resonant frequency f 0 as well as the reflectance R and phase
Φ at the operating frequency (not necessary equal to the res-
onant one) are changed as illustrated in figures 2(a) and (b).
Three refractive index sensitivities (frequency, reflectance and
phase), corresponding to three distinct interrogation methods,
are calculated, as defined by the formula SI( f) = |∆I( f)|/∆na,
where f in parentheses denotes the operation frequency (relev-
ant only for reflectance and phase interrogation). Depending
on the chosen interrogation method, I( f ) stands for resonant
frequency f 0, reflectance R( f ), or phase Φ( f ). ∆I( f ) denotes
the change of I( f ) resulting from a given change∆na of na, as
illustrated in figure 2. According to this definition, for reflect-
ance and phase SI( f ) is operation frequency dependent, while
it is not the case for frequency interrogation.

Figure-of-merit (FOM) factors are introduced in order to
evaluate the sensing efficiency from the viewpoint of listed
interrogation methods. Each FOM factor is defined as the
ratio between sensitivity SI( f ) and a conveniently selected
nonideality metric NI( f ): FOMI( f) = SI( f)/NI( f). In spec-
tral interrogation, narrower resonances are easier and more
precisely detected. Therefore, N f is usually taken as the res-
onance linewidth FWHM{R( f)}, defined as the full-width
at half maximum (FWHM) of the reflectance spectra R( f ),
figure 2(a). For intensity interrogation, NR( f ) can be taken to
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Figure 3. Resonant frequency as a function of (a) period P and (b) spacer thickness ts. The vertical dashed line in (a) denotes the selected
period of 100 µm. (c) Radiative and non-radiative decay rates, γr, γ0, and (d) spectral width (FWHM) of resonant modes, (e) the minimal
reflectance Rmin and (f) the maximal phase slope Φsl,max (illustrated in figure 2(b)) for all considered metasurfaces as a function of ts. The
critical coupling for the considered metasurfaces 1–4 is approximately achieved for ts1 = 3.5 µm, ts2 = 1.75 µm, ts3 = 1.5 µm, and
ts4 = 1.25 µm, respectively, which are denoted by the vertical dashed lines.

be equal to the reflectance [26] R( f ) at operation frequency.
This is justified by the fact that the accuracy of measure-
ments is maximized for structures operating near the point
of darkness with a near zero reflection [26]. Then any vari-
ation of surrounding refractive index would result in a huge
relative change of the reflectance (theoretically infinite for the
zero reflectance in the working point) as shown in figure 2(c).
In order to avoid extremely low and experimentally non-
achievable values, the minimal reflectance in numerical calcu-
lations was set to 0.01. Finally, for phase interrogation, NΦ( f)
is set equal to the spectral width FWHM{∆Φ( f)}, figure 2(d),
because steeper phase change is easier to detect [48].

The spectral response of MIM metasurfaces is known to be
determined through the interplay of radiative and non-radiative
decay processes of the resonant mode [49], as quantified by
their respective rates γr and γ0. In this sense, there are three
possible operating regimes [49, 50]: undercoupled (γr < γ0),
overcoupled (γr > γ0), and critically coupled (γr = γ0). Radi-
ative and non-radiative decay rates are most directly obtained
by fitting the actual reflection coefficient (measured or numer-
ically simulated) to the so-called temporal coupled-mode the-
ory model [51]. For the single channel case considered here,
it amounts to fitting R( f ) to RTCMT = 1− 4γ0γr/(( f− f0)2 +
(γ0 + γr)

2), with γr and γ0 as fitting parameters [49, 52]. The
calculations belowwere done for reflectance spectra with vari-
able spacer thickness ts (typical spectra for metasurface 4 are
given in figure S1 of supplementarymaterials (available online
at stacks.iop.org/JPD/54/285106/mmedia)). Since R( f ) has an
inverted Lorentzian shape, its FWHM is qual to 2(γr+ γ0).

3. Design procedure

The geometry of MIM metasurfaces is determined by three
parameters, metallic ribbon width wm, period P, and spacer
thickness ts. The cavity mode is a standing wave with the
wavelength determined by the metallic ribbon width. Accord-
ing to the cavity or standing-wave resonance model [49, 53],
the resonant frequency of MIM cavities can be approxim-
ated with f0 = c/(2wmnc), where c is the velocity of light in
vacuum and nc is the cavity refractive index. The considered
metasurfaces are designed for operation around 1 THz due to
a straightforward fabrication of terahertz structures, whereas
applications at higher frequencies are discussed below. For the
chosen resonant frequency, the cavity model gives wm around
83 and 100 µm for the spacer refractive index of 1.8 (polyim-
ide spacer for metasurface 1) and 1.5 (spacer with completely
infiltrated analyte for metasurfaces 3 and 4). Finally, we adop-
ted wm = 80 µm.

We start by considering a unit cell width that seems reas-
onable, P= 100 µm. In particular, it is chosen with the aim of
achieving a large ratio wm/P since it implies that the resonant
eigenmode will span the majority of the unit cell (meaning that
a high field enhancement over a large fraction of the unit cell is
obtained). The resonant frequency is practically independent
of P for periods larger than 100 µm as depicted in figure 3(a).
On the other hand, for smaller periods the cavity modes are
not localized anymore, and due to their hybridization [19],
f 0 decreases. Later, in section 7, we will consider how chan-
ging P affects sensitivity, reaching a somewhat unexpected
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Figure 4. (a) Spatial distribution of the electric field enhancement |Ez/E0| of the resonant modes within unit cells for all four metasurfaces.
The calculations were done for ts1 = 3.5 µm, ts2 = 1.75 µm, ts3 = 1.5 µm, and ts4 = 1.25 µm, respectively, and at resonant frequencies. The
areas containing an analyte are encircled by dotted lines. (b) CE factor as a function of spacer thickness. In structures 1–3, the height of the
areas with the analyte was limited to 10 µm for the sake of numerical calculations. Metasurfaces marked with 2 ′ and 3 ′ are modified
versions of metasurfaces 2 and 3, respectively, where the fraction of electric field energy in the analyte above the metasurfaces is omitted.

conclusion. In the dielectric pedestal case, metasurface 2 in
figure 1(b), we fix ws =P/3.

The resonant frequency weakly depends on the spacer
thickness as shown in figure 3(b). On the other hand, ts domin-
antly controls radiative and non-radiative decay rates, presen-
ted in figure 3(c), and thus determines the operating regime
of MIM metasurfaces [49, 50]. Typically for MIM metasur-
faces, γr grows approximately linearly with ts while γ0 decays
as 1/ts [49]). The critical coupling is determined by the point
of intersection of these two curves when γr = γ0. The inter-
section points from figure 3(c) approximately give the follow-
ing spacer thicknesses (denoted by vertical lines in figure 3):
ts1 = 3.5 µm for metasurface 1, ts2 = 1.75 µm for metasur-
face 2, ts3 = 1.5 µm for metasurface 3, and ts4 = 1.25 µm
for metasurface 4. The resonance width is minimized for ts
values which are usually close to the critical coupling point,
figure 3(d). A slight deviation is observed only for metasur-
face 1 due to higher non-radiative decay rates as a result of
losses in the polyimide spacer. At the same time, the min-
imal reflectance Rmin, figure 3(e), and maximal phase slope
Φsl,max, figure 3(f), reach extrema exactly at the critical coup-
ling point. These results indicate that the operation of metas-
urfaces around the critical coupling point could be beneficial
for sensing since reduced resonance width and low reflect-
ance provide enhanced FOMswith the spectral and reflectance
interrogation, respectively, while a large phase slope facilitates
sensing with phase interrogation.

4. Fraction of electric field energy in analyte

Regardless of interrogationmethod, the sensing is based on the
spectral shift of a metasurface resonance due a small change
of analyte refractive index. Therefore, a larger spectral shift is
expected to give a larger refractive index sensitivity in all three
interrogation methods. According to the perturbation theory,
the relative frequency change ∆f 0/f of an electromagnetic

cavity with refractive index n and dielectric permittivity ε due
to a small change of refractive index ∆n is given by the fol-
lowing approximate equation [54, 55]

∆f0
f

=−∆n
n

´
analyte ε|E|

2dV´
all space ε|E|2dV

=−∆n
n
CE, (1)

where E is the electric field while CE is the fraction of elec-
tric field energy confined within the volume of an analyte to
be sensed. Therefore, the relative frequency shift for a given
refractive index change ∆n/n depends only on factor CE. The
maximal relative frequency shift of (∆f0/f)max =∆n/n is
then achieved for CE = 1 when the entire electric field energy
of an electromagnetic resonator is stored within the analyte.

Spatial distributions of the electric field enhancement
|Ez/E0| (E0 is the magnitude of the incident electric field) are
displayed in figure 4(a) for all four metasurfaces. The cavity
modes with a high field enhancement are excited between two
metallic layers and their overlap with an analyte (encircled for
a better visibility) is drastically increased in metasurfaces 2–4.
Using such spatial distributions, factor CE was calculated as a
function of spacer thickness and depicted in figure 4(b). CE
is maximal and equal to 1 for metasurface 3 since the analyte
is infiltrated both in MIM cavities as well as above them. For
metasurfaces 2 and 4, a fraction of the electric energy is stored
inside the dielectric pedestal (metasurface 2) and the encap-
sulating layer (metasurface 4) and therefore does not over-
lap with analyte. As a result, the nominator in equation (1) is
decreased leading to a lower CE. For ts around 1.5 µm, CE is
reduced by only ∼ 10% and ∼ 5%, respectively. On the other
hand, in the dielectric-loaded metasurface 1, the analyte is out
of the region with a high field enhancement leading to a very
low CE less than 0.1.

In calculations of CE factors for modified metasurfaces
2 and 3, marked with 2 ′ and 3 ′, only the electric field
energy inside MIM cavities was taken into account, while
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Figure 5. Bulk refractive index sensitivities and corresponding FOM factors: (a) Sf and (b) FOMf, (c) SR and (d) FOMR, (e) SΦ and
(f) FOMΦ.

the fraction above the metasurfaces was omitted. An analog-
ous case for metasurface 4 was not considered since the ana-
lyte is already confined between two metallic layers. Since
the electric field enhancement is dominantly distributed inside
the MIM cavities, CE for the modified metasurfaces is only
slightly decreased by around 5%. This indicates that metas-
urfaces 2 and 3 can operate with high refractive index sensit-
ivities even for analytes confined just inside them as will be
discussed later in section 6.

5. Bulk refractive index sensitivity

The numerically calculated refractive index sensitiv-
ities Sf, SR, SΦ, and corresponding FOM factors,
FOMf, FOMR, FOMΦ are given in figure 5. For reflectance
and phase interrogation in which these quantities are opera-
tion frequency dependent, the operation frequency is set to the
value at which sensitivity reaches its maximumover a conveni-
ently chosen spectral interval enclosing the resonance (thus
the operation frequency is slightly different at each ts). Due to
a large CE factor of metasurfaces 2–4, the spectral and reflect-
ance sensitivities are enhanced by around order of magnitude
compared to the dielectric-loaded configuration of metasur-
face 1. The phase sensitivity of metasurfaces 2–4 is increased
2–3 times. The lower enhancement of the phase sensitivity is
achieved because SΦ dominantly depends on the phase slope
which is very high in the case of the dielectric-loaded struc-
ture as well, figure 3(f). Except Sf which is independent on the
operating regime, all sensitivities and FOM factors are max-
imized around the critical coupling point. In mushroom-type

metasurfaces, the pedestal width ws of around 40% of the
metallic ribbon width wm is already sufficiently narrow to
provide sensitivities comparable to hollow metasurfaces.

The spectral sensitivity Sf , figure 5(a), around the critical
coupling point is above 0.6 THzRIU−1 for metasurface 2 and
above 0.7 THzRIU−1 for metasurfaces 3 and 4 (RIU stands
for refractive index unit). According to the perturbation theory
and equation (1), |Sf|= ( f0/na)CE while the maximal sensitiv-
ity |Sf|max = f0/na is achieved for CE = 1, when the fraction of
the electric field energy in an analyte is maximized. As a result,
the maximal theoretical sensitivities for the critically coupled
metasurfaces are the following: 0.63 THzRIU−1 for metasur-
face 1 ( f0 = 0.95 THz), 0.75 THzRIU−1 for metasurfaces 2
(f0 = 1.12 THz), and 0.77 THzRIU−1 for metasurfaces 3 and
4 ( f0 = 1.15 THz). The numerical results show that metasur-
faces 2, 3, and 4 reach 83%, 95%, and 90% of the theoretically
predicted spectral sensitivity, as a result of large CE factors,
CE ≈ 0.89, CE = 1, and CE ≈ 0.96, respectively. On the other
hand, metasurface 1 with a very low CE factor less than 0.05
achieves only 13% of Sf predicted by the perturbation theory.
While the spectral sensitivity does not depend on spacer thick-
ness, FOM factor FOMf, figure 5(b), is inversely proportional
to resonance width FWHM(R( f)) and reaches the maximum
around the critical coupling point where FWHM is minimized,
figure 3(d).

The reflectance sensitivity SR, figure 5(c), has a maximum
around the critical coupling point. Here the resonance width
is minimized, figure 3(d), which provides maximal∆R (illus-
trated in figure S2 of supplementary material). The maximal
sensitivity is achieved with metasurface 3. Due to the largest
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CE factor, it is associated with largest spectral shifts reflect-
ance changes for the same refractive index variation. FOM
factor FOMR, figure 5(d), inversely proportional to reflectance,
has a sharp peak at the critical coupling point where the reflect-
ance reaches the minimal value close to zero, figure 2(e).

The phase sensitivity SΦ, figure 5(e), and corresponding
FOMΦ, figure 5(f), are also maximized at the critical coupling
point. Phase difference due to refractive index change grows
with the slope of the phase curve Φ( f ) (illustrated in figure
S3 of supplementary material), which is maximized at the
critical coupling point as depicted in figure 3(f). FOM factor
FOMΦ is also maximized at the critical coupling point since it
is inversely proportional to the spectral width ofΦ( f ) which is
minimized at this point (given in figure S3 of supplementary
material).

Although the refractive index sensitivities and FOM factors
are maximized at the critical coupling point, this operat-
ing regime is associated with zero reflectance which pre-
vents measurements of any signal. Therefore, practical devices
should be designed to operate close to the critical coupling
point where reflected beam is still measurable. Such small
detuning from the critical coupling point can be also expec-
ted in realistic devices due to unintentional deviations of ts
introduced during fabrication. According to experimental data
[56], it is safe to adopt that the minimal reflectance for reliable
terahertz reflection and phase measurements is Rth = 0.01.
According to figure 3(e), the minimal reflectance Rmin is below
the established threshold of 0.01 for ∆ts ≈ 150 nm around tsi
(i= 1–4). Therefore, realistic and experimentally measurable
sensitivities are obtained for the spacer thicknesses tsi ±∆ts.

The spectral interrogation is independent on spacer thick-
ness and obviously not influenced by fluctuations of ts. The
reflectance sensitivity is also robust, SR for metasurface 3
decreases by only∼ 3% for∆ts = 150 nm as can be seen from
figure 5(c). On the other hand, the phase sensitivity, figure 5(e),
is severely affected by deviations of ts and it decreases bymore
than 50% for∆ts = 150 nm. Therefore, realistic values for SΦ
are around 1× 104 deg RIU−1.

Bulk refractive index sensitivities Sf for metasurfaces 3 and
4 are above 700 GHz RIU−1, while the normalized sensit-
ivity Sf/f0 is around 0.6 RIU−1 (for f 0 around 1.15 THz).
These values are slightly larger than the best experimental res-
ults achieved so far with hollow metasurfaces and for similar
na around 1.5 (Sf ≈ 500 GHz RIU−1 [38], normalized sensit-
ivity 0.31–0.55 RIU−1 [39]). The obtained sensitivities also
exceeds the results previously obtained with other sensing
platforms at terahertz frequencies, such as waveguides [57]
(Sf = 91.25 GHz RIU−1) and Fabry–Pérot cavities (normal-
ized sensitivity of around 0.52 RIU−1) [58]. At the same time,
the cavity height of hollow metasurfaces (≈1.5 µm) is much
smaller than the thickness of waveguide (≈1 mm) and Fabry–
Pérot cavities≈50–70 µm which indicates that hollow metas-
urfaces are good candidates for more compact and lower limit
of detection sensing.

The comparison of refractive index sensitivities with
intensity (reflectance) interrogation is more difficult since it
has been much less employed. The sensitivity of holey MIM
metasurface operating in transmission mode [59] of around

0.67 RIU−1 is order of magnitude lower than the sensitiv-
ity of hollow metasurfaces. The main benefit of the reflect-
ance interrogation is large FOM factor and relative reflectance
change for structures operatingwith a near-zero reflection. The
phase interrogation is still practically unexplored at terahertz
frequencies. The obtained phase sensitivity of around 1× 104

deg RIU−1 is comparable to maximal phase sensitivities of up
to 105 deg RIU−1 obtained at optical frequencies [60]. Since
metasurfaces 2–4 are associated with high spectral, reflect-
ance, and phase sensitivities at the same time, the same MIM
geometry can be employed for efficient sensing with multiple
interrogation methods.

According to the calculated refractive index sensitivities
for metasurface 3 of Sf ≈ 700 GHz RIU−1, SR ≈ 10 RIU−1,
and SΦ ≈ 104 deg RIU−1 and the corresponding resolutions
[61] for spectral, reflectance and phase measurements of δf =
2–5 GHz, δR= 0.01, and δΦ= 1◦, respectively, the limit of
detection for refractive index sensing is estimated at 0.003–
0.007 (<10−2) for the spectral interrogation, 10−3 for the
reflectance interrogation, and finally, only 10−4 for the phase
interrogation.

6. Dynamic range and thin film sensitivity

In previous sections, refractive index sensitivities have been
calculated by increasing an analyte refractive index na = 1.5
for a fixed and small ∆na. On the other hand, dynamic range
defines the range of∆na for which the specified sensitivity can
be reached. Figures 6(a)–(c) depict changes of a measured sig-
nal (∆f 0, ∆R, ∆Φ) for ∆na varied up to 0.5 (na+∆na in the
range 1.5–2) for the spectral and reflectance interrogation, and
up to 0.01 (na+∆na in the range 1.5–1.51) for the phase inter-
rogation. The insets of figures 6(a)–(c) display corresponding
refractive index sensitivities. The sensing with spectral inter-
rogation provides a wide dynamic range since |∆f0| almost lin-
early grows with ∆na (figure 6(a)) in the whole range. At the
same time, the resulting sensitivity Sf decreases by only 30%
for∆na = 0.5. On the other hand, |∆R| is approximately linear
only for na+∆na in the range from 1.5 to 1.6 (figure 6(b)). For
∆na ≳ 0.1, the slope of |∆R| curve progressively falls down
while |∆R| approaches the maximal value of 1. As a result, the
reflectance sensitivity decreases by almost order of magnitude
for ∆na = 0.5. The phase interrogation is characterized with
a very narrow dynamic range since ∆Φ is linear up to only
∆na = 0.002 while SΦ falls down by four times for∆na = 0.01
(figure 6(c)). Therefore, from the point of view of the limit
of detection, the phase interrogation provides the best sensing
performance, but such high sensitivity is achievable in a very
narrow range of ∆na in the order of 10−3.

So far we have considered bulk refractive index sensitivit-
ies, but they stay on the same level if an analyte is confined
just within MIM cavity, in the channel between bottom metal-
lic plate and topmetallic resonators. This is illustrated in figure
S4 of supplementary material for metasurfaces 2 and 3, while
the analyte is already confined in metasurface 4. The reason
for such behavior is high CE factor even in the case when the
fraction of electric field energy above metasurfaces is omitted,
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Figure 6. Dynamic range for metasurface 3: (a) |∆f0|, (b) |∆R|, and (c) ∆Φ| for increasing ∆na. The inset depicts changes of the
corresponding sensitivities. Thin film refractive index sensitivities for metasurface 3: (d) |∆f0|, (e) |∆R|, and (f) ∆Φ| as a function of
analyte thickness ta. The inset depicts changes of the measured signal for ultra-thin films in order to determine limits of detection. Shaded
areas denote measurable film thicknesses.

as illustrated for metasurfaces 2 ′ and 3 ′ in figure 4(b). There-
fore, obtained bulk refractive index sensitivities can be easily
transformed into thin film sensitivities by dividing them with
spacer thickness (ts2, ts3, ts4). For metasurfaces 3 and 4, thin
film sensitivities in the spectral interrogation are around 4.7×
105 GHz (RIU−1 mm−1), and around 4× 105 GHz (RIU−1

mm−1) for metasurface 2. These values are very high con-
sidering the highest spectral sensitivities (in the range 103–
2.1× 105 GHz (RIU−1 mm−1)) reported so far with terahertz
metasurfaces [4].

Metasurfaces 2–4 provide the sensing of analytes confined
within MIM cavities and therefore with a deep subwavelength
thickness, where the ratio of the free-space wavelength λ0 and
the analyte (spacer) thickness is around 150–200. As a result,
such metasurfaces are suitable for sensing of thin films. Limits
of detection were estimated for metasurface 3. In numerical
calculations, a thin film with refractive index na = 1.5 and a
variable thickness ta up to the spacer thickness ts = 1.5 µmwas
placed inside MIM cavities, on the top of the bottom metal-
lic plate. The rest of the cavities remained hollow. The results
for changes of resonant frequency, reflectance, and phase with
increasing film thickness ta are given in figures 6(d)–(f).

Similar to the previous analysis of dynamic range, |∆f0|
approximately linearly grows with ta up to the maximal thick-
ness of 1.5 µm. On the other hand, the dynamic ranges for
the reflectance and phase measurements are narrower, since

∆R and ∆Φ are linear up to ta ≈ 250 nm and ta ≈ 40 nm,
respectively. At the same time, ∆R and ∆Φ go into the sat-
uration (characterized with maximal ∆R= 1 and ∆Φ= 180◦)
for ta≈ 1 µm and ta ≈ 130 nm, respectively. Limits of detec-
tion of thin film thickness are determined from the insets of
figures 6(d)–(f). If assumed resolution is δf = 2–5 GHz for the
spectral interrogation and δR= 0.01 for the reflectance inter-
rogation [61], the limits of detection are around 10 and 4 nm,
respectively (the insets of figures 6(d) and (e)). Therefore, the
spectral and reflectance interrogation allow detection of very
thin films with a large λ0/ta ratio of around 5× 104. The ulti-
mate sensitivity for thin film detection is achieved with the
phase interrogation since the accuracy of phase measurements
of δΦ= 1◦ enables the detection of films with angstrom thick-
ness as shown in the inset of figure 6(f). According to these
results, hollowmetasurfaces provide very high sensitivities for
detection of thin film thickness as well, which are comparable
to the best sensitivities achieved so far [62, 63].

7. Optimization by decay rate engineering

The main focus of the previous analysis was on the reach-
ing of the maximal CE factor by maximizing the overlap of
an analyte and regions with a high electric field enhancement
in order to minimize the influence of underlying substrate.
Another direction to improve sensing performance is to design
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Figure 7. Real part of metal wave impedance Zm for 14 metals [44]
at 1 THz.

metasurfaces with narrow resonances. Here we consider two
possibilities: the utilization of a metal with lower losses and
increasing of period P. Gold has been traditionally employed
for making metallic parts of metasurfaces. Still, metal with
lower losses would provide lower non-radiative decay rates,
more narrow resonances and larger refractive index sensitivit-
ies. Metal losses are determined by the integral of Poynting
vector flux through the surface enclosing metallic domains,
and it can be shown that the metallic losses are proportional to
the real part of the metal wave impedance (Zm =

√
µ0/ε0εm,

where µ0 is vacuum permeability, ε0 is vacuum permittivity,
and εm is metal permittivity) [52]. The real part of the metal
wave impedance for 14 metals [44] at 1 THz (close to the oper-
ating frequency of considered metasurfaces) is presented in
figure 7. As can be seen, copper has the lowest impedance and
therefore, below it is considered as a candidate to replace gold.

In the numerical calculations, copper is modeled with
Drude parameters, the plasma frequencyωp = 1.12× 1016 rad s−1

and collision frequency γc = 1.38× 1013 rad s−1 [44] which
is four times lower than the collision frequency of gold. Decay
rates for metasurface 3 made from gold and copper are depic-
ted in figure 8(a). Radiative decay rates stay the same, but
non-radiative decay rates are decreased in the case of copper
resonators due to a lower absorption. As a result, the critical
coupling is achieved for thinner spacer thickness ts3 ′ ≈ 1.2µm
(compared to ts3 ≈ 1.5 µm in the case of gold). The lower non-
radiative decay rates result in narrower resonances with lower
FWHM as shown in figure 8(b). Finally, copper based metas-
urface has a larger FOMf factor (by around 30%) and larger SR
(by around 25%) as displayed in figures 8(c) and (d), respect-
ively. Influence of lower γ0 on Sf and SΦ is weak and they
stay practically the same.

Increasing unit cell size andmetasurface periodP is another
way to decrease resonance width. In this case, radiative decay
rates are decreased since they scale as∼P−1 [64]. This is illus-
trated in figure 9(a) for metasurface 3 and periods P= 100 µm
(taken so far in the previous calculations) and P= 175 µm.
Non-radiative decay rates stay practically the same since they
stem from losses in metallic parts which are fixed, whereas

Figure 8. Metasurface 3 made with gold and copper: (a) decay
rates, (b) resonance width, (c) FOM factor in the spectral
interrogation, and (d) reflectance sensitivity.

Figure 9. Metasurface 3 with larger period: (a) decay rates,
(b) resonance width, (c) FOM factor in the spectral interrogation,
and (d) reflectance sensitivity. The inset of (b) displays the
resonance width as a function of a metasurface period.

the critical coupling is now shifted to thicker spacers with
ts3 ′ ′ ≈ 2.15 µm. The resonance width depicted in figure 9(b)
is decreased for the larger period, while the minimal FWHM
is reached for P around 175 µm as shown in the inset of
figure 9(b). For larger periods, in addition to the zeroth order,
the first diffraction order becomes propagative as well, which
limits the minimal FWHM. As in the previous case, decreased
resonance width leads to larger FOMf (by around 45%) and
SR (by around 30%) as presented in figures 9(c) and (d),
respectively. Still, this improvement is achieved for the spacer
thickness increased by around 40% which preserves thin film
sensitivities at the same level. Finally, an optimal structure
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would comprise of copper resonators with a larger period of
P= 175 µm. Due to decreased both radiative and non-radiative
decay rates in such structure, FOMf and SR are increased
by around 85% and 60%, respectively (figures 9(c) and (d)),
compared to the initial metasurface 3 made of gold and with
the period P= 100 µm. The optimal structure is achieved for
the same spacer thickness as the initial metasurface 3 (ts3 ≈
1.5 µm) since the increase and decrease of ts due to larger
period and the utilization of copper, respectively, are com-
pensated by each other. As a result, the observed improvement
is reflected in thin film sensitivities as well.

8. Discussion

All presented results were obtained for the normal incidence.
Still, the operation at oblique incidence could be more favor-
able for practical measurements in order to spatially separ-
ate the incoming and reflected beam. The cavity modes of
MIM metasurfaces (field distributions plotted in figure 4(a))
are localized and their resonant frequencies weakly depend on
angle of incidence (AOI) (depicted in figures S5(a) and (b) of
supplementary material). The minimal reflectance increases
(figure S5(c) of supplementary material) and the maximal
phase slope decreases (figure S5(d) of supplementary mater-
ial) with AOI which results in lower reflectance and phase
sensitivity. For the operation at a larger AOI, metasurfaces
can be always redesigned by tuning spacer thickness in order
to reestablish the operation near to the critical coupling point.
For example, the spacer thickness in metasurface 3 operating
at AOI= 30◦ should be just increased from ts3 = 1.5 to 2 µm
as shown in figure S6 of supplementary material. On the other
hand, tunable AOI can be used in order to adjust the optimal
operating conditions when spacer thickness deviates from the
optimal one mainly due to fabrication imperfections [29]. Tak-
ing metasurface 3 again as an example, deviation of the spacer
thickness by∆ts = 250 nm from the optimal value ts = 1.5 µm
is compensated by the operation at AOI around 20◦ when the
structure is returned back near to the point of critical coup-
ling as illustrated in figure S7 of supplementary material. At
the same time, tunable AOI can be used in order to increase
reflection and get sufficiently high signal (figure S5(c) of sup-
plementary material).

Operation at oblique incidence provides an additional bene-
fit since measurements can be performed by spectroscopic
ellipsometry. This technique is very attractive for sensing
devices [29] since it simultaneously gives both amplitude and
phase signals while relative measurements provide an ultimate
sensitivity for detection of thin films. Although the ellipso-
metry is dominantly employed at optical and infrared frequen-
cies, recent developments make the technique applicable at
terahertz frequencies as well [65, 66]. The operation of pro-
posed sensing structures in transmission mode is possible with
similar metasurfaces consisting of a double layer of spatially
separated metallic patches and an analyte under investigation
between them [67].

Hollow cavities of MIM metasurfaces can be easily infilt-
rated by a fluid analyte, bringing it into the region with a high

field enhancement. However, more sophisticated fabrication
methods are required to produce such metasurfaces. In the
case of mushroom-type structures [68], a partial etching of
the dielectric spacer underneath top metallic stripes is needed
to narrow the spacer and make a dielectric pedestal out of it.
Such structures were successfully fabricated and employed for
surface enhanced Raman spectroscopy [69, 70] as well as for
refractive index sensing at mid-infrared [36] and even optical
frequencies [35, 37].

Hollow structures were dominantly realized at microwaves
[71] and terahertz frequencies [38–41, 72]. Similar planar
MIM structures with a nanofluidic channel between twometal-
lic layers were implemented at mid-infrared frequencies and
applied for enhanced infrared spectroscopy of molecules and
liquids [73–75], while vertical MIM cavities were used for gas
sensing [76]. Finally, hollow MIM metasurfaces have been
recently fabricated even at near-infrared frequencies [77]. In
practical applications, hollow metasurfaces are convenient for
the combination with a microfluidic channel placed between
bottom metallic plate and array of top metallic resonators
[39, 41].

The operation close to the critical coupling point can be
adjusted by choosing an appropriate thickness of the dielec-
tric pedestal in mushroom-type structures or lateral spacer
height. In the static case when there is no possibility for a
post-fabrication tuning of the spacer thickness, metasurfaces
are designed with an analyte filled insideMIM cavities. On the
other hand, the spacer thickness can be mechanically tunable
in some hollow structures, by vertically moving the layer with
top metallic resonators [71, 72]. With this option included,
the critical coupling can be adjusted for a broader range of
analyte refractive index. However, because of technological
challenges, so far this option has been implemented only at
microwaves [71] and terahertz frequencies [72]. In order to
makemetasurfacesmore robust to fabrication inaccuracies and
provide dynamically tunable critical coupling, an additional
approach could be to employ the concept of disordered struc-
tures with just a few tunable unit cells [78].

An additional option to improve the sensitivity of the
dielectric-loaded MIM metasurface from figure 1(a) is to use
dielectric spacer as a label [79]. Although in this configuration
an analyte is above the metasurface, due to its interaction with
the label, the spacer properties (such as refractive index) are
modified. In this way, changes in the analyte are transformed
into changes of the spacer which is in a region with a high field
enhancement. Still, such kind of sensing requires appropriate
labeling for every analyte.

9. Conclusions

Hollow MIMmetasurfaces enable an excellent spatial overlap
between analyte and regions with high electric field enhance-
ment, so that the fraction of resonant eigenmode energy stored
in the analyte tends to unity. This is the dominant factor
responsible for a large refractive index sensitivity (normal-
ized sensitivity of above 0.6 RIU−1). We have estimated the
attainable detection limit for the refractive index sensing at
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< 10−2 RIU for spectral interrogation, 10−3 RIU for reflect-
ance interrogation, and 10−4 RIU for phase interrogation.
Such high resolutions are achievable in a dynamic range of
around 0.5 and 0.1 RIU for the spectral and reflectance inter-
rogation, respectively, whereas the price for the ultrahigh
detection limit provided by the phase interrogation is a nar-
row dynamic range of only 10−3 RIU. Since the ratio of free-
space wavelength and effective analyte thickness defined by
cavity height is very large (around 150), hollow metasurfaces
are promising for sensing low amounts of analytewith a deeply
subwavelength thickness. The attainable detection limit for the
film thickness sensing is in the order of nanometers for the
spectral and reflectance interrogation, and in the order of ang-
stroms in the case of the phase interrogation. At the critical
coupling point with equal radiative and non-radiative decay
rates of the resonant mode, the resonance width is minimized,
reflectance tends to zero providing a huge relative change,
while the phase slope is maximized. These properties enable
maximal sensitivities and FOM factors simultaneously in all
three interrogation methods (spectral, reflectance, and phase).
Simple semi-analytical model of reflective metasurfaces based
on temporal coupled-mode theory confirms that the critical
coupling point is the optimal working regime for such sens-
ing structures [80]. In order to provide high enough output
reflectance, realistic structures should be slightly detuned from
the critical coupling point by choosing a proper spacer thick-
ness of MIM cavities prior to fabrication or by slightly adjust-
ing AOI for a post-fabrication tuning. Improved FOM factor
in the spectral interrogation and reflectance sensitivity were
achieved by decreasing the resonant mode width, by using
copper instead of gold due to lower losses, and by increasing
metasurface period in order to decrease non-radiative losses.
Following this approach, future study should focus on a design
of MIM metasurfaces with asymmetric top metallic struc-
tures in order to achieve narrow resonances [81]. In order to
employ hollowmetasurfaces for the sensing of chiral analytes,
future works should consider structures with chiral top metal-
lic resonators [82]. In comparison with the standard dielectric-
loaded MIM metasurfaces, the fabrication of hollow metasur-
faces is more challenging. However, their implementation has
already been demonstrated from microwave to near-infrared
frequencies, where their full potential will be achieved by their
integration with microfluidic structures.
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Beam Steering Efficiency in Resonant
Reflective Metasurfaces

Goran Isić , Dimitrios C. Zografopoulos , Danka B. Stojanović , Borislav Vasić , and Milivoj R. Belić

Abstract—Beam steering is one of the prevailing functions per-
formed by electromagnetic metasurfaces. Its efficiency depends
on a large number of physical parameters associated with reso-
nant elements comprising the metasurface and is thus notoriously
difficult to optimize. Here we formulate a theoretical model for
evaluating the diffraction efficiency of an array of lossy resonant
elements whose spectral response is dominated by the coupling
between a leaky eigenmode and a single incoming/outgoing chan-
nel. We use it to deduce a formula for the maximum attainable
diffraction efficiency and the gradient parameter profile for which
it is achieved. The optimization procedure is demonstrated on the
example of an electrically tunable liquid-crystal terahertz beam
steering metasurface. Finally, the proposed model is benchmarked
against rigorous metasurface simulations.

Index Terms—Gradient metasurfaces, beam steering, temporal
coupled-mode theory, tunable metamaterials.

I. INTRODUCTION

IN THE early days of optics, light has been directed using
reflection and refraction exclusively. In contrast, radio waves

have always been generated, guided and detected by components
whose size is comparable to their free-space wavelength. Tech-
nological progress over the past decades, allowing the prepa-
ration of thin layers and fabrication of submicron structures,
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1126-170033 project of the Qatar National Research Fund (a member of the
Qatar Foundation). The work of Dimitrios C. Zografopoulos was supported by
the COST Action CA 16220 European Network for High Performance Integrated
Microwave Photonics. (Corresponding author: Goran Isić.)
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has gradually lead to the development of optical components
that, similarly to their radio counterparts, have wavelength or
subwavelength sized elements. These diffractive optical com-
ponents have since been attracting a growing research attention
for their potential to provide improved characteristics or entirely
new functionality. Binary optics technology [1], involving sur-
face relief gratings with step-like profiles for light guiding, is a
prominent early example.

Electromagnetic metasurfaces [2] embody one of the more
recent research topics in optics aimed at using subwavelength,
often resonant, optically thin structures for purposes of control-
ling light. The subwavelength elements, organized into unit cells,
can nowadays be fabricated with nanoscopic precision, a wide
range of materials and physical parameters exhibiting a desired
in-plane gradient, giving virtually an arbitrary number of degrees
of freedom for designers of novel optical components [3], [4].

Beam steering, also called anomalous reflection in the litera-
ture [2], [5], [6], whereby the incoming beam is reflected into a
desired direction, is amongst the simplest functions these struc-
tures can provide. Beam steering metasurfaces are graded struc-
tures [4], [7] in many ways analogous to reflectarray antenna
used at microwave frequencies since the 1960s [8]. In fact, many
resonant metasurface element designs have either been inspired
by, or rediscovered independently from, the vast knowledge
accumulated over the years on microwave reflectarrays [9]–[11].
The novel terminology is, however, usually warranted by specific
traits associated with operation at terahertz or higher frequen-
cies. A number of demonstrations has so far been reported,
including operation at optical [5], [12] and terahertz [13], [14]
frequencies. In terms of possible applications, tunable beam
steering metasurfaces are particularly interesting, especially if
tuning is performed by electrical means. Various ideas have been
proposed, e.g. exploiting the electric field effect in conducting
oxides [15], graphene [16], semiconductor heterojunctions [17]
or by switching nematic liquid crystals [18], but only few have
so far been actually demonstrated [19], [20].

A major problem in developing a novel beam steering meta-
surface implementation, especially if it involves tunable or
reconfigurable operation, is making a realistic estimate of the
attainable diffraction efficiency (DE). In all but the trivial case
when resonant absorption is negligible and the available phase
range equals 2π, increasing DE involves some kind of trade off
between amplitude and phase characteristics achievable often
only through blind fine-tuning a large number of parameters.
In such circumstances it is virtually impossible to identify the
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Fig. 1. The generic beam steering metasurface considered in this article.

optimal gradient parameter profile, let alone understand the role
of all resonant element physical parameters.

Here we formulate a theoretical model for beam steering effi-
ciency, relying on scalar diffraction [21] and temporal coupled-
mode theory [22]. We use it to derive analytical expressions
for the optimal gradient profiles and the highest achievable
DE for a wide class of reflective metasurfaces. As a proof of
concept demonstration, our method is applied for the analysis of
beam steering in electrically tunable liquid crystal (LC) terahertz
metasurfaces [18], allowing the assessment of its accuracy and
range of validity.

II. PROBLEM STATEMENT

A generic beam steering metasurface is depicted in Fig. 1.
It comprises an array of resonant elements above an opaque,
usually metallic, surface. While mutually similar, the resonant
elements exhibit a gradual variation in one (or more) of their
physical parameters, generating a step-like variation of phase
shift φr the wave experiences upon reflection. This parameter
will henceforth be referred to as the control parameter and
denoted by vl, as in Fig. 1. For clarity, we refer to v in singular
number, but it makes no difference if it involves two or more
actual physical parameters. For example, v may represent one (or
more) of linear dimensions of the resonant element [5], [9], [12],
[13], a voltage if the unit cell is electrically tunable [16]–[19] or
anything else that can be used to modulate φr along the unit cell
array.

We assume that the metasurface is a periodic array of super-
cells comprisingN unit cells. Each unit cell is characterized by a
set Π of parameters that are identical across the metasurface and
the control parameter v which varies from cell to cell. Since the
metasurface is periodic, the pattern of control parameters {vn}
is also periodic, i.e. vl+N = vl for any l. As N is arbitrarily
selected, our analysis is applicable to a wide range of metasur-
faces. Fig. 1 depicts a perpendicularly incident plane wave being
diffracted into a number of diffraction orders m = ±1,±2, . . . ,
because the super cell widthL is at least several times larger than
the free-space wavelength λ. The device operates by ensuring
that the phase shift φr provided by each unit cell is such that the
diffraction efficiency ηm of all but one diffraction orders is close

to zero, so that the reflected field is dominated by one diffraction
order whose propagation direction is θm = asin(mλ/L).

The problem of designing an efficient metasurface can be
broken down into two stages. The first has a character of local
optimization. In it the optimal control profile {vn}, defined
as the one which maximizes ηm for a given supercell size N
and with given unit cell parameters Π, needs to be determined.
The brute-force search for {vn}, whereby all possible profiles
are evaluated, has exponential complexity O(cN ) and is thus
unfeasible even with modern computational resources for any
meaningful N , e.g. N ≥ 5. Considering that one needs to solve
Maxwell’s equations rigorously for the entire supercell to eval-
uate ηm for any given {vn}, which is often challenging to run
once, let alone through a loop, the optimal {vn} can never be
rigorously determined for all practical purposes. In the second
stage, one needs to understand howΠ affects the optimal ηm and
possibly sweep theΠ-space searching for the global optimum. It,
of course, implies repeating the first stage as the optimal control
profile changes with Π.

Under these circumstances, the best one can hope for is a
simplified model providing guidelines on optimal control and se-
lection of unit cell parameters that yield an acceptable efficiency.
To this end, here we start by invoking the scalar diffraction theory
and the Fraunhofer approximation [21], [23], according to which
the diffraction efficiency into the m-th diffraction order can be
written as

ηm = sinc2
(m
N

)
|SN |2 , (1)

with the diffraction sum SN given by

SN =
1

N

N−1∑
n=0

rne
−imnα, α =

2π

N
. (2)

In the above equation, rn represents the reflection coefficient
for an array of unit cells equal to the n-th cell in the considered
metasurface, i.e. rn corresponds to a metasurface in which the
supercell comprises only one unit cell with control parameter
equal to vn. Equation (1) has been widely used in designing
multilevel surface relief gratings [24] with many studies devoted
to assessing its accuracy [25]. The extent to which Eq. (1) is
applicable to resonant arrays is, on the other hand, currently
unclear since it has so far not been investigated in context of
metasurfaces. On general grounds, it may be expected to be
exact in the limit of θ → 0, while for any finite deflection angle
θ, the accuracy depends on the specific characteristics of the near
fields at resonance. For purposes of illustration, in Section IV we
demonstrate the validity of Eq. (1) by comparing its predictions
with a rigorous numerical solution of Maxwell equations for
the case of an array of metal-insulator-metal (MIM) resonators
infiltrated by a nematic LC.

Our analysis is focused on the simplest type of resonant
elements for which we demand that their spectral characteristic
close to resonant frequencies is dominated by the interaction
of a quasi-normal mode (i.e. leaky eigenmode) [26] with a
single incoming/outgoing channel. More formally, we assume
that the reflection coefficient r(ω) of a uniform array of such
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Fig. 2. Single-channel TCMT model: (a) Reflection amplitude and (b) phase
drawn for various overcoupling parameter g values. The plots in this article have
been prepared with the help of Matplotlib [30].

resonators can be accurately described by the temporal coupled-
mode theory (TCMT) model for a single-channel resonant sys-
tem [22], [27]

r(ω) =
u− ig

u+ i
, u =

ω − ω0

γr + γ0
, g =

γr − γ0
γr + γ0

. (3)

Here the resonant angular frequency ω0, radiative decay rate γr
and non-radiative decay rate γ0 are the standard TCMT param-
eters, while ω denotes the operation frequency. For purposes of
the analysis below, a representation of r in terms of two new
parameters is more helpful. The parameter u, introduced as the
normalized deviation from the resonant frequency in Eq. (3),
can be seen as the resonators’ state variable. Meanwhile, the
overcoupling parameter g, defined as the normalized difference
between the radiative and non-radiative decay rate and also
related to the reflection coefficient at resonance frequency by
g = −r(ω0), quantifies the ability of the resonator array to gen-
erate phase shift without losing energy. Equation (3) provides an
accurate description of resonator arrays with quality factors [28]
high enough so that the direct (background) reflection defined
as in Ref. [22] is spectrally flat in the resonance region. The
formalism can readily be generalized [29] both in terms of
multiple incoming/outgoing channels and quasi-normal modes.
Fig. 2 shows r(u) plotted according to Eq. (3).

III. OPTIMAL CONTROL

We will consider the optimization of |SN | only for the
1-st diffraction order, since for any |m| > 1 case there exists an
equivalent m = 1 case (possibly with a smaller supercell). This
is because the set of elements {e−imnα} for n = 0, 1, . . . , N −
1, which appear as summation terms in Eq. (2) for |m| > 1 is
a subset of elements {e−inα} for n = 0, 1, . . . , N − 1 in the
summation for m = 1.

Let [u(1), u(2)] denote the interval onto which v-space is
mapped by u(v) and let v(i), i = 1, 2, be defined by u(i) =
u(v(i)). The procedure for identifying the optimal control profile
{vn} may be classified based on how g depends on v. In order
of how they are addressed below, we distinguish the (a) lossless
case, (b) flat tuning, (c) general case and (d) skewed tuning.

The lossless case is characterized by g(v) = 1 and for it
analytic expressions exist. We refer by flat tuning to the case
g(v) = g0 with g0 being a constant and show that it can be
reduced to the lossless case. For the general case, with g(v)

being arbitrary, we describe a simple numerical solution. Finally,
by skewed tuning we denote the general case which fulfills the
condition that g(v) = g0 + au(v) and we show that it can also
be reduced to the lossless case in a similar manner as flat tuning.
We show below that skewed tuning is an excellent approximation
for realistic situations making it the model of choice in practice.

A. Lossless Resonators

In lossless (i.e. ideal) resonators g0 = 1, so that, according to
Fig. 2, changing u only affects φr, while |r| = 1. The optimal
control then involves identifying the phase profile {φn} which
maximizes |SN | as given by Eq. (2). If the tuning phase range
Δφ, defined as

Δφ = φ(2) − φ(1), φ(i) = φr(v(i)), i = 1, 2, (4)

is greater or equal to (N − 1)α, then it is obvious that there
exists an equidistant phase profile {φn}, with phase step equal
to α, such that |SN | = 1, which is the largest value |SN | can
reach under any conditions.

For Δφ < (N − 1)α, which is likely to be the case almost
always in practice, it is straightforward but a bit tedious (and
hence omitted here) to show that the phase profiles {φid

n } listed
below maximize |SN | allowing it to reach the value denoted by
Sid
N (the superscript ‘id’ here stands for ideal, i.e. lossless).
For odd N = 2l + 1 and s defined as s = Δφ/2α, {φid

n } and
Sid
N are given by

φid
l+1±k =

⎧⎪⎨
⎪⎩
φmid, k = 0,

φmid ± kα, 0 < k ≤ �s�,
φmid ± Δφ

2 , �s� < k ≤ l

(5)

Sid
N = 1 + 2�s�+ 2Re

{
1− ei(l−�s�)α

1− eiα
ei(�s�−s)α

}
. (6)

Here �x� denotes the largest integer less than or equal to x, �x�
is the smallest integer greater than or equal to x and φmid =
(φ(1) + φ(2))/2 is the phase value at the middle of the available
phase interval [φ(1), φ(2)].

For even N = 2˜l and s defined as s = Δφ/2α− 1/2, we
have

φid
l+1/2±(k+1/2) =

{
φmid ± (

k + 1
2

)
α, 0 ≤ k ≤ �s�,

φmid ± Δφ
2 , �s� < k < l.

(7)

Sid
N = 2 + 2�s�+ 2Re

{
1− ei(l−1−�s�)α

1− eiα
ei(�s�−s)α

}
. (8)

To be accurate, we note that the expressions listed above
provide the maximum attainable value of |SN | in all but some
practically irrelevant cases that occur at Δφ < π/3. The phase
profiles as a function of Δφ given by Eqs. (5) and (7) might
appear cumbersome, but their meaning is simple, as plotted in
Fig. 3(a) and (b), by theg0 = 1 curves. They merely show that the
optimal profile in the lossless case involves equidistant spacing,
with a step equal to α, distributed symmetrically around φmid

until the phase range is exhausted, with setting all the remaining
phase elements to φ(1) and φ(2).
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Fig. 3. Phase profiles under optimal control for the flat tuning problem, drawn
assuming φmid = π for (a) even N = 4 and (b) odd N = 5. The lossless case
profiles φid

n correspond to φn for g0 = 1. (c) Diffraction sum maxima as a
function of available phase range for variousN and (d) their convergence towards
Sid∞ .

The resonator state profile {uoc
n } under optimal control is

found from {φid
n } using

uoc
n = tan

φid
n − π

2
, (9)

which follows from Eq. (3) when g = 1. Finally, one obtains
the optimal control profile {vocn } from vocn = u−1(uoc

n ), where
u−1(u) is the inverse of u(v).

The plots of Sid
N , evaluated as a function of Δφ according to

Eqs. (6) and (8) are shown in Fig. 3(c) for several values of N .
As expected, Sid

N reaches unity for any Δφ ≥ (N − 1)α (note
that α also changes with N ). Although there is a variation of Sid

N

with N , Fig. 3(c) shows that the Sid
N curves quickly converge

towards their N → ∞ asymptote Sid
∞ . This is more evident in

Fig. 3(d) where the differential Sid
N − Sid

∞ is shown to be less
than 0.03 for N = 5 and less than 0.01 for N = 10, for any
Δφ. Therefore, already for N ≥ 5 one may safely use Sid

∞ as an
estimate for the maximum |SN | value achievable under optimal
control.

B. Flat Tuning

Now, let us consider the more interesting case of g0 < 1 and
denote the maximum of |SN | (obtained under optimal control)
by SN (g0). As in the lossless case, tuning v leads to sweeping
one of the constant-g curves in Fig. 2 within the [u(1), u(2)]
interval, except that here |r| also changes with v, so that φr

values close to π (i.e. u ≈ 0) are penalized by smaller values of
|r|. The optimal control problem in this case can be reduced to
the ideal g0 = 1 case, by noting that for any profile {un} the

following identity holds

N−1∑
n=0

un − ig0
un + i

e−inα =
1 + g0

2

N−1∑
n=0

un − i

un + i
e−inα, (10)

which can be seen by adding a factor proportional to∑N−1
n=0 exp(−inα) = 0 to the left-hand side. This means that

the SN value of an array of g0 resonators with state profile {un}
is equal (1 + g0)/2 times the SN value of lossless resonators
(g0 = 1) having the same state profile. It then implies that the
considered array of g0-resonators with the set of available states
[u(1), u(2)]has the same state profile{uoc

n }under optimal control
as the array of lossless resonators with the same set of available
states, while the maximal diffraction sum is

SN (g0) =
1 + g0

2
Sid
N . (11)

Now let us assume that we are given an array of g0 resonators
with specified values of u(1) and u(2) and asked to determine
the corresponding optimal control profile {uoc

n }. The way we
would do it is to first determine φ(1) and φ(2) which define the
set of available phases corresponding to lossless resonators with
the same u(i) values

φ(i) = 2arctanu(i) + π, i = 1, 2. (12)

Then, we proceed as in Section III-A to determine the
corresponding {φid

n } while SN (g0) is obtained from Eq. (11)
using the value Sid

N evaluated for Δφ = φ(2) − φ(1). Finaly, the
desired {uoc

n } is retrieved from {φid
n }with the help of Eq. (9) and

from it the control profile {vocn } by inverting the corresponding
u(v) mapping. The phases {φn} under optimal control of the
g0-resonator array can be obtained as the arguments of the
reflection coefficients {rn} evaluated by plugging {uoc

n } into
Eq. (3). These phase profiles are shown for several exemplary
cases in Fig. 3(a) and (b) (the g0 < 1 curves). As expected, the
optimal phases are seen to be slightly deflected away from the
φ ≈ π region as it is associated with smaller |r| values, with
the deflection being larger for smaller g0 values.

The outlined procedure for optimal control in case of flat
tuning is straightforward, but non-trivial and thus understanding
in which circumstances is it warranted would be helpful. Upon
inspecting Fig. 3(a)–(d), one finds that for g0 > 0.75, the optimal
{φn} differs only very slightly from the {φid

n } set, which means
that the diffraction sum obtained by using simply {φid

n } instead
of the optimal {φn} will be only marginally smaller than the
value given by Eq. (11). Meanwhile, from Fig. 3(c), one finds
that Sid

N > 0.95 if Δφ > 1.5π, implying that not much is to be
gained by fine optimization when the available phase range is
above 1.5π. An analogous conclusion holds for the general and
skewed tuning cases discussed below. Therefore, the analysis
presented in this article makes most sense for lossy resonant
metasurfaces - there is no point in applying it to systems with
g0 ≈ 1 and Δφ ≈ 2π as the accuracy of the underlying scalar
diffraction theory is lower than the prescribed gain. In those
cases one is likely to be well off using the lossless profile with
phase steps equal to α, as given by Eqs. (5) and (7).
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Fig. 4. (a) Graphical interpretation of the optimal control problem. (b) r(v)
example for the metasurface described in Section IV. (c) Maximal values of |S5|
for r(v) given under (b). (d) Optimal phase and amplitude profiles.

C. General Case

Let us, for the purposes of this section, leave aside all the
previous considerations involving the TCMT model and the u
and g parameters. Consider instead a more general problem of
maximizing |SN | given by Eq. (2) by a control profile {vn}
defining the rn terms in Eq. (2) through rn = r(vn), where r(v)
is an arbitrary complex-valued function such that |r| ≤ 1.

This problem has a simple graphical interpretation if we look
at how the different exp(−inα) terms are added together in the
complex plane. If rn = 1 for all n, the exp(−inα) terms form a
regular convex N -sided poligon, as depicted in Fig. 4(a) for the
N = 5 case. As pointed out before, any m > 1 case will involve
the same terms but perhaps permuted, so that they form some
other regular, convex or star, N ′-sided polygon for N ′ being a
divisor of N . Since the polygon is closed, the sum amounts to
zero. The effect of multiplying by rn amounts to rotating the
corresponding exp(−inα) term clockwise by φn and reducing
its amplitude by a factor |rn|. Therefore, maximizing |SN | is
equivalent to maximizing the length of the broken line obtained
by rectifying the mentioned polygons through multiplication by
rn.

This problem has a simple solution which we illustrate con-
sidering a particular example of r(v), shown in Fig. 4(b). The
shown curves represent the reflection coefficient on an array of
MIM resonators infiltrated by a nematic LC, while v represents
the gate voltage which tunes the nematic molecule orientation.
Further details of this example will be given below and, in
particular, in Section IV.

Finding the optimal {vn} can be broken down into two steps.
In the first, we select an angle Θ and search for the {vn} that
maximizes the projection of the broken line representing SN

onto that direction. Since the projection of SN is equal to the
sum of the projections of the rn exp(−inα) terms on Θ, this
search involves N independent optimizations of each of the

rn exp(−inα) terms, which is easily done even by the brute-
force sweep of the entire v space (i.e. available v values). The
second step involves repeating the first step for all Θ between 0
and 2π, to find the direction Θmax onto which the SN projection
is maximal for {vmax

n }. It is easy to see that the set {vmax
n }

represents the optimal control profile for the initial problem.
Applying the above procedure onto the N = 5 example, with

r(v) given in Fig. 4(b), we obtain N = 5 values of Θmax

which all yield the maximum of |S5| ≈ 0.712. These angles are
denoted by Θi, i = 0, 1, . . . , 4 and drawn in Fig. 4(c), together
with the optimal broken lines. The multiplicity of equivalent
optima is a consequence of the N -fold rotational symmetry
of the geometrical problem, with each solution corresponding
to one of the N cyclic permutations of {rn} in the supercell.
This, of course, means that when searching for Θmax, it is
sufficient to sweep only the [0, α] range. The optimal |rn| and
φn profiles corresponding to the Θ0 case are shown in Fig. 4(d).
The optimal voltage values {vmax

n } are indicated by the vertical
gray lines in Fig. 4(b) and enumerated by the corresponding
index n = 0, 1, . . . , 4.

Although general and simple, easily reproducing the results
from Sections III-A and III-B, the numerical procedure de-
scribed in this section only provides the correct solution, with no
insight on how it is conditioned by the unit cell characteristics.

D. Skewed Tuning

While capturing its nature, the flat tuning model of
Section III-B does not give an accurate quantitative assessment
in the tuning problem used as the example in Fig. 4 because the
g value changes noticeably over the v space. To explain this,
we will consider in more detail the characteristics of the LC
cell whose reflection function was shown in Fig. 4(b). Again,
for the purposes of this section, the LC cell is to be seen as
a representative example of a terahertz metasurface while its
specific details are given in Section IV. The reflection spectra
for several typical v values are given in Fig. 5(a) and (b) (dots),
together with best TCMT fits drawn by solid lines. In fact, the
vn, n = 0, 1, . . . , 4 values for which these curves are drawn are
equal to {vmax

n } from the previous section.
First, we notice that the TCMT fits reproduce the actual LC

cell spectra rather well, thus justifying the use of the TCMT
model. The r(v) curves in Fig. 4(b) have, in fact, been drawn for
the operation frequency f = 1THz, meaning that their values
correspond to the intersection of the reflection spectra and the
f = 1THz vertical line in Fig. 5(a) and (b). The extracted
TCMT parameters as a function of v are drawn in Fig. 5(c),
while the functions u(v) and g(v) can be inferred from Eq. (3).
In particular, with increasing v,u increases because f0 = ω0/2π
decreases, as seen in Fig. 5(c). Meanwhile, g decreases from
around 0.65 at v0 to around 0.52 at v4, which can be seen
by observing that the |r(ω0)| value (reflection amplitude at
resonance) decreases for increasing vn.

To account for the variation of g, let us assume that u(v) and
g(v) are arbitrary but so that the linear relationship

g(v) = g0 + au(v), (13)
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Fig. 5. (a) Reflection amplitude and (b) phase spectra for the metasurface
described in Section IV, drawn for 5 values of v - the same ones that maximize
|S5| in Fig. 4. Dots are the actual data points while solid lines represent the
TCMT fit. (c) Extracted TCMT parameters as a function of v. (d) Plots of (u, g)
pairs through which the resonator is sweept by tuning v.

is fulfilled, which we refer to as skewed tuning because of
the skewed appearance of successive reflection spectra with
decreasing g as in Fig. 5(a). Introducing g(i) = g(v(i)), the
coefficients g0 and a can be expressed as

g0 =
u(2)g(1) − u(1)g(2)

u(2) − u(1)
, a =

g(2) − g(1)

u(2) − u(1)
. (14)

It turns out that Eq. (13) is an excellent approximation as long
as the relative variation of g over the v space is small. To
show this for the LC cell example, in Fig. 5(d) we plot the
exact (u(v), g(v)) data points along with the lines generated by
Eq. (13), for three different operation frequencies. The extent
to which the skewed tuning model matches the exact u and
g data, means that it is virtually exact in this case, which has
been verified by comparing its prediction with the numerical
model from the previous section. Taking this into account, it
is reasonable to expect this to be an accurate model for other
metasurface types.

As in the flat tuning case, one can easily show that the identity

N−1∑
n=0

un − i(g0 + aun)

un + i
e−inα =

1 + g0 − ia

2

N−1∑
n=0

un − i

un + i
e−inα, (15)

holds for any profile {un}. This then implies that the maximal
value of |SN | under optimal control in skewed tuning, denoted
by SN (g0, a), is given by

SN (g0, a) =
|1 + g0 − ia|

2
Sid
N ≈ 1 + g0

2
Sid
N , (16)

Fig. 6. (a) The x− z plane cross section of the LC MIM unit cell. (b)–(d)
Scattered magnetic field colormaps with overlayed reflection amplitude and
phase profiles, drawn over x− z range 1800μm × 900μm involving 12 unit
cells. The supercell size is (b) N = 12, (c) N = 6 and (d) N = 4 while the unit
cell parameters are given in Eq. (17).

and that the optimal control profile {vn} can be determined in a
manner analogous to the flat tuning case.

Neglecting a in the right hand side of Eq. (16) is justified
as follows: Firstly, a is at least several times smaller than
Δg = g(2) − g(1) in any practically relevant case because for
reasonable tuning efficiency Δu = u(2) − u(1) has to be at least
2, meaning that a is typically an order of magnitude smaller than
1 + g0. Secondly, because of the absolute value in the middle
term in Eq. (16), a contributes to the factor that multipliesSid

N via
a term proportional to a/(1 + g0), meaning that the overall con-
tribution of a is typically two orders of magnitude smaller than
1 + g0 and thus negligible. Therefore, the maximum attainable
|SN | value under skewed tuning is given by an equation identical
to the one for flat tuning, Eq. (11), the only difference being that
now g0 is determined by Eq. (14).

IV. EXAMPLE: TERAHERTZ BEAM STEERING WITH

LC METASURFACES

To validate our model and illustrate the design method on a
realistic example, we consider a metasurface consisting of an
array of MIM cavities infiltrated by a nematic LC depicted in
Fig. 6(a). Here the control parameter v, exhibiting a gradual
variation over the array of unit cells along the horizontal direc-
tion (x axis), is the voltage applied to the top electrode while
the bottom metal layer serves as the ground. The structure is
assumed invariant along the out-of-plane direction (y-axis), so
that applying a distinct voltage to each cell is straightforward,
similarly as in [19].

When v = 0, the nematic LC molecules are all oriented along
the y-axis because of a thin polymer alignment layer covering
the electrodes. Then the z-component of the LC permittivity
tensor is equal to n2

o, with no being the ordinary LC refrac-
tive index. Upon increasing v, the nematic molecules realign
themselves along the vertical direction (z-axis). This process
saturates at a voltage value vmax when virtually all LC molecules
are vertically oriented with the z-component of the permittivity
tensor becoming close to n2

e and ne being the extraordinary
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index. The physics of the devices considered herein is mod-
elled by a rigorous multiphysics model involving Maxwell
equations for electromagnetic waves and the Q-tensor model
for LC switching. The LC parameters of the nematic mixture
1825 [31] with no = 1.554 + 0.018i ind ne = 1.941 + 0.022i
have been assumed, while Zeonor is assumed for the encapsu-
lating polymer layer carying the electrodes [32] with a refractive
index of npoly = 1.518 + 0.001i [33] in the terahertz range.
The electrodes are assumed to be made of copper, instead of
the commonly used gold, because it is known to have a lower
absorption rate at terahertz frequencies [34]. The copper per-
mittivity εm(ω) was assumed to have the Drude form with the
copper plasma ωp = 1.12× 1016 rad/s and collision frequency
γc,Cu = 1.38× 1013 rad/s taken from [35]. For further details
on modelling LC MIM cavities in the terahertz, the reader is
referred to our previous work [18], [36], [37].

The data shown in Figs. 4 and 5, and used as example in
previous sections, corresponds to a unit cell having the following
dimensions

w = 75μm, p = 150μm and tLC = 5μm. (17)

The operation of an electrically tunable beam steering metasur-
face utilizing such a unit cell is demonstrated in Fig. 6(b)–(d).
The colormaps represent the x− z plane cross section of the
scattered field generated by a p-polarized (H field pointing
out of plane) perpendicularly incident f = 1THz electromag-
netic field with magnetic field amplitude H0 illuminating the
metasurface. Following the procedure described in previous
sections, here the optimal control voltage profiles have been
determined for three exemplary supercell sizes: N = 12, 6 and
4. Applying these voltages to LC MIM cells, results in the phase
and amplitude profiles shown as overlays on Fig. 6(b)–(d) and
leads to the scattered field being predominantly steered along
the stated angle θ corresponding to the m = 1 diffraction order.

We now address the accuracy of the presented model. First
we wish to assert the claim made earlier stating that the model
becomes exact as the deflection angle θ → 0, which is a general
feature of scalar diffraction theory. To this end, we again consider
the metasurface with unit cell with parameters from Eq. (17) and
determine the optimal control profiles for N = 3, 4, . . . , 40. To
obtain the exact η1 values, we solve Maxwell’s equations exactly
for the supercell at f = 1THz and determine η1 as the squared
modulus of the 1-st term of the scattered field Fourier series. In
Fig. 7(a) we plot this against the η1 values obtained from our
model

η1 =

∣∣∣∣sinc
(

1

N

)
1 + g0

2
Sid
N

∣∣∣∣
2

, (18)

with g0 given by Eq. (14). Values of η1 obtained through nu-
merical optimization following Section III-C overlap the plotted
curve, demonstrating the accuracy of the skewed tuning model.
For reference, the diffraction angles θ corresponding to the 1-st
diffraction order are given in the inset of Fig. 7(a). Therefore,
the model is rather accurate, especially for N > 10. A similar
trend is to be expected for other unit cell parameters or different
metasurface types, except that the particular N values may vary.

Fig. 7. Comparison of rigorously calculated η1 with values obtained from the
proposed model as a function of (a) supercell size, (b) operation frequency and
(c), (d) unit cell width p and LC cell height tLC. In each case, the applied voltage
profile corresponds to optimal control at f = 1.02 THz. Colormaps have been
prepared following [38].

Next, we test the spectral accuracy. For a particular supercell
size (N = 11), we determine the spectral behavior of η1 for the
metasurface optimized at f = 1THz and compare it with values
obtained by using Eqs. (1) and (3) but with changing f while
keeping the TCMT parameter profiles optimized for 1THz. The
results in Fig. 7(b) also show a remarkable accuracy, indicating
that for N > 10 the presented model can be used for accurately
determining the device operation bandwidth.

As pointed out before, the significance of the model pre-
sented in this article is that it establishes a direct connection
between η1 and the unit cell parameters Π, helping the global
optimization. For example, the physically intuitive relationship
between TCMT parameters of terahertz MIM resonators and
their various parameters has been addressed in our previous
work, see [27], [36], [39]. To demonstrate how the presented
model fares in terms of predicting the η1 variation with unit cell
geometrical parameters, we fix the supercell size to N = 11 and
sweep both the unit cell width p and the LC cell height tLC. For
each geometry, we determine the optimal control voltage profile
and assess η1 both using Eq. (18) and the rigorous supercell
simulations. The results are shown by the colormaps in Fig. 7(c)
and (d). The model is again found to be rather accurate over
the entire parameter plane, with deviations occuring for some p
values, likely due to the onset of additional diffraction orders.
Therefore, we conclude that the model described in this article
can be used for understanding the variation of DE over the unit
cell parameter space and thus provide help in designing novel
beam steering metasurfaces.
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V. SUMMARY

We have formulated a theoretical model for assessing the
diffraction efficiency of beam steering metasurfaces in terms
of resonant eigenmode parameters. The model has been used
to identify the control parameter profile yielding the highest
diffraction efficiency and to express this efficiency by a simple
formula. To illustrate the model and efficiency optimization
procedure, a detailed example involving electrically tunable
LC terahertz metasurfaces has been analyzed. The theoretical
predictions of the model have been compared with rigorous
numerical simulations involving large supercells and shown to
exhibit remarkable accuracy for sufficiently small deflection
angles. The results presented in this work will help the design
of novel beam steering metasurfaces by providing optimization
guidelines and a way to quickly assess the best possible perfor-
mance achievable by a particular resonant element.
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Danica Bajuk-Bogdanović a, Robert Dominko d,e, Slavko Mentus a,f 

a Faculty of Physical Chemistry, University of Belgrade, Studentski trg 12-16, 11158, Belgrade, Serbia 
b Institute of Physics Belgrade, University of Belgrade, Pregrevica 118, 11080, Belgrade, Serbia 
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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• Redox activity of PANI-ES is verified in 
an aluminum nitrate solution. 

• Better charge storage ability of PANI-ES 
in 1 M Al(NO3)3 than in 1 M HCl. 

• PANI-ES supercapacitor using Al(NO3)3 
delivers exceptional capacitance and 
stability. 

• Secondary doping effect of Al salts into 
protonated PANI. 

• Formation/breaking nitrate complexes 
during PANI’s redox switching in Al 
(NO3)3.  
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A B S T R A C T   

The high redox activity of polyaniline emeraldine salt (PANI-ES) was revealed in the aqueous solution of Al-salt, 
which makes this polymer attractive as an electrode material for aqueous aluminum electrochemical storage de-
vices. Its redox behavior in Al(NO3)3, Al(NO3)3+HCl, AlCl3 and HCl was investigated by Cyclic Voltammetry and 
Chronopotentiometry. While the proton exchange determines PANI’s redox behavior in strong acidic solutions, anion 
doping/dedoping is a more dominant process in less acidic Al-salt solutions. The formation/dissolution of solid-state 
nitrate complexes is proposed to happen during PANI’s redox switching in Al(NO3)3, which causes disappearance and 
reappearance of grain boundaries, as revealed by AFM. Combined experimental and DFT approaches identify Al-salt 
as a secondary dopant of protonated PANI-ES (by Lewis acid-base complexation), which causes polaron→bipolaron 
conversion. The change in the redox mechanism of PANI-ES, caused by the substitution of HCl with Al(NO3)3, did not 
attenuate its charge storage ability. Moreover, PANI-ES delivers a higher capacitance in Al(NO3)3, amounting to 269 
F g− 1 at 10 A g− 1. Furthermore, the use of Al(NO3)3 results in attenuated electrochemical PANI overoxidation, when 
compared to HCl, thus providing better capacitance retention upon potentiodynamic cycling. The results open novel 
perspective of using PANI-based materials for more suitable energy storage devices.  

* Corresponding author. University of Belgrade, Faculty of Physical Chemistry, Studentski trg 12–14, 11158, Belgrade, Serbia. 
E-mail address: milica.vujkovic@ffh.bg.ac.rs (M.J. Vujković).  
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1. Introduction 

Due to the high energy and power density Li-ion batteries and Li-ion 
hybrid systems dominate contemporary energy storage science and 
technology [1–3]. However, the awareness of restricted lithium re-
sources on Earth has initiated the shifting of research beyond the Li-ion 
technology. Development of alternative systems is of great significance 
in order to save lithium resources, at least in the fields where the high 
current applications are not required. Furthermore, the use of aqueous 
instead of organic electrolyte would be the ideal solution in terms of the 
ionic conductivity of electrolyte as well as from the economic, safety and 
environmental aspects. On the other hand, the replacement of organic 
with an aqueous electrolyte is quite a big challenge due to limited 
electrochemical stability window of aqueous electrolyte [4–6]. 

Among various post-lithium rechargeable systems (Na, Mg, Ca, Zn, 
Al …), those based on aluminum charge storage have been studied to a 
lesser extent, despite the fact that the aluminum is the most abundant 
metal element in the Earth’s crust with one of the highest gravimetrical 
and volumetric energy density due to its three-electron electrochemical 
reaction [3]. The reason for that lies in the lack of electrode materials 
capable of storing large amount of Al-ions. Let us outline the structures 
that can accumulate Al ions either through the intercalation or psedu-
coapacitance processes. Gogotsi at al [7] demonstrated the capability of 
two-dimensional Ti3C2 MXene layers to intercalate aluminium ions from 
the aqueous solutions. A relatively small intercalation capacitance of 
Ti3C2 in aqueous Al2(SO4)3 solution amounted only to 5–30 F g− 1 

depending on the scan rate ranging from 2 to 100 mV s− 1. The reversible 
intercalation of trivalent aluminum ions into several oxides such as V-, 
Ti-, and Mo-based (followed by the appearance of redox peaks) was 
demonstrated not only in organic [8], but also in the aqueous electro-
lytic solution [3,9–17]. For example, TiO2 nanoleaves were able to 
deliver a reversible capacity of 270.7 mAh g− 1 at 0.05 A g− 1 in 1 M Al 
(NO3)3, with an excellent stability [9]. Interestingly, TiO2 nanotubes can 
show not only the typical intercalation/deintercalation process in an 
aqueous 1 M AlCl3 solution [11] (the potential range from − 0.3 V to 
− 1.5 V vs. SCE), but also pure double layer capacitive response in the 
same electrolytic solution (the potential range from − 0.8 V to − 0.4 V vs. 
SCE) [19]. VO2 nanorods, capable of intercalating Al ions, have also 
been proposed as the cathode for Al-ion non-aqueous rechargeable 
batteries [20]. The Al/VO2 cell can deliver the initial discharge capacity 
of 165 mAh g− 1, thus retaining the value of 116 mAh g− 1 after 100 
cycles. By combining different graphite materials (carbon paper [21], 
graphitic-foam [22] and natural graphite flakes [23]) as cathode with 
aluminum as an anode in an ionic liquid (IL) electrolyte, new AlB sys-
tems have been developed. The best performance was achieved with the 
natural graphite (NG) cathode which delivered high chloroaluminate 
anions intercalation capacity (100 mA hg− 1 at 198 mA g− 1 or 60 mAh 
g− 1 at 6C over 6000 cycles). 

According to the best of our knowledge and in spite of numerous 
investigations of PANI, there is no report on the comprehensive study of 
the charge storage behavior of this polymer in the Al-containing aqueous 
solution. Redox activity of PANI film was observed in both aluminum 
sulphate and aluminium chloride solutions [24,25], but these studies 
were focused on electrochromic properties. The electron and proton 
transfer reactions of PANI in acidic solutions other than aluminum salt 
ones (HCl, H2SO4, HClO4 …) are widely discussed [26–33], revealing 
the complexity of the mechanism itself. In this study, the high and stable 
redox activity of conductive PANI emeraldine salt form was evidenced in 
the aluminum-nitrate aqueous solution. New data are gathered by 
electrochemical and ex-situ spectroscopic methods as well as by DFT. 
This study complements the existing knowledge about PANI redox ac-
tivity in electrolytes of lower pH values. The results hint that PANI-ES 
has potential to be used as an electrode for Al-ion supercapacitors and 
hybrid batteries. 

2. Experimental 

2.1. Synthesis procedure of polyaniline emeraldine salt (PANI-ES) 

PANI-ES was synthesized using the typical chemical polymerization 
of aniline in the presence of hydrohloric acid, with the ((NH4)2SO4 
(Sigma Aldrich) as an oxidant, according to the procedure described in 
our recent paper [34]. Briefly, the volume (0.18 mL) of two times 
distilled aniline monomer was injected into 7 mL of 2 M HCl solution. 
Then, 0.45 g (NH4)2SO4, previously dissolved in 2 mL of deionized 
water, was added in the drops to the solution and stirred magnetically at 
ambient temperature (25 ◦C). The obtained filtrate was washed (with 2 
M HCl and deionized water followed by ethanol) and dried at 60 ◦C in 
the oven for 36 h. 

2.2. Measurements and calculations 

Electrochemical measurements by Cyclic Voltammetry and Chro-
nopotentiometry were performed in the typical three-electrode cell 
using Gamry PCI4/300 Potenciostat/Galvanostat. The saturated calomel 
electrode (SCE) was served as the reference one, while the wide Plat-
inum foil was the counter electrode. Galvanostatic measurements were 
performed in two-electrode configuration using Arbin charging/dis-
charging battery device. The self-discharge measurements were per-
formed for both full and half cells. Both systems were first charged to the 
desired potential of 0.7 V (for the full cell), 0.5 V vs. SCE (for the pos-
itive) and − 0.4 V vs. SCE (for the negative electrode) and then left to 
undergo self-discharge over 9 h. The potential is kept for 1 h. For all 
electrochemical measurements, working electrode was prepared in the 
same way. The examined PANI-ES powder was mixed with the 5 wt% 
Nafion binder (Sigma Aldrich) in ethanol/water, to achieve the 95:5 
ratio. A certain microliter volume of ethanol was added to obtain a 
desired viscosity of the slurry. After its homogenization, in an ultrasonic 
bath, the thin layer was deposited over the rectangular glassy carbon 
support and allowed to stand at room temperature until ethanol evap-
orated. Four different solutions were used as electrolytes: 1 M aqueous 
solutions of Al(NO3)3 and AlCl3, 1 M HCl, as well as 1 M solution of Al 
(NO3)3 dissolved in 1 M HCl. The electrolytes are labeled as Al 
(NO3)3_H2O, AlCl3_H2O, HCl and Al(NO3)3_HCl, respectively. The mass 
loading amounts to ~2.5 mg/cm2. 

The Infrared transmission spectra (FTIR) of the samples were 
recorded on an Avatar System 370 spectrometer (Thermo Nicolet), with 
64 scans per sample and 2 cm− 1 resolution, in the wavenumber range 
4000–400 cm− 1. The technique of KBr pellet was used. The Raman 
spectra of samples were recorded at room temperature, using a DXR 
Raman microscope (Thermo Scientific) with a research optical micro-
scope and a CCD detector. A HeNe gas laser with 0.5 mW of power (to 
prevent the carbonization of PANI-ES) and an excitation wavelength of 
633 nm was used for all measurements. An exposure time of the sample 
was 30 s using 20 scan repetitions. The scattered light was analyzed by 
the spectrograph with 600 lines mm− 1 and aperture of 50 μm slit. 

Atomic force microscopy (AFM) measurements were performed ex- 
situ, using NT-MDT Ntegra Prima system at ambient conditions. 
Morphology of samples was measured in tapping AFM mode. At the 
same time, the phase lag of AFM cantilever was measured. The phase is 
very sensitive to abrupt changes of sample topography. Therefore, it can 
be used in order to resolve tiny features on the sample surface. The phase 
signal is proportional to the dissipation of the mechanical energy during 
the interaction between AFM tip and the sample surface [35]. Although 
there are several dissipation channels, the most dominant one in the case 
of polymers is the viscoelastic damping [36]. In the considered case, 
variations in the phase contrast imply changes in the viscoelastic 
properties of the sample surface. 

In order to correlate actual electrochemical potential during 
charging/discharging process to the local electrical surface potential, we 
employed Kelvin probe force microscopy (KPFM). In KPFM, the 
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electrical surface potential is measured as contact potential difference 
(CPD) between AFM tip and the sample surface which is equal to their 
work function (WF) difference, CPD=WFtip-WFsample. Measurements 
were done by a standard two-pass technique with the amplitude mod-
ulation and Pt coated NSG01/Pt probes from NT-MDT. In the first pass, 
the sample topography was measured in tapping mode. In order to 
measure just electrostatic interaction and avoid van der Waals forces, in 
the second pass, the AFM probe was lifted by 30 nm and scanned along 
the topographic line measured in the first pass. Simultaneously, a sum of 
AC and variable DC voltage was applied between the sample and the 
AFM probe. Finally, the CPD between the AFM tip and sample surface is 
equal to the value of the DC voltage which cancels AFM probe oscilla-
tions at the frequency of the applied AC voltage. Therefore, by 
measuring the sample surface by the same AFM tip, KPFM measure-
ments provide information about changes in the local Fermi level po-
sition (where WFsample is equal to the difference between the vacuum 
and Fermi level). 

For ex-situ FTIR, Raman and AFM observations, the PANI-ES powder 
deposited on supporting Pt foil using the procedure above (pristine) has 
been modified in the following ways: 1. By the only immersion in Al 
(NO3)3_H2O (open circuit conditions); 2. By charging up to 0.2 V and 0.5 
V vs. SCE in Al(NO3)3_H2O solution; 3. By discharging from 0.5 to − 0.2 
V vs. SCE in Al(NO3)3_H2O solution. Each step (1, 2, and 3) was finalized 
in the same way: the rinsing of the modified electrode by the double 
immersion in deionized water (for ~10 min and for 1 h) and its drying at 
60 ◦C. Dried PANI samples were stripped in powdery form from the Pt 
support, and used for further analysis. Energy Dispersive Spectroscopy 
(EDS) is performed by means of the Scanning Electron Microscope 
(Phenom ProX). Before EDS measurements, the device was calibrated 
against Al standard. The PANI attached on the conductive support is 
previously polarized to the desired potentials of − 0.4 V, 0.5 V and 1 V 
(vs. SCE), double-rinsed with water and stripped from the electrode to be 
subjected for the EDS analysis. 

Quantum-chemical calculations were performed by using density 
functional theory implemented in Turbomole program package [37]. 
We employed M06–2X functional [38], which correctly describes 
non-covalent interactions. Geometry optimizations were performed 
with SVP basis set, whereas larger TZVP basis set was employed for 
single point energy calculations [39,40]. We employed a continuum 
solvation model (COSMO) [41,42] with dielectric constant of water (e =
78). This model accounts for implicit solvation in which polarizable 
environment mimics water molecules. 

3. Results and dissusion 

The characterization of PANI-ES in terms of thermal/vibrational/ 
electrical properties was thoroughly described in our previous paper 
[34]. Its electrochemical behavior in 1 M HCl was also examined [34]. 
Herein, the electrochemical study is extended to aqueous solutions 
containing trivalent Al-ions with higher pH, which opens novel 

perspectives of using PANI-based materials for more suitable electro-
chemical storage systems. 

3.1. Electrochemical study in aluminum-based electrolytes 

Cyclic voltammograms of PANI-ES, measured in 1 M Al(NO3)3 
aqueous solution (Al(NO3)3_H2O), at different scan rates in the narrow 
voltage range, − 0.4 to +0.8 V vs. SCE, are shown in Fig. 1a. The redox 
pair, which is positioned at 0.16 V/-0.03 V vs. SCE at 20 mV s− 1, is 
associated with leucomeraldine base↔emeraldine salt (LB↔ES) transi-
tion (observed through the pale yellow↔green color), which is well 
known redox process of PANI in an acidic solution. The observed redox 
activity is enabled by the acidity of aluminum nitrate solution, arising 
from the binding of the protons in the polarized water molecules of 
aluminum aqueous complex ion to another water molecule of solvent, 
according to the equilibrium reaction (equation (1)).  

[Al(H2O)6]3+ + H2O ↔ [Al(H2O)5(OH)]2+ + [H–H2O]+ 1                          

As a result, pH of the 1 M Al(NO3)3 was measured to be ~2. The 
difficulties in the understanding of the mechanism of PANI’s redox 
behavior in the acidic solutions persist since its discovery [26–28,32,33, 
43]. The main issue has been related to the participation of protons in 
the LB-ES redox process, which is recognized by a sharp anodic peak and 
smaller broader cathodic peak in the cyclic voltammogram. Let us ex-
press discrepancies in the explanation of the ion-exchange mechanism of 
PANI by virtue of electrochemical behavior in an acidic solution within 
the stable potential interval, where only the first redox process (LB-ES) 
appeared. Some studies [26,28,32,33] showed that the ES can be formed 
by the oxidation without the change in the number of hydrogen atoms 
attached to nitrogen atoms (the proton transfer is not involved). It 
happens through the formation of a radical cation at N-position which is 
accompanied by the anions insertion to maintain the electroneutrality 
[26,33]. On the other hand, the proton transfer was shown to be 
included in the mentioned redox process, alone or together with the 
anion exchange [26,27,29,30,43]. Co-insertion of water with the anions 
is also possible [30,43]. As suggested by MacDiarmid [26] and Barbero 
[27], the mechanism depends on the degree of protonation of reduced 
PANI (i.e. on the establishment of acid-base equilibrium between amino 
or imino groups and protons in the solution), which is primarily deter-
mined by the pH of electrolytic solution, but depends also on the nature 
of specific anion. The release of protons, upon anodic oxidation (as a 
result of charge compensation), occurs in the solutions of pH < 1 solu-
tions (in Cl− -containing solutions this occurs at pH of 0.5) [27]. When 
pH ranges from 1 to 4, the oxidation reaction is independent of pH while 
anions, from the supporting electrolyte, compensate positive polaron 
charge induced by anodic polarization, thus participating in the for-
mation of the double layer as well [26]. Still, Orata et al. [30] showed 
that the reduced form could be partially protonated, even at pH = 1, so 
that the proton expulsion during oxidation may occur. Actually, the 

Fig. 1. a) CVs of PANI-ES measured in 1 M Al(NO3)3_H2O at different scan rates; b) the comparison of CVs measured in 1 M Al(NO3)3_H2O, 1 M Al(NO3)3_HCl and 1 
M HCl at a scan rate of 20 mV s− 1. 
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relative proportion of protons (their expulsion) and anions (their 
insertion) during the oxidation depends on the degree of protonation of 
reduced form, which is higher at lower pH. When the reduced form is 
fully protonated only protons are released during oxidation, while for 
the completely deprotonated reduced form only anions are inserted 
[27]. 

Based on these foundations, we can conclude that the proton doping/ 
dedoping process dominates the redox process of PANI-ES in 1 M HCl 
(Fig. 1b). Besides, it should be kept in mind that H3O+ ions are elec-
trostatically attracted by PANI surface upon negative polarization and 
can participate in the formation of electrical double layer (EDL). In Al 
(NO3)3_H2O solution with a pH of 2, the process of protons expulsion 
during oxidation (LB→ES) is reduced while the transference number for 
larger highly charged Al complex is low. That is why the anion transport 
is dominant process for the charge compensation. Interestingly, the 
similar surface area under CV curve of PANI in 1 M Al(NO3)3_H2O, with 
the corresponding one in 1 M HCl, indicates that the change of the redox 
mechanism of PANI does not decrease its capacitance. Lower conduc-
tivity of Al(NO3)3 than HCl (as demonstrated by the larger frequency 
intercepts in impedance diagrams shown in Fig. S1) results in CVs 
broadening, but not in the capacitance decrease of the polymer. This 
may be explained by the fact that the doping/dedoping of anions takes 
over the role of compensating charge (concentration of anions is not 
decreased as the proton concentration decreased), while Al3+ ions most 
likely play the role of protons, since their concentration in this solution 
is significantly higher than that of protons. Al3+ ions can also be 
involved in the formation of EDL upon negative potentiostatic regime. In 
conclusion, the charge storage ability of PANI in 1 M Al(NO3)3 solution 
has been preserved as well, in spite of both lower acidity and lower ionic 
conductivity of this solution compared to 1 M HCl. 

The potentials of redox peaks in Al(NO3)3_H2O are shifted towards 
lower values with respect to those in HCl, while the peak currents are 
slightly lower. The potential shifting is influenced by the solution’s pH 
[26,44], which fits into the reported potential-pH dependence. When 
the 1 M HCl was used as a solvent for aluminum nitrate salt (1 M Al 
(NO3)3_HCl), the redox peaks move back towards more positive poten-
tials (0.26/0.03 V vs. SCE in Al(NO3)3_HCl against 0.16/-0.03 V vs. SCE 
in Al(NO3)3_H2O), due to the abatement of pH. Actually, if we add 
Al-nitrate in 1 M HCl, the position of cathode peak remains the same as 
in the pure 1 M HCl, while the anodic peak shifts for 30 mV towards 
higher potentials. One say that the adsorption of anions, upon positive 
anodic sweep of PANI in Al(NO3)3_HCl (the AlCl3 is essentially formed), 
required higher energy activation than in HCl. It can be attributed to 
inductive effect of highly charged Al cation, which can make the bond 
between polymer and anion weaker. It results in the decrease of the site 
adsorption energy and the increase of the redox potential. 

The redox behavior of PANI in the solution of higher pH depends on 
the type of anion, as shown by additional measurement of CVs in an 
aqueous solution of AlCl3 (AlCl3_H2O). It can be seen in Fig. 1b that CVs 
recorded under common conditions of close pH values, in the electro-
lytes with a common cation (Al3+ ion) and different anions (Cl− and 
NO3

− ) are somewhat different. A little higher peak potential separation 
and the noticeably lower anodic response were observed when the 
AlCl3_H2O solution was used (note that in nitrate solution the cathodic 
peak current remains identical). One can conclude that the process of 
NO3

− doping (to compensate positive charge of chain induced by nega-
tive polarization) is faster than the process of Cl− ions doping. It can be 
attributed to higher ionic conductivity of Al(NO3)3_H2O solution 
(Fig. S1) and easier NO3

− than Cl− desolvation due to the difference in 
hydrophobicity [45]. 

A comparison of galvanostatic curves of PANI recorded in various 
electrolytic solutions (Fig. 2a) enables to perceive favorable effect of 
Al3+ ions on the capacitance of PANI. Specific capacitance in Al 
(NO3)3_H2O, Al(NO3)3_HCl and 1 M HCl, measured at 1 A g− 1, amounts 
to ~318/317 F g− 1, ~311/310 F g− 1 and ~291/301 F g− 1, respectively. 
Additionally, Al(NO3)3_H2O is the least corrosive among these 

electrolytes due to the lowest concentration of released protons. 
Therefore, it makes Al(NO3)3_H2O the best candidate for PANI-based 
aqueous supercapacitor. 

The capacitance, measured in Al(NO3)3_H2O, is slightly higher than 
the one in AlCl3_H2O. Also, Al(NO3)3 is more suitable than AlCl3 for 
practical use, since dried AlCl3 reacts easily with the moisture releasing 
gaseous HCl. Furthermore, Fig. 2b illustrates the low sensitivity of 
aluminum-storage capacitance on both charging and discharging cur-
rent density when it changes for one order of magnitude. Explicitly, the 
values measured in Al-nitrate aqueous solution amount to 303, 293, 276 
and 265 F g− 1 (charging) and 302, 293, 278 and 254 (discharging) at 2, 
3, 5 and 10 A g− 1, respectively (Fig. 2c). 

The main drawback of PANI-based supercapacitors using an aqueous 
electrolytic solution is the low operating voltage. As already observed 
elsewhere [34,46], and confirmed in Fig. 3a–c, if in HCl one expands 
working voltage of cyclic polarization of PANI over 0.6–0.7 V vs. SCE, its 
over-oxidation occurs, resulting in the irreversible formation of elec-
trochemically inactive structures and consequently capacitance 
decrease. Whether the same PANI’s redox behavior holds in the Al-salt 
solution? In order to answer this question, ten successive CVs of 
PANI-ES in Al(NO3)3_H2O, in an extended operating voltage, were 
registered (Fig. 3a). The corresponding cyclic behavior of this material 
in the Al(NO3)3_HCl, is also shown in Fig. 3b. One can perceive common 
redox processes characteristic of PANI. The first redox pair, corre-
sponding to LB ↔ ES transition, is positioned at ~0.16/-0.01 V vs. SCE in 
Al(NO3)3_H2O and 0.26/0.02 V vs. SCE in Al(NO3)3_HCl, while the third 
redox pair, corresponding to ES ↔ pernigraniline (PN) transition, is 
placed at 0.69/0.52 V vs. SCE in Al(NO3)3_H2O and 0.85/0.67 V vs. SCE 
in Al(NO3)3_HCl (the potentials refer to the first cycle). By comparing all 
CVs, the current changes during cycling are more pronounced for 
HCl-based solution. The activity of the PN formation in an Al(NO3)3 
solution, relative to the formation of emeraldine phase upon the first 
redox transition, is suppressed. On the other hand, when the electrolyte 
includes HCl (with or without aluminum salts), the anodic current re-
sponses of I and III processes are quite similar (Fig. 3b,d). These dif-
ferences are the result of the higher fraction of protons in HCl than in Al 
(NO3)3, since it is known that protons participate in the third redox 
process [47]. Specifically, the ES-PN redox transition is more pro-
nounced in concentrated acids and suffers greater capacitance abate-
ment throughout cycling. 

In summary, the processes including both over-oxidation of poly-
aniline and formation of electrochemically inactive structures, observed 
during cycling of PANI-ES electrode in Al-based aqueous nitrate solution 
show slower kinetics than in HCl-based aqueous solution. Consequently, 
the slower capacity decrease was observed throughout consecutive 
cycling in an extended voltage interval (Fig. 3c). 

The irreversible capacity loss of PANI-ES, in the first cycle, amounts 
to ~86 F g− 1 in 1 M HCl and 72 F g− 1 in Al(NO3)3_HCl, while this value is 
noticeably lower (~39 F g− 1) in Al(NO3)3_H2O. Also, the capacity 
retention of PANI-ES, after 60 repeated cycles in Al(NO3)3_H2O, with 
respect to the first cycle, was found to be 61% for anodic scan and 68% 
for cathodic scan, which is higher than the corresponding values ob-
tained in HCl (which amount to 47% and 59%) and in Al(NO3)3_HCl 
amounting to 32% and 48% (see inset in Fig. 3c). Therefore, the use of 
the Al-nitrate solution as an electrolyte for PANI electrode offers greater 
advantage by enabling higher operating voltage. 

The middle redox pair (denoted as II) appears during PANI cycling in 
Al (NO3)3_H2O, as well as in a strong acidic solution. Analogously with 
the pure acidic solution [34], this peak is generally attributed to the 
formation of both benzoquinone degradation products and cross-linked 
polyaniline chains formed by a direct reaction between their parts. Since 
the appearance of this middle peak is correlated to the third redox 
process which is sensitive to the pH solution [47], one may expect 
different cyclic behavior of this peak in Al(NO3)3_H2O and HCl-based 
solutions. In the strong acidic solution, the gradual decrease of the 
first and third redox pair was followed by the gradual increase of the 

M.J. Vujković et al.                                                                                                                                                                                                                             



Journal of Power Sources 482 (2021) 228937

5

middle pair, upon initial cycling until it became stabilized. These 
changes are less pronounced in the case of Al(NO3)3_H2O. After 10 cycles 
(Fig. 3d), the peaks corresponding to the middle redox process, are 
noticeable lower in Al(NO3)3_H2O than in Al(NO3)3_HCl and HCl, while 
in Al(NO)3_H2O solution the peak of the third redox process keeps better 

its height. This could be attributed to the different proton concentration 
in these electrolytes. As mentioned, the protons are involved in PANI’s 
redox reactions II and III. The lower concentration of protons in Al 
(NO3)3 solution could be the reason of slower kinetics of these processes 
(causing also slowing down of PANI’s degradation during cycling). 

Fig. 2. a) CPs curves of PANI-ES in 1 M Al(NO3)3_H2O, 1 M Al(NO3)3_HCl and 1 M HCl, at a common current density. b) CPs curves of PANI-ES measured in 1 M Al 
(NO3)3_H2O at different current densities and c) corresponding capacitance values. 

Fig. 3. a,b) Cyclovoltammetric behavior of PANI-ES in Al(NO3)3-based solution during 10 cycles; c) The capacitance vs. scan rate dependence obtained during 60 
cycles in Al(NO3)3_H2O, Al(NO3)3_HCl and HCl; inset in c shows the capacity retention of PANI-ES in the corresponding electrolytes relative to the initial capacitance; 
d) The first (left) and tenth (right) CVs of PANI-ES in each of investigated electrolyte. Scan rate was 20 mV s− 1. 
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However, the question arises whether the Al3+ ions can participate in 
these reactions and contribute to the slower degradation of PANI? 

We have noticed, when the certain amount of 1 M HCl was gradually 
added to the Al (NO3)3 solution (after 60 cycles of charging/discharg-
ing), the current response (61st-63rd cycle) got higher (Fig. 4). Inter-
estingly, if Al-nitrate solution is completely replaced by 1 M HCl solution 
the peak current of PANI-ES electrode even increased (see pink dot- 
dashed 64th CV in Fig. 4). In this way, the proton concentration was 
increased in the system and the redox reaction II became faster. 

However, this (64th) CV in Fig. 4, is significantly higher than those 
obtained with the fresh PANI electrode upon 60 cycles in 1 M HCl or Al 
(NO3)3_HCl (dotted and dashed curves in Fig. 4). It reveals the active 
role of Al3+ ions in the third redox reaction occurring at higher poten-
tials, as shown by EDS which confirms the presence of Al on the PANI 
surface upon electrochemical reactions. One can still notice the Al 
content decreases in the following order − 0.4 V, 0.5 V and 1 V vs. SCE 
(Figs. S3–S5). It is in accordance with our assumption about the expul-
sion of Al ions during oxidation, which, together with the anions 
adsorption, occurs to balance the polarization-induced charge. 

3.2. High-rate performance and self-discharge of Al-based supercapacitor 

PANI-ES sample was used to make a symmetric two-electrode 
capacitor using Al(NO3)3_H2O as an electrolyte. The constructed 
capacitor showed a high-rate performance (Fig. 5) and, in the voltage 
range 0–0.8 V, delivered capacitances of 290 F g− 1, 287 F g− 1 and 269 F 
g− 1 at charging/discharging current densities 1, 2 and 10 A g− 1, 
respectively. Very high value was measured at 10 A g− 1, under which 
the stability of capacitor was tested. After 1000 charging/discharging 
cycles the capacitance kept 90% of its initial value. By the way, in lower 
voltage range 0–0.6 V, no capacity fade was observed. The measured 
capacitance is higher than that obtained for PANI-derived carbon 
capacitor reported in our previous paper [48]. 

The self-discharge profile of two-electrode supercapacitor cell, after 
its charging at 0.7 V in an ambient atmosphere over 1 h, is shown in 
Fig. 5c (solid grey line). One can see that the voltage decreases rapidly in 
the first 3 h (up to the potential of 0.43 V) and moderately during the 
next 6 h, thus reaching 0.25 V. To evaluate the contribution of individual 
cathodic and anodic processes to the self-discharge, the voltage profile is 
also measured for individual electrodes in a three-electrode arrange-
ment, under the air atmosphere (dashed purple and orange curve). One 
can notice that the self-discharge is higher at negative than positive 

electrode. To see whether the oxygen reduction reaction (ORR) in-
fluences the discharge rate of negative electrode, its self-discharge 
profile was also measured when the electrolyte was purged by the ni-
trogen flow. As a result, the self-discharge was significantly reduced 
(dotted green line), thus indicating the influence of the parasitic ORR. 
Namely, in an aerated electrolyte, the adsorbed oxygen on the PANI 
surface imposes a mixed potential of the negative electrode. After oxy-
gen elimination, the electrode maintains its own potential during the 
discharge experiment. 

Also, the slower self-discharge rate of the full cell was observed when 
its electrolyte was purged by the nitrogen (solid green line). In this case, 
after 9 h the voltage dropped to 0.4 V, thus showing the charge loss of 
39% in comparison to the charge loss of 69% in the air atmosphere. It is 
worth noting that the capacity of PANI-ES electrode does not depend on 
the presence of the oxygen in the electrolyte (the same CV was measured 
at 20 mV s− 1 with and without N2). Actually, the charge of the oxidized 
PANI electrode (which is polarized from − 0.4 to 0.6 V vs. SCE at a 
certain scan rate), during the subsequent cathodic reaction (from 0.6 V 
to − 0.4 V), is not consumed by the oxygen, but exclusively by the 
emeraldine salt reduction. This can be attributed to the faster ES-LB 
redox reaction under cathodic regime. 

Last but not least, if someone applies two Conway models (Eqs. S1 
and S2) [49] on the measured self-discharged profile of the capacitor 
cell, it can be expected, in the examined supercapacitor, that the 
rate-limiting step of self-discharge reactions is the diffusion removal of 
electrolytes ions from electrical double layer (producing linear V- t1/2 

dependence) rather than the ohmic leakage over the resistance (pro-
ducing non-linear lnV-t dependence), as can be seen in Figs. S6a,b,d,e. 
The diffusion-limited charge redistribution is assumed to be the 
responsible for this behavior. However, if we look at the plot of V = f 
(logt) (Figs. S6c and f, equation S(3)), we can notice that the curve (over 
9 h) also follows the Conway model for the activation-controlled process 
[49]. Still, if the open-circuit self-discharge measurement is extended to 
24 h, the influence of the charge distribution is clearly evidenced by the 
change of the curve linearity after 9 h (the presence of two linear regions 
in the graph of V = logt, as shown in Fig. S7) [50]. 

Furthermore, the constructed Al-ion supercapacitor shows better 
gravimetric capacitance than other reported aqueous asymmetric ca-
pacitors such as AC//Al2(SO4)3//PPy@MoO3(~78 F g− 1 at 2 A g− 1) 
[51], SCNT/W18O49NW//AlCl3//SCNTPANI (~30 F g− 1 at 6 mA cm− 2) 
[52], but still inferior to asymmetric MnO2//AlCl3//TiO2 capacitor 
(~544 F g− 1 at 10 mV s− 1) [19]. Table 1 provides the literature survey of 
the electrochemical behavior of both intercalation [9,11,13–18,53–55] 
and capacitive electrodes in Al-based aqueous solutions [7,19,51,52, 
56]. Among different Al-intercalation electrodes, the best capacity 
measured in the half-cell configuration (based on the Al3+ and H+

intercalation) was achieved for TiO2 material in AlCl3 solution, while 
the PANI-ES used in our study ranks among the best capacitive elec-
trodes available. By the way, the capacity of the aqueous full-cell battery 
is still inferior when compared to the state of-the art Al-ion batteries 
[20–23], which are based on the intercalation/deintercalation of Al ions 
and/or aluminum chloride coordination [AlaClb] anions. 

3.3. On the redox mechanism of polyaniline in an aluminum-based 
aqueous solution 

To address the role of Al3+ ions in the process of PANI-ES oxidation/ 
reduction, either charged or discharged in Al(NO3)3_H2O, was examined 
by means of ex-situ methods such as FTIR, RAMAN and AFM. Besides, 
DFT study has been carried out to supplement the knowledge on the 
underlying redox processes. 

3.3.1. Spectroscopic study 
FTIR spectra of the pristine powder (PANI-ES) and its modifications 

described in experimental section (the short-term rinsing) are shown in 
Fig. 6a in a comparative way. For the sake of the charge balancing, the 

Fig. 4. CVs of the fresh PANI-ES electrode, corresponding to 60th cycle, 
measured in Al(NO3)3_H2O, Al(NO3)3_HCl and HCl as well as CVs of the PANI- 
ES electrode, previously cycled in Al(NO3)3_H2O during 60 cycles, after adding 
of certain amounts of HCl in Al(NO3)3_H2O and its replacement with 1 M HCl. 
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electrode which is polarized at +0.5 V vs. SCE (charged) became doped 
with nitrate ions, while dedoping of anions is expected to occur when 
the electrode is polarized at − 0.2 V vs. SCE (in the discharged state). 
Besides, positive/negative electrolyte ions probably contribute to the 
EDL formation during cathodic/anodic polarization. At + 0.5 V vs. SCE, 
the polyaniline is in the emeraldine salt form, while the leucoemeraldine 
base [47,57] is formed at − 0.2 V vs. SCE, which is experimentally 
confirmed by the yellowish-green change of the electrode powder dur-
ing oxidation/reduction. The yellowish color of the leucoemeraldine 
base preserves itself very shortly after the electrode removal from the 
electrolyte. The rinsing and drying of such electrode in water resulted in 
change of its yellow color to the dark one. It can be attributed to the 
chemical oxidation of leucoemeraldine to emeraldine base, as confirmed 
by shown FTIR and Raman spectra (see below). 

Let us first consider spectral changes of the PANI-ES sample modified 
by mere immersion in Al-nitrate solution (labeled by OCP). The im-
mersion of the PANI-ES electrode in Al(NO3)3 caused some changes of 
PANI vibrational modes, visible as the shift of Q and B bands’ positions 
(1559 cm− 1→ 1572 cm− 1 and 1475 → 1488 cm− 1, respectively) and the 
slight increase of Q/B ratio bands (the intensity of these bands became 
more equal). This indicates a certain degree of PANI’s oxidation under 
open circuit conditions, evidenced by the oxidation of benzenoid rings to 
more quinonoid distortion structure. The sharp band at 1381 cm− 1, 
followed by the shoulder at 1375 cm− 1 (which is more visible under 
magnification), can be seen additionally in the spectrum of the PANI- 
ES_OCP with respect to the spectrum of the pristine PANI-ES powder. 
The sharp band belongs to surface-adsorbed nitrate ions, which are not 
removed from the electrode by the short-term electrode rinsing. The 
accompanied band (observed as a shoulder of nitrate-assigned band) can 
be attributed to the appearance of the small amount of imine structure in 
PANI-ES_OCP sample [58,59]. This could be the consequence of the 

slight oxidation of amine to imine units (i.e. the transition of polaron to 
the bipolaron structure) upon immersion in the aqueous nitrate solution. 
The similar changes (the appearance of 1375 cm− 1 band and the 
equalization of Q/B ratio), were observed upon aging of partially pro-
tonated emeraldine salt, where the color of powder was changed from 
green to black [58]. 

The nitrates’ doping into PANI under its simple immersion into 
electrolyte provides the positive value of OCP amounting to ~0.3 V vs. 
SCE. This process is intensified during oxidation up to 0.5 V vs. SCE for 
the sake of compensating induced positive charge. Also, there is a pos-
sibility for water molecules to co-intercalate, being involved in the 
oxidation process. On the other hand, nitrates’ dedoping occurs upon 
cathodic polarization. Whether the nitrates are doped/undoped alone or 
in the form of complex is questionable. Besides, we assume that the 
process of Al3+ exchange during the redox switching of PANI-ES hap-
pens additionally to compensate the positive charge, but to a lesser 
extent than the doping/dedoping of nitrate ions. Doping of Al3+ ions 
upon cathodic polarization can maintain a certain level of electrical 
conductivity of PANI in the reduction process required for a high 
reversible storage capacitance (pseudoprotonation). This process is 
more dominant with respect to the protonation due to significantly 
higher concentration of Al3+ ions than protons. 

The blue shifting of Q and B bands is even more pronounced in the 
case of the discharged electrode, where the corresponding bands are 
positioned at ~1580 cm− 1 and ~1496 cm− 1. The position of these bands 
in the discharged state is actually indication of the emeraldine base 
formation [60]. The appearance of 1381 cm− 1 and 1375 cm− 1 bands, in 
the discharged sample, could be the consequence of the presence of 
doped nitrate ions. However, the characteristic band of emeraldine base, 
originating from C–N stretching vibration in the neighborhood of a 
quinonoid ring (assigned at 1379 cm− 1 in Ref. [60]) can contribute to 

Fig. 5. a) Galvanostatic charge/discharge profile at different current rates, b) the cyclic performance at a current density of 10 A g− 1 in the 0–0.8 V voltage range and 
c) self-discharge profile of two-electrode PANI-ES capacitor in Al(NO3)3_H2O. The solid line at Fig. 5c refers to the voltage curve of the full cell, while the dashed lines 
belong to the profiles of individual electrodes, respectively. 
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these modes as well. 
Interestingly, when the polarized electrodes (both charged and dis-

charged) were rinsed longer (by keeping them in water for a longer 
period of 1 h) the surface-adsorbed nitrates became removed, as evi-
denced by disappearance of the sharp, nitrate-belonging band (Fig. S2). 
However, the band at 1375 cm− 1, as the consequence of conformation 
changes of polymer chain, still remains in the FTIR spectrum of samples. 
Maintenance of the new conformation change, upon removal of nitrates, 
indicates the role of aluminum-nitrate as a secondary dopant [61,62]. 
Since the nitrate ions are present in the polymer chains upon char-
ging/discharging, it is more realistic that the structural changes of pol-
yaniline upon charging/discharging would be observed in the presence 
of nitrates, as performed further by Raman spectroscopy. 

Raman spectra of the pristine powder and polarized PANI-ES samples 
are shown in Fig. 6b. The assignment of all Raman modes of pristine 
PANI-ES powder, based on the literature [63–66], is summarized in our 
previous paper [34]. After immersing the electrode into Al(NO3)3 so-
lution and rinsing (labeled by ocp), some changes of PANI surface can be 
perceived (Fig. 7). Namely, one can see a high frequency widespread of 
the C~N+ band (at ~ 1336 cm− 1) due to the appearance of one addi-
tional mode. This change is intensified upon further polarization at 
positive potentials, due to the formation of radical cation at N-atom and 
consequent insertion of nitrates ions. On the other hand, the steadiness 
of 718 and 585 cm− 1 bands, which correspond to the amine deformation 
of the ES bipolaronic form [64], can be noticed upon the oxidation 
process (although the 585 cm− 1 band can also be attributed to the 

Table 1 
Literature survey of electrode materials in aqueous Al-based electrolytes.  

Electrode 
material 

The initial specific 
discharge capacity 
(mAh g− 1 or F/g) 

The capacity 
fade 

ΔV (ref.pot.) 
/redox behavior 

Al-ion intercalation electrodes (Cspec in mAh g− 1) 
Anatase TiO2 

nanoleaves, 
1 M Al(NO3)3 

[9] 

~278 mAh g− 1 at 
0.05 A g− 1 

~141 mAh g− 1 at 2 
A g− 1 for the half-cell 

~8% over 300 
cycles at 
0.05A g− 1 

− 1.5 to - 0.3 V, red. 
pair: 1.27/-0.82 V 
(SCE) @1 mV s− 1 

Anatase TiO2 

nanotube 
arrays, 
1 M AlCl3 [11] 

~50 mA h g− 1 at 4 
mA cm− 2, for the 
half-cell 

No capacity 
fade (50% 
increase after 
13 cycles at 4 
mA cm− 2) 

- 1.5 to − 0.3 V 
(SCE), red. pair: 
− 1.26/-0.84 V 
@ 20 mV s− 1 

Anatase 
mesoporous 
TiO2 

nanospheres 
1 M AlCl3 [14] 

~183 mA h g− 1 at ~ 
0.05 A g− 1 

~108 mA h g− 1 at ~ 
2 A g− 1, for the half- 
cell 

~5% after 25 
cycles at 
various 
current rates 

− 1.5 to − 0.4 V, 
red.pair.: 1.25/- 
0.87 V (Ag/AgCl) 
@10 mV s− 1 

TiO2-graphene 
nanoparticles 
0.25–1 M AlCl3 

[15] 

~50 mAh g− 1 at 
6.25 A g− 1 for the 
half-cell in 0.25 M 
AlCl3 

~33 mAh g− 1 at 
6.25 A g− 1 for the 
half-cell in 1 M AlCl3 

~30% over 
120 cycles at 
6.25 A g− 1 in 
0.25 M AlCl3 

− 1.5 to – 0.4 V red. 
pair: 1.27/-0.99 V 
(Ag/AgCl) 
@ 5 mVs− 1 

MoO3 

1 M AlCl3 [16] 
~680 mA h g− 1 at 
2.5 A g− 1 or 5 mA 
cm− 2 for the half-cell 

75% after 20 
and 300 cycles 
(i.e. 170 mA h 
g− 1) 

- 1 to 0.6 V, red. 
pair 
− 0.86/-0.62 V, 
− 0.61/-0.38 V, 
− 0.4/0.11 V (Ag/ 
AgCl) 
@ 2.5 mVs− 1 

MoO3-graphene 
[17], 
1 M AlCl3 

590 mA h g− 1 at 2.5 
A g− 1 for the half-cell 
236 mA h g− 1 at 2.5 
A g− 1 for the half-cell 
(DG:H2O = 50:50), 
DG is dyglime 

87% over 100 
cycles (DG =
0) 
32% over 100 
cycles (DG/ 
H2O = 50/50) 

− 1 V–0.6 V red. 
pair: 0.4/-0.18 V, 
− 0.66/-0.32 V, 
− 0.66/-0.57 V 
(Ag/AgCl) 
@ 2.5 mVs− 1 

TiO2 nanotube 
arrays 
1 M AlCl3 [18] 

75 mAh g− 1 at 4 mA 
cm− 2 (maximum 
discharge capacity) 

/ − 1.4 to − 0.4 V, 
red. Pair: ~ − 1.2/ 
~ − 1 V (Ag/AgCl), 
@10 mV s− 1 

K0⋅02Cu[Fe 
(CN)6]0.7 ⋅ 
3.7H2O (CuFe- 
PBA), 1 M (Al 
(NO3)3

54 

50 mAh g− 1 at 0.05 
A g− 1 for 3-electrode 
AC/Al0.2CuFePBA 
full cell 
37 mA hg− 1 at 0.05 
A g− 1 for 2-electrode 
AC/Al0.2CuFePBA 
full cell 

~10% over 
1000 cycles 
(2-electrode 
full cell) at 
0.25 A g− 1 

0.2–0.7 V for 3- 
electrode cell. red. 
pair ~0.38/0.39 V 
and ~0.53/0.57 V 
(Ag/AgCl), @1 mV 
s− 1 

0–1 V for two 
-electrode full cell 

KCu[Fe(CN)6] 
xH2O (CuHCF), 
0.5 M 
Al2(SO4)3 [55] 

~63 mA h g− 1 at 
0.05 A g− 1 

~47 mA hg− 1 at 0.4 
A g− 1 for the half-cell 

~45% over 
1000 cycles at 
0.4 A g− 1 

0.2–1.2 V, red.pair: 
0.53/0.79 V and 
0.8/0.9 V(SCE) @ 
1 mV s− 1 

V2O5 xerogel 
1 M AlCl3 [10] 

120 mAh g− 1 at 0.06 
A g− 1 

~20 mAh g− 1 0.2 A 
g− 1 

~40% at 0.06 
A g− 1, ~25% 
at 2 A g− 1, 
over 12–13 
cycles 

− 0.6 to 0.5 V, red. 
pair: 0.3/-0.03 V 
(Hg/Hg2SO4) 
@10 mV s− 1 

WO3 

1 M AlCl3 [53] 
140 mAh g− 1 at 2.5 
A g− 1 for the half-cell 

50% increase 
over 100 
cycles at 2.5 A 
g− 1 

− 0.9 to 0.5 V, red. 
pair: 0.7/-0.3 V, 
− 0.4/-0.01, (Ag/ 
AgCl) @ 2.5 mVs− 1 

TiO2 

and CuHCF, 
1 M AlCl3 [13] 

14.5 mA h g− 1 at 
0.33 A g− 1 (20C) for 
the TiO2/CuHCF full 
cell (limited by TiO2) 
50 mA h g− 1 at 0.1 A 
g− 1 for the TiO2/ 
CuHCF full cell 
(limited by CuHCF) 
10.5 mA hg− 1 at 
0.33 A g− 1 (20C) for 
the balanced TiO2/ 
CuHCF full cell 

7% after 1000 
cycles for 
TiO2-limited 
cell. 
Stable over 
1000 cycles 
for CuHCF- 
limited cell. 
5% over 1814 
cycles for the 
balanced cell 

− 1.5 to 0 V, red. 
pair: 1.31/-0.85 V 
for TiO2 (SCE), @ 
10 mV s− 1 

0 V to 1.4 V, red. 
pair:0.6/1.05 V for 
CuHCF (SCE) 
@ 20 mVs− 1  

Table 1 (continued ) 

Electrode 
material 

The initial specific 
discharge capacity 
(mAh g− 1 or F/g) 

The capacity 
fade 

ΔV (ref.pot.) 
/redox behavior 

Al-ion capacitive electrodes (Cspec in F/g or F/cm2) 
2D Ti3C2Tx 

layers, 1 M Al 
(NO3)3 or 
Al2(SO4)3 [7] 

~30 F g− 1 @ 20 mV 
s− 1 for Al(NO3)3 

~25 F g− 1 @ 20 mV 
s− 1 for Al2(SO4)3 

/ − 0.8 to − 0.15 V for 
the half-cell in Al 
(NO3)3 or − 0.95 to 
0.15 V in Al(SO4)3, 
(Ag/AgCl), EDLC. 

Al–TiO2 

nanotubes, 
1 M AlCl3 [19] 

~3.5 mF cm− 2 at 10 
mV s− 1 for the half- 
cell 
~544 F g− 1 at 10 mV 
s− 1 for MnO2/ 
Al–TiO2 full cell 
(based on the mass of 
MnO2) 

~2.5% over 
200 cycles at 
100 mV s− 1 

- 0.8 to − 0.4 V for 
the half-cell, (Ag/ 
AgCl) 
EDLC 
0–0.8 V for the full 
cell 

PPY@MoO3 

nanotubes 
0.5 M 
Al2(SO4)3 [51] 

693 F g− 1 at 1 A g− 1 

for the half cell 
78 F g− 1 at 2 A g− 1 

for the AC// 
PPy@MoO3 full cell 

~7% over 
1800 cycles at 
2 A g− 1 for the 
full Al-ion 
capacitor 

− 0.4 to 0.5 V for 
the half-cell, 
intercal. 
pseudocap. 
0–1.5 V for the full 
cell. 

SCNT/ 
W18O49NW 
1 M AlCl3 [52] 

~1.1 F cm2 or ~216 
F g− 1 at 2 mA cm− 2 

or 453 F cm− 3 for the 
half-cell 
~0.8 F cm2 or ~ 30 F 
g− 1 or ~52 F cm− 3 at 
6 mA cm− 2 and ~21 
F g− 1 at 26 mA cm− 2 

for the balanced 
asymmetric full cell 
SCNT/W18O49NW// 
SCNTPANI 

0.7% at 100 
mVs− 1 and 5% 
a 5 mVs-1 for 
the half-cell 
9.9% over 500 
cycles at 100 
mV s− 1 

− 0.7 to 0.6 V (Ag/ 
AgCl), pseudocap 
0–1.8 V for the 
balanced full cell 

2D h-MoO3 

Al2(SO4)3 [56] 
300 F cm3 at 5 mV s 
− 1 

/ − 0.3 to 0.4 V (Ag/ 
AgCl), EDLC 

PANI_ES 
1 M Al 
(NO3)3

here 

317 F g− 1 at 1 A g− 1 

for the half-cell 
290 F g− 1 at 1 A g− 1 

and 269 F g− 1 at 10 
A g− 1, for the PANI// 
PANI symmetrical 
full cell. 

10% over 
1000 cycles 
(the stable in 
the interval 
0–0.6 V) 

− 0.4 V–0.6 V, 
(SCE), pseudocap., 
for the half-cell 
0–0.8 V for the Al- 
ion capacitor.  

M.J. Vujković et al.                                                                                                                                                                                                                             



Journal of Power Sources 482 (2021) 228937

9

phenoxazine-type units [67]), while the extra small band (at ~740 
cm− 1) is detected only in the spectra of the modified samples (OCP, 0.2 V 
and 0.5 V). It seems that the anions’ doping occurs on protonated imine 
sites rather than on amine sites. Furthermore, bands at ~1584 cm− 1 

(related to the C––C stretching vibrations of the quinonoid ring and 
correspond to the protonation of polymer and the semiquinonoid-ring 
formation), ~1490 cm− 1 (ascribed to the C––N stretching vibration of 
the quinonoid unit), ~519 cm− 1 and ~419 cm− 1 (belong the ring out-of 
plane deformations) are shifted towards higher frequencies (~1592, 
~1506, ~523 and ~432 cm− 1, respectively) when the PANI-ES was 
immersed in Al-nitrate solution. These blue-shifted bands kept the same 
position upon anodic polarization. The relative intensity of all these 
modes (when compared to the most pronounced 1172 cm− 1 band 
related to C–H bending vibrations of semi-quinonoid rings) is also 
increased under open circuit condition and preserved upon anodic po-
larization. All these changes can be attributed to the slight oxidation 
process, as shown by FTIR. An increase in the relative intensity of the 
low-frequency bands (~523 cm− 1 and ~432 cm− 1) is a more pro-
nounced upon anodic polarization, due to an additional nitrate ion 
doping. 

The spectrum of PANI polarized up to − 0.2 V vs. SCE, differs from all 
other spectra in Fig. 6b. The characteristic modes are ~1592 cm− 1 

(along with the shoulders at ~ 1620 cm− 1 and at 1560 cm− 1), ~1475 
cm− 1 (along with the shoulder at ~ 1420 cm− 1), 1320 cm− 1, ~1220 

cm− 1, ~1166 cm− 1, ~841 cm− 1, ~813 cm− 1, ~785 cm− 1, ~750 cm− 1, 
~528 cm− 1 and ~422 cm− 1. Relying on the literature [67], these modes 
belong to deprotonated PANI, more precisely emeraldine base, as in 
accordance with FTIR finding. The ~1475 cm− 1 assigned band, associ-
ated with C––N vibration of quinoid unit, dominates the spectrum. The 
shoulder at 1420 cm− 1, can be most probably connected with 
cross-linked phenazine-like structures [67]. As we mentioned, the for-
mation of PANI-EB after electrochemical reduction at − 0.2 V vs. SCE is 
the consequence of the fact that the electrochemically reduced LB form 
became oxidized upon exposing of the electrode to water/air during 
washing/drying. 

Based on all the above, we assume that the Lewis acid (i.e. 
aluminum-nitrate) doping of ES (acting as a Lewis base) occurred 
through the complexation with Cl− anions on protonated nitrogen car-
rying radical cation (ex-imine sites). It was also shown that FeCl3 could 
be doped to the protonated form of polyaniline through the acid-base 
reaction with Cl− anions thus transforming into FeCl4− [68]. Herein, Al 
(NO3)3 acts as a mild oxidizing agent, thus leading to the conformation 
change of PANI’s chain. Interestingly, it has been predicted that nitrate 
anions can act as a Lewis acid by forming complexes with electron-rich 
partners [69]. One can conclude that the mechanism of nitrate’s dop-
ing/dedoping (alone or in the form of complex anion) dominates the 
redox switching of ES in an aluminum nitrate aqueous solution, thus 
causing the formation/breaking of solid state nitrate complex. This 
process is probably accompanied by the expulsion/injection of Al3+ ions 
(most likely hydrated), which is similar to the protons’ behavior during 
redox process of ES in the moderate acidic electrolyte [30,43,70]. 
Actually, the reduced PANI is poorly protonated in the electrolyte of 
lower acidity [30,43,70], but we believe that the Al3+ ions can take the 
role of protons due to their higher concentration. The presence of Al3+

ions in the electrolyte prevents the capacity decline which can be caused 
by the acidity decrease of the electrolyte solution [44]. 

3.3.2. AFM study 
In order to observe the conformational changes of PANI-ES induced 

by charging/discharging process, AFM measurements were performed. 
Two-dimensional (2D) and three-dimensional (3D) topography of dis-
charged sample are depicted in Fig. 7 (a1 and a2, respectively). As can be 
seen, the sample consists of small grains with an average diameter in the 
range of 100–200 nm. These grains are even better visualized in the 
phase image in Fig. 7b, where abrupt changes, in the phase signal, 
correspond to grain boundaries. Apart from these changes along the 
grain boundaries, the phase contrast is rather constant, indicating ho-
mogeneous viscoelastic properties. Similar measurements were done on 
the charged sample and these results are given in the second row of 
Fig. 7, where the parts (c1) and (c2) present 2D and 3D topography. 
Contrary to the discharged state, now there are two distinct structural 
features. First, as in the previous case, the middle part has grain struc-
ture with a similar grain size of 100–200 nm. On the other hand, the 
grain structure disappeared in the top and bottom part of the figures 
which are now characterized with smooth and large, micron-size do-
mains. Therefore, during the charging process small grains were merged 
together into a single domain. Similar changes have been recently 
observed in the case of conductive polymers such as poly(3,4- 
ethylenedioxythiophene) (PEDOT) [71]. 

In addition to the observed morphological changes, there is a huge 
difference in the phase contrast between two areas with distinct 
morphology. As shown in the phase image in Fig. 7d, the middle part 
with a grain structure is dark, while the top and bottom regions with 
large and smooth domains are bright. The observed phase contrast in-
dicates different viscoelastic damping during the interaction between 
oscillating AFM tip and the sample surface during the imaging in tapping 
AFM mode. Therefore, the charging process results in merging of grains 
into larger domains with a modified viscoelasticity. 

The local electrical surface potential of both charged and discharged 
samples were studied by Kelvin probe force Microscopy (KPFM). 

Fig. 6. FTIR (a) and Raman (b) spectra of the PANI-ES electrode polarized at 
different potentials in Al(NO3)3_H2O. 
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Fig. 7e1 and 7e2 show the morphology and surface potential, respec-
tively, measured on the same area of discharged sample. Similarly, the 
topography and potential of the charged sample are presented in Fig. 7f1 
and Fig. 7f2, respectively. By comparing the absolute values of the sur-
face potential of the charged and discharged sample, there is a signifi-
cant difference. It is better represented in Fig. 7g which displays 
histograms of the surface potential for both cases. Although the surface 
potential for the charged sample is rather inhomogeneous, in the range 
from 0.4 V to 0.9 V, the peaks between charged and discharged cases are 
separated by around 0.7 V. This is exactly the same value as the dif-
ference between the electrochemical potentials during the charging 
(+0.5 V) and discharging (− 0.2 V). Therefore, the changes in the surface 
potential measured ex-situ correspond quite well to the electrochemical 
potential during charging/discharging. Recently, this correlation has 
been demonstrated for LiNi0⋅80Co0⋅15Al0⋅05O2 cathode at different state 
of charge [72]. 

3.3.3. DFT calculations 
Doping of PANI base by strong acids leads to formation of polarons 

and bipolarons. In the former structural form, only one nitrogen atom in 
the oxidized unit accumulates positive charge, which results in a radical 
open-shell specie. In the later form, both imine nitrogen atoms are 
protonated creating a spinless state. Although the relative stability of 
these forms is still under debate [73], they are interconvertible, i.e. a 

bipolaron might rearrange into two polarons, Previous computational 
studies revealed that effects associated with the doping process are 
localized around the binding site [74] and that electronic structure of 
the bipolaron and polaron forms does not depend on the kind of pro-
tonating agent [61]. Also, the solvent polarity was attributed to be the 
major factor responsible for the energy difference between the polaron 
and bipolaron forms [61]. These findings led us to study to what extent 
hydrated Al3+ cation might modify electronic properties of emeraldine 
PANI salt. To this end, we examined PANI salt model consisted of a 
tetramer protonated with HCl and HNO3 acids. 

We examined its polaron (two polarons in the lowest triplet state) 
and bipolaron (in the singlet state) forms. The optimized geometries and 
selected bond length of these forms are provided in Fig. 8. The electronic 
energy difference between the polaron and bipolaron forms are 21 and 
26 kJ/mol for structures doped with HCl and HNO3 acids, respectively. 
Thus, we find that in our model, the polaron form is more stable than the 
bipolaron form. Similarly as in the other study [61], the doping agent 
does not considerably modify the energy difference between the two 
electronic forms. We find that the lowest singlet state of polaron form is 
approximately 40 kJ/mol less stable than the triplet state and thus it 
does not play a significant role in charge transport. Highly charged 
aluminum cation might be attracted by the anions in the PANI salt. We 
considered a configuration in which the Al3+ cation is positioned 3 Å 
away from the Cl− anion along the H–Cl direction (Fig. 8). The 

Fig. 7. Sample morphology after discharging (at − 0.2 V vs. SCE): (a1) 2D and (a2) 3D topography, and (b) phase map. Sample morphology after charging (at + 0.5 
V): (c1) 2D and (c2) 3D topography, and (b) phase map (top); AFM topography and electrical surface potential of discharged (e1,e2) and charged sample (f1,f2). (g) 
Histograms of the electrical surface potential maps from parts (e2) and (f2) indicating that the average difference of the surface potential between two states is 
around 0.7 V. For the sake of clarity and better visibility, the peak for the discharged sample is scaled by ten times (bottom). 
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computed energy difference between the polaron and bipolaron forms 
was − 26 kJ/mol. Hence, the Coulomb interaction between the PANI salt 
and the aluminum cation was sufficient to reverse the relative stability 
of the electronic forms. This result shed light that the aluminum cation is 
able to alter electronic properties of PANI even it is not primary doping 
agent. We tentatively refer this effect to the secondary doping, which is 
in agreement with the experiment [62]. 

4. Conclusions 

The highly conductive polyaniline-emeraldine salt (PANI-ES) was 
synthesized, using the typical acidic polymerization of aniline, in order 
to be thoroughly examined as supercapacitor electrode in an aqueous 
solution of aluminium salt. The typical, leucoemeraldine ↔emeraldine 
(the first one) and emeraldine ↔ pernigranilin (the second one) redox 
processes were observed in all examined electrolytes (1 M HCl, 1 M 
aluminum-nitrate in water and in 1 M HCl as well as 1 M aluminum- 
chloride in water). However, their mechanism strongly depends on the 
used electrolyte, which determines specific charge storage ability of the 
polymer. Unlike the strong acidic solution, where the proton dein-
sertion/insertion dominates the first redox process, anion doping/ 
dedoping mostly compensates the charge, induced by the PANI’s redox 
switching in an Al-based aqueous solution, while Al3+ ions do not 
behave only as spectators. They can also be interchanged during the 
redox reaction of the PANI’s electrode likely to protons in the acidic 
solutions. The redox behavior of PANI, in an Al-containing aqueous 
solution, was found to induce the swelling/shrinking of its grain size 
structure. 

Furthermore, Lewis acid Al(NO3)3 doping into emeraldine (thus 
oxidizing some reduced parts of polymer), is exerted through the 
complexation with Cl-anions bonded to N-atom (from radical cation) 
rather than with protonated amine sites. The formation of nitrates 
complexes and their breaking follows the redox reaction of polymer in 
the Al(NO3)3. Theoretical modeling showed that the primary doping of 
PANI with protonic agents (HCl and HNO3) stabilized its polaron form. 
However, Al-salt doping results in the formation of bipolaron lattice, 

which can be attributed to the secondary doping. 
As the consequence of the particular redox mechanism, the slightly 

higher capacitance in Al(NO3)3 (amounting to 317 F g− 1 at 1 A g − 1) than 
in 1MHCl (amounting to 301 Fg-1 at 1 A g − 1) was measured. PANI-ES 
symmetrical two-electrode capacitor, with the Al(NO3)3_H2O as an 
electrolyte, could deliver the discharge capacitance of 269 F g− 1 at 10 
Ag-1, in the voltage range ΔV = 0.8 V. Under the same conditions, the 
capacitance retained 88% of its initial value after 1000 cycles. 

Furthermore, it was shown that the electrochemical overoxidation of 
PANI within voltage window ΔE = 1.4 V is significantly influenced by 
the electrolytic composition, more precisely, by the protons’ concen-
tration in the electrolyte. Due to lower protons’ concentration in Al 
(NO3)3, the capacitance retention during cycling in an extended po-
tential range is significantly better (which amounts to 61% after 60 
cycles) in 1 M Al(NO3)3 than in 1 M HCl (which amounts to 47% after 60 
cycles). The aluminum ions do not behave passively in the emeraldine ↔ 
pernigranilin redox process, but they decelerate over-oxidation of 
emeraldine salt more effectively than protons in the pure acidic solution 
do. 

The obtained results opened the way for the development of a new 
generation of more suitable charge storage devices, based on well- 
known polymer material. 
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Abstract: Development of paper-based sensors that do not suffer with humidity interference is
desirable for practical environmental applications. In this work, a laser processing method was
reported to effectively modulate the cross-sensitivity to humidity of ZnO-based UV (Ultraviolet)
sensors printed on paper substrate. The results reveal that the laser induced zinc oxide (ZnO) surface
morphology contributes to the super-hydrophobicity of the printed ZnO nanoparticles, reducing
humidity interference while enhancing UV sensitivity. Herein, this conducted research highlights for
the first time that laser processing is an attractive choice that reduces the cross-sensitivity to water
vapor in the UV sensing response of ZnO-based devices printed on paper, paving the way to low-cost
and sophisticated paper-based sensors.

Keywords: paper-based device; UV sensors; ZnO nanoparticles; humidity resistance

1. Introduction

For a long time, cellulose fiber paper has been used as the main support for storing,
displaying, transferring information and connecting people in the form of missives, flyers
or books. In recent years, however, its function as a writing medium has been declin-
ing with the evolution of information and communication technologies. This evolution
drastically changed how people work, communicate and learn, gradually replacing the
paper substrate with electronic support, such as computer, TV, e-book and e-library. Never-
theless, this has generated a considerable amount of electronic waste resulting in severe
environmental issues. In order to address the environmental concerns and end-of-life
disposal challenges, paper was reinvented as a building component in flexible electronics
because it is disposable, recyclable, inexpensive and one of the most abundant organic
materials. Therefore, paper-based substrate has been explored with the aim of developing a
variety of components, such as electronic and optoelectronic devices [1,2], electrochemical
biosensors [3–5] and physical sensors [6,7]. Among them, physical sensors which transduce
physical parameters, such as mechanical and optical signals, into processable electrical
signals represent a major category of paper-based devices and might play an important
role in the upcoming era of wearable electronics.

Various functional nanomaterials have been employed in order to enhance the paper-
based sensor performance. Among them, the zinc oxide (ZnO) nanostructures are a popular
choice due to their multiple sensing modalities [8–10]. For instance, its direct wide bandgap
and 60 meV high exciton energy make ZnO nanostructures the ideal materials for UV
sensing applications [11,12]. Due to the growing importance of detecting/protecting UV
light application in various fields, various reports have been published on the fabrication of
low-cost ZnO-based UV sensors on paper substrate [13–16]. Although many of the reported
paper-based UV sensors work very well in laboratory scale proof of principle experiments,
they are still limited by their cross-sensitivity to background conditions, such as relative
humidity than can vary in outdoor conditions, impeding their practical use in applications
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such as environmental monitoring. Indeed, it has been demonstrated that water vapor,
present in the real environment for monitoring, strongly interacts with the surface or
interface of a ZnO nanostructure, which leads to a significant fluctuation of its electrical and
UV sensing properties [17–19]. Although the effect of humidity on UV sensing properties
of ZnO nanostructure has been investigated [20–22], the elimination of cross-sensitivity
of ZnO-based UV sensors to environmental humidity is still a major challenge. This is
even more critical when they are made on paper substrate. As the paper is hygroscopic,
the effect of moisture can cause additional significant fluctuations in the conductivity of
paper-based devices. So far, the most applicable approaches to reduction of the influence
of humidity include either coating paper with a superhydrophobic layer [23–27] or its
chemical modification [28,29]. Even though those approaches are effective, they require
additional processing steps, making the overall process more time-consuming and costlier.
One interesting route to process paper substrate is by use of laser processing technique,
which represents a simple, fast and scalable alternative to coating and chemical modification
techniques and offers many advantages because of its capability of selective treatment
and its fine spatial resolution [30–32]. It has been used to control the wetting properties
of paper substrate for microfluidic applications [32–34]. In this work, we introduce the
laser irradiation post-processing technique to withstand the influence of humidity and to
improve the electrical properties of ZnO based UV detectors and screen-printed devices
printed on paper substrate. Effects of the laser irradiation on the conductivity and UV
sensing performance of the screen-printed ZnO nanoparticles (NPs) were studied in detail.
Afterwards, both dark current and UV photocurrent of the laser treated ZnO UV sensors
were measured in air with varied relative humidity (RH) to investigate the effect of water
vapor on the ZnO film devices. Basic mechanisms for the observed behavior were discussed
and correlated with results from structural analysis of the ZnO film. The results showed
that the laser treated UV sensor had excellent compatibility between stability and sensitivity,
response and recovery time, and reducing the impact of humidity.

2. Materials and Methods

The concept of the paper-based UV sensor is based on the resistive transduction prin-
ciple, consisting of a nanostructured ZnO photosensitive layer deposited on interdigitated
electrodes (IDE) that are printed on paper substrate, as shown in the Figure 1a.
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2.1. Device Fabrication

A simple, economic and scalable technological process, consisting of two screen-
printing steps and a laser-postprocessing step, was used for the fabrication of the paper-
based UV sensors. A schematic representation of the fabrication steps is described in
the Figure S1. Firstly, a commercial silver paste (HPS-021LV, Novacentrix, Austin, TX,
USA) was screen-printed with a semi-automatized screen-printer (EKRA 2H screen-printer,
Dornstadt, Germany) on the paper substrate to design the IDEs and baked in an oven at
110 ◦C for 15 min. An individual digit of the IDE structure was 4 mm long and 170 µm
wide. It was separated by a gap of 100 µm from the next digit, as shown in the Figure 1b
exhibiting SEM (Scanning electron microscope, HITACHI TM3030, Tokyo, Japon) image of
Ag interdigitated electrodes.

In order to fabricate the sensitive layer, based on commercial ZnO nanoparticles (Alfa
Aesar™, particle size <25 nm, Kandel, Germany), a functional paste was developed [35].
The paste composition was optimized to meet the criteria: (i) used chemicals should
be cost-efficient and environmentally friendly; (ii) paste components should be suitable
for laser treatment (boiling point <500 ◦C); and (iii) paste should produce thick uniform
film on top of the electrodes, with preserved properties of ZnO nanomaterial. Main
components of the paste were solvent, binder, dispersant and the nanomaterial. Water as
solvent was not suitable for final application of printed structure, so ethanol was used as
solvent. Since the conducted research was focused on design of sensors with minimum
humidity interference, we used PVP (Poly vinyl pyrrolidone) as binder because of its
slightly better stability in higher humidity conditions in comparison to other commonly
used binders, such as cellulose [36]. For the dispersant, we opted to use alpha-terpineol,
which is environmentally friendly, has a relatively low boiling point and is suitable for
laser treatment. First, 2 g of PVP (Sigma-Aldrich, St. Louis, MO, USA) was dissolved in
10 mL of ethanol. Afterwards, 1 g of ZnO nanopowder was dispersed in 400 µL of terpineol
(Sigma-Aldrich, St. Louis, MO, USA), followed by the addition of 600 µL of PVP solution.
High loading ratio of nanomaterial has proven to be optimal for the screen-printing of the
sensitive layer, providing desired film thickness and uniformity.

Obtained suspensions were treated with ultrasonic homogenizer (Bandelin HD-70,
Berlin, Germany), operating in continuous mode at 40% of total power. Duration of
ultrasonic homogenization was 10 min.

2.2. Laser Treatment

The laser treatment of printed films was carried out by using a diode-pumped Nd:YAG
laser cutter Rofin-Sinar Power Line D–100, operating in the NIR (Near-infrared) range at
1064 nm. Frequency of the laser pulse was set at 65 kHz, and the speed of the displacement
was adjusted to 500 mm s−1 in order to obtain sufficient pulse overlapping. The laser
fluence was varied by adjusting the laser current. One sample was kept untreated to be used
as a reference, and two samples were treated with the input current values of 29 A and 30 A,
corresponding to laser fluences of 0.21 J cm–2 and 0.23 J cm–2, respectively. The Figure 1d
shows the laser treated films sample with laser treated screen-printed ZnO nanoparticles.
Figure 1c exhibits a matrix of laser treated samples, providing clear evidence that the
developed process can be easily scaled-up for the large-scale fabrication of paper-based
electronic devices.

2.3. Device Characterization

The morphology of the screen-printed ZnO film was examined by atomic force mi-
croscopy (AFM) in tapping mode. In order to precisely resolve grain boundaries, magnitude
of AFM cantilever was recorded during the tapping mode imaging as well, since this signal
is very sensitive to abrupt changes in the morphology. Surface roughness was calculated
as a root mean square of the height distribution. The wetting characteristic of the sample
was carried out by measuring contact angles using the sessile drop technique. A liquid
droplet of about 2 µL in volume was dropped on the sample’s surface with a micropipette.
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The image of the liquid droplet was captured by a digital camera (uEye, IDS, Obersulm,
Germany) attached to a microscope (Microzoom, Bausch and Lomb, Rochester, NY, USA)
with 2.25× magnification and computed with the IDS camera manager software (IDS,
Obersulm, Germany). The recorded droplet images were analyzed with the DropSnake
Java plug-in for the ImageJ software (1.8.0, Wayne Rasband, Bethesda, MD, USA) based on
B-spline snakes (active contours) to shape the drop [37].

3. Results and Discussion
3.1. Characterization of Laser-Treated ZnO Surface

Figure 2 exhibits top- and side-view SEM images of the ZnO film before and after
laser treatment at 0.21 and 0.23 J cm–2 laser fluences, which clearly demonstrates that laser
irradiation induces significant modifications of the film morphology. From SEM imaging
of the untreated film, it can be established that nano-sized particles packed together by
the dried organic additives formed a flat and uniform surface layer. When irradiated at
0.21 J cm–2, the film exhibited bigger pores due to the formation of melted droplets. These
droplets were formed during the breaking of the large agglomerates accomplished by laser
thermal evaporation of organic components. With further increase of the laser fluence at
0.23 J cm–2, the screen-printed film was transformed into solidified and dense ceramic
material due to the complete release of the organic components and the sintering effect.
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Figure 2. SEM images of (a) untreated screen-printed ZnO film, and laser-treated at (b) 0.21 J cm–2 and (c) 0.23 J cm–2. Inset:
side view of untreated and treated samples.

Additionally, the presented results demonstrate that the film thickness reduced from
15.6 µm to 9.5 µm and 6 µm after irradiation at 0.21, and 0.23 J cm–2, respectively, which is
in agreement with the profile analysis provided in the supporting information (Figure S2).
This reduction in film thickness can be directly correlated to the removal of organic binder
components with laser radiation and the densification of the screen-printed ZnO film dur-
ing the sintering process. Furthermore, it can be noticed from the EDX (Energy-dispersive
X-ray) characterization, shown in Figure S3, that the Zn and O signatures are present in the
untreated and laser treated samples, while carbon signature is considerably reduced in the
laser treated sample. This confirms that the laser irradiation does not change the chemical
composition of the ZnO nanoparticles or remove organic components of the printed paste
matrix.

Therefore, additional investigations were performed by atomic force microscopy
(AFM) in tapping mode to explore the change of surface morphology in the laser sintered
samples. Figure 3a presents images of the AFM magnitude of the untreated and all
treated samples, which emphasize grains and grain boundaries. As can be seen, the
morphology significantly changes from a flat surface with small grains in the case of the
untreated sample, to very rough surfaces with large grains in the case of the treated samples.
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Therefore, these images clearly represent the sintering process where small grains are
merged into bigger ones. The underlying morphological changes during the sintering are
summarized in the bottom row of Figure 3, in which Figure 3b shows characteristic height
profiles from topographic images, while Figure 3c displays the surface roughness. An
average grain diameter of the selected grains (encircled by dashed lines in the magnitude
images) is presented partly in Figure 3d. The height profile of the untreated sample was a
rather flat line, the surface roughness was around 30 nm, while the diameter of the selected
grain was around 270 nm. On the other hand, the surface roughness of the treated samples
were in the range of 200–300 nm, with some grains being larger than 2 µm.
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Figure 3. (a) AFM characterization of the untreated sample and samples treated at 0.21 and 0.23 J cm–2. Inset: Corresponding
3D morphologies. (b) Surface profile from AFM analysis of the untreated and laser treated samples. (c) Roughness
measurement of the investigated screen-printed films. (d) Grain size measurement of the investigated screen-printed films.

Figure 4 shows the contact angle of the untreated sample and samples treated with
0.21 and 0.23 J cm–2 laser fluence, where it can be noticed that hydrophobicity of the ZnO
film increases with increase in the laser fluence. Clearly, a water droplet stands stable
on the laser treated films, while it spreads out on the untreated sample. The wettability
behavior of a surface is strongly related to the surface morphology [38]. From the AFM
measurements, we established that morphology and roughness of the film surfaces change
with the increase of the laser fluence. The surface of the untreated film (Figure 4a) with low
surface roughness shows a low contact angle with hydrophilic behavior. With the rise of the
surface roughness the contact angle increased, indicating a hydrophobic behavior for the
sample treated at 0.21 J cm–2 and super hydrophobic behavior for the sample treated with
higher laser fluence 0.23 J cm–2. For porous nanostructured surfaces, the Cassie and Baxter
(CB) model is usually applied for the description of wetting properties [39]. According
to the CB model, the water contact angle on the porous surface is greatly influenced by
the surface fraction of solid–liquid and liquid–air interfaces on the solid surface. In the
CB wetting state, the large volume of air trapped between the grains prevents the water
droplet from penetrating into the free space and the water droplet is suspended above the
substrate unstably. Within such a framework, a hydrophilic surface can be modified into a
hydrophobic one, and the contact angle increases with the ratio of water–air interface to
the total area because air pockets formed below the water droplet minimize the interfacial
energy. Considering that surface roughness of ZnO films increase with laser treatment, the
fraction of interfacial area between air and liquid also increases. For highly rough surfaces,
more air can be trapped within the interstices, increasing measured contact angle. The
increased surface roughness and additional trapped air prevent further penetration of the
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water droplet into the solid surface, giving rise to the observed shift from hydrophilicity to
super-hydrophobicity.
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3.2. UV Detection Performances

Figure 5a displays the dark current–voltage (I–V) characteristics, together with the pho-
tocurrent of the untreated samples and samples sintered with 0.21 J cm−2 and 0.23 J cm−2

laser fluences, measured in the −5 V to 5 V range at ambient humidity of 45%. Analysis
of the obtained results clearly reveals that increase in laser fluence induces a significant
increase in the dark current values, thus improving the conductivity of the printed ZnO
film. Indeed, for the untreated sample, the profile of the I(V) curve corresponds to that
of the material with poor conductivity with 3.42 nA at 5 V, whereas the I(V) curve of the
sample treated with 0.23 J cm–2 has 5 orders of magnitude higher current (935 µA at 5 V).
For porous nanomaterials, where nanoparticles are packed together, the conductivity is
greatly affected by a mechanism governed by the grain-boundary resistance, since the resis-
tance at these contacts is much higher than the resistance across the grains. The conduction
channels in the ZnO–NP film include NP–NP junctions, and electrons must overcome the
junction barriers to pass from one nanoparticle to another. Using AFM measurements, it
was determined that during the sintering process, most of these grain boundaries vanished
as the nanoparticles form neck like structures and the grains connected, reducing the
junction barrier and creating a conductive path for electron transfer. In this case, the grain
conductivity becomes dominant, leading to an observed increase in the current value.

Figure 5a also demonstrated that there was a significant increase in the photocur-
rent of all the samples when they were exposed to 360 nm wavelength at 10 mW cm–2.
This excitation wavelength was chosen to be in the vicinity of the optical band gap of
ZnO (Eg = 305–395 nm) [40]. Moreover, it was noticed that a relatively high photocurrent
(≈300 nA) was obtained at zero bias for the sample treated at 0.23 J cm−2, offering the
possibility to use this laser treated device as a self-powered, paper-based photodetector
system. The Figure 5b depicts the photocurrent-to-dark current ratio (called the photore-
sponse) as a function of the time, which compares the switching characteristics of the
investigated samples under a bias of 5 V. Figure 5b demonstrated that a significant increase
in the photoresponse was observed under UV light illumination for the untreated samples,
as well as for the samples treated at 0.21 and 0.23 J cm−2, confirming the results from
Figure 5a.
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Figure 5. (a) I–V curves for uncoated and untreated samples and samples sintered at 0.21, and 0.23 J cm–2 with and without
UV illumination. (b). Dynamic response behavior (response/recovery times) for the untreated and laser treated samples
under UV illumination (c) Schematic diagram of the NP–NP junctions. (d) Time-resolved photoresponse of the ZnO device
treated at 0.21 and 0.23 J cm−2 under a continuous UV light rectangle pulse.

However, the untreated device showed poor stability, with photoresponse decreasing
gradually after the light source was switched on, while the laser treated samples showed
good stability with constant photocurrent values under UV illumination, and a return to
the initial value after switching off the light source. This can be attributed to some residual
organic additives in the untreated screen-printed film, resulting in a poor conducting path
for the electron transfer between nanoparticles, thus generating unstable conductivity.
During the sintering process, the organic additives were removed from the film, creating
better ZnO nanoparticle interconnection and thus the conducting path for electron transfer.

The device sintered at 0.21 J cm−2 shows better photosensitivity than the film sintered
at 0.23 J cm–2, which is due to its more efficient structure and morphology. The processes
of generating and transporting carriers in the laser sintered devices are illustrated in the
schematic diagram shown in Figure 5c. The photodetection property of the ZnO NPs-
based screen-printed film is strongly influenced by two mechanisms: the adsorption and
desorption of oxygen in the air. In the absence of photons, oxygen molecules adsorb
on the surface of the ZnO nanoparticles as negatively charged ions, by capturing free
electrons from the n-type ZnO. This process creates a low-conductivity depletion layer near
the surface of the NPs. When the film was irradiated with UV light, electron-hole pairs
were created in the depletion region and the negatively charged surface species traps the
holes and releases the electrons into the conduction band of ZnO, so the current gradually
increases until saturation. The conduction channels in the ZnO NPs detectors also include
NP–NP junctions. Electrons must get over the junction barrier to pass from one NP to
another. These barriers formed by the surface depletion layers can govern the charge
transport within the film under UV illumination.

When treated at 0.23 J cm–2, the film becomes more compact and bulkier, with bigger
grains, lower porosity and thickness reducing surface-to-volume ratio of the film structure
compared with the structure of the film treated at 0.21 J cm–2. This facilitates the penetration
of oxygen species into the inner film layers, ensuring the participation of the nanoparticles
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from whole film in the UV sensing mechanism. Therefore, under illumination, the film
treated with 0.23 J cm–2 fluence provides less active surface area and lower rate of oxygen
desorption, resulting in a lower photocurrent. Additionally, the structure of the NP–NP
junction is beneficial for the electrons to flow through the nanoparticle networks under UV
light illumination, giving rise to the increase in photocurrent.

The inset in Figure 5b shows decay and rise time of the untreated and laser treated
devices, defined respectively as the time required for photocurrent to drop from 90% to
10% and rise from 10% to 90% of its maximum value. The sample treated at 0.23 J cm–2 had
a shorter response time than the sample treated at 0.21 J cm−2, with decay and rise time of
10 s, which is comparable with other paper-based UV-detectors [8,41].

Furthermore, in order to examine the repeatability of the screen-printed paper-based
ZnO UV detectors, the time-resolved photoresponse at 5 V bias with multiple UV on/off
cycles was measured, in which both the turn-on and turn-off times of the UV light equaled
2 min. The Figure 5d shows height cycles of photocurrent switching, demonstrating very
good repeatability and sensitivity of the two laser treated photodetectors.

3.3. Suppressed Response to Humidity by Laser-Post Processing Treatment

The influence of humidity was evaluated by calculating the device’s response given
by the ratio of the initial electrical resistance (R0) at zero humidity, used as a baseline,
to the electrical resistance when humidity is introduced (Rm), measured between the
IDE. The inclusion of an uncoated paper allowed us to assess whether the ZnO screen
printed film coating suppresses the water vapor absorption. The results shown in Figure 6a
disclose the strong response differences between different samples, clearly indicating the
effects of the screen-printed films and laser surface modification. For the uncoated paper,
an important rise of the response is observed when humidity increases, with two times
increased response with increasing RH from 0 to 10%, and at 3 orders of magnitude higher
at moderate humidity levels (60%) than at 0% RH. The untreated ZnO sample shows
a lower sensitivity to humidity than the uncoated sample. However, the sensitivity to
humidity of the untreated sample was still significant, at 2 orders of magnitude higher at
moderate humidity levels (60%) than at 0% RH. It was evident that the samples treated
with laser exhibit a negligible response to humidity, revealing a very poor sensitivity to
humidity of the laser treated ZnO films. This difference in humidity sensitivity between
the untreated and laser treated samples can be directly correlated to their different surface
wettability properties. The inset in Figure 6a depicts the relationship of the contact angle
and response to humidity in the investigated samples. It was noticed that the samples with
hydrophobic surfaces were sensitive to humidity, while humidity did not affect the laser
treated samples with hydrophilic surfaces. Indeed, when the sensor film was hydrophilic,
the water nucleation barrier was low, yielding high nucleation rate due to the strong
attraction forces between the surface and the water molecules. This implies that water
vapor is strongly adsorbed onto the sample surface, resulting in high humidity response.
When the sensor film was hydrophobic, the energy barrier was high, thus minimizing
the water vapor adsorption onto the film surface, which resulted in roughness induced
non-wetting properties and no humidity interference.

Figure 6b showed the UV photoresponse of the investigated samples cross-linked with
different humidity levels of 0%, 45% and 80%. It was noticed that the photoresponse of the
untreated samples were greatly affected by the presence of water molecules, whereas the
effect of the humidity on the photoresponse of the laser treated samples can be neglected.
Indeed, the photoresponse of the untreated sample decreased with the humidity increase.
This was due to the fact that water molecules replaced the previously surface adsorbed
ionized oxygen species, and hence released electrons into the conduction band, a process
which partially annihilates the depletion layer, leading to a rise in the dark current, as
shown in the Figure 6a. Under the UV illumination, the dissociated H2O molecules on the
surface of the ZnO film capture both electrons and holes generated by UV light, leading to
a decrease of carrier density and thus lower photoconductivity. At low RH <50%, the effect
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of O2 desorption is more pronounced, so that the photoresponse slightly decreased with the
humidity but it was still detectable. At high RH, around 80%, the effect of the dissociated
H2O capturing electrons and holes becomes more significant due to a discrete water layer
formed on the ZnO film surface, which generates a humidity-induced degradation of ZnO-
based photodetector with a photoresponse almost undetectable. As seen in Figure 6c, in
the case of the laser treated samples, the photoresponse does not change with the humidity
level, due to the roughness engineered hydrophobic surface that hampers water molecules
to be absorbed at the surface of the ZnO film, as previously explained.
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function of RH.

The laser-profiling of the sensitive layer surface roughness provides us with a powerful
tool for the management of the film wettability properties, with high impact on tuning of
the device sensitivity toward humidity. The undertaken approach can be easily optimized
for fabrication of humidity-sensitive ZnO film that can be used for humidity sensors or for
fabrication of paper-based ZnO film with no humidity interference that can be used for
other electronic devices like UV detectors.

4. Conclusions

In summary, we developed a new strategy to reduce humidity interference on paper-
based UV sensor. The proposed approach is fast, cost-effective, scalable, easy-to-operate
and paper-friendly, since they do not require annealing steps at high temperatures. The
effects of the laser fluence on morphology, electrical properties, UV and humidity sensing
properties were disclosed. The ZnO film conductivity and UV photoresponse were im-
proved and the influence of the humidity was considerably reduced by properly adjusting
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the laser fluence. It was found that this phenomenon is correlated to the change of the
morphology and structure of the ZnO film generated by the laser irradiation. Additionally,
the resulting UV sensors showed good repeatability and relatively short response time.
Therefore, the possibility of fabricating paper-based sensing devices with no humidity im-
pact in a rapid and large-scale manner paves the way to low-cost solutions of sophisticated
paper-based electronics with low environmental footprint.

Supplementary Materials: The following are available online at https://www.mdpi.com/2079-499
1/11/1/80/s1, Figure S1: Process sequence of the humidity sensors, Figure S2: Thickness profile of
the ZnO films, Figure S3: EDX profiles of the untreated and treated ZnO films.
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Tunable Beam Steering at Terahertz Frequencies
Using Reconfigurable Metasurfaces Coupled

With Liquid Crystals
Borislav Vasić , Goran Isić , Romeo Beccherelli , Member, IEEE, and Dimitrios C. Zografopoulos

Abstract—Metasurfaces with a spatially varying phase profile
enable the design of planar and compact devices for manipulating
the radiation pattern of electromagnetic fields. Aiming to achieve
tunable beam steering at terahertz frequencies, we numerically
investigate metasurfaces consisting of one dimensional arrays of
metal-insulator-metal (MIM) cavities infiltrated with liquid crys-
tals (LCs). The spatial phase profile is defined by a periodic voltage
pattern applied on properly selected supercells of the MIM-cavity
array. By means of the electro-optic effect, the voltage controls the
orientation of LC molecules and, thus, the resulting effective LC
refractive index. Using this approach, the spatial phase profiles can
be dynamically switched among a flat, binary, and gradient profile,
where the corresponding metasurfaces function as mirrors, beam
splitters or blazed gratings, respectively. Tunable beam steering is
achieved by changing the diffraction angle of the first diffraction
order, through the reconfiguration of the metasurface period via
the proper adjustment of the applied voltage pattern.

Index Terms—Beam steering, tunable metasurfaces, liquid
crystals, terahertz frequencies.

I. INTRODUCTION

TUNABLE beam-splitting and steering devices are integral
components of terahertz (THz) systems that are required

for wireless communications, measurements, imaging and sens-
ing [1]–[3]. In addition to common electromechanical scanning
and phased-array systems [4], there are several proposals for

Manuscript received October 17, 2019; revised November 25, 2019; accepted
November 25, 2019. Date of publication November 29, 2019; date of current
version December 20, 2019. The work of B. Vasić and G. Isić was supported by
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B. Vasić is with the Graphene Laboratory of Center for Solid State Physics and
New Materials, Institute of Physics Belgrade, University of Belgrade, Belgrade
11080, Serbia (e-mail: bvasic@ipb.ac.rs).

G. Isić is with the Graphene Laboratory of Center for Solid State Physics and
New Materials, Institute of Physics Belgrade, University of Belgrade, Belgrade
11080, Serbia, and also with the Texas A&M University at Qatar, Doha 23874,
Qatar (e-mail: isicg@ipb.ac.rs).

R. Beccherelli and D. C. Zografopoulos are with the Consiglio
Nazionale delle Ricerche, Istituto per la Microelettronica e Microsistemi,
Rome 00133, Italy (e-mail: romeo.beccherelli@artov.imm.cnr.it; dimitrios.
zografopoulos@artov.imm.cnr.it).

Color versions of one or more of the figures in this article are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/JSTQE.2019.2956856

dynamically tunable THz beam steering utilizing wedge-shaped
devices [5] and leaky-wave antennas [6] with liquid crystals
(LCs), gratings with semiconductors [7], [8] and specially de-
signed THz systems [9]. Still, further developments are needed
in order to engineer more compact and faster devices with
increased efficiency and advanced functionalities.

One promising approach in this direction is the application
of metasurfaces, namely planar and periodic arrays of sub-
wavelength electromagnetic resonators which strongly enhance
light-matter interaction [10], [11] and have been demonstrated
to facilitate the design of efficient THz modulators [12]–[17].
Gradient metasurfaces [18]–[22] are a natural choice for beam-
steering applications since they introduce a spatially varying
phase shift at the interface between two media thus providing
additional opportunities for wavefront shaping [23]–[26]. In the
case of gradient metasurfaces with linear phase shift profile,
the beam-steering angle is dictated by the gradient of the linear
phase profile [23]–[25]. Therefore, tunable beam steering with
such metasurfaces can be realized by dynamically varying the
phase gradient [27]–[32], which is a known concept applied in
tunable microwave reflectarrays [33]–[35] and optical phased
arrays [36]. However, the rigorous approach requires changing
the period of the metasurface with simultaneous readjustment of
the phase in order to keep the linear phase shift from 0° to 360◦

within each period [37]–[40], which is challenging for practical
realizations. The 360◦ phase-shift requirement is relaxed in
binary metasurfaces, periodic structures with just two spatial
zones introducing phase shifts of either 0° or 180◦. They operate
as beam splitters like classical binary optical gratings [41].
Tunable beam splitting with adjustable diffraction angles can
be then realized by less demanding phase modulation between
0° and 180◦ [27], [42], [43].

The phase modulation is the underlying physical founda-
tion for tunable beam steering with both gradient and binary
metasurfaces. The modulation efficiency strongly depends on
the selection of the tunable elements and their applicability
for a specified frequency range. So far, semiconductors [7],
[8], [31] and graphene [37], [44] have been mostly employed
at THz frequencies. However, they are Drude materials with
tunable absorption which makes them more suitable not for
phase, but amplitude THz modulators [45], [46]. On the other
hand, recently it has been demonstrated that the large inherent
birefringence of LCs combined with the possibility for electrical
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Fig. 1. Principles of tunable beam steering: 1. control of DE for zero and first
order is achieved by modulation of the phase profile from (a) flat to (b) binary,
or to (c) gradient, 2. tunable angle α of the first diffraction order is obtained by
changing the period of either (d) binary or (e) gradient metasurfaces.

modulation of their refractive index render them promising for
frequency tunable THz metamaterials, which can provide both
amplitude [14], [47], [48] and phase [49] modulation. Still, the
interplay between amplitude and phase modulation needs careful
design.

In this paper, we investigate one-dimensional arrays of metal-
insulator-metal (MIM) cavities infiltrated with LCs targeting
the design of tunable binary and gradient metasurfaces at THz
frequencies working in reflection mode. Compared to conven-
tional LC cells, such MIM resonant cavities have been pre-
viously [14], [49] found particularly promising for LC-based
technology as the enhanced light-matter interaction allows an
orders of magnitude speedup in LC switching. The phase tun-
ing is achieved by the electro-optic modulation of the spatial
profile of the LC refractive index. The same metallic stripes
that form the MIM resonant cavities are also employed for
the application of the low-frequency LC control voltage. In
binary metasurfaces, the LC refractive index is periodically
varied in order to achieve periodic phase gratings with either
0° or φ0 phase zones, where φ0 ∈ [0◦, 180◦]. Beam splitters
with tunable diffraction efficiency (DE) are implemented by
modulating the LC refractive index in the zones with non-zero
phase φ0 thus controlling the interplay of the DEs for the 0°
and ±1 orders. Next, we design gradient metasurfaces with a
four-level discretized linear phase profile (0◦, 90◦, 180◦, 270◦)
that behave like blazed gratings thus allowing for switchable
beam steering of the impinging THz beam between the 0° and
+1 diffraction order. A routine for the maximization of DE
in real lossy systems is also presented, leading to significant
improvement in the grating’s performance. In the case of both
binary and gradient metasurfaces, the beam splitting/steering
angle can be dynamically adjusted by reconfiguring the grating
period, thanks to the subwavelength dimensions of the employed
MIM resonant cavities.

II. MODULATION PRINCIPLES AND MODELING

The physical principles for tunable beam steering of the
proposed devices are illustrated in Fig. 1. The metasurface
acts as a phase grating with tunable phase profile. DEs for a

Fig. 2. (a) Cross-section of considered metasurfaces and (b) unit cell. Voltage
patterns for (c) binary and (d) gradient metasurfaces. (e) Tilt angle of LC
molecules within in a single unit cell for two chracteristic bias voltages.

grating with symmetrical rectangular phase profile are given by:
cos2(φ0/2) for zero order, (2/πm)2sin2(φ0/2) for odd orders
(m = ±1,±3, . . .), and zero for even orders (m = ±2,±4, . . .),
where φ0 is the phase difference between two levels as depicted
in Fig. 1(b) [50]. A metasurface with flat phase (φ0 = 0◦) oper-
ates as a mirror which just reflects an incoming wave (zero order)
as depicted in Fig. 1(a). On the other hand, metasurfaces with the
binary phase profiles presented in Fig. 1(b) act as beam splitters.
If φ0 = 115.2◦ (0.64π), the outgoing wave is split into three
diffraction orders, 0 and ±1, with same DE (higher orders are
neglected due to low DE). Furthermore, the zero-order beam can
be suppressed when the phase difference is exactly φ0 = 180◦,
leaving just the ±1 diffraction orders.

Blazed gratings are realized by gradient metasurfaces with
the sawtooth phase profile depicted in Fig. 1(c). They provide an
additional option to single out just +1 (−1) diffraction order (for
the positive (negative) phase slope with respect to the x-axis). For
the sake of simplicity and practical realization, here the sawtooth
profile is discretized into four phase levels 0◦, 90◦, 180◦, 270◦.

By changing the phase profile from flat to binary or gradient as
presented in Figs. 1(a-c), it is possible to control the DE of zero
and first order. In order to achieve beam steering with the same
amplitude, but at a tunable angle, it is necessary to control the
diffraction angle as shown in Figs. 1(d) and 1(e). The diffraction
angle of the first order is α = arcsin(λ/P ), where λ is the
wavelength and P is the grating period. Therefore, a tunable
diffraction angle can be achieved by changing the metasurface
period with simultaneous readjustment of the phase in order to
keep either the binary or gradient profile.

The cross section of the considered metasurface is presented in
Fig. 2(a), whereas its three-dimensional unit cell with indicated
geometrical parameters is depicted in Fig. 2(b). The metasur-
faces consist of a bottom gold plate, a layer of the nematic liquid
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crystal with thickness tLC, a top metallic grating made of parallel
gold ribbons with width wm, and a polymer layer with thickness
tp which serves as a substrate for the grating and simultaneously
encapsulates the LC. The unit cell size is wuc.

The phase profile of the metasurfaces is controlled by the
pattern of voltage control signals Ui applied between the back-
reflector ground plane and each one of the unit cells. The applied
voltage controls the orientation of LC molecules and the spatial
variation of the effective LC refractive index. The pattern of
the LC bias voltages produces the desired phase profile along
the x-axis of the metasurface. In the case of binary metasur-
faces, this pattern consists of two voltage levels U0 and U1,
with the low level U0 fixed to zero, as schematically depicted
in Fig. 2(c). The number of voltage levels in the pattern for
gradient metasurfaces in Fig. 2(d) is defined by the number
of discrete phase levels chosen for the approximation of the
sawtooth phase profile, which is four in this study. We define
a phase cell as series of k adjacent unit cells that have the
same bias voltage and hence same phase value. The metasurface
period/supercell in binary structures consists of 2 phase cells (2 k
unit cells) corresponding to phase levels 0° and φ0, whereas in
gradient metasurfaces, it consists of 4 phase cells (4 k unit cells)
implementing the phase levels 0◦, 90◦, 180◦, 270◦. Therefore,
the metasurface period is defined as P = Nwuc, where N is
the number of unit cells per period, 2k and 4k in the case of
binary and gradient metasurfaces, respectively. Two examples
for a binary metasurface with N = 4 and gradient metasurface
with N = 8 are schematically shown in Figs. 2(c) and 2(d),
respectively.

Numerical calculations of both the LC studies and full-wave
propagation of the THz waves were done by means of the finite-
element method using COMSOL Multiphysics. The voltage-
dependent LC orientation and switching dynamics were solved
by the Q-tensor implementation of the Landau-de Gennes theory
for uniaxial nematics, a powerful tool capable of resolving biax-
ial solutions, nematic order variations and defects in complex
LC systems [51]. The spatial profile of the local molecular
orientation, which coincides with the optical axis of the unixial
anisotropic LC, was calculated by minimizing the total energy in
the LC bulk, composed by thermotropic, elastic, and electrostatic
energy contributions. Once the LC orientation is known, the
complex permittivity tensor which describes the LC dielectric
properties in the THz spectrum was calculated and fed into an
electromagnetic full-wave solver, using the same finely-resolved
mesh employed in the LC studies. This way, the spatial variation
of the LC anisotropic permittivity was rigorously taken into
account in our analysis [14], [49]. The Drude model [52] was
employed for gold permittivity. For both the equations governing
LC orientation and electromagnetic wave propagation, periodic
boundary conditions were imposed on lateral boundaries of the
supercell. Our numerical model thus cannot account for the
effects of the finite device surface area. However, all devices
considered in this work are designed for steering well collimated
incoming THz beams with millimeter-scale waists, meaning that
the device active area will in practice extend laterally at least a
couple of millimeters or circa 50 - 100 unit cells, so the edge
effects will always be negligible.

The profile of the tilt angle, defined as the angle between
the x-y plane and the LC local optical axis, for the nematic
mixture 1825 [53] is given for two characteristic voltage levels
in Fig. 2(e) (tLC = 3.35μm). For zero voltage, the in-plane
orientation of the molecules (xy-plane) is provided by well-
established LC alignment layers, e.g. rubbed polymer such as
Nylon-6 with negligible thickness as far as the electromagnetic
problem is concerned. Strong anchoring along the y-axis with
a pretilt angle of 1◦ was considered for the top and bottom
aligning surfaces of the LC cell. The dielectric permittivity of
the LC layer in the z-direction (which determines the spectral
position of MIM cavity resonances) is then equal to the ordinary
permittivity εo. Due to the electro-optic effect, the applied bias
voltage (the example for U = 2.8 V is given) and resulting
electric field lead to the reorientation of the LC molecules.
Finally, for 10V, practically all LC molecules in the volume of
the LC cell beneath the top metallic ribbon are oriented vertically
(the tilt angle is 90◦) thus giving the extraordinary permittivity εe
in z-direction. According to measurement results, the refractive
indices of the highly birefringent nematic mixture 1825 around
the working frequency of 2.5 THz are no = 1.54 + j0.013 and
ne = 1.911 + j0.018 [53] which gives a large change of the LC
refractive index of around 0.37 for a low voltage sweep of 10 V
only.

The metasurface shown in Fig. 2 operates as a tunable
phase shifter when the MIM resonators are in the overcoupled
regime [49], defined by the requirement that the resonant mode
radiative decay rate γrad is larger than absorption decay rate
γabs [14]. When γrad � γabs, the metasurface simultaneously
provides both a large phase change and high reflection in the
vicinity of resonance. By tuning the LC refractive index from no

to ne, the resonance is spectrally shifted producing a phase shift
ΔΦ at the fixed operating frequency fop. The LC thickness tLC
is the main geometrical parameter which determines the relative
magnitude of γrad and γabs and, consequently, the achievable
phase shift. Therefore, in order to find the optimal structure, the
reflectance and phase are calculated as a function of tLC while
other geometrical parameters are fixed. The unit cell size and
metallic ribbon width in all binary and gradient metasurfaces
considered here, are wuc = 32μm and wm = 28μm, respec-
tively. Such values provide the resonant frequency around the
targeted fop ≈ 2.5 THz. The top substrate is Zeonor, a cyclo-
olefin polymer with very low losses at THz, with layer thick-
ness of 40μm and refractive index 1.518 + j0.0009, respec-
tively [54]. Metallic ribbon arrays similar to those considered
here have been experimentally patterned on Zeonor substrates
by standard photolithography [55].

The power reflectance for zero voltage applied to all unit cells
is given in Fig. 3(a). The resonance can be identified by the dip
in the reflectance map which is red-shifted for a thicker LC
layer while simultaneously the reflectance becomes higher. For
10 V of applied voltage, the resonance is significantly red-shifted
compared to the previous case owing to the higher LC refractive
index that interacts with the z-polarized resonant mode, while
the overall reflectance is a bit lower as depicted in Fig. 3(b). The
phase difference ΔΦ between these two states is displayed in
Fig. 3(c) indicating a large phase change across the resonance.
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Fig. 3. The reflectance as a function of frequency and LC thickness tLC

for two voltages (the same voltage applied to all unit cells): (a) U = 0V and
(b) U = 10V. (c) Phase difference ΔΦ between the cases for 0 V and 10 V, and
(d) its discretized representation (for sake of better visibility), where the area
with ΔΦ ≥ 180◦ (ΔΦ ≥ 270◦) is represented by 1 (2).

Larger values of ΔΦ are obtained with thinner LC cells because
the decrease of tLC in overcoupled MIM cavities reduces the
total resonance linewidth γrad + γabs. However, this comes at
the expense of bringing the resonant mode closer to critical
coupling which implies a lower reflectance [14].

Areas with desired ΔΦ are represented in the discretized
phase map in Fig. 3(d) with three levels: ”1” if ΔΦ ≥ 180◦

needed for binary metasurfaces, ”2” if ΔΦ ≥ 270◦ needed for
four-level gradient metasurfaces (this area is a subset of domain
1), whereas the rest of the phase map is not of interest and it
is represented with ”0” level. In order to design efficient meta-
surfaces, reflectance should be as high as possible. Therefore,
the maximum LC thickness is selected to provide the maximum
phase difference required for binary 180◦ and gradient metasur-
faces 270◦. These are found along the boundaries of domain 0
and 1 and a the boundaries between domain 1 and 2, respectively.
It is worth noting that the choices for tLC are in general, not
unique for a single frequency. However we choose for the
highest possible values of tLC, such that the device does not
suffer from additional losses. These values are tLC = 3.35μm
for binary and tLC = 1.75μm for gradient metasurfaces, for an
operating frequency fop = 2.42THz and 2.7THz, respectively.
The reflectance of the unit cell atU = 0V and 10 V for the binary
(gradient) grating is 0.71 and 0.62 (0.7 and 0.73), respectively.

Although the role of the top polymer layer is to act as a
mechanical support for the proposed LC-based beam steering
devices, it also influences both reflectance and phase difference
because of Fabry-Pérot resonances. The power reflectance for
two voltages U = 0 V and U = 10 V (the same voltage applied
to all unit cells) and the phase difference between these two
states are presented in Figs. 4(a-c), respectively, as a function of
frequency and polymer layer thickness. As can be seen, both the

Fig. 4. The reflectance as a function of frequency and polymer layer thickness
tp for two voltages (the same voltage applied to all unit cells): (a) U = 0V and
(b) U = 10V. (c) Phase difference ΔΦ between the cases for 0 V and 10 V.

Fig. 5. (a) Diffraction efficiency for 0th, 1st, and 2nd order as a function of
frequency and voltage U1 of the investigated binary metasurface for N = 8.
(b) Diffraction efficiencies as a function of the voltage for the fixed operating
frequency 2.42 THz.

reflectance and phase difference are characterized with fringes
due to Fabry-Perot resonances in the polymer layer. Therefore,
the polymer thickness influences the device performance and it
has to be taken into account. The chosen polymer is commer-
cialized in foils with a set of thickness values. In the the current
design, we have have selected tp = 40μm, a value that does not
deteriorate the operation of the device and that we already found
suitable for the microfabrication of metallic structures [55].

III. TUNABLE BEAM SPLITTERS WITH BINARY METASURFACES

Having selected the LC thickness, all geometrical parameters
of the investigated metasurfaces are defined. The analysis starts
with a reference case of the binary metasurface with N = 8
unit cells per period, which acts as a beam splitter with tunable
diffraction efficiency. The level U1 in the voltage pattern shown
in Fig. 2(c) is varied in the range 0–10 V. The maps for the
voltage dependence of DEs for three lowest orders are depicted
in Fig. 5(a), whereas the cross-sections of these maps for the
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Fig. 6. The transient response of the binary metasurface for a 50 ms and
10 V rectangular pulse: (a) the maximum tilt angle, and (b) DEs for three lowest
diffraction orders.

operating frequency fop = 2.42THz are shown in Fig. 5(b). As
can be seen, for zero voltage (working point 1), just zero order is
reflected and the binary metasurface operates as a mirror, with
a reflectance of 0.71, namely that of the unit cell in the case of
U = 0V, as calculated in Fig. 3(a). For U1 = 2.8V (working
point 2), the metasurface divides an incoming wave into three
beams, corresponding to −1, 0,+1 orders with the same DE of
around 0.18. For sufficiently high voltage (working point 3 at
U1 = 10 V), the zeroth order is practically suppressed (DE is
just 0.01). The metasurface then splits an incoming beam into
−1 and +1 diffraction orders with the same DE of around 0.27.
DE for the second order mode is low in the whole frequency
range under investigation.

The transient response of the binary metasurface was inves-
tigated by applying a rectangular voltage pulse (with a duration
of 50 ms and amplitude of 10 V). Results for the maximum
tilt angle of LC molecules and DEs for the three lowest orders
are illustrated in Figs. 6(a) and 6(b), respectively. The voltage
is turned-on at t = 10ms. As a result of the biasing electric
field, LC molecules are vertically reoriented in a few ms and the
tilt angle reaches 90◦. DE0 simultaneously falls down while
DE1 rises. Inverse processes take place at t = 60ms when
the voltage is turned-off. As can be seen, the response speed
is limited by the fall time starting at t = 60ms during which
LC molecules undergo elastic relaxation back into the initial
state dictated by the orientation of the planar alignment. The
resulting switch-off time for the LC molecules is around 50ms.
Please note, that DE1, which is the key property of interest,
switches notably faster, in less than 20 ms. The switching times
of LC-based devices scale with the inverse square of the LC
thickness. In this work, the LC-infiltrated resonant MIM cavities
feature a deeply subwavelength thickness (λ/36), which results
in two orders of magnitude faster switching compared with
non-resonant LC-THz modulators that employ LC cells with
a thickness comparable to the wavelength.

The modulation speed is compatible with several applications
such as THz time-domain imaging and spectroscopy [61]. A few
times improvement could be expected by exploiting the expertise

Fig. 7. DE1 as a function of frequency for the binary metasurface at U1 =
10V. The bandwidth is defined as FWHM of DE1.

accrued in LC display technology on the synthesis of novel LC
molecules with low-viscosity and high-Δε at THz frequencies.
Another technique to increase the switching speed of nematic
LC cells is by using a polymer network to stabilize the LC
molecules [62], [63]. Finally, one of the most promising ways
to increase the device speed is by employing dual-frequency
nematic mixtures [64], thus equalizing the switch on and off
times and pushing the overall response time of the beam steerer
towards 1 ms, which is practically a fundamental limit of nematic
LC-based devices.

The proposed beam-steering devices belong to the class of
diffractive optics elements which inherently have a narrow
bandwidth. Here it is defined as the full width at half maximum
(FWHM) or 3-dB attenuation inDE1 which is presented in Fig. 7
as a function of frequency for U1 = 10V. The absolute value of
the bandwidth is 0.46 THz, while the relative bandwidth, namely
the FWHM over its central frequency fc, is 18%.

IV. TUNABLE BLAZED GRATINGS WITH GRADIENT

METASURFACES

The geometry of the gradient metasurface is essentially the
same as for the binary structure, except the LC thickness is
reduced to 1.75μm. The period of the considered metasurface
consists of N = 4 unit cells. The metasurface with zero volt-
age applied to all cells behaves as a flat mirror just reflecting
an normally-incident beam with DE0 = 0.73 at the operat-
ing frequency 2.7 THz. The four-level gradient phase profile
0◦, 90◦, 180◦, 270◦ given in Fig. 1(c) is provided by the
corresponding voltage pattern from Fig. 2(c) with U0 = 0 V,
U1 = 1.8 V, U2 = 2.2 V, U3 = 10 V. The reflectance and phase
for four cells with the specified voltages are given in Figs. 8(a)
and 8(b), respectively. As can be seen, the phase is linearly
changing across the cells from 0◦ to 270◦. The reflectance is high,
above 0.7 for cells 1 and 4, since they implement the phase levels
0◦ and 270◦, respectively, which are away from the MIM cavity
resonance. On the other hand, the inner cells 2 and 3 implement
the phase levels 90◦ and 180◦, which are located in close vicinity
to the cavity resonance, so the resulting reflectance for these
cells is very low, around 0.1. DEs for the gradient metasurface
are shown in Fig. 8(c). DE+1 is just slightly above 0.3. This low
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Fig. 8. (a) Reflectance and (b) phase for cells 1–4 in the gradient, optimized
gradient, and optimized gradient metasurface with lower loss LC. (c) DEs
(−1, 0, +1 orders) for the gradient, optimized gradient, and optimized gradient
metasurface with low losses.

Fig. 9. The optimization procedure performed in order to maximize DE+1:
(a) DEs for varying voltages U1 and U2 with fixed U0 = 0 V and U3 = 10 V,
(b) the evolution of U1 and U2 which give maximum DE+1 as a function of
LC thickness, and (c) DEs as a function of tLC.

efficiency is the result of high absorption in cells 2 and 3. At the
same time, 0 and −1 orders are suppressed with DEs less than
0.05.

Such large variations of the reflectance among the four cells
can lead to sub-optimal performance, even if the implemented
discretized phase profile is linear. This is a general issue of
beam steering gratings that involve lossy resonators [40]. In
order to maximize DE+1, a simple optimization procedure was
performed. Bias voltages for cells 1 and 4 were kept constant
at U0 = 0 V and U3 = 10 V, respectively, while the voltages
applied on cells 2 and 3 were swept from 0 to 10 V. The same
procedure was repeated for the LC thickness in the range from
the initial value 1.75μm to 2.85μm. Thicker LC layers were
considered in order to enhance overall reflection and DE+1 by
reducing the absorption losses in the overcoupled MIM cavities.
The results of the optimization procedure are presented in Fig. 9.
DE maps for tLC = 2.45μm are given in Fig. 9(a). The evolution
of the bias voltages for cells 2 and 3 which give maximumDE+1

is depicted in Fig. 9(b). DEs as a function of LC thickness are
presented in Fig. 9(c). As can be seen, the maximum DE+1 is
achieved for U1 = 0 V, U2 = 2.2 V, and tLC = 2.45μm. The
results for the optimized gradient structure are presented in
Fig. 8. The reflectance is increased for all cells except for cell
1, the phase is not linear anymore, whereas DE+1 is increased

to around 0.5, which is a significant improvement compared to
0.3 for the non-optimized structure.

The main source of losses in the considered metasurfaces
is the field absorption within the LC layer. Therefore, further
improvement in DE can be achieved by considering LCs with
lower losses. The results for the optimized gradient metasurface
(with tLC = 2.55μm) infiltrated with a speculated LC with the
same real part of the refractive index, but with one order of
magnitude lower losses (imaginary part of the refractive index)
are given in Fig. 8 as well, to compare with previous structures.
Such low-loss LCs have been recently realized and characterized
at millimeter waves [56], and it can be expected that they
could retain such low amounts of absorption losses also in the
THz spectrum, given the material dispersion behaviour of most
nematic LCs [57]. As can be seen, the reflectance is increased in
all cells 1-4 compared to the optimized structure while the phase
profile stays almost the same. DE+1 increases to around 0.65
which is quite close to the theoretical maximum of around 0.8 for
a 4-level reflective grating. It can be remarked in Fig. 8(b) that the
phase profiles of the optimized structures deviate significantly
from the predefined 0◦ − 90◦ − 180◦ − 270◦ values. Therefore,
in order to maximize theDE+1 of the investigated beam steering
metasurface, it is crucial to increase and equalize the reflectance
of each unit cell within a metasurface period.

V. TUNABLE BEAM STEERING

Beam steering with a tunable diffraction angle is achieved by
varying the metasurface period as schematically represented in
Figs. 1(d) and 1(e). Results for the beam steering with a binary
metasurface are depicted in Fig. 10(a). The number of unit cells
per period is varied from N = 4 to N = 20, which corresponds
to P varying in the range 128 − 640μm. Simultaneously, the
voltage pattern from Fig. 2(b) is modified accordingly with
voltage levelsU0 = 0V andU1 = 10 V, such that each grating is
composed of two phase cells of total width Nwuc/2 with values
0 and 180◦. As can be seen in Fig. 10(a), the diffraction angle of
the first order changes from 75.6◦ to 11.2◦ in accordance with
the well-known formula α = arcsin(λ/P ). Diffraction angle
for −1 order changes in the same way for the negative angles.
The highest DE±1 of 0.31 is achieved for the smallest period
(N = 4), whereas DE±1 slightly falls down with increasing P
down to around 0.25 for N = 20. The binary metasurface was
designed with the phase difference ΔΦ0 = 180◦. Therefore, it
acts as a beam splitter with just ±1 diffraction orders, while
other orders can be neglected since their DEs are below 0.05.

The results for the beam steering with gradient metasurfaces
are depicted in Fig. 10(b). Here N changes from 4 to 12, whileP
is in the range 128 − 384μm. The optimized phase profile for
N = 4 was applied in other two cases as well. In all cases, the
voltage pattern was the same: U0 = 0 V, U1 = 0 V, U2 = 2.2 V,
U3 = 10 V. Diffraction angle for the first order changes from
60.2◦ (N = 4) to 25.7◦ (N = 8) and 16.8◦ (N = 12). DE+1

is high, around 0.5 for N = 4, but it falls down for larger
periods, so it is around 0.4 for N = 8, and around 0.35 for
N = 12. Other diffraction orders are quite well suppressed
for N = 4, however they become more pronounced for larger
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Fig. 10. DEs with a variable period as a function of the first order diffraction angle: (a) binary (the phase difference isΔΦ0 = 180◦,) and (b) gradient metasurface.
The period is represented by the number N of unit cells per period and it varies (a) from 128μm (for N = 4) to 640μm (for N=20) and (b) from 128μm (for
N = 4) to 384μm (for N=12). Geometrical parameters are the following: the unit cell size wuc = 32μm, the metallic ribbon width wm = 28μm, and the LC
thickness (a) tLC = 3.35μm) and (b) tLC = 2.45μm.

periods. Better performance, i.e. higher DE of the dominant
beam and higher suppression of undesired orders, are expected
by following an optimization procedure as described for the case
N = 4.

The accuracy of the reported beam-steering angles depends
only on the metasurface period for a given wavelength of opera-
tion. The considered metal stripe array can be readily fabricated
by standard photolithography with resolution better than 1μm
and accuracy of the pitch value better than 100 nm [55]. There-
fore, without resorting to more sophisticated nanofabrication
processes, the tolerance of the period value in the considered
metasurfaces would be less than 0.5%, which translates in a
maximum deviation of approximately 1 degree for the steering
angle for N = 4, and vanishing for larges pitch values.

VI. DISCUSSION

Standard tunable elements for beam-steering devices, such as
diodes employed for microwave coding metasurfaces [27] and
reflectarrays [33], [34], and ITO commonly used at near-infrared
frequencies [38], [42], are not applicable for THz devices.
Phase-change materials [58] require the temperature tuning
which limits achievable modulation speed. Electromechanical
metasurfaces [32] could be utilized for efficient beam steering,
but they require more sophisticated fabrication and control,
and they are prone to faster degradation of their moving parts,
especially at THz frequencies.

On the other hand, LCs as low-loss dielectrics with a con-
tinuous tuning of dielectric permittivity are simple and efficient
tunable elements. For the LC mixture 1825, the achieved DE
is 0.5–0.6. Further improvement of DEs can be achieved by
using LCs with lower losses, as demonstrated in the case of
the optimized gradient structure (Fig. 8(c)) whose DE reaches
around 0.65 when infiltrated with a novel LC mixture having
an order of magnitude lower losses [56]. Such high DE is quite
close to the theoretical limit of around 0.8.

The achieved DEs are higher than those obtained in THz
beam-steering devices with semiconductors as tunable ele-
ments [7], [8], [31]. These were made from thin semiconductor
films [8] or from metasurfaces coupled with thin semiconductor
layers [31]. In both cases, the modulation principle is based

on the control of free charge carries in semiconductors. Al-
though this provides efficient modulation of the real part of
semiconductors’ permittivity, a significant imaginary part leads
to a pronounced absorption and limits achievable efficiency to
around 0.2–0.3 [31].

Graphene-based metasurfaces are also appealing for beam
steering at THz frequencies [37], [44]. They are also made
of MIM-cavity based resonators. Still, very high voltages of
around 1 kV are needed because of thick insulating layers
of MIM cavities at THz frequencies. Such high voltages are
not suitable for practical applications because of huge power
consumption and safety issues. At the same time, THz devices
require large-area graphene, dominantly fabricated by chemical
vapour deposition. Losses in such graphene at THz frequencies
are several times higher [59] than the ones theoretically predicted
and used for numerical calculations [37]. At the same time, the
conductivity of chemical vapour deposition graphene is spatially
inhomogeneous [60], which also induces significant constraints
for making THz modulators.

MIM metasurfaces enhance the efficiency of THz beam-
steering devices compared to LC based wedge-shaped de-
vices [5] and Fabry-Perot cavities with LC layers [6]. MIM
cavities provide very compact devices since the thickness of
the active LC layer is decreased by orders of magnitude, from
millimiters [5] and hundreds of microns [6], to just several
microns in the case considered here. Since the speed scales with
the square of the LC thickness [14], the modulation speed in LC
devices with MIM cavities is greatly improved to a few tens of
milliseconds. Moreover, such thickness values for the LC cell
are fully compatible with the mature technology used in the
fabrication of LC displays.

DEs for considered metasurfaces are around 0.6 for binary,
and 0.5 for gradient metasurfaces. As already mentioned, ab-
sorption within the LC layer is the main source of losses. The
LC layer is thinner in gradient metasurfaces because a larger
phase difference is required, which implies a higher absorption
and a slightly lower DE compared to binary metasurfaces. In
order to increase DE, low-loss LCs are one possible solution.
Another approach can be the utilization of metasurfaces with
simultaneous control of both amplitude and phase [65]. This
could be implemented by two-dimensional arrays of MIM
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cavities and by angular reorientation of top metallic elements
of different shapes. In this way, it could be possible to achieve
required phase difference and retain high reflection amplitude.

VII. CONCLUSION

In a summary, we demonstrated that the functionality of
beam-steering metasurfaces based on one dimensional arrays
of MIM cavities infiltrated with LCs can be adjusted by dy-
namically controlling the spatial voltage pattern. As a result, the
metasurfaces can be switched from a mirror, to beam splitter
and blazed grating, while the angle of the diffracted beam can
be adjusted by reconfiguring the metasurface period. DE in
the range 0.5–0.6 can be further increased by using novel LC
mixtures with low losses. The proposed components can find
direct application in THz systems, as they feature i) flat profile
and compact dimensions with a subwavelength thickness, ii)
fast switching speed of around 20 ms, iii) continuous control
of the LC effective index with a low power consumption and
driving voltages not higher than 10 V, and iv) technological
scalability of their design and working frequency up to several
THz. The last point is particularly relevant as the performance
of other standard approaches for tunable THz devices using
e.g. electronics (PIN diodes, varactors) or MEMS rapidly de-
grades or becomes impractical above 1 THz. Together with
previously demonstrated LC based tunable metasurfaces for the
amplitude [14] and polarization modulation [49], they provide
a multifunctional platform for tunable THz devices.
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Single-step fabrication and work 
function engineering of Langmuir-
Blodgett assembled few-layer 
graphene films with Li and Au salts
ivana R. Milošević1 ✉, Borislav Vasić1, Aleksandar Matković2 ✉, Jasna Vujin1, Sonja Aškrabić3, 
Markus Kratzer2, thomas Griesser4, christian teichert2 & Radoš Gajić1

To implement large-area solution-processed graphene films in low-cost transparent conductor 
applications, it is necessary to have the control over the work function (WF) of the film. In this study 
we demonstrate a straightforward single-step chemical approach for modulating the work function 
of graphene films. In our approach, chemical doping of the film is introduced at the moment of its 
formation. The films are self-assembled from liquid-phase exfoliated few-layer graphene sheet 
dispersions by Langmuir-Blodgett technique at the water-air interfaces. To achieve a single-step 
chemical doping, metal standard solutions are introduced instead of water. Li standard solutions (Licl, 
Lino3, Li2co3) were used as n-dopant, and gold standard solution, H(AuCl4), as p-dopant. Li based 
salts decrease the work function, while Au based salts increase the work function of the entire film. 
The maximal doping in both directions yields a significant range of around 0.7 eV for the work function 
modulation. In all cases when Li-based salts are introduced, electrical properties of the film deteriorate. 
further, lithium nitrate (Lino3) was selected as the best choice for n-type doping since it provides the 
largest work function modulation (by 400 meV), and the least influence on the electrical properties of 
the film.

Graphene, consisting of a single layer carbon arranged in a hexagonal lattice, has attracted extensive interest 
because of the excellent mechanical and electrical properties associated with its two dimensional structure1–4. 
Chemical vapor deposition (CVD) method has become the most common method for production of large-area 
graphene films5. Still, simple and low-cost methods are needed for mass production especially when considering 
the cases where high-quality films are not needed for the desired functionality, as in low-power lighting, sensors, 
transparent heating, and de-icing applications6. In that context, liquid-phase exfoliation (LPE) is a perspective 
way of obtaining large quantities of exfoliated graphite in solution. LPE of graphite results in a dispersion of 
few-layer graphene sheets (GSs) in the solvent. However, in order to access the full potential of LPE-processed 
graphene, thin-films needs to be controllably fabricated utilizing techniques capable to introduce self-ordering of 
GSs7. One such example is Langmuir-Blodgett assembly (LBA). Based on surface-tension induced self-assembly 
of nanoplatelets at the liquid-air interface or the interface of two liquids, LBA is a good method for production of 
large-scale, highly transparent, thin solution-processed graphene films8–11.

Excellent electrical conductivity, flexibility and transparency in the visible domain make graphene a natural 
choice for ultrathin, flexible and transparent electrodes in electronic devices10,12–19. Still, a significant work func-
tion difference between graphene and frequently employed active layers of photovoltaic and light-emitting diode 
(LED) devices gives rise to a high contact resistance. Contact resistance can have a significant impact on overall 
efficiency and performance of the devices20. This is of a particular technological relevance considering that any 
realistic application of graphene based transparent electrode must compete against those based on indium tin 
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oxide (ITO) or fluorine-doped tin oxide (FTO), which have already gone through decades of interfacial optimi-
zation in order to deliver todays’ performance21–23. Therefore, the understanding of the efficient ways for mod-
ulation of the graphene work function is crucial for improving device performances21,22,24. In order to enhance 
the charge injection, the work function of the graphene electrode should be optimized to better match WF of the 
adjacent layer in order to form an ohmic contact24.

Recently, the chemical doping has been reported to be an effective method for doping of CVD graphene and 
tuning its work function by charge transfer between the graphene sheet and metal salts, organic dopants, or metal 
oxide layers12,14,21–28. Such surface charge transfer induced by chemical doping is expected to efficiently control 
the Fermi level of graphene sheets without introducing substitutional impurities or basal plane reactions, thus, 
preventing any damage to the carbon networks and not introducing scattering centres that would lower carrier 
mobility21. Kwon et al. reported n-type chemical doping of CVD graphene with alkali metal carbonates by soak-
ing in appropriate solutions23 and alkali metal chlorides by spin-coating of appropriate solutions on the trans-
ferred graphene substrates25. So far, doping of Langmuir-Blodgett graphene films prepared from LPE dispersions 
has been done with nitric acid and ozone after the film was formed using the drop-casting method and UV/ozone 
treatment9,29. Chemical doping is especially attractive for LPE-based graphene films since many exposed edges of 
GSs are expected to enable very efficient functionalization through charge transfer doping. However, the chemical 
doping with metal salt solutions has not been used to control the work function of LBA graphene films so far. In 
this work LBA graphene films obtained from LPE dispersion were doped during the process of film formation. 
Therefore, the formation and doping of the LBA graphene films in our work represent a single-step process. This 
is a significant improvement compared to previous works where the chemical doping was applied only after the 
graphene fabrication.

In the present work, we systematically investigated single-step work function modulation (increase and 
decrease) of the LPE GS films achieved by chemical doping. In particular, using Li standard solutions (LiCl, 
LiNO3 and Li2CO3) as n-dopant, and gold standard solution H(AuCl4) as p-dopant was investigated. In contrast 
to previous methods for chemical doping of CVD graphene which can be applied only after the graphene films 
fabrication, here we described the method for the production and doping of LPE graphene films in a single-step. 
Single-step work function modulation means doping of the film at the moment of its formation from the LPE 
graphene dispersion by LBA technique at the air-metal standard solution interface. We have demonstrated tun-
ability of the WF in the range of almost 1 eV, making these metal-salt treated LPE-based graphene electrodes 
suitable candidates for both electron and hole injection interfaces.

Results and discussion
Morphology of LPE GS films. Fabrication and doping of the GS films is schematically represented in 
Fig. 1(a): air-metal standard solution interface, introduction of LPE dispersion and formation of the LPE GS film 
at the interface, scooping of the doped film on the target substrate and finally, obtained doped LPE GS film which 
is further investigated with different techniques.

Morphology of LPE GS films is depicted in Fig. 1 consisting of both optical (Fig. 1(b1-f1)) and Atomic Force 
Microscopy (AFM) topographic images (Fig. 1(b2-f2)) for both undoped and metal doped LPE GS films. As 
can be seen from AFM images, the doping process does not change morphology of LPE films, except that the 
doped films contain more agglomerates (visible as bright particle-like domains). The following values for the 
surface roughness were obtained by AFM measurements averaged on ten 50  ×  50 µm2 areas: (a) 11.9 ± 1.5 nm for 
undoped LPE GS film, (b) 11.5 ± 3.5 nm for Li2CO3 doped, (c) 13.3 ± 2 nm for H(AuCl4) doped, (d) 13.7 ± 1.6 nm 
for LiCl doped, and (e) 13.8 ± 1.2 nm for LiNO3 doped LPE GS films. Therefore, the surface roughness sligtly 
increases by around 2 nm after the doping, while for Li2CO3 doped LPE GS film is practically the same as for 
the undoped film. Still, optical images recorded on larger scale depict formation of agglomerates in doped films 
which could degraded their optical (leading to an increased scattering and/or absorption of incoming lights on 
these clusters) and electrical properties (due to enhanced scattering of charge carriers).

The observed formation of the agglomerates is most likely not an inherent property of the particular metal-salt 
doping. Overcoming this would likely require further optimization of the LBA process. However, as a benchmark 
the LBA process in this study was optimized for an undoped film and was left unchanged for all of the metal-salt 
doped films.

transmittance measurements. Using the different doping metal standard solution during LBA of 
graphene films was found to result in different transparency. In the UV region, the transmittance of graphene is 
dominated by an exciton-shifted van Hove peak in absorption9,30. Transmittance at 550 nm was 82% for undoped 
and 80%, 76%, 74%, 68% for H(AuCl4), LiCl, LiNO3, Li2CO3 doped LPE GS films, respectively (Fig. 2). It can be 
seen that transmittance decreases for doped LPE GS films. Metal salts decrease the transmittance of the graphene 
films regardless the type of the present metal (gold or lithium). The degree of the transmittance decrease was 
related to not only the metal cations but also the anions. Different lithium salts decrease transmittance in differ-
ent amounts. Transmittance decrease of 14% was the highest for the LPE GS film doped with lithium carbonate 
(Li2CO3). Similar results of the transmittance decrease for metal doped CVD graphene films were obtained in 
studies of Kwon et al.22,23,25. Transmittance decrease could be a consequence of the metal particles adsorption and 
agglomeration on doped films after the solvent evaporation process. Changes in the thickness of LPE GS films 
with doping could not be excluded because LBA process in this study was optimized for an undoped film and was 
left unchanged for all of the metal-salt doped films.

Raman measurements. Raman spectra for undoped and H(AuCl4), LiCl, LiNO3, Li2CO3 doped LPE GS 
films are given in Fig. 3(a). The four basic graphene/graphite peaks D (~1348 cm−1), G (~1579 cm−1), D’ (1614 
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cm−1) and 2D (2700 cm−1) are observed for all the samples. No significant shifts of any characteristic Raman 
peaks of graphene were detected after chemical doping (Fig. 3(a)).

The change of the full weight at half-maximum (FWHM) of the Raman modes after doping with metal stand-
ard solutions was negligible Fig. 3(b). The only notably change of the Raman spectra was the increase of the inten-
sity ratio of D to G peaks, I(D)/I(G) (Fig. 3(c)). The quantity of defects has been shown to be related to the ratio 
between the D and G peaks, I(D)/I(G); the larger the ratio, the larger the defect density31. We observe increase of 
the defect density with H(AuCl4), LiCl, LiNO3, Li2CO3 doping in relation to the undoped film and the amount of 
the increase expressed in percent was 37%, 24%, 29% and 21%, respectively.

All self-assembled films suffer from a large defect density that often leads to a high sheet resistance of depos-
ited film. Therefore, the nature and density of defects in any thin film transparent conductor is important, espe-
cially when chemical treatment was used to enhance films’ performance. The intensity ratio between the D and 

Figure 1. (a) Schematic representation of the LPE GS film formation and its doping in the single-step process. 
(b1–f1) Optical images are shown in the top row, whereas (b2–f2) AFM topographic images are shown in the 
bottom row for the following cases: (b) undoped LPE GS film, and (c) Li2CO3, (d) H(AuCl4), (e) LiCl, (f) LiNO3 
doped LPE GS films. z-scale in all AFM images is 100 nm.
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D’ peak can be used to get information on the nature of defects in graphene32,33. I(D)/I(D’) was calculated, and 
the obtained results were presented in Fig. 3(d). Topological defects (like pentagon-heptagon pairs), boundaries, 
vacancies, substitutional impurities and sp3 defects are possible defects in graphene31. Studies reporting a ratio of 
3.5 for boundaries, 7 for vacancies, 13 for sp3 and values in-between those for vacancies and sp3 for substitutional 
impurities can be found in the literature31,32,34. From Fig. 3(d) it can be observed that the D to D’ intensity peak 
ratio is nearly constant in our samples regardless of the doping solution, and the value of the ratio indicates that 
the edges are the dominant type of defects in our LPE GS films.

fourier transform infrared absorbance (ft-iR) measurements. FT-IR spectra of undoped and LiCl, 
LiNO3, Li2CO3, H(AuCl4) doped LPE GS films, as well as FT-IR spectra of corresponding metal standard solu-
tions are shown in Fig. 4.

For the undoped LPE GS film FT-IR spectra is simple. It can be seen only a small peak assignable to C=C 
skeletal vibration35–37 of the graphene basal planes at ~1560 cm−1. This peak can also be seen in FT-IR spectra for 
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all investigated doped films at the same wavenumber indicating that graphene basal planes were not interrupt 
by doping. The strong peak at around ~3400 cm−1 and another, smaller one, near ~1630 cm−1 can be seen in all 
doped LPE GS films (Fig. (4a)) and corresponding metal standard solutions (Fig. (4b)). They are attributed to the 
water molecules and are assignable to the O-H stretching vibrations (~3400 cm−1) and H-O-H bending mode 
(~1630 cm−1)38,39. In the case of FT-IR spectra for LPE GS film doped with LiNO3 the peak at ~1340 cm−1 and 
~1390 cm−1 are assignable to the vibration mode of the NO3

− ions and asymmetric stretch of O-NO2, respec-
tively38,40. Similar vibration modes can be observed in the case of FT-IR spectra for LPE GS film doped with 
Li2CO3 and can be assigned to the vibration mode of the CO3

− ions (1340 cm−1) and asymmetric stretch of 
O-CO2 (~1390 cm−1)41. The same vibrational modes could be seen for LiNO3 and Li2CO3 standard solutions (Fig. 
(4b)).

From the observed FT-IR results (Fig. 4(a)) it is clear that additional peaks appear with LPE GS film chemical 
doping. These additional peaks match with vibrational modes of the anions in solution (Fig. 4(b)). Considering 
that no new peaks are visible in the given spectra (which would indicate the formation of chemical bonds) the 
present peaks could be a consequence of the metal salts adsorption to the graphene lattice during the doping. In 
order to understand Li and Au doping mechanisms XPS measurements were performed and they are presented 
in separate section.

Work function modulation. Results for the work function dependent on the different metal standard 
solution used in the LBA process are summarized in Fig. 5. The top row depicts an example with the topog-
raphy (Fig. 5(a)), corresponding contact potential difference (CPD) map measured by Kelvin probe force 
Microscopy-KPFM (Fig. 5(b)), and the histogram of the CPD distribution measured on H(AuCl4) doped 
graphene film (Fig. 5(c)). The histogram is characterized with a single peak, which is used for the averaging 
and calculation of the absolute value of work function. The same procedure was done for all considered films. 
More details about the measurements of CPD and WF calculations are given in Supplementary information in 
Supplementary Figs. S3-S5. As a result, the values of the absolute work function are presented in Fig. 5(d) for 
both, doped and undoped LPE GS films. As can be seen, n-doping of graphene films is achieved by Li-based salts, 
whereas Au-based salt leads to p-doping.

The change of the WF due to the doping can be explained according to the schematic presentation in Fig. 5(e), 
illustrating that Li (Au) as a lower (higher) work function material compared to GS films. Therefore, presence of 
Li-based salts into the graphene film results in a reduction of the work function of the entire film. This behavior 
can be interpreted as an increase in the Fermi level of GSs – compared to the value for the undoped films – 
indicating predominantly a charge transfer from Li-based salts to graphene (n-doping), as expected when con-
sidering that Li has lower WF than graphene (graphite). In contrast to Li-based salts, the Au-based salt shows 
an opposite trend for the relative change of the work function. This indicates charge transfer from graphene to 
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Au-based salt and a relative reduction of the Fermi level in GSs (p-doping). It is also worth mentioning that 
poly-crystalline nature of LPE based GS films, large amount of sheet edges and presence of the residual solvent 
(NMP) results in p-doped films9, as was also observed in the electrical measurements presented in the following 
subsection. Therefore, WF values are lower for the LPE-based films by at least 200 meV, than for the pristine 
exfoliated single-crystals42. p-type doping is also reflected on the WF of the reference samples (undoped LPE GS), 
and therefore on the whole accessible range for the WF modulation by this method. This was also highlighted in 
Fig. 5(e), where the WFDirac point depicts the case of undoped graphene42.

According to Fig. 5(d), the maximal doping in both directions is similar, around 0.3–0.4 eV, finally providing 
a significant range of around 0.7 eV for the work function modulation of LPE GS films. The achieved range was 
obtained for 0.1 mg/mL concentration of dopants. For smaller concentrations (one order of magnitude lower, 
0.01 mg/mL), the observed changes in CPD were in the order of 10 mV. On the other hand, for higher concentra-
tions (for one order of magnitude higher, 1 mg/mL) gave rise to the problems related to the formation of contin-
uous, large-area LPE GS films, and were therefore excluded from this study. The reported shift of the Fermi level 
is very similar to the other (comparable) systems in the literature. WF values change of 0.3 eV in our experiment 
(chemical doping by Au ions) are the same order of magnitude as in Kwon et al. manuscripts for gold-chloride 
(WF change of 0.6 eV21, 0.6 eV22, 0.4 eV25). Compared with Kwon et al. alkali carbonate23 and chloride25 graphene 
chemical doping data (0.4 eV and 0.3–0.4 eV, respectively) WF values change for Li in our manuscript (0.2 eV and 
0.4 eV) are in the same order of magnitude. Compared with literature data the same effect can be achieved but 
advantages of our approach is fast and simple solution-based method for one-step fabrication and WF control of 
large-area graphene films.

Sheet resistance. The schematic cross-section of the devices used for the electrical characterization is 
shown in Fig. 6(a), also indicating electrical connections. An optical microscopy image for one of the devices 
without PDMS encapsulation (for clarity) is shown in Fig. 6(b) illustrating source (S) and drain (D) contact geom-
etries. One characteristic set of transport and output curves for H(AuCl4) and LiNO3 doped film is presented in 
Fig. 6(c–f). Here linear fits were used to extract sheet resistances and apparent linear hole mobilities. Transfer 
curves for all four salt-treatments and for the reference LPE GS film are presented in the Supplementary informa-
tion (Supplementary Fig. S1).

In the cases of a reference (undoped) and H(AuCl)4 doped LPE GS samples, output curves barely deviate from 
a perfect linear behavior in a rather large bias range, indicating that the contact resistance is negligible in com-
parison to the channel. This is in contrast to all samples doped with Li-based salts, where a significant deviation 
from the linear output curves were observed at higher bias, indicating non-negligible contact resistance. This can 
be attributed to large WF differences with Au bottom contacts in the case of Li-based salt doping of the films. 
Furthermore, while H(AuCl4) doping enhances electrical performance of the films, a significant increase of the 
resistivity and reduction of the mobility was observed in the case of all Li-based salt dopings.

The slope of the transfer curves indicates that holes are the majority carriers for all samples, including both 
the undoped (reference) and all metal salt doped films. Linear fits to the transfer curves were used to estimate 
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apparent hole mobility of the devices. While the type of majority carriers was not affected by the doping, a signif-
icant (over one order of magnitude) suppression of the field-effect was observed for Li salt dopings of the films.

Figure 7 summarizes electrical properties obtained for all of the measured devices as a function of the different 
metal based doping.

The results indicate that anions also play a significant role. In the case of Li-based salts, a large variation of the 
electrical properties was obtained by the different choice of the anion species. Nonetheless, the experiments point 
out that metal cations dictate the direction of the WF shift (see Fig. 5), as is apparent in the case of H(AuCl4) and 
LiCl where only cation species is varied. Our results of metal based doping of LPE graphene films demonstrate 
a tradeoff between enhancement of the electrical performance and modulation of the WF. Similar results were 
obtained for CVD doping with Li and Au salts23,25. Of a particular technological relevance is large reduction of the 
WF of graphene. While many methods for chemical modulation of graphene result in p-type doping43–46, stable 
and simple n-type doping is much harder to achieve47–49. For an efficient electron injection, a significant reduction 
of graphene’s WF is required. As pointed out by WF measurements and electrical characterization, LiNO3 is the 
best choice from the tested Li-based salts with respect to both the largest WF reduction (by 400 meV) and least 
deterioration of the electrical properties of the films with ~2–3 times increase in sheet resistance compared to the 
reference (undoped LPE GS).

In contrast, doping of LPE GS films by HNO3 vapor results in an increase of the apparent mobility9. However, 
using a LiNO3 solution reduces the mobility by one order of magnitude. Therefore, Li+ cations – and not anions – 
are likely responsible for the deterioration of the electrical properties upon n-doping. An increase of sheet resist-
ance was observed in doping of CVD graphene with alkali metal carbonates and chlorides23,25. There, a significant 
increase in the sheet resistance was related to the combination of carbon atoms and dopant metals because elec-
tron donation occurred23,25. Also, Chen et al. observed that the mobility of the charge carriers decreases with the 
increase of the potassium doping concentration which they attributed to additional scattering caused by ionized 
potassium atoms49,50. It is most likely that Li+ cations are acting as scattering centers for the carriers, or provide 
traps at the boundaries between neighbouring GSs and effectively increase contact resistance between the over-
lapping GSs.

Finally, considering that the main potential application of these LPE GS films lies in transparent electrodes, 
direct current conductivity to optical conductivity ratio (σDC/σOP) is presented in Fig. 7(c) for all metal standard 
solution doping cases and for the reference (undoped). σDC/σOP is a parameter frequently reported in order to 
characterize the relative performance of the films in terms of transparency and sheet resistance11,33,51. The higher 
the ratio the better the quality of transparent electrodes33. Compared to the changes in the electrical properties 
(Fig. 7(a)) the changes in the optical properties (Fig. 2) are minor. Therefore, the dependence of the σDC/σOP on 
the type of the metal-ion doping clearly follows the trend set by 1/R□.

X-ray photoemission Spectroscopy (XpS) measurements. In order to understand Au and Li ion 
doping mechanisms XPS measurements were performed. C 1 s, Au 4 f and Li 1 s core-level XPS spectra are shown 
in Fig. 8. N 1 s, Cl 2p and O 1 s spectra are presented as Supplementary Fig. S2. The C 1 s peak of undoped and 
LiCl, LiNO3, Li2CO3, H(AuCl4) doped LPE GS films is shown on Fig. 8(a). The C 1 s peak is deconvoluted using 
Gaussian profile into 4 components for undoped and doped films: C=C/C–C in aromatic rings (284.5 eV); C–C 
sp3 (285.4 eV); C–O (286.6 eV) and C=O (289 eV)23,52. In the case of Li2CO3 we can see a small additional peak at 
289.2–291.0 eV53 which can be assigned to carbonate. Detected oxygen peak (C=O) is likely due to the residual 
of NMP and oxygen functionalized edges (C–O) on graphene54,55. The C=C/C–C peak was shifted to a lower 
binding energy by about 0.16, 0.48, 0.10 and 0.83 eV for H(AuCl4), LiCl, LiNO3 and Li2CO3 doping process, 
respectively. The C=C/C–C peak shifts in present work are a consequence of doping by different metal standard 
solutions. Kwon et al. have shown that degree of doping was related to the electronegativity of the anion in the 
Au complex where anions with a high electronegativity and high bond strength are adequate for use as a p-type 
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dopant in graphene21. Thus, different shifts of C=C/C–C peak for different metal-salt doping materials could be 
also a consequence of anions influence on graphene films.

Figure 8(c) show the Li 1 s core-level XPS spectra. Literature values for Li 1 s core-level for different Li com-
pounds are: LiCl (56.2 eV), Li2CO3 (55.5 eV) and LiNO3 (55.8 eV)56 and they correspond well to the values 
obtained in this work. Li 1 s peak at 55.0 eV is assigned to Li–O bond57. Vijayakumar and Jianzhi have shown that 
lithium ion tends to bind with the oxygen rather than the carbon on graphene surface, and interacts by forming 
Li-O ionic bond58. Also Kwon et al. have proposed that C–O–X complexes can be formed during doping treat-
ment and can act as an additional dipole to further reduce the value of WF23–25,59. The intensity ratio between sum 
of the intensities of C=C/C-C and C-C peaks, and the intensity of C-O (I(C=C/C-C+C-C)/I(C-O)) is shown in Fig. 8(b). 
Also, the ratio of Li 1 s intensity from Li salts to Li-O intensity (ILi/ILi-O) can be seen in Fig. 8(b). In both cases, 
intensity ratios decrease for Li2CO3, LiNO3, LiCl, respectively and this implies increased formation of C–O and 
Li–O bonds. Increased number of Li-O bonds follow the increasing trend of C–O bonds, which is in correlation 
with the WF change (Fig. (5d)). The above mentioned results strongly suggest that the mechanism of n-type 
doped LPE GS films with lithium-salts could be explained with formation of Li complexes (C–O–Li).

Figure 8(d) show the Au 4 f peak of gold-chloride doped LPE GS film. The peak is composed of metal (Au0) 
and metal ion (Au3+). The peaks at 84.2 eV and 87.9 eV are assigned to neutral Au (Au0 4f7/2 and Au0 4f5/2, respec-
tively), and the peaks at 86.5 eV and 90.2 eV are assigned to Au ion (Au3+ 4f7/2 and Au3+ 4f5/2, respectively). Au 
ions (Au3+) have positive reduction potential and have tendency to spontaneously accept charges from other 
materials (graphene) and reduce to Au0 21,22,25,60. Therefore, the mechanism of p-doped LPE GS film can be 
explained as spontaneous electron transfer from graphene film to Au3+, resulting in depletion of electrons in the 
graphene networks, thus increasing the WF of doped graphene.

conclusion
We demonstrate a straightforward single-step method for forming and doping of LPE GS films by metal standard 
solutions through charge transfer processes. Chemical doping of graphene allows to modulate its WF in a very 
large range, and therefore potentially enables to use the same electrode material for both, the injection and for the 
extraction of the electrons. n-doping of graphene films is achieved by Li-based salts, whereas Au-based salt leads 
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to p-doping. Furthermore, solution-processed graphene films are in particular suited for the chemical modula-
tions, since a large number of the sheet edges opens up many adsorption sites and enhances the doping effects 
when compared to many other types of graphene.

The morphology of the LPE GS films does not change with the doping process, except that doped films contain 
agglomerates. FT-IR measurements point out that graphene basal planes stay chemically unchanged with metal 
doping and the charge transfer process is enabled with adsorption of the metal salts. Li-based salts decrease the 
WF, while Au-based salts increase the WF of the entire film. The maximal doping in both directions gives a signif-
icant range of around 0.7 eV for the work function modulation. Changing the dopant (Au or Li based salts) signif-
icantly affects the electrical properties of the films. In the case of the Li-based salts doping of the film, a significant 
suppression of the field-effect mobility and the increase of the sheet resistance was observed. This indicates that 
adsorbed Li-anions act as scattering centers for the charges. XPS data indicated that different mechanisms exist in 
the case of Au and Li doping. For Au ions spontaneous charge transfer occurred from graphene, thus increasing 
WF. In the case of Li doping, potential adsorption sites are a large number of the sheet edges where C-O bonds 
are preferential sites for lithium ions and for forming of C-O-Li complexes. In all cases graphene films are p-type, 
which is in accordance with KPFM measurements. Also, tradeoff between Li complex which reduce the value of 
WF and anion which increase the value of WF could be a reason of such a doping.

Metal salts charge transfer doping – which happens with this single-step method – provides a facile and effec-
tive method to tune the WF of LPE graphene therefore extending the potential use of these materials in low-cost 
transparent electrode applications.

Methods
preparation of GS dispersion and doping solutions. A dispersion of GS in N-methyl-2-pyrrolidone 
(NMP, Sigma Aldrich, product no. 328634) has been used. GS dispersion was prepared from graphite powder 
(Sigma Aldrich, product no. 332461) of initial concentration 18 mg/mL. The solution was sonicated in a low-
power ultrasonic bath for 14 h. The resulting dispersion was centrifuged for 60 min at 3000 rpm immediately after 
the sonication.

Stock standard solutions used in our work for n-doping are 1 mg/mL LiCl, LiNO3 and Li2CO3 and for 
p-doping is 1 mg/mL gold standard solution (Merck, H(AuCl4), product no. 170216). Lithium standard solutions 
were prepared from originated Li salts (LiCl, LiNO3 and Li2CO3, Merck, product no. 105679, 105653 and 105680, 
respectively). By appropriate dilution of the stock solution with deionized water we obtained 0.1 mg/mL metal 
water solution which is then used in doping process.

Deposition on a substrate and doping of LPE GS films. GS dispersion in NMP was used to fabricate 
transparent and conductive films by LBA technique at a water-air interface, like in our previous work9,29,61. A 
small amount of GS dispersion was added to the water-air interface and after the film was formed it was slowly 
scooped onto the target substrate. Applying the same process of fabricating the GS films and using the appropriate 
metal standard solution instead of water, chemical doping was achieved. As substrates SiO2/Si wafer were used 
for electrical and WF measurements, while quartz and CaF2 substrates were chosen for optical and FT-IR spec-
troscopy, respectively.

Characterization of undoped and doped LPE GS films. The Morphology of LPE GS films was studied 
by optical and atomic force microscopy (AFM). Topographic AFM measurements were done by NTEGRA Prima 
AFM system and NSG01 probes with a typical tip radius of around 10 nm. The surface roughness of LPE GS films 
was calculated as a root-mean square of the height distribution and averaged on ten 50 × 50 μm2 areas.

Kelvin probe force microscopy (KPFM) – established almost three decades ago62 and in the meantime fre-
quently applied to graphene42,63–65 – was employed in order to characterize changes in the electrical surface poten-
tial and corresponding Fermi level shifts due to doping. For this purpose, we measured the contact potential 
difference (CPD) between AFM tip and the sample surface66 by using Pt covered NSG01/Pt probes with a typical 
tip curvature radius of 35 nm. In the first pass of KPFM, the sample topography was measured in tapping AFM 
mode. In the second pass, the probe was lifted by 20 nm, and moved along the trajectory measured in the first 
pass. Simultaneously, the sum of AC and DC voltage was applied between the sample and the probe. The AC volt-
age excites AFM probe oscillations during its movement, while the CPD between AFM tip and the sample surface 
in every point is then equal to the value of variable DC voltage which cancels the AFM probe oscillations. For all 
samples, the CPD was measured on five 5 × 5 μm2 areas, and then averaged. In order to obtain the absolute value 
of the work function, the following procedure was applied42. The CPD is equal to the work function difference 
between AFM tip (WFt) and sample (WFs), CPD = WFt-WFs. The calibration of the WFt was done by a standard 
procedure consisting of KPFM measurements on a freshly cleaved HOPG with a well known work function of 4.6 
eV42. Finally, the sample work function was calculated as WFs = WFt - CPD, where CPD is measured by KPFM 
for all, undoped and doped LPE GS films.

The effect of chemical doping on optical properties of LBA GS films was investigated with measurements of 
optical transmittance, using UV-VIS spectrophotometer (Beckman Coulter DU 720 UV-VIS Spectrophotometer).

Electrical measurements were performed under ambient conditions in a standard field-effect device configu-
ration with Si substrate acting as a back gate electrode, using Keithley 2636 A SYSTEM SourceMeter. Devices were 
based on bottom-contact gold pads defined by a shadow mask with L/W = 30 µm/1000 µm, and SiO2 as a gate die-
lectric with thickness of 285 nm. Graphene films were deposited using the same LBA method as described above. 
The top surface of the devices was encapsulated by polydimethylsiloxane (PDMS) films (GelPak X4) to ensure sta-
ble performance and minimize any adsorption/desorption during electrical measurements that could occur from 
the surroundings (e.g. water vapor). Electrical characterization was performed on several devices of each doping 
with metal standard solution, and for undoped films as a reference. For each device ten subsequent forward and 
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backward transfer and output curves were measured, using low sweeping rate (~0.005–1 Hz per point in a voltage 
sweep) to minimize parasitic capacitance. Sheet resistance and apparent linear field-effect mobility were extracted 
using fits to output and transfer curves, respectively. For the output measurements source-drain bias was varied in 
a range between −10 V and +10 V, with the gate electrode grounded. For transfer measurements, the gate voltage 
was varied between 0 V and 50 V, with source-drain bias at 1 V in all cases except for Li2CO3 where due to a very 
weak field-effect (very low mobility) 10 V bias was used.

The room-temperature micro-Raman spectra of undoped and metal salt doped LPE GS films were collected 
using Tri Vista 557 triple spectrometer coupled to the liquid nitrogen-cooled CCD detector. Nd:YAG laser line 
of 532 nm was used for the excitation and 50 magnification objective was used for focusing the beam onto the 
sample. Low laser power (less than 1 mW) was applied to prevent the thermal degradation of the sample. Each 
LPE GS film sample was measured at eight different positions.

Fourier transform infrared absorbance spectra (FT-IR spectra) of undoped and metal salt doped LPE GS films 
were measured over a range of 400–4000 cm−1 with Nicolet Nexus 470 FT-IR spectrometer. Standard solutions 
which were used for the preparation of doped films were measured too and they were prepared by drop casting 
method on the CaF2 substrate.

XPS spectra were recorded using a Thermo Scientific instrument (K-Alpha spectrometer, Thermo Fisher 
Scientific, Waltham, USA) equipped with a monochromatic Al Kα X-ray source (1486.6 eV). High-resolution 
scans were performed with a pass energy of 50 eV and a step size of 0.1 eV. All analyses were performed at room 
temperature.

Data availability
The datasets obtained and analysed during the current study that are not included in this article are available from 
the corresponding authors on reasonable request.
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Abstract
Semiconductor CdSe/CdS core–shell nanoplatelets exhibit narrow and intense absorption and
photoluminescence spectra in the visible range, which makes them suitable for numerous
applications in optoelectronics. Of particular interest is the preparation and optical
characterization of thin films with an accurately controlled amount of nanoplatelets. Here we
report on the use of spectroscopic ellipsometry for investigating the optical properties of
ultrathin films composed of a single layer of negatively charged CdSe/CdS core–shell
nanoplatelets prepared by the electrostatic layer-by-layer deposition on SiO2/Si substrates.
Combining the ellipsometric spectra with atomic force microscopy measurements, we were able
to infer the nanoplatelet film extinction spectra which was found to exhibit the two
characteristic exciton peaks albeit blueshifted relative to the colloidal nanoplatelets.

Keywords: semiconductor core–shell nanoplatelets, single-layer electrostatic deposition,
spectroscopic ellipsometry, refractive index

(Some figures may appear in colour only in the online journal)

1. Introduction

Nanoplatelets (NPLs) or colloidal quantum wells have an
atomically flat surface [1]. Their thickness is quantized to an
integer number of monolayers, which enables thickness tun-
able emission. NPLs made of AIIBVI semiconductors such
as CdS, CdSe, and CdTe are especially interesting because
their absorption and photoluminescence (PL) bands lie in
the visible range and because of very high absorption and
PL excitation efficiency [1–3]. The optical properties of core
only NPLs such as quantum yield [4], photostability [5],
and reduced fluorescence emission blinking [6, 7] are greatly
improved by epitaxial growth of semiconductor shells [8]. All
these properties make NPLs good candidates for applications

4 Author to whom any correspondence should be addressed.

in optoelectronics. Compared to quantum dots or nanorods,
NPLs exhibit extremely narrow intense bands on both absorp-
tion and PL spectra, which is essential for color purity of
light-emitting diodes [9–11]. They have directed emission and
polarization, fast radiative lifetimes related to the giant oscil-
lator strength effect allowing high quantum yields, and prom-
ising lasing properties [12, 13].

An important part of nanodevice design is the forma-
tion of high quality nanostructured films. Numerous tech-
niques are used for nanoparticle deposition on various sub-
strates, including spin-coating, drop-casting, doctor-blading,
self-assembling, etc Although these techniques lead to form-
ation of relatively thick films, their precise composition is
hard to control [14]. One of the bottom-up methods for
creating well-organized, layer-by-layer assemblies of nan-
oparticles is based on electrostatic interactions [15–17]. It
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allows the assembly of ultrathin nanoparticle films by expos-
ing a charged substrate to alternating solutions of polymer
molecules and nanoparticles charged with opposite signs, with
a single polymer molecule-nanoparticle stack representing the
smallest building block in the deposition procedure.

UV–vis absorption spectroscopy exhibiting a linear rela-
tionship between the absorption coefficient in the region
of the first absorption maximum and the number of nano-
particle monolayers is the standard technique for monitoring
the growth of layered structures, and for their optical charac-
terization [18]. It is, however, inadequate when the layers are
extremely thin or if the substrate is opaque. One way to over-
come this issue is to use spectroscopic ellipsometry (SE) in
reflection mode. Owing to its high surface sensitivity, SE has
an important role in optical characterization of ultrathin nano-
structured films, and various relevant characteristics such as
optical functions, film thickness, surface roughness etc can be
determined [19]. The key aspect of SE is an appropriate model,
capable of accounting for all relevant structural elements of
multilayer samples, especially close to material interfaces.

SEwas used to measure the dielectric function of thin semi-
conductor nanocomposite films formed by spin-coating [20–
22], but the thicknesses of these films were of the order of
tens of nanometers. SE of somewhat thinner HgTe nanocrystal
film, self-assembled by a tenfold repetition of layer-by-layer
electrostatic deposition showed that the dispersion relation of
nanocrystals can be modeled by critical points [23]. How-
ever, the investigation of optical properties of a single layer
composed of charged layer and oppositely charged nanocrys-
tals on the top is very challenging, due to the strong correla-
tion between the thickness of the film and its refractive index
[24, 25].

In this work, we performed the extraction of pseudo refract-
ive index of a NPL monolayer, whose thickness is around 5
nm and which consists of a single layer of negatively charged
CdSe/CdS core–shell NPLs deposited on the top of the posit-
ively charged molecular layer on a SiO2(85 nm)/Si(bulk) sub-
strate. Real and imaginary parts of refractive index of the com-
posite film and the substrate were extracted using point-by-
point inversion from the SE experimental data [26]. In this
procedure, all the parameters of the model including refact-
ive indicies (Si, SiO2, and positively charged molecular layer)
and thicknesses (SiO2, positively charged molecular layer and
NPLs film) must be fixed except for n and k of the NPLs film.
Then n and k values are allowed to vary independently at each
wavelength, and are results of this analysis. This is quite effect-
ive procedure for determining the complex refractive index
of a sample, particulary when dielectric function modeling is
difficult in some specific regions. Atomic force microscopy
(AFM) analysis of morphology and measured thickness of the
NPL film are used to interpret the data obtained by SE meas-
urements.

2. Material and methods

2.1. Sample preparation

Hydrophobic CdSe/CdS core–shell NPLs with 4.5 ML CdSe
core were synthesized according to a published procedure

(a) (b)
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Figure 1. Film formed by close packed CdS/CdSe NPLs on the
substrate schematics: (a) 3D view and (b) vertical cross section.

[27]. In order to make NPLs solubilized and negatively
charged, hence suitable for electrostatic self-assembly, the
hydrophobic NPLs were functionalized with mercaptoacetic
acid (MAA). The surface of a commercial highly n-doped Si
wafer covered with SiO2 film (of nominal thickness∼ 85 nm),
was treated in aqueous solution of aminopropyl trietoxy silane
(APTES) dissolved in toluene in order to charge SiO2 pos-
itively. After being left in solution for 20 min, the substrate
was rinsed with toluene. Finally, the wafer with a monolayer
of APTES was treated in a colloidal solution of negatively
charged CdSe/CdS NPLs to form a 2D layer of close-packed
NPLs on SiO2 film surface. The schematics of the structure is
shown in figure 1.

2.2. Characterization

2.2.1. Spectroscopic ellipsometry. Spectroscopic ellipso-
metry measures the change in the state of polarization of the
incident light upon reflection from the sample. It gives the ratio
of the two complex Fresnel reflection coefficients, r̃p and r̃s,
for light polarized parallel and perpendicular to the plane of
incidence, respectively, ρ= r̃p/r̃p = tanΨei∆.

SE measurements were performed using rotating-polarizer
spectroscopic ellipsometer (SOPRA GES5E-IRSE VASE).
The measured quantities were the two ellipsometric paramet-
ers, tan Ψ and cos ∆, and the spectral range was 200–700
nm (with step size 2 nm). During the measurements ‘previ-
ous tracking mode’ is used. This means that the angle of non-
rotating exit polarizer in the setup, often called analyzer, at one
point (energy or wavelength) is set to the value of Ψ attained
at the previous point. This is done in order to keep the reflec-
ted beam close to being circularly polarized andmeasurements
at optimal sensitivity [28]. We measured the SE spectra of
both the bare SiO2(85 nm)/Si substrate and the substrate with
the NPL monolayer on top. The dielectric function of highly
doped Si substrate does not necessarily coincide with spectra
found in the literature, therefore bare substrate characteriza-
tion is important to minimize potential errors in the extraction
procedure. The final SE spectra of the film were obtained by
averaging over 10 consecutive measurements of 10 s duration
for each point in spectra, in order to minimize random errors
and to improve signal to noise ratio. All the calculations were
performed using home-developed code in MATLAB.

2.2.2. AFM characterization. The morphological character-
ization of CdSe/CdS core–shell NPL films was performed

2
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Figure 2. Real (top) and imaginary (bottom) part of the Si refractive index retrieved assuming the SiO2 layer thickness is (a) 85 nm and (b)
85.6 nm.

by AFM, using the NTEGRA Prima system in ambient
conditions. Topographic imaging was carried out in tapping
AFM mode using NSG01 probes from NT-MDT. The main
aim of the morphological characterization was to measure the
thickness of the CdSe/CdS core–shell film, the value which
was further included in the fitting procedure of ellipsometric
spectra. The film thickness was determined by the following
procedure. Topography wasmeasured on five 2× 2 µm2 areas.
For every scan area, an average height and surface roughness
were calculated. Both values were further averaged across all
considered areas. The final film thickness was calculated as a
sum of the averaged height and averaged roughness.

2.3. Ellipsometry data analysis

The initial step in the NPL film refractive index (point-by-
point) extraction is to properly characterize the substrate.
Commercially made Si wafer was used with nominally 85 nm
thick SiO2 obtained using thermal oxidation. The Si wafer has
< 001 > orientation, and is n-type semiconductor highly doped
with P (concentration ∼ 1015 cm−3, resistivity 3–5 Ω cm),
therefore it differs from the intrinsic Si, and has slightly dif-
ferent optical properties [29].

The SE spectra of the substrate were measured at three dif-
ferent angles of incidence (AOI) 65

◦
, 70

◦
, and 75

◦
. Typically,

there is a strong correlation between the data at different AOI,
especially when the overlayer is thin [30]. However, when the
SE spectra are measured over the energy range where the sub-
strate has a sharp optical structure (like critical points) the
spectra of extracted data at different AOI do not coincide if the
thickness of SiO2 is not properly determined [31]. This prop-
erty was used to extract the optical function of Si in the wafer
and oxide thickness with assumption that the dielectric func-
tion of SiO2 is known and equivalent to the one from SOPRA
refractive index base [32]. Once the substrate optical proper-
ties are known, direct extraction (or point-by-point inversion)

Figure 3. (a) Mapped error function for thicknesses of the SiO2

layer in range 85–86 nm and interlayer thickness in range 0–1 nm.
(b) Selected error function for different SiO2 thickness without
interlayer.

of index of refraction of the composite (mixture) consisting
of the CdSe/CdS core–shell NPLs with ligands and air was
performed. Here we refer to refractive index of composite as
pseudo refractive index of the NPL film, assuming that the
film is effectively uniform in its volume. Refractive index of
APTES was taken from the literature [33], and its monolayer
thickness is estimated to be 0.6 nm based on the length of the
molecule. The SE measurements of the sample with film were
analyzed at single angle, 75

◦
, since the measurements at dif-

ferent angles did not provide any additional information.

3. Results and discussion

3.1. Substrate characterization

Ellipsometric measurements of the substrate were per-
formed at three different AOI 65

◦
, 70

◦
and 75

◦
. Assum-

ing that the optical model used here is SiO2(85 nm)/Si, the
extracted refractive indices of Si from three different AOI
ellipsometric measurements coincide almost perfectly, except

3
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Figure 4. (a) Real and (b) imaginary part of extracted dielectric function of highly doped Si and lightly doped Si (taken from Herzinger
et al [34]). (c) Real and (d) imaginary part of refractive index of highly doped Si substrate extracted from the measurements (dotted line)
and approximated with analytical function to minimize the noise.

at wavelengths that are close to the critical points of Si 2(a).
Arwin and Aspnes showed that owing to the sharp features in
the dielectric function of Si near the critical points, it is pos-
sible to unambiguously determine the thickness and dielectric
function of thin films on Si substrate [31]. Here, a part of spec-
tra close to critical points is used for calculation of oxide thick-
ness and dielectric function of Si. We quantify the spectral
overlap by the standard deviation of the three spectra (STDS):

STDS=

√∑Nλ

i=1

∑NAOI
j=1

[
(nij− n̄i)2 +(kij− k̄i)2

]
2NλNAOI− 1

, (1)

where nij and kij are real and imaginary parts of refractive index
at λi and angle j, n̄i and k̄i are the mean values for the three
AOI at λi, Nλ is the number of wavelengths, and NAOI is the
number of angles of incidence (AOI = 65

◦
, 70

◦
, 75

◦
). The

initial model with only substrate and SiO2 film was extended
by adding an interlayer between SiO2 and Si, to test how its
presence influences the STDS. A commonly used model to
describe this layer assumes that its dielectric permittivity is
a 50% mixture of both materials, and is approximated with
Bruggeman effective medium formula. The STDS was cal-
culated in range 252–376 nm at 63 points, for thickness of
SiO2 layer in range 85–86 nm, while the interface layer thick-
ness was in range 0–1 nm. The map of the error function is
shown in figure 3(a). The minimum value of STDS is at 85.6
nm, with no interface layer figure 3(b). The extracted refract-
ive indices at three different AOI for the thickness of 85 and
85.6 nm are shown in figure 2, and at thickness of SiO2 85.6
nm when STDS is minimal, three spectra are almost identical,
figure 2(b).

The real and imaginary parts of dielectric function of
calculated mean spectra, for the three spectra obtained by dir-
ect inversion at 65

◦
, 70

◦
, and 75

◦
of highly doped Si in range

200–700 nm are shown in figures 4(a) and (b). They are plotted

together with results from Herzinger [34]. The differences in
the spectra originate from the fact that there is a difference
between the doping levels and type of dopants (here highly
P-doped, in the Herzinger paper slightly B-doped), and poten-
tially from the method of Si crystal growth.

In point-by-point extraction, calculated refractive indices
at different wavelengths do not directly depend on each other
and the measurement noise is directly transferred to the extrac-
ted optical data [30]. Eventually, all the measurement noise,
including that from the substrate optical constants, is propag-
ated into the extracted data of the film. To avoid this effect, in
the 380–700 nm range the real part of silicon refractive index,
obtained by direct extraction, is fitted to the Sellmeier empir-
ical formula [34], while the imaginary part is approximated by
an exponential tail [30]:

n2 = D+A
λ2

λ2 −B2
−Cλ2, (2)

k= αeβ(hc/λ−γ). (3)

The seven model parameters are: D, A, B, C for approx-
imation of n, and the extinction amplitude α, the exponent
factor β, and the band edge γ for approximation of k. The fit-
ted refractive index of Si, and thickness of SiO2 layer in range
380–700 nm, figures 4(c) and (d), were further used in extrac-
tion of optical properties of NPL film.

3.2. Surface morphology and thickness of the NPL film

The typical topography of a 2× 2 µm2 area of the CdSe/CdS
core–shell NPL film is depicted in figures 5(a) and (b). NPLs
are represented by bright grains with an effective diameter of
around several tens of nanometers. NPLs are well deposited
onto SiO2 substrate, they are separated from each other and
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Figure 5. (a) CdSe/CdS core–shell NPL film topography colormap and (b) its three-dimensional rendering. The scan area is 2× 2 µm2,
whereas the height scale is 12 nm and brightness is linearly proportional to height. (c) Height distribution of the topographic image in part
(a). (d) Average line-height and line-roughness for the topographic image in part (a). (e) Model of the considered film: it is a two-component
structure with the bottom layer having the thickness of the average height and the top layer with the thickness equal to the average roughness.

form a monolayer. A small number of clusters represented by
wider and higher grains and depicted by brighter grains can
also be observed. Histogram of the height distribution is given
in figure 5(c). The average height of 5.3 nm and the average
roughness of 1.6 nm are indicated by dashed lines. In the cal-
culation of the film thickness, the zero-thickness which cor-
responds to the substrate was taken from narrow air gaps (rep-
resented with a dark colour) between neighboring NPLs. The
histogram is characterized by a single and narrow peak indic-
ating a good uniformity of the film thickness. According to
AFM images, the film roughness mainly originates from nar-
row air gaps between neighboring NPLs, from their not-flat
orientation and formation of small local clusters.

In order to better represent the film morphology, the aver-
age height and roughness profiles (called average line-height
and line-roughness respectively) of the topographic image in
figure 5(a) are shown in figure 5(d). Here the averaging was
done along the vertical lines. Dashed lines in figure 5(d) rep-
resent the height and roughness averaged over the entire topo-
graphic image and they correspond to the dashed lines in fig-
ure 5(c). The average height profile represents the layer com-
prised of NPLs, whereas the roughness profile represents a
mixture of NPLs and air. According to these results, the film
can be represented by a combination of two layers having the
thickness equal to the average height (the bottom layer) and
roughness (the top layer). This model is schematically repres-
ented in figure 5(e). Finally, the whole film can be approx-
imated as a single layer with the effective thickness equal to
the sum of the average height and roughness. After the aver-
aging over five different areas, the calculated film thickness
was 5.3± 1.6 nm.

Figure 6. (a) tanΨ and (b) cos∆ at 75
◦
for bare substrate (dashed

line) and substrate with NPLs on it (full line) at range from 200 to
700 nm. (c) n and (d) k of extracted refractive index of the film at
shortened range 430–700 nm.

3.3. Extraction of NPL film’s refractive index

SE spectra of bare substrate and substrate with APTES and
NPLs on the top are shown in figures 6(a) and (b). The shifts
in the SE spectra of the film compared to the SE spectra
of the bare substrate confirm the presence of an overlayer.
When the film thickness is in the nanometer range, the thick-
ness, constituent volume ratios and the mixture’s refractive
index are correlated, so the modeling procedure with all these

5
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Figure 7. (a) Real and (b) imaginary part of extracted refractive index of NPLs. Dash-dot lines represent values obtained by direct
extraction, while full lines represent TL fits. The greyed area denotes part of extracted spectra used in TL fitting, while the rest of the spectra
is extrapolation by the model. (c) Schematic of bare NPLs, where estimated volume ratio of bulk CdSe and CdS is 40%/60%. (d) Schematic
of MAA covered NPLs, where estimated volume ratios of MAA and NPLs is 50%/50%.

parameters included and fitting directly to the SE curve is very
delicate. Therefore, we are extracting the refractive index of
the film (mixture) by direct inversion according to the model
shown in figure 5(e). AFM-deduced values for thickness of
closely packed NPL film (5.3 nm) and roughness (1.6 nm)
were used in the ellipsometric model. Since the NPL film is not
a bulk material, its roughness can be incorporated as the less
dense NPL film (50% air and 50% film). It originates from the
fact that surface of NPLs is not completely flat, NPLs do not
form closely packed monolayer, as well as from deposition of
NPL clusters that appear as bright spots in AFM topographic
images, figures 5(a) and (b).

The detailed description of the film includes NPLs covered
with MAA and mixed with air at some ratios. The lat-
eral size of the NPLs, deduced from high resolution AFM
measurements [35] is around 30 nm, so 10–30 times smal-
ler than the wavelengths of the incident light, and effect-
ive medium approximation would be a natural choice for
calculation of their optical properties [19]. Estimated thick-
ness of the MAA on the NPLs is approximately 1 nm. This
means that the volume fraction of the bare NPLs in MAA
covered NPLs is around 50% (28× 28× 3.1/30× 30× 5.1),
figure 7(d). Assuming that the refractive index of the NPLs is
close to the one of the mixture of bulk CdSe [32] 40% and
CdS [36] 60%, figure 7(c), covered with MAA, the estimated
fraction of the air is around 40%.

Going backward, assuming the same coverage of MAA,
and fraction of air in the film whose optical properties were

extracted, figures 6(c) and (d), the real and imaginary parts of
extracted refractive index of NPLs are shown in figures 7(a)
and (b). The SE measurement noise is directly transferred to
the spectra of n and k, and an unexpected increase in k and
decrease in n at wavelengths greater than 610 nm are a con-
sequence of approaching the end of the measuring range of
the ellipsometer used in the experiment. The extracted dielec-
tric function (refractive index) is further parametrized using
Tauc–Lorentz (TL) oscillator model given by:

εi,TL(E) =

{ ∑N
i=1

1
E
Ai·Ei·Ci·(E−Eg)

2

(E2−E2
i )

2+C2
i ·E2 , E≥ Eg

0, E< Eg
(4)

where Ai is the strength, Ci is the broadening, and Ei is the
peak central energy of the ith oscillator, while Eg is the gap
energy. The real part of the dielectric function is derived from
the expression of εi using Kramers–Kronig integration. This
model accounts for the band gap of the NPLs, and prevents
absorption contributions below the band gap that appear due
to the decreased measurement sensitivity. The TL model is fit-
ted in range 430–610 nm, while the upturn in the extracted k
above 610 nm is attributed to the experimental artefact, and
extrapolated by the TL model [30].

The absorbance of the NPLs in chloroform solution shows
two characteristic excitonic resonances at 560 and 620 nm (fig-
ure 8). The extinction coefficient of the NPLs in the film is
evaluated from the absorption coefficient k throughα= 4πk/λ.
The total absorption in the free-standing NPL film (mixture) is
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Figure 8. Absorbance (arbitrary units) spectra of CdSe/CdS
core–shell NPLs in a chloroform solution (dashed line), and
estimated absorption in the 5.3 nm NPLs film (full line).

then approximatelyαtfilm, where tfilm is the film thickness. The
exciton peaks of the NPLs in the film are slightly blueshifted
compared to the ones in the solution. This shift could be caused
by a strain induced by the ligand exchange of oleic acid, used
in the solution, by MAA during the electrostatic deposition
[37], decrease of the refractive index of surrounding media, or
by the interaction of the NPLs with substrate and/or APTES
film.

Another important aspect of figure 8 is the very low mag-
nitude (below 0.5%) of the estimated NPL film absorption
even if it was free-standing or deposited on a weakly reflecting
substrate. It proves that the standard optical characterization
involving transmission spectrophotometry would be very dif-
ficult to realize for the investigated monolayer NPL films and
thus stands in favor of the appropriateness of the method used
in this article.

4. Conclusion

CdSe/CdS core–shell nanoplatelet films prepared on SiO2/Si
substrates by electrostatic single-layer deposition have been
investigated. We have found that the presence of a monolayer
NPL film on optically opaque SiO2/Si substrates can be estab-
lished using SE in combination with AFM measurements.
While AFM provides the film thickness and demonstrates its
surface morphology, the appearance of excitonic signatures in
the NPL film extinction spectrum inferred from ellipsometry
confirms the presence of CdSe/CdS core–shell NPLs. The two
exciton peaks are found to be slightly blueshifted compared
to the excitonic peaks in the absorption spectra of colloidal
NPLs, which can be explained by the ligand exchange, inter-
action of NPLs with the SiO2 substrate and the APTES film
and/or by the decrease of the refractive index of the surround-
ing. These results assert SE as a promising tool for probing the
optical properties of monolayer NPL films on arbitrary sub-
strates, which is hardly possible using standard optical absorp-
tion measurements.

Direct extraction or point-by-point inversion is highly reli-
ant on the exact knowledge of the refractive indices and thick-
nesses in the underlying structure, so it is important to charac-
terize the substrate before measuring NPL films and extract-
ing their optical parameters. Here we determined the refractive
index of highly doped Si while the thickness of the SiO2 layer
was determined by exploiting the fact that the regions of the
spectra close to the sharp optical structure (at critical points of
Si) are more sensitive to change of the angle of incidence.
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Combined Raman and AFM detection of changes
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nanoparticles – molecular and morphological
perspectives†
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The design of nanoparticles for application in medical diagnostics and therapy requires a thorough under-

standing of various aspects of nanoparticle–cell interactions. In this work, two unconventional methods

for the study of nanoparticle effects on cells, Raman spectroscopy and atomic force microscopy (AFM),

were employed to track the molecular and morphological changes that are caused by the interaction

between cervical carcinoma-derived HeLa cells and two types of cerium dioxide (CeO2) nanoparticles,

ones with dextran coating and the others with no coating. Multivariate statistical analyses of Raman

spectra, such as principal component analysis and partial least squares regression, were applied in order

to extract the variations in the vibrational features of cell biomolecules and through them, the changes in

biomolecular content and conformation. Both types of nanoparticles induced changes in DNA, lipid and

protein contents of the cell and variations of the protein secondary structure, whereas dextran-coated

CeO2 affected the cell-growth rate to a higher extent. Atomic force microscopy showed changes in cell

roughness, cell height and nanoparticle effects on surface molecular layers. The method differentiated

between the impact of dextran-coated and uncoated CeO2 nanoparticles with higher precision than per-

formed viability tests. Due to the holistic approach provided by vibrational information on the overall cell

content, accompanied by morphological modifications observed by high-resolution microscopy, this

methodology offers a wider picture of nanoparticle-induced cell changes, in a label-free single-cell

manner.

1. Introduction

Nanoparticles (NPs) occupy an important place in the field of
biomedicine, having potential in the diagnostics1,2 and
therapy3–5 of a wide range of diseases. In order to design NPs
for targeting a specific cell population and/or specific subcellu-

lar compartments, to enhance NP delivery and to achieve an
adequate balance between cytotoxic and cytoprotective effects,
it is crucial to explore molecular interactions between NPs and
cells at different levels.6 Methods generally used for the investi-
gation of NP–cell interactions are based on a multitude of
specific biochemical assays that target one parameter/property
per assay and need to employ labels. Screening of the effects
of NPs as anticancer agents on the tumor cells in vitro is stan-
dardly performed using viability/cytotoxicity tests such as
trypan blue staining, LDH, SRB, MTT assays and others.7–10 As
mentioned previously, these tests are effect-specific, i.e. the
trypan blue test dyes the cells only if a membrane is damaged
in a way that it becomes permeable, very similar to LDH that
detects permeated membranes by measuring the level of lac-
tated hydrogenase released into a culture medium. The SRB
test registers the changes in the cell number through the
changes in total protein mass and MTT measures the degree
of preserved mitochondrial activity. Sometimes changes mani-
fested through a different effect than the one measured by a
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particular test can remain undetected. For instance, live and
metabolically active cells can experience reversible damage of
their membranes, while, inversely, dying cells at the initial
stages of apoptosis can still have their membranes intact.7 The
most common viability test, trypan blue staining, in these two
cases will give false positive or false negative results, respect-
ively. Multiple tests are often needed to detect NP-induced
changes and to choose an appropriate approach for the study
of the mechanisms behind them most often requires expertise
in various analytical techniques. There is a need for method-
ologies that would enable the extraction of comprehensive
data on induced cell changes and detect non-function-specific
cellular molecular changes in a single, label-free experiment.

Raman spectroscopy, based on the inelastic scattering of
light on molecular vibrations, allows for a label-free and non-
destructive way to probe the underlying molecular fingerprint
of biological samples.11 Through the modulations of the
corresponding vibrational mode frequencies, linewidths and
intensities, characteristics of the transformations of large
molecules such as DNA, proteins and lipids can be followed.
These changes are of importance because i.e. DNA damage
can be correlated to cellular processes such as inflammation
and oxidative stress,12 the endocytotic pathway of NP entrance
is related to the phospholipid concentration,13 and the change
of the protein secondary structure can mark, for instance,
unfolding or aggregation of proteins, or a change in cytoskele-
ton organization.14–16 Based on this, Raman spectroscopy rep-
resents a tool with potential for fast screening of total bio-
molecular changes induced in the cells by treatment with NPs
and with a possibility of higher sensitivity to the transform-
ations that the cells undergo under the influence of NPs, com-
pared to the tests carried out for the evaluation of individual
properties such as cell membrane integrity, protein quantity,
mitochondrial activity, etc. In the field of biomedical appli-
cation of NPs, Raman spectroscopy has been mostly employed
as an imaging technique for tracing NP intake and subcellular
localization.13,17 Although a few of the studies investigated
physiological or pathological changes of the cells induced by
drugs and chemicals,18–21 to our knowledge, there are very few
studies that explore the use of Raman spectroscopy for the
study of cell changes induced by NPs,22,23 none of which
perform strict multivariate analysis of the entire spectral
region of interest for a large number of cells. In addition to the
molecular characterization performed by Raman spectroscopy,
AFM can be used for the examination of morphology, rough-
ness and composition of particular cell structures, such as cell
membrane protrusions, filopodia and lamellipodia, cytoskele-
ton or sub-membranous cytoplasmatic structures.24,25 This
allows for a more complete and detailed cell morphology
investigation and membrane characterization than the one
that can be provided by biochemical assays targetting mem-
brane structures.

Among different nanoparticles that have been tested as
therapeutic agents, rare-earth oxide CeO2 NPs are found to be
interesting for their therapeutic potential and proposed cell-
selective activity: while usually being toxic to cancer cells and

sensitizing cancerous tissues to radiotherapy, CeO2 NPs are
often non-toxic to normal healthy cells and even compensate
for the negative effects of the radiotherapy on healthy
tissues.26,27 The reason for such a dual activity of CeO2 NPs
lies in their nonstoichiometric nature characterized by the
presence of both Ce4+ and Ce3+ oxidation states and high
content of oxygen vacancies. Thus, through oxidation/
reduction changes of Ce3+ − Ce4+, CeO2 NPs can mediate both
oxygen release and intake. Dispersions of powdered CeO2 NPs
in cell medium can be troublesome, which is the case with the
majority of oxide nanoparticles, and results in the agglomera-
tion of NPs.28 Biocompatible coatings such as hydrocarbons,
dextran and glucose have been used to coat ceria nano-
particles. By coating with dextran molecules, dispersions of
CeO2 NPs become stable and the controlled application of NPs
in cell treatment is enabled.29 These NPs have been rarely
tested as cytotoxic agents30,31 whereas their interaction with
the cells and the influence of the coating on their activity
remain unclear. The interaction of CeO2 NPs with the cells
from different cell lines has been evaluated using standard
biological assays,27,32 but their influence on the molecular
content and morphology of the cells has not been investigated
so far.

In this work, we aimed to investigate the susceptibility of
combined Raman and AFM analysis in the detection and dis-
crimination of the effects of two types of oxide NPs of the
same crystalline structure and similar composition, but with
different coating and redox activities, on HeLa cells, a cervical
carcinoma derived cell line. Special attention was dedicated
to the analysis of the possible advantages of this method-
ology over standard biological cytotoxicity assays. The effects
of dextran-coated (CD) CeO2 NPs on HeLa cells were studied
for the first time, to our knowledge, and compared to the
effect of uncoated CeO2 NPs. Changes in the vibrational fea-
tures of intracellular biomolecules induced by NPs were
investigated by high-throughput Raman spectroscopy of
control cells and two NP-treated cell groups and analyzed by
principal component analysis (PCA) and partial least squares
regression (PLS). AFM microscopy was used to provide a
characterization of NP-induced morphological changes, i.e.
an increase in the cell roughness, decrease in the cell height
and appearance of depressions. The cytotoxicity of CeO2 NPs
was tested via trypan blue staining and SRB assay. The combi-
nation of Raman spectroscopy and AFM enabled the detec-
tion of degrading changes of the nuclear material and cell
membrane in the cells induced by both types of NPs. It was
shown that group-discriminating spectral modes character-
istic of DNA, lipids and proteins experience changes and that
the effects of CD NPs are more pronounced compared to
those of SPRT NPs. In contrast to the biological cytotoxicity
tests, Raman spectroscopy and AFM showed that uncoated
CeO2 NPs also led to a deterioration of cell status. In light of
this, our study suggests that Raman spectroscopy, indepen-
dently or combined with AFM, can be used for the fast and
sensitive screening of negative effects that oxide NPs can
produce in human cells.
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2. Materials and methods
2.1 Nanoparticle synthesis

Two types of CeO2 NPs were used for the experiments.
Uncoated ceria NPs in the powder form, abbreviated in the text
as SPRT, were obtained by self-propagating room temperature
synthesis, as described in Boskovic et al.33 Dextran-coated NPs
(CD in further text) are synthesized in the form of dispersions,
based on the synthesis procedure given by Karakoti et al.,29

using ammonia mediated oxidation and dextran T40 for
coating.

2.2 Characterization of nanoparticles

The crystalline structure of CeO2 NPs was investigated by X-ray
diffraction (XRD) with a Panalytical X’Pert Pro instrument
(PANalytical, Almelo, the Netherlands). Diffraction spectra
were recorded in the 2θ interval (20–60)°, with a step size of
0.5°. The X-ray radiation Cu Kα1,2 line (Kα1: transition KLIII; λ
= 1.54056 Å) was employed. The Scherrer equation was used
for the determination of the crystallite size. TEM (transmission
electron microscopy) images were acquired using a JEOL
JEM-3010 (300 keV). The average hydrodynamic particle dia-
meter was measured using a Zetasizer Nano ZS90 (Malvern
Instruments) apparatus. UV-VIS spectra of NP dispersions were
recorded using a Varian Super Scan 3 UV-vis
spectrophotometer.

2.3 Cell culture

HeLa cells (ATCC-CCL-2) were grown under standard cell
culture conditions (37 °C, 5% CO2) in DMEM liquid medium
with stable glutamine, 3.7 g l−1 NaHCO3, and 4.5 g l−1

D-glucose (Biochrom AG, Germany) supplemented with 10%
fetal calf serum (Merck Millipore, Germany) and 1× penicillin/
streptomycin (Sigma Aldrich, Germany). Trypsin/EDTA (0.05%,
Biochrom AG, Germany) was employed to detach the cells
from the flask, either for passaging, trypan blue assay, Raman
imaging or Raman spectroscopy. The seeding density in all
cases was 300 000 cells per 25 mm2 flask or 2000 per well in a
96-well plate.

2.4 Cell treatment with nanoparticles

The cells were treated with NPs 24 hours after seeding in
25 mm2 flasks (6 batches for CD and 4 batches for SPRT). The
starting seeding density, before treatment with NPs, was equal
in all batches. CD NPs were added into cell culture medium, to
achieve a total concentration of 400 μg ml−1. A stock solution
of SPRT NPs has been prepared in sterile deionized water
(volume equal to the volume of the applied CD NP solution)
and then mixed with cell culture medium in order to reach the
final concentration of 400 μg ml−1. Dissolution was aided
using an ultrasonic probe system (Bandelin SONOPULS HD
2070), with a power of 15 W, in 3 cycles of 15 s each and 5 s
break in between. The medium from the cell flasks was dis-
carded and replaced with the obtained medium with NPs (6
replicates for CD and 4 for SPRT). Proportional volumes of
sterile deionized water were added to culture medium in flasks

containing control cells. The cells were incubated with NPs for
48 hours, then washed with PBS and detached with trypsin/
EDTA. The cells were fixed for 20 min at room temperature in
Roti®-Histofix 4% (Roth, Germany), washed twice and re-sus-
pended in PBS. The obtained cell suspensions were used for
trypan blue assay, Raman imaging and Raman spectroscopy.
In the case of Raman measurements poly-L-lysine was used to
immobilize the fixed cells on CaF2 coverslips. For AFM
measurements, the cells were grown on glass coverslips and
fixed afterwards in the same manner as described above.

2.5 Trypan blue viability test

Trypan blue at 0.4% (Sigma-Aldrich, Germany) was added to
the cell suspension in equal volumes (to obtain a 1 to 2
dilution). Stained and unstained cells were counted within
2–3 minutes using a Neubauer chamber (0.0025 mm2;
Marienfeld, Germany). The percentage of viable (unstained)
cells among the total cell population was calculated. Tests
were done in 6 replicates for control and CD-treated and in 4
replicates for SPRT-treated cells. The statistical significance of
cell number/viability differences between treated and
untreated cells was estimated by the one-way ANOVA and post
hoc Games-Howell test, performed in R.

2.6 Sulforhodamine B assay

The cells were cultured in 96-well plates and treated with NPs
(dose and time same as already described). After fixation with
trichloroacetic acid, cell cultures were stained for 15 minutes
with 0.4% (wt/vol) sulforhodamine B (SRB) (Sigma-Aldrich,
Germany) dissolved in 1% acetic acid, according to the pro-
cedure given in Skehan et al.9 The unbound dye was removed
by four washing steps with 1% acetic acid. SRB which stayed
bound to cell proteins was extracted with a 10 mM unbuffered
Tris base (Sigma-Aldrich, Germany). The absorbance of the
extracted dye solution was measured at 550 nm with a refer-
ence wavelength of 690 nm in a microplate reader (Wallac,
VICTOR2 1420 Multilabel counter, PerkinElmer, Turku,
Finland). The results were presented as the percentage of cell
growth determined from the relative ratio between the
measured absorbance of the treated sample and absorbance of
the control. The assay was performed in 8 replicates for every
experimental group. The statistical significance of differences
between the treated and untreated cells was estimated by the
one-way ANOVA and post hoc Games-Howell test, performed in
R.

2.7 Raman imaging

Raman imaging was performed on a CRM200 and alpha300
confocal Raman microscope (WITec GmbH, Ulm, Germany). A
785 nm cw diode laser (Toptica Photonics, Gräfelingen,
Germany) was used as an excitation source. The laser beam is
coupled into the microscope through a single mode optical
fiber. The incident laser beam is collimated via an achromatic
lens and passed through a holographic band pass filter or a
dichroic mirror, before it is focused onto the sample through
the microscope objective lens. A Nikon Fluor (60×/1.00 NA,
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WD = 2.0 mm) water immersion objective was used. The
spatial resolution was 0.5 µm, exposure time 0.5 s and a 300 gr
mm−1 grating was used as a dispersive element. Raman maps
of the cells were obtained from focal points in the horizontal
plane (XY) at different depths and also in the vertical plane
(ZY), with XY being the plane orthogonal to the incident beam
direction, and Z being the axis parallel to the incident beam
direction. Raman spectra were collected from each pixel at
different cell depths distanced 1–2.5 μm, and the corres-
ponding maps are made for each plane. The pixel size was
0.5 μm.

2.8 Atomic force microscopy

For AFM measurements, the cells were grown on glass cover-
slips, treated with NPs and fixed afterwards in the same
manner as described above, but without detaching them from
the coverslips, and then kept in PBS. Before the experiment
they were rinsed twice with water, left to dry at room tempera-
ture and then investigated by AFM. AFM measurements of
control and treated HeLa cells were performed using an
NT-MDT system NTEGRA Prima under ambient conditions (air
at the humidity of around 30–40%). Topographic imaging was
done in AFM tapping mode, using NSG01 probes from
NT-MDT with a typical force constant of 5.1 N m−1 and a
typical resonant frequency of 150 kHz. Simultaneously with
topographic images, the magnitude of AFM cantilever oscil-
lations was recorded as well. In order to make statistical ana-
lysis, the AFM measurements were performed on around 15
cells from each group (control, SPRT-treated and CD-treated
cells). Two morphological parameters were followed, the cell
height and surface roughness. The height was calculated as a
maximum height across each cell. The surface roughness was
calculated as a root-mean-square deviation of the height distri-
bution of the cell body. Before roughness calculations, all AFM
images were flattened by fitting all lines by 2nd order curves.

2.9 Raman spectroscopy

Cell Raman spectra were recorded using a custom-built
upright Raman microscopy setup,34 equipped with a fiber-
coupled laser with an excitation wavelength of 532 nm (DPPS,
Lasos) and with a power at the sample plane of approximately
50 mW. The excitation light is coupled into a 60× water-immer-
sion objective lens (NA 1.0; Nikon, Japan). The excitation fiber
is re-imaged into the sample plane, resulting in a focal spot
diameter of approximately 10 μm. The generated Raman signal
is collected by the same objective lens and focused using a
60 mm achromatic lens onto the multimodal core, which
guides the signal to a spectrometer (IsoPlane160, Princeton
Instruments) equipped with a 400 grooves mm−1 grating, and
detected using a charge-coupled device (CCD)
(PIXIS-400BReXcelon; Princeton Instruments). A spectral
resolution of 9 cm−1 was achieved and spectra were obtained
in the interval (400–3300) cm−1. For all experimental groups of
cells, i.e. control, SPRT-treated, and CD-treated, Raman spectra
were recorded and analyzed from 200–250 cells per cell group
and the whole experiment was done in duplicate.

2.10 Spectral preprocessing and multivariate data analysis

The processing of Raman spectra was performed in the R
environment, using the hyperSpec package. The spectra of a
calibration lamp (KOSI, USA) and powdered 4-acetamidophe-
nol (Sigma-Aldrich) were used for intensity and wavenumber
calibration, respectively. The spectra were corrected for spectral
contributions from water by extended multiplicative scatter
correction (EMSC), which is implemented in the cbmodels
package.35,36 The known component spectra of water and cells
were used. The spectra obtained entirely from the CaF2 sub-
strate were excluded from the dataset by k-means clustering.
The remaining spectra were normalized relative to the area of
spectral ranges of interest (400–1800) cm−1 and (2800–3200)
cm−1. In order to avoid the influence of CeO2 mode at
453 cm−1, the spectra were cut below 700 cm−1 and used for
further analysis. Principal component analysis (PCA) was per-
formed using the prcomp function implemented in R.
PLS-LDA analysis was performed in R using widekernelpls.fit
and lda functions.

3. Results and discussion
3.1 Characterization of nanoparticles

Two different kinds of CeO2 NPs were synthesized: uncoated
SPRT particles, in nano-powder form, and coated with T40
dextran, CD, in dispersive form. Their crystalline structure and
crystallite size were obtained from the analysis of X-ray diffrac-
tion patterns. XRD confirmed the fluorite Fm3̄m crystalline
structure of CeO2 both in SPRT and CD NPs. Due to very small
sizes of the crystallites, both, the SPRT and CD XRD spectra
exhibited broad CeO2 peaks, Fig. 1(a). The CD spectra,
however, had a lower intensity due to much lower sampling
mass. The crystallite size calculated from the Scherrer formula
was 4 nm for SPRT and 3.5 nm for CD NPs (Table 1).

It is known from previous studies that SPRT NPs have a
larger grain size than crystallite size, their average grain size
deduced from modeling Raman F2g mode and low-frequency
modes is 8–10 nm (ref. 37) and according to the AFM image
from Fig. S1(a)† their grain size takes a range of values below
∼20 nm. The size of the grains of CD NPs was deduced from
transmission electron microscopy, Fig. 1(b). TEM micrographs
showed an average grain size of 3–4 nm and confirmed the
stability of CD dispersion, with no aggregates and agglomer-
ates observed. In addition to XRD, UV-VIS absorbance
measurements of CD and SPRT CeO2 NPs have been per-
formed, confirming that both types of NPs are CeO2. The
UV-VIS spectra are presented in Fig. S2 of the ESI.† The hydro-
dynamic radius of NPs obtained by DLS measurements
emphasized better stability of CD NPs in water dispersion,
compared to SPRT, represented by almost 20 times lower
average hydrodynamic radius (Table 1). The results indicate
that no aggregates are formed by CD NPs. DLS analysis demon-
strated the tendency of SPRT NPs to form agglomerates, and
for this reason, an ultrasonic probe system was used for the
preparation of SPRT dispersions later in the study. The TEM
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image of SPRT NPs in Fig. S1(b)† shows one such agglomerate.
Finally, a Raman spectrum of SPRT NPs showed a character-
istic CeO2 Raman F2g mode at 453 cm−1, Fig. 1(c). The Raman
mode of CeO2 was not observed in the spectra of CD NPs, due
to the low concentration of small-sized CeO2 NPs in the dis-
persion and their very small grain size.

3.2 Cell growth and viability assays

In order to estimate the cell growth changes induced by NPs,
both cells attached and cells detached from the flask surface,
i.e. floating in cell medium, have been counted after incu-
bation with NPs. The results showed an unequivocally signifi-
cant decrease in cell growth (cell number), following treatment
with CD NPs, with P < 0.01, Fig. 2(a).

There was, however, a significantly increased number of
detached cells for samples treated with these NPs, on average
23% of the total cell number, Fig. 2(g). Considering the
detached cells, the total cell number was still significantly
lower compared to the control, Fig. 2(b). It can be concluded
that CD NPs reduced the growth rate of HeLa cells in vitro by
five times, presenting around 18% of untreated cell growth.
The average cell growth after SPRT NP treatment was also
decreased compared to the control (64%), Fig. 2(a) and (b), yet
statistically insufficient to confirm the effects of SPRT NPs. A
decrease in the growth of CD-treated cells was also evident by
simple microscopic observations during experiments, Fig. 2(c)
and (d).

To confirm the observed changes in cell growth, a sulfor-
hodamine B (SRB) assay has been used. The test is based on

the ability of SRB to bind to proteins’ amino acid residues in
the cells. The measured absorption of the protein-binding
dye is considered to be a measure of cell growth. The results
of the SRB assay are shown in Fig. 2(e). The mean growth of
control cells is taken as full growth, i.e. 100%, whereas the
growth of the treated cells was normalized to the mean of
control.

The SRB assay was performed in eight batches per three
sample groups (one control and two treated), showing a sig-
nificant decrease of the CD-treated cell growth rate compared
to control cells, with p < 0.05. It appeared to be reduced on
average to 46% regarding the control. Statistical significance
for the growth decrease of SPRT-treated cells was below a
threshold p value, though a decreasing trend was noticed. The
results of SRB growth tests are therefore in accordance with
the results obtained by simple cell counting, showing inhibi-
tory effects of CD NPs on HeLa cell growth.

The cell viability was assayed by trypan blue staining, which
was chosen because it gives the ratio of the number of dead
cells and the number of total cells in the same sample,
whereas the majority of viability tests, which are mostly based
on colorimetric or fluorescence detection of different reagents,
actually normalize the number of dead cells in one sample to
the total number of cells in another (control) sample.8,10 Cell
viability tests performed by trypan blue staining are summar-
ized in Fig. 2(f ). Although some slightly decreasing trend of
the viability of treated cells (especially SPRT-treated cells) can
be observed, one-way analysis of variance did not confirm its
statistical significance and in conclusion, neither type of CeO2

NPs influence the cell viability.
Effects of doses of 40 µg ml−1 and 100 µg ml−1 NPs, as well

as exposure times of 24 h and 72 h, are also studied by the
SRB test which preceded the tests described above and the
results are presented in the ESI (Fig. S3 and S4†). In those
experiments, treatment with 400 µg ml−1 NPs and exposure of
48 h was chosen as optimal for use in further AFM and Raman
experiments.

Fig. 1 Characterization of NPs: (a) XRD pattern of SPRT (red) and CD (green) CeO2 NPs. (b) TEM of CD CeO2 NPs. (c) Raman spectrum of SPRT
CeO2, showing the characteristic band at 453 cm−1.

Table 1 Crystallite size and average hydrodynamic radius of CeO2 NPs

Crystallite size
(XRD)

Hydrodynamic
radius (DLS)

SPRT (uncoated CeO2 NPs) 4 nm 849 nm
CD (coated CeO2 NPs) 3.5 nm 47 nm
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3.3 Raman imaging

Raman imaging was used to confirm the intracellular localiz-
ation of SPRT NPs. Due to the small size and surface stability
of CD NPs, their Raman signal was too weak to be detected not
only in the cells but in the CD NP solution as well. In contrast,
SPRT NPs form large aggregates, which results in a strong
Raman peak at ∼453 cm−1 in the spectra of treated cells.
Raman maps were reconstructed based on the intensity
mapping of the integrated peak area of the Raman mode at
453 cm−1, Fig. 3(a). Fig. 3(b) shows maps obtained according
to the Raman intensity in another region of the same spectra,
between 1400 and 1500 cm−1. This region is chosen due to a
strong signal of characteristic cell Raman features (CH2 and
CH3 deformation vibrations in proteins and lipids38).

At all measured depths, both modes of cell molecules and
NPs are present in the Raman spectra. Bright spots on the
maps in Fig. 3(a) correspond to dark spots in Fig. 3(b), i.e.
where the NP mode is more pronounced, the intensity of cell
modes is reduced. Considering the confocality of the system, it
appears that the NPs are distributed throughout the cyto-
plasm, and are not only located at the surface of the cell mem-
brane. The Raman images obtained in the vertical plane per-

pendicular to the previous planes and marked as the ZY plane,
Fig. 3(c) and (d), confirm the intracellular localization of SPRT
NPs. It should be noted that similar Raman maps were made
for multiple cells, all showing the presence of NPs throughout
the cell.

3.4 Atomic force microscopy (AFM)

The AFM images of control and treated HeLa cells are
depicted in Fig. 4. The top, middle and bottom rows display
images of control: Fig. 4(a–d), CD-treated: Fig. 4(e–h) and
SPRT-treated cells: Fig. 4(i–l), respectively. Going from left to
right, the first and the second columns show two-dimen-
sional (2D), Fig. 4(a), (e), and (i), and three-dimensional (3D),
Fig. 4(b), (f ), and ( j), topographic images, respectively. As can
be seen, the control cell is characterized with a well-defined
nucleus and nucleolus, cell edges and lamellipodia. The
surface of the cell is rather smooth, especially on the nucleus.
On the other hand, the surface of the cell treated with CD
NPs is rough, with pronounced depressions. The nucleus is
not well differentiated from the rest of the cell. Several
nucleoli are visible, but some of them seem to be fragmented.
Finally, the nucleus and nucleoli of the cell treated with SPRT

Fig. 2 Results of viability/growth assays. Data presented as mean ± standard error. Statistical significance legend: *P < 0.05, **P < 0.01, vs. control
group. (a), (b), (f ) and (g) number of replicates N = 6/6/4, for untreated/CD-treated/SPRT-treated cells, respectively. (e) N = 8, for every group. (a),
(b), (e) and (f ) Mean of control group is given as 100%, while values for treated groups are expressed related to the mean of control. Statistical signifi-
cance estimated by one-way ANOVA. (g) Data expressed as the percentage of total number of cells in culture. Statistical significance estimated by
one-way non-parametric ANOVA. (c) Microscopy image of control cells. (d) Microscopy image of CD-treated cells. Scale bar on images (c) and (d) is
approximate and reflects an order of magnitude.
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NPs cannot be recognized and differentiated from the rest of
the cell. The cell surface is characterized with large corruga-
tions and many clusters of adsorbed NPs. The visibility of the
adsorbed NP clusters is one of the main difference compared
to the cells treated with smaller CD NPs, where NPs are
hardly visible since they probably penetrated inside cells. The
high-resolution AFM images of cell membranes are given in
Fig. S5 of the ESI,† showing the appearance of local

depressions, 50–100 nm in diameter, in the membranes of
treated cells.

The third column of Fig. 4 contains AFM magnitude
images, Fig. 4(c), (g), and (k). The magnitude signal is a kind
of an error signal with respect to the predefined set-point in
AFM tapping mode imaging. Therefore, smooth variations of
the magnitude signal across the control cell in Fig. 4(c),
especially across the nucleus, indicate a uniform cell surface

Fig. 3 Raman images of HeLa cells treated with SPRT CeO2 NPs. (a) and (b) measured in the XY plane, (c) and (d) in the ZY plane. (a) and (c) made
according to the intensity of cell Raman modes in the interval (1400–1500) cm−1. (b) and (d) made according to the integral intensity of NP Raman
mode in the range (400–500) cm−1.

Fig. 4 AFM images of HeLa cells: control (top row), CD-treated (middle row), and SPRT-treated cells (bottom row). The first and the second column
(going from the left) show 2D (a, e and i) and 3D (b, f and j) topographical images. The third column shows the AFM magnitude signal (c, g and k). 2D
topographical images with inverted contrast emphasizing cell borders are depicted in (d, h and l). Height scales: (a) 1000 nm, (e) and (i) 700 nm.
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without pronounced wrinkles. On the other hand, the magni-
tude images of the cells treated with NPs in Fig. 4(g) and (k)
are very noisy due to the corrugated cell surface. The magni-
tude image in Fig. 4(c) also shows well defined lamellipodia in
the case of the control cell. In order to single out and better
emphasize cell edges and lamellipodia, the inverse topo-
graphic images in Fig. 4(d), (h), and (l) are given in the most
right column. As can be seen, edges of the control cell contain
an abundant network of cell brushes. They are fragmented in
the cell treated with CD NPs. On the other hand, the cell
brushes are rarely seen along the edge of the SPRT-treated cell.
The images with the AFM magnitude signal and inverse topo-
graphy show that there are many small agglomerates around
the treated cells which probably originate from the fragmenta-
tion of the cell edges and lamellipodia or from NPs, in the
case of SPRT NPs.

Fig. 5(a) and (b) present changes of two main morphologi-
cal parameters, cell height and surface roughness, respectively,
due to treatment with NPs. As can be seen, the height of
treated cells is decreased in comparison to control cells, and
the change is slightly more pronounced for the cells treated
with SPRT NPs. As confirmed by the one-way ANOVA test, this
change is statistically significant for both types of CeO2 NPs
compared to control, but there is no statistically significant
difference between the heights of CD- and SPRT-treated cells.
The roughness of CD-treated cells increased to around 13 nm
compared to 8 nm measured on the control cells. Increased
roughness is a result of many depressions on the cell surface
produced by interaction with NPs. The roughness of cells
treated with SPRT NPs is not considered due to big adsorbed
clusters of NPs, which prevent correct roughness calculation.
According to topographic images of control and treated cells,
it can be deduced that NPs lead to partial cell damage. This is
mainly represented by a decreased height and volume of
treated cells, increased surface roughness/corrugations, and
not well defined cell elements, such as nucleus, nucleolus,
lamellipodia and cell brushes. Overall cell shapes seem to be
not influenced by the treatment with NPs, but mainly deter-
mined by a local adhesion of cells to the substrate.

3.5 Raman spectroscopy

The obtained Raman spectra from single cells were analyzed
in order to correlate spectral feature changes with NP-induced
biomolecular changes. In Fig. 6, the Raman spectra of HeLa
cells treated with SPRT NPs, the cells treated with CD NPs and
untreated (control) cells are presented as mean ± standard
deviation, in the spectral range (700–1800) cm−1 and
(2800–3200) cm−1. These are the regions where the majority of
biomolecules’ vibrational peaks are positioned. The obtained
Raman spectra were analyzed by PCA, an unsupervised multi-
variate method used to extract the spectral features, which cap-
tures the variance of the analyzed group of spectra. PCA rep-
resents the spectra by a linear combination of new, mutually
orthogonal vectors, i.e. PC loading vectors, which can be multi-
plied by the corresponding coefficients, PC scores, to recon-
struct the original spectra. The first PC loading vector (PC1)
carries the largest variance of the entire spectral dataset
(control, SPRT-treated and CD-treated, altogether). The
amount of variance that PC loading vectors carry decreases
with an increasing order of PC loadings and the maximum
order is equal to the number of all the Raman spectra sub-
jected to PCA analysis. Generally, for the analysis it is
sufficient to use the first few PC components as higher PCs
usually absorb more noise.

Local extrema in a PC loading vector can be interpreted as a
relative increase/decrease of the intensity of certain vibrational
modes. If a PC loading vector contains a maximum at a certain
wavenumber and the PC score sign of a spectrum is positive, it
suggests that the intensity of the vibrational mode at that par-
ticular wavenumber has increased. If, however a PC score sign
of the spectrum is negative, the intensity of the particular
vibrational mode decreases in this spectrum. Fig. 7 shows PC

Fig. 5 Morphological changes due to the treatment with NPs: (a) cell
height and (b) surface roughness. Roughness of SPRT-treated cells is
not considered due to big adsorbed clusters of NPs which prevent
correct roughness calculation.

Fig. 6 Raman spectra of control (black), SPRT-treated (red) and CD-
treated (blue) cells, presented as mean ± standard deviation. Raman
intensity in a high-wavenumber region was rescaled with a factor of 1/3
for presentation purpose.
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score plots for the first three components, whereas Fig. 8
shows the first three loading vectors (PC1, PC2, PC3) in com-
parison with two difference spectra (D1/D2), obtained as the

difference in control mean spectrum and NP-treated cell mean
spectrum (SPRT/CD respectively). According to the PC scores
shown in Fig. 7, the PC1 component that carries 13.8% of the
total spectral variance separates best SPRT-treated cell spectra
from control cell spectra. The PC3 component accounting for
6.0% of spectral variance separates best CD-treated cell spectra
from control cell spectra. Since we aim to find the changes
between three groups of cells, we choose to analyze the PC1
and PC3 components that separate best the spectra of the
three studied cell groups, as presented in Fig. 8. Afterward,
these features are related to the molecular changes in the cells
induced by SPRT and CD NPs. Score values of the second prin-
cipal component, PC2, Fig. 7, do not show observable separ-
ation between three studied groups of cells and are not ana-
lyzed in further text.

The Raman modes present in measured spectra and their
assignment to particular biomolecular vibrations are listed in
Table 2. In Fig. S6 from the ESI† first three PC loadings in the
range (700–1800) cm−1 are shown for better clarity.

In the low-wavenumber region (700–1800 cm−1), the PC1
loading does not exhibit particularly prominent features. Still,
several peaks can be distinguished. That is the case with a
positive peak at 785 cm−1, negative extrema at 1003 cm−1 and
1670 cm−1, and few peaks in the region from 1300 to
1515 cm−1. The Raman mode positioned at 785 cm−1 is a

Fig. 7 Score plots of principal component analysis (PCA). Score plots
comparing Raman spectra of control (black), SPRT-treated (red) and
CD-treated (blue) HeLa cells. Centroids are marked with large bordered
circles where circle core colors match the score plot colors of individual
groups.

Fig. 8 First three loading spectra (PC1–PC3, from bottom to top), exhibiting Raman spectral differences between cells treated with two types of
CeO2 NPs and untreated (control) cells. Difference spectra (D1, D2), obtained by subtracting the mean spectrum of control cells from the mean
spectra of NP-treated cells, are shown at the top of the plot (blue for CD-treated cells, red for SPRT-treated cells). Most prominent modes assigned
to nucleic acids are marked with blue shading.
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typical marker of nucleic acids (ring breathing mode in DNA
and RNA bases39). Along with less prominent peaks at
726 cm−1 and 1092 cm−1, also positive in PC1 loading, as well
as the ring-breathing DNA mode at 1372 cm−1 and deoxyribose
mode at 1422 cm−1, it indicates a decrease in nucleic acid
content in SPRT-treated cells (due to negative PC1 scores),
when compared to control cells.39–41 The protein and lipid
signals in a Raman spectrum cannot be clearly distinguished,
sharing often the same spectral frequencies. Nevertheless,
these modes in the PC1 loading spectrum are negative, indicat-
ing an increase in total protein and lipid content in SPRT-
treated cells. Protein modes at 756 cm−1 and 1003 cm−1 are
assigned to aromatic amino acids, tryptophan and phenyl-
alanine, respectively,42,43 while the mode at 1402 cm−1 (ref. 44)
arises from protein methyl groups. The prominent mode at
1670 cm−1 represents the amide I band. Its precise spectral
position depends on the type of protein secondary structure.
Modes at 1448 cm−1 and 1125 cm−1 could arise from both pro-
teins and lipids.42,45 Those peaks are, as mentioned above,
negative in PC1 loading, having greater contribution in the
SPRT-treated cell spectra.

Although the high-wavenumber region of PC1 loading exhi-
bits only a few peaks, those are very pronounced. It therefore
demonstrates large differences in this spectral region between
groups of cells and seems to be the most important discrimi-
nating feature for SPRT-treated cells. Modes in this region orig-
inate from protein and lipid vibrations. Although individual
contributions of proteins and lipids cannot be clearly distin-
guished, it was established in the literature that the CH2

stretching vibration at 2851 cm−1 is more of lipid character
and that the symmetric CH3 stretching vibration at 2928 cm−1

is more of protein character.46 Since negative peaks positioned
at 2883 cm−1 and 2933 cm−1 were observed in PC1 loading,
this region indicates a higher global lipid and protein content
in SPRT-treated cells, which is in accordance with the lower
wavenumber region data.

As previously said, PC3 represents spectral changes that
help to separate the spectra of CD-treated cells from those of
control cells. Score values for PC3 are positive for CD-treated
cells and negative for control cells. When it comes to SPRT-
treated cells, it can be observed that roughly one half of cell
spectra have negative and the other half have positive values of
PC3 scores. In accordance with that, the positive peaks in PC3
loading denote a relative increase in the corresponding mole-
cules in CD-treated cells. Contrary to PC1 loading, PC3 loading
is more similar to D2, the difference spectrum of CD-treated
cells.

Most prominent bands in the PC3 loading are those
assigned to nucleic acids. That group consists of already men-
tioned 785 cm−1 mode along with modes at 1092 cm−1,
1488 cm−1 and 1574 cm−1.42,47–49 A negative sign of these
peaks in PC3 loading leads to the conclusion that CD-treated
cells carry the smallest DNA content, while SPRT-treated cells
also have smaller DNA content compared to control, but larger
compared to CD-treated cells. Slightly less prominent negative
peaks at 1372 cm−1 and 1422 cm−1 can also be assigned to
nucleic acid vibrations.40 The decreased DNA content is, there-
fore, the main characteristic of CD-treated HeLa cells.

Except nucleic acid Raman modes, PC3 loading contains
two positive peaks: at 1402 cm−1, assigned to proteins, and at
1448 cm−1, assigned to proteins and lipids. The feature at
1730 cm−1 cannot be definitely included into the analysis due
to its very low intensity, but it should be mentioned that the
mode at this position represents a typical lipid spectral
marker, while the peak at 1125 cm−1 can arise both from
lipids and proteins.42,44,45 The increased lipid content is,
therefore, a discriminating feature also for CD-treated cells
(not only SPRT-treated, shown by PC1).

More protein Raman modes in PC3 loading are represented
with positive peaks at 756 cm−1, 1003 cm−1 and 1630 cm−1.
The first two originate from aromatic amino acids, tryptophan
and phenylalanine,43 respectively, while the feature at
1630 cm−1 belongs to the amide I band. The amide I band in
protein Raman spectra can be observed as a broad peak cover-
ing frequencies from 1600 cm−1 to 1690 cm−1, approxi-
mately.50 It has been used for studies of the protein secondary
structure,42 being highly sensitive to changes in the molecular
geometry and hydrogen binding of peptide groups. In both
difference spectra as well as in PC1 and PC3 loadings a feature
at ∼1670 cm−1 is present, which can be related to the relative
increase of the protein content. In PC3 loading, as well as in
CD-cell difference spectrum, a low-wavenumber wing of the
amide I band, centered around 1630 cm−1, is more pro-
nounced than in PC1 loading and SPRT-treated cell difference
spectrum. This indicates changes in the protein secondary

Table 2 Raman modes in the measured cell spectra and their possible
assignations

Mean spectra PC1 PC2 PC3

Related macromoleculeRaman bands (cm−1)

726 720 726 Nucleic acids
756 756 756 756 Tryptophan
785 785 785 785 Nucleic acids
830/853 Tyrosine
940 940 Proteins
1003 1003 1003 1003 Phenylalanine
1092 1092 1092 1092 Nucleic acids
1125 1125 1125 1125 Lipids, proteins
1245 1250 Amide III
1277 Amide III
1320 Proteins, nucleic acids
1335 1335 Proteins, nucleic acids
1372 1372 1372 1372 Nucleic acids
1402 1402 1402 1402 Proteins

1422 1420 1422 Nucleic acids
1448 1448 1448 Proteins, lipids

1488 1488 Nucleic acids
1552 1552 1548 Tryptophan
1585 1574 1574 Nucleic acids

1630 1630 1630 Amide I
1661 1670 1670 Amide I
1730 1730 1730 Lipids
2880 2883 2883 Proteins, lipids
2933 2933 2924 Proteins, lipids
2970 Lipids
3060 3060 3060 Proteins, lipids
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structure specific for the cells treated with CD NPs. However,
this spectral region also contains some water vibration
modes51 which were subtracted during spectra preprocessing,
but some artifacts due to this can appear.

A similar conclusion about the increase of total protein and
lipid content in NP-treated cells can be derived analyzing the
high-wavenumber region of PC3 loading. All modes in this
region, at 2883 cm−1, 2924 cm−1 and 3060 cm−1, can be assigned
to proteins and lipids, though the band at 2883 cm−1 is more of
lipid character, while the one at 2924 cm−1 is more of protein
character mode.46,52 It should be noticed that the peak at
2924 cm−1 in PC3 loading is shifted when compared to the
2933 cm−1 peak in the original mean cell spectra, as well as com-
pared with the corresponding peak in the PC1 loading spectrum.

To summarize, PC3 indicates a decrease in nucleic acid and
an increase in protein and lipid content of NP-treated cells,
with observable differences in the relative ratio of features in
the amide I band region for SPRT- and CD-treated cell spectra,
suggesting changes in the protein secondary structure for the
latter.

Contrary to the expectations that uncoated NPs affect the
cells more strongly than coated NPs, due to their free surface
accessible to the cell molecules, the results from conventional
biological assays and Raman measurements lead to the con-
clusion that dextran-coated CD NPs had a higher impact on
cells. The reason for that could be found in the stability i.e.
the size of NPs. Coated CD NPs, being smaller in size
(3–4 nm), can affect the cells more successfully than large
aggregates of uncoated SPRT NPs, as the coated particles pass
through cell structures more easily. Our AFM measurements
showed that a portion of SPRT NPs rest on the cell surface, in
the form of large clusters, which interferes with the AFM
characterization of the cell membrane surface. However, the
Raman imaging results indicate that at least part of the SPRT
NPs passes the cell membrane and are located within the cyto-
plasm and possibly other cell organelles, except the nucleus.
Still, the level of activity of those intracellular NP aggregates is
lower than the activity of CD NPs, as has been shown by the
SRB assay. In order to ensure that the observed changes in the
growth of CD-treated cells are caused by CeO2 and not by
dextran itself, we tested for potential interfering effects of a
dextran solution on cell culture. A 48 hour treatment with the
aqueous dextran solution of the concentration equal to the
one used in NP synthesis showed no effect on the growth of
cell culture. We thereby confirmed that the effect is due to
ceria solely and that dextran itself does not affect the growth,
viability and detaching of the cells from the surface.

Conventional biological assays showed that effects of NPs
were represented mainly by cell growth inhibition, i.e. by a
decrease of the overall cell number in treated cell samples.
Based on the literature data, most typical Raman spectral
markers for reduced cell growth are changes in nucleic acids’
Raman modes. In our experiments, the most pronounced
differences between the treated and control Raman spectra are
also nucleic acids’ peaks, indicating the reduced quantity of
cell nucleic acids and/or nuclear condensation level. An

increase in the overall quantity of proteins and lipids in NP-
treated cells points out the effects caused primarily by CD NPs.
This could be associated with the enlargement of the overall
cell membranous area, due to vacuolization processes, often
following NP internalization in the cell.53

AFM showed the depletion of lamellipodia and increased
levels of cell surface corrugation, as well as poorly defined
nuclei borders and partly fragmented nucleoli, in NP-treated
cells compared to control cells. Those features are already
studied as potential mechanical biomarkers for monitoring
antitumor drug effects.54 It has been shown that the surface
roughness of HeLa cells is increased after treatment with some
antitumor drugs, which act as proliferation inhibitors.55

Protein-related changes represented by the features in the
amide I band region in the cell Raman spectra could be
related to the reorganization of cytoskeletal elements and
membrane proteins, causing cell surface modulations.

It was shown that nanoceria interfere with the cytoskeletal
organization of neural stem cells.15 It was also observed that

Fig. 9 (a) PLS score plot of first two components. Black dots represent
control cells, red SPRT-treated cells and blue dots CD-treated cells,
centroids are marked with large bordered circles where circle core
colors match the score plot colors of individual groups. (b) LDA projec-
tions on LD1 and LD2 for a tested set of spectra. Black hexagons rep-
resent control cells, red circles SPRT-treated cells and blue rhombuses
CD-treated cells.
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gold NPs inhibit the polymerization of cytoskeletal protein
tubulin, inducing amide bands’ shifts.14 These NPs induce cell
cycle arrest and apoptosis of human lung and breast cancer
cells, as shown in the same study. In our experiments, CeO2

NPs affected the cells by decreasing the cell growth, that could
be a consequence of apoptosis or cell cycle arrest.

3.6 Classification of the cells treated with nanoparticles

Partial least squares regression (PLS) analysis is, unlike PCA, a
supervised multivariate method and takes into account prior
knowledge on the group association of spectra. It is used to
decompose the spectral variance in such a way that it optimally
separates the spectra from different groups of samples. PLS
analysis was performed on all three groups of spectra. PLS
scores spanning the space of first two PLS components are
shown in Fig. 9(a). A PLS-LDA model was built using a share of
total spectral dataset and then tested on the remaining
spectra. Linear discriminant analysis (LDA) using first five PLS
components was trained on random 360 spectra (training set),
120 from each cell group, and the model was tested on the
remaining spectra from the total of 683.

LD1/LD2 scores for the tested spectra are shown in Fig. 9(b)
demonstrating good separation and enabling good prediction
for spectra membership in each of three groups. The sensi-
tivity of the LDA prediction was 88% and specificity was 92%.
The quality of spectra separation shows a potential for the
method application in the separation of cells of the same type
treated with different kinds of NPs.

4. Conclusions

AFM and Raman spectroscopy were used to study the morpho-
logical and molecular changes of HeLa cells exposed to
dextran-coated (CD) CeO2 NPs and uncoated (SPRT) CeO2 NPs.
AFM showed degrading changes of the cell membrane and
lamellipodia and an increase of surface roughness in the
treated cells. Raman spectroscopy showed that coated CD NPs
have a higher impact on HeLa cells, observed through the
decrease of DNA content and the increase of the lipid/protein
content. Furthermore, modifications in the spectral region
characteristic of the protein secondary structure, induced by
coated CD NPs, were detected in their Raman spectra. These
changes could be connected with cytoskeleton reorganization,
causing morphological modifications of the cell surface.

Based on the results of this study, single-cell Raman spec-
troscopy performed fast and on a large number of cells has
potential for quick screening of cell DNA content changes
resulting from NP exposure. Raman analysis demonstrated
that the two types of ceria NPs both affect DNA, while standard
biological assays had been able to confirm only the effects of
CD NPs. The formation of lipid structures and the modifi-
cation of cell proteins can sometimes signal the mechanism of
the NP–cell interaction, and these changes are also observable
by Raman spectroscopy, as demonstrated in this work. The
AFM investigation of surface cell properties combined with

Raman spectral fingerprinting of surface molecular structures
might be used to extract information on the effect of NPs on
the cell–cell and the cell–environment communication. In
general, the results obtained by Raman spectroscopy provide
guidelines for a more detailed characterization of NP–cell
interactions. Finally, multivariate PLS-LDA modeling marked
the potential of Raman spectroscopy for the classification of
the cells of the same origin in different physiological statuses
caused by NPs.

Conflicts of interest

There are no conflicts to declare.

Acknowledgements

This work was supported by the Serbian Ministry of Education,
Science and Technological Development (SMESTD) under pro-
jects OI 171032, OI 171005 and III 41027, Institute of Physics
Belgrade through the grant of SMESTD and German Academic
Exchange Service through DAAD project no. 91676974. B. V.
acknowledges the support of “Pokreni se za nauku – Startup
for science” grant. The authors acknowledge the Leibniz
Institute of Age Research – Fritz Lipmann Institute Jena pro-
viding access to TEM and to Franka Jahn and Branko Matović
for TEM images of nanoparticles. M. M. and S. A. wish to
thank Natalie Töpfer, Vera Dugandžić, Novica Paunović and
Dimitrije Stepanenko for helpful discussions.

References

1 X. Huang, R. O’Connor and E. A. Kwizera, Nanotheranostics,
2017, 1, 80–102.

2 H. Jo, J. Her and C. Ban, Biosens. Bioelectron., 2015, 71,
129–136.

3 K. Kalimuthu, B.-C. Lubin, A. Bazylevich, G. Gellerman,
O. Shpilberg, G. Luboshits and M. A. Firer, J. Nanobiotechnol.,
2018, 16, 34.

4 S. S. Lucky, K. C. Soo and Y. Zhang, Chem. Rev., 2015, 115,
1990–2042.

5 O. Lushchak, A. Zayachkivska and A. Vaiserman, Oxid.
Med. Cell. Longevity, 2018, 2018, 9.

6 A. Gallud, K. Kloditz, J. Ytterberg, N. Ostberg, S. Katayama,
T. Skoog, V. Gogvadze, Y. Z. Chen, D. Xue, S. Moya, J. Ruiz,
D. Astruc, R. Zubarev, J. Kere and B. Fadeel, Sci. Rep., 2019,
9, 4366.

7 M. Wunsch, R. Caspell, S. Kuerten, P. Lehmann and
S. Sundararaman, Cells, 2015, 4, 40–55.

8 P. Kumar, A. Nagarajan and P. D. Uchil, Cold Spring Harb.
Protoc., 2018, 2018, 465–468.

9 P. Skehan, R. Storeng, D. Scudiero, A. Monks, J. McMahon,
D. Vistica, J. T. Warren, H. Bokesch, S. Kenney and
M. R. Boyd, J. Natl. Cancer Inst., 1990, 82, 1107–1112.

Paper Analyst

3994 | Analyst, 2020, 145, 3983–3995 This journal is © The Royal Society of Chemistry 2020

Pu
bl

is
he

d 
on

 2
4 

M
ar

ch
 2

02
0.

 D
ow

nl
oa

de
d 

by
 N

at
io

na
l L

ib
ra

ry
 o

f 
Se

rb
ia

 o
n 

5/
26

/2
02

3 
9:

45
:2

0 
A

M
. 

View Article Online

https://doi.org/10.1039/c9an02518a


10 T. L. Riss, R. A. Moravec, A. L. Niles, S. Duellman,
H. A. Benink, T. J. Worzella and L. Minor, in Assay
Guidance Manual, ed. G. S. Sittampalam, A. Grossman, K.
Brimacombe, M. Arkin, D. Auld, C. Austin, J. Baell, B.
Bejcek, J. M. M. Caaveiro, T. D. Y. Chung, N. P. Coussens,
J. L. Dahlin, V. Devanaryan, T. L. Foley, M. Glicksman,
M. D. Hall, J. V. Haas, S. R. J. Hoare, J. Inglese,
P. W. Iversen, S. D. Kahl, S. C. Kales, S. Kirshner, M. Lal-
Nag, Z. Li, J. McGee, O. McManus, T. Riss, O. J. Trask Jr.,
J. R. Weidner, M. J. Wildey, M. Xia and X. Xu, Eli Lilly &
Company and the National Center for Advancing
Translational Sciences, Bethesda (MD), 2004, https://www.
ncbi.nlm.nih.gov/books/NBK144065/.

11 D. W. Shipp, F. Sinjab and I. Notingher, Adv. Opt.
Photonics, 2017, 9, 315–428.

12 T. A. J. de Souza, T. L. Rocha and L. P. Franchi, Adv. Exp.
Med. Biol., 2018, 1048, 215–226.

13 M. P. Harvanova, J. Jiravova, J. Malohlava,
K. B. Tomankova, D. Jirova and H. Kolarova, Int. J. Pharm.,
2017, 528, 280–286.

14 D. Choudhury, P. L. Xavier, K. Chaudhari, R. John,
A. K. Dasgupta, T. Pradeep and G. Chakrabarti, Nanoscale,
2013, 5, 4476–4489.

15 A. R. Gliga, K. Edoff, F. Caputo, T. Källman, H. Blom,
H. L. Karlsson, L. Ghibelli, E. Traversa, S. Ceccatelli and
B. Fadeel, Sci. Rep., 2017, 7, 9284.

16 R. Parveen, T. N. Shamsi and S. Fatima, Int. J. Biol.
Macromol., 2017, 94, 386–395.

17 L. Ahlinder, B. Ekstrand-Hammarström, P. Geladi and
L. Österlund, Biophys. J., 2013, 105, 310–319.

18 E. Brauchle, S. Thude, S. Y. Brucker and K. Schenke-
Layland, Sci. Rep., 2014, 4, 4698.

19 A. S. Mondol, N. Töpfer, J. Rüger, U. Neugebauer, J. Popp
and I. W. Schie, Sci. Rep., 2019, 9, 12653.

20 A. Pliss, A. N. Kuzmin, A. V. Kachynski and P. N. Prasad,
Biophys. J., 2010, 99, 3483–3491.

21 I. W. Schie, L. Alber, A. L. Gryshuk and J. W. Chan, Analyst,
2014, 139, 2726–2733.

22 E. Fazio, A. Speciale, S. Spadaro, M. Bonsignore, F. Cimino,
M. Cristani, D. Trombetta, A. Saija and F. Neri, Colloids
Surf., B, 2018, 170, 233–241.

23 M. Lasalvia, G. Perna and V. Capozzi, Sensors, 2019, 19, 2418.
24 F. Braet, C. Seynaeve, R. De Zanger and E. Wisse,

J. Microsc., 2001, 190, 328–338.
25 H. A. McNally, B. Rajwa, J. Sturgis and J. P. Robinson,

J. Neurosci. Methods, 2005, 142, 177–184.
26 G.-M. Lyu, Y.-J. Wang, X. Huang, H.-Y. Zhang, L.-D. Sun,

Y.-J. Liu and C.-H. Yan, Nanoscale, 2016, 8, 7923–7932.
27 S. Rajeshkumar and P. Naik, Biotechnol. Rep., 2018, 17, 1–5.
28 L. Benameur, M. Auffan, M. Cassien, W. Liu, M. Culcasi,

H. Rahmouni, P. Stocker, V. Tassistro, J.-Y. Bottero, J. Rose,
A. Botta and S. Pietri, Nanotoxicology, 2014, 9, 696–705.

29 A. S. Karakoti, S. V. N. T. Kuchibhatla, K. S. Babu and
S. Seal, J. Phys. Chem. C, 2007, 111, 17232–17240.

30 E. Alpaslan, H. Yazici, N. H. Golshan, K. S. Ziemer and
T. J. Webster, ACS Biomater. Sci. Eng., 2015, 1, 1096–1103.

31 J. M. Perez, A. Asati, S. Nath and C. Kaittanis, Small, 2008,
4, 552–556.

32 S. Mittal and A. K. Pandey, BioMed Res. Int., 2014, 2014,
891934.

33 S. Boskovic, D. Djurovic, Z. Dohcevic-Mitrovic, Z. Popovic,
M. Zinkevich and F. Aldinger, J. Power Sources, 2005, 145,
237–242.

34 I. W. Schie, J. Rüger, A. S. Mondol, A. Ramoji, U. Neugebauer,
C. Krafft and J. Popp, Anal. Chem., 2018, 90, 2023–2030.

35 E. Cordero, F. Korinth, C. Stiebing, C. Krafft, I. Schie and
J. Popp, Sensors, 2017, 17, 1724.

36 C. Stiebing, I. W. Schie, F. Knorr, M. Schmitt, N. Keijzer,
R. Kleemann, I. J. Jahn, M. Jahn, A. J. Kiliaan, L. Ginner,
A. Lichtenegger, W. Drexler, R. A. Leitgeb and J. Popp,
Neurophotonics, 2019, 6, 1–9.

37 R. Kostić, S. Aškrabić, Z. Dohčević-Mitrović and
Z. V. Popović, Appl. Phys. A, 2007, 90, 679–683.

38 C. Matthäus, T. Chernenko, J. A. Newmark, C. M. Warner
and M. Diem, Biophys. J., 2007, 93, 668–673.

39 J. W. Chan, D. S. Taylor, T. Zwerdling, S. M. Lane, K. Ihara
and T. Huser, Biophys. J., 2006, 90, 648–656.

40 A. J. Ruiz-Chica, M. A. Medina, F. Sánchez-Jiménez and
F. J. Ramírez, J. Raman Spectrosc., 2004, 35, 93–100.

41 I. W. Schie and T. Huser, in Comprehensive Physiology, ed.
R. Terjung, American Physiological Society, 2013, vol. 3, pp.
941–956.

42 Z. Movasaghi, S. Rehman and I. U. Rehman, Appl.
Spectrosc. Rev., 2007, 42, 493–541.

43 N. Stone, C. Kendall, N. Shepherd, P. Crow and H. Barr,
J. Raman Spectrosc., 2002, 33, 564–573.

44 R. K. Dukor, in Handbook of Vibrational Spectroscopy, ed.
J. M. Chalmers and P. R. Griffiths, John Wiley & Sons, Ltd.,
2006, pp. 3335–3361, DOI: 10.1002/0470027320.s8107.

45 K. Czamara, K. Majzner, M. Z. Pacia, K. Kochan, A. Kaczor
and M. Baranska, J. Raman Spectrosc., 2015, 46, 4–20.

46 N. J. Kline and P. J. Treado, J. Raman Spectrosc., 1997, 28,
119–124.

47 I. Notingher, I. Bisson, J. M. Polak and L. L. Hench, Vib.
Spectrosc., 2004, 35, 199–203.

48 V. V. Pully, A. T. M. Lenferink and C. Otto, J. Raman
Spectrosc., 2011, 42, 167–173.

49 N. Stone, C. Kendall, J. Smith, P. Crow and H. Barr, Faraday
Discuss., 2004, 126, 141–157.

50 A. Rygula, K. Majzner, K. M. Marzec, A. Kaczor,
M. Pilarczyk and M. Baranska, J. Raman Spectrosc., 2013,
44, 1061–1076.

51 D. M. Carey and G. M. Korenowski, J. Chem. Phys., 1998,
108, 2669–2675.

52 K. Czamara, K. Majzner, A. Selmi, M. Baranska, Y. Ozaki
and A. Kaczor, Sci. Rep., 2017, 7, 40889.

53 D. Septiadi, F. Crippa, T. L. Moore, B. Rothen-Rutishauser
and A. Petri-Fink, Adv. Mater., 2018, 30, e1704463.

54 X. Yun, M. Tang, Z. Yang, J. J. Wilksch, P. Xiu, H. Gao,
F. Zhang and H. Wang, RSC Adv., 2017, 7, 43764–43771.

55 K. S. Kim, C. H. Cho, E. K. Park, M.-H. Jung, K.-S. Yoon and
H.-K. Park, PLoS One, 2012, 7, e30066.

Analyst Paper

This journal is © The Royal Society of Chemistry 2020 Analyst, 2020, 145, 3983–3995 | 3995

Pu
bl

is
he

d 
on

 2
4 

M
ar

ch
 2

02
0.

 D
ow

nl
oa

de
d 

by
 N

at
io

na
l L

ib
ra

ry
 o

f 
Se

rb
ia

 o
n 

5/
26

/2
02

3 
9:

45
:2

0 
A

M
. 

View Article Online

https://doi.org/10.1039/c9an02518a


IEEE JOURNAL OF SELECTED TOPICS IN QUANTUM ELECTRONICS, VOL. 25, NO. 3, MAY/JUNE 2019 8500108

Electrically Tunable Metal–Semiconductor–Metal
Terahertz Metasurface Modulators
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rays as active elements of electrically tunable metasurfaces oper-
ating in the terahertz spectrum. Their function is based on reverse
biasing the Schottky junction formed between top metal strips
and the n-type semiconductor buried beneath. A gate bias be-
tween the strips and a back metal reflector controls the electron
depletion layer thickness thus tuning the Drude permittivity of the
cavity array. Using a rigorous multiphysics framework which com-
bines Maxwell equations for terahertz waves and the drift-diffusion
model for describing the carrier behavior in the semiconductor,
we find a theoretically infinite extinction ratio, insertion loss of
around 10%, and picosecond intrinsic switching times at 1 THz,
for a structure designed to enter the critical coupling regime once
the depletion layer reaches the bottom metal contact. We also show
that the proposed modulation concept can be used for devices op-
erating at the higher end of the terahertz spectrum, discussing the
limitations on their performance.

Index Terms—Terahertz metasurfaces, tunable metamaterials.

Manuscript received August 27, 2018; revised January 10, 2019; accepted
January 13, 2019. Date of publication January 17, 2019; date of current version
February 6, 2019. The work of G. Isić was supported in part by the Serbian
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supported by NPRP 7-665-1-125 and NPRP 8-028-1-001 projects of the Qatar
National Research Fund (a member of the Qatar Foundation). (Corresponding
author: Goran Isić.)
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I. INTRODUCTION

T ERAHERTZ science has been steadily attracting a grow-
ing interest over the past decades. Lying above the upper

limit of frequencies attainable in electronic devices and yet be-
low frequencies at which light can be efficiently generated and
detected, the current terahertz technology is faced with many
challenges [1]. Among them, the development of fast electro-
optic modulators for free-space terahertz signals, exhibiting low
insertion loss and high modulation depth, has been gaining in
importance over the past years considering the rapidly growing
demands of wireless communications [2].

Following initial successful demonstrations of electro-optic
modulation in terahertz [3], [4], the culprit of the very low
modulation efficiency has been identified as the incompatibil-
ity of submillimeter wavelengths with much smaller features of
the underlying electronic system [5]. A substantial increase in
modulation efficiency has since been provided by various metal-
lic structures [6], [7] whose resonant response translates into a
stronger light-matter interaction helping bridge the two scales.
Devices combining semiconductors (mainly gallium arsenide,
GaAs) with metasurfaces have been of particular interest [8] as
they offer high-speed modulation, a perspective of on-chip in-
tegration using established semiconductor technologies [9] and
are fully compatible with quantum cascade lasers [1], the most
promising source of terahertz radiation. Other material systems,
such as liquid crystals [10]–[12] and graphene [13]–[15] more
recently, have also been considered in depth, each presenting its
own set of comparative advantages.

After the first prototype was introduced [6], a number of
semiconductor-based terahertz metasurface modulators have
been considered [7], [16]–[20] with widely ranging perfor-
mance parameters. Perhaps the most convincing demonstration
so far has been the double-channel heterostructure modulator
[18] achieving modulation speed above 1 GHz and a modula-
tion depth of 85%. Leaving important technical details aside,
the above devices all derive their operation principle from the
original work [6]. It involves a cut metal wire taking various
shapes (e.g. a split-ring resonator or a dipole antenna) placed on
top of a semiconductor, in which modulation occurs as a result
of tuning the semiconductor conductivity beneath the gap, since
a high conductivity effectively short-circuits the two parts.

Here we consider an alternative device concept whose main
characteristic is that the tunable resonant element is buried
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Fig. 1. (a) Operation principle, (b) Typical bias-dependent reflectance spectra,
(c) A section of the device shown in real scale (in the actual device, the strips are
repeated periodically). The epitaxial GaAs layer is selectively n-doped beneath
the strips.

into the semiconductor akin to the one recently used in elec-
trically tunable infrared polaritonic metasurfaces [21]. It com-
prises a metal-semiconductor-metal cavity of deeply subwave-
length thickness known for providing a substantial light-matter
interaction enhancement [22]. Such cavities have recently been
employed in electrical control of intersubband polaritons [23],
terahertz [24], [25] and infrared quantum detectors [26]
and vertical-external-cavity surface-emitting quantum cascade
lasers [27], [28]. In contrast to the listed examples which all rely
on AlGaAs quantum heterostructures, the active region in our
case is simply a single n-doped epitaxial layer of GaAs form-
ing a Schottky contact at the interface with the top metal layer,
allowing for tuning the n-GaAs permittivity by applying a gate
voltage.

II. OPERATION PRINCIPLE AND DEVICE GEOMETRY

The basic element of the device is a metal-semiconductor-
metal cavity array depicted in Fig. 1(a). A Schottky junction
is formed between the top electrode (gate) and the epitaxial
semiconductor layer while the contact to the bottom electrode
(ground) is ohmic. The gold and GaAs combination of ma-
terials is considered because its optical properties in metal-
semiconductor-metal cavities [29] as well as the relevant Schot-
tky [30], [31] and ohmic contact [32] characteristics are well
documented, however a range of other materials may suffice as
well. At zero bias, the electron concentration ne in each cavity
(gray shading) is considered equal to the fully ionized donor
concentration Nd (small spheres). If the doping is very high,
so that the plasma oscillation frequency ωp is above the in-
coming field frequency, the Drude response will be fast enough
to screen the external fields out of the cavities and the device
will act as a mirror. Upon applying a sufficiently large reverse
voltage, the depletion layer of the Schottky junction extends
over the entire cavity which now supports a photonic mode with
eigenfrequency ω0 = 2πf0 and is characterized by a radiative
decay rate γrad and a non-radiative decay rate γ0 , the latter be-
ing the sum of the rate of photon absorption in the metal γm and
semiconductor γs . If the geometrical parameters of the cavity

are chosen appropriately [11], the critical coupling condition

γrad = γ0 , (1)

may be reached, ensuring the total absorption of an externally
incident terahertz beam. Therefore, by switching Vg , a large
reflectance modulation may be achieved in a band of frequencies
around f0 , as depicted in Fig. 1(b).

In fact, the analysis below shows that efficient modulation
does not strictly require a sub-plasma frequency operation
(ωp/ω0 > 1), as long as the free carriers are able to blueshift ω0
enough. Formally, one may analyze the eigenfrequency ω0(Vg)
and decay rates γm(Vg), γs(Vg), γrad(Vg) as functions of Vg .
However, since the quantitative connection between such a de-
pendence and the modulation efficiency is not straightforward,
here a direct approach is adopted whereby the decay rates are
analyzed only for fully depleted cavities after which the modu-
lation efficiency is evaluated without further reference to them.

For convenience, here the simplest implementation of the de-
scribed concept is considered, as depicted in realistic scale in
Fig. 1(c). The device represents a periodic array of long rect-
angular strips of width w and pitch p, connected to a common
potential Vg at the far end. It is operative for one polarization
(across the strips) only, but polarization-insensitive variants [11]
can be straightforwardly devised by replacing the strips with
symmetrical patches (e.g. circular or square-shaped). Invoking
the temporal coupled-mode theory (TCMT) formalism [33],
[34], the complex reflection coefficient of metal-semiconductor-
metal cavity arrays with fundamental optical modes in the tera-
hertz range [22] can, to an excellent approximation, be written
as [35]

r(ω) =
ω − ω0 + i(γ0 − γrad)
ω − ω0 + i(γ0 + γrad)

. (2)

We use the TCMT formalism in conjunction with rigorous nu-
merical simulations (see Appendix IV), whereby the three pa-
rameters ω0 , γ0 and γrad are extracted by fitting Eq. (2) to the
numerically calculated r(ω). While useful in providing a sim-
ple way of parametrizing the optical response of the device, the
real advantage of the TCMT formalism stems from the fact that
γ0 and γrad are physically meaningful quantities which can be
related to the cavity geometry and eigenmode field distribution,
thus facilitating the design of cavities with desired r(ω).

The process of identifying a geometry which yields a criti-
cally coupled optical mode at a desired frequency f0 can be illus-
trated on the example of f0 = 1 THz. According to Fig. 1(c), it
involves deciding on values of three geometrical parameters, w,
p and ts . Here the gold strip thickness tm is set to 0.3μm instead
of being considered as a free parameter because its exact value
is insignificant, as long as it is much smaller than the wavelength
but large enough to ensure optical opacity. The cavity widthw is
determined from the target f0 because the fundamental optical
mode is a transverse-magnetic standing wave [22] whose eigen-
frequency is only weakly affected by changing ts and p (see
Figs. 2(a,b) below). A slight lateral spill of the standing wave
fields beyond the strip edges implies that the half-wavelength
in the semiconductor λ0,GaAs/2 is slightly larger than w.
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Fig. 2. TCMT parameters as a function of (a) semiconductor layer thickness,
(b) pitch. (c) Geometrical parameters yielding critical coupling at full depletion
(p is fixed at 1.25w).

Assuming nGaAs = 3.3 at 1 THz, yields λ0,GaAs/2 ≈
45.45μm, starting from which we easily find w = 40μm to
yield f0 ≈ 1 THz.

To establish the role of GaAs thickness, in Fig. 2(a) we fix
p = 50μm and plot the TCMT parameters as a function of ts .
Since the cavity is assumed to be fully depleted, the absorption
rate in the semiconductor layer γs will be negligible while γ0 be-
comes equal to the metal absorption rate γm plotted in Fig. 2(a).
The numerically calculated values of γm and γrad , represented
by circles and squares respectively, are seen to fit very well to a
t−1
s and ts curve (solid lines). The origin of the observed scaling

of γm and γrad has been examined in Appendix C of [11] for the
mathematically analogous case of circular patch cavities filled
with a liquid crystal. This scaling follows from a straightforward
consideration of how the modal fields are redistributed when the
cavity height is changed, with the only subtlety being the eigen-
mode field normalization. Here we limit the discussion to noting
that the observed trend is what one would expect: compressing
the eigenmode into a thinner cavity causes the fields to pene-
trate more into the cladding on top and bottom, implying higher
absorption in the metal and, therefore, the increase of γm with
decreasing ts . On the other hand, the radiation loss of a cavity
must be proportional to the fraction of its surface not covered
by metal and since the latter is proportional to ts , we infer that
γrad should decrease as ts is decreased. In Fig. 2(a), adjusting
ts alone is found to be sufficient for achieving critical coupling,
seen as the crossing of γm and γrad curves in Fig. 2(a). In fact,
since two curves proportional to ∼ t−1

s and ∼ ts always have an
intersection, we infer that adjusting ts alone will be sufficient to
fulfill Eq. (1) for any reasonable cavity. Meanwhile, the dashed

line depicting f0/15 shows that f0 undergoes only a small rela-
tive variation over the considered ts interval, meaning that once
ts is fixed, w may be readjusted to set f0 exactly to the desired
value.

The effect of changing the pitch is considered in Fig. 2(b)
where ts is set to a representative value of 2.8μm. For p below
50μm, the strips spacing becomes too small, leading to the
hybridization of adjacent cavity modes and their delocalization
[29]. At the higher end, p is limited by the requirement that only
the zeroth diffraction order is propagative. The calculated γm
datapoints (circles) fit very well to the constant line. This follows
from the fact that once adjacent cavities become sufficiently
separated, the field of their eigenmodes becomes identical to
the field of an isolated cavity. Since γm is determined by field
penetration into the metal, it cannot depend on p. On the other
hand, γrad is seen to decrease rapidly with p, which might appear
surprising because it implies that the power emitted by each
cavity is affected by p. This, however, is a natural consequence of
the fact that the cavities represent an array of mutually coherent
emitters. In Appendix IV we give a short proof that γrad ∼
p−1 approximately. This is confirmed in Fig. 2(b), with the
∼p−1 fit (full line) matching the numerical data very well over
the entire considered range of p. In this case, the dashed line
representing f0/40 shows that f0 is virtually independent of
p. Since γm remains invariant, there will be cases in which
changing p alone will not be sufficient to reach critical coupling.
For example, cavities with higher aspect ratios (ts/w) will be
highly overcoupled γm � γrad , so even at p ≈ λ0 , γrad might
still be substantially larger than γm . The reverse problem occurs
with very small aspect ratios (highly undercoupled cavities), as
in that case even for p ≈ w, γrad might still be well below γm .

Now, consider a cavity with eigenfrequency ω0 in which Eq.
(1) is fulfilled for given ts and p. If we decrease p, in order
to retain critical coupling, we also have to decrease ts . Since p
does not affect it, γm is modified only because ts was decreased,
meaning that we end up with a cavity having both γm and γrad
larger than in the initial cavity. Therefore, decreasing p increases
the bandwidth Δf = (γm + γrad)/π of the device. A shorter p
is also important as it allows smaller values for ts , translating
into lower operation voltage and higher speed. For these reasons,
in what follows we set the pitch to p = 1.25w, (a value close
to the onset of cavity mode hybridization) and adjust ts until
critical coupling is reached.

The above procedure may be repeated for an arbitrary fre-
quency f0 . However, in order to findw and ts that ensure critical
coupling over the entire terahertz spectrum, it is more straight-
forward to employ geometrical scaling. Downscaling all geo-
metrical parameters of a cavity array by a factor, upscales the
TCMT parameters approximately by the same factor. However,
small deviations from linear scaling due to material dispersion
result in a cavity that does not meet the critical coupling con-
dition exactly [35], meaning that ts will have to be slightly
adjusted to restore it. Figure 2(c) shows the values of w and ts
that yield critically coupled cavities, for resonant frequencies
ranging from 0.3 THz up to 7 THz, beyond which GaAs cannot
be used for this purpose, due to its optical phonons and onset
of the reststrahlen band [29]. The plotted quantities are actually
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Fig. 3. Schottky junction under reverse bias showing the depletion layer reach-
through effect. The profiles are drawn along the symmetry axis of a cavity
with p = 52.72μm, w = 42.18μm, ts = 2.13μm, tm = 0.3μm and Nd =
1.2 × 1016 cm−3, designed to operate at 1 THz. (a) Electron concentration (solid
line - rigorous model, dashed - FDA) parametrized by −Vg , (b) Corresponding
electric field profiles, (c) Depletion layer width with dashed lines indicating the
transition width, defined as location where ne reaches the 0.1Nd and 0.9Nd
marks.

normalized to the free-space wavelength λ0 , demonstrating the
mentioned deviation from the linear scaling law. For the same
reason, the Q factor Q = ω0/2(γm + γrad) = ω0/4γrad is seen
to decrease slowly going towards higher frequencies.

III. DOPING CONCENTRATION AND PERFORMANCE ANALYSIS

A nonzero concentration ne(r) of free electrons in the cavity
introduces a Drude term to the optical permittivity εopt of GaAs.
The total permittivity becomes inhomogeneous and is given by
[36], [37]

εs(r, ω) = εopt

(
1 − ω2

p(r)
ω(ω + iγc)

)
, (3)

where the plasma frequency ωp and intraband electron collision
rate γc read

ωp(r) =

√
ne(r)q2

εoptε0m∗
c

, γc =
q

μnm∗
c

, (4)

while the realistic doping-dependent conduction band electron
mobility μn is evaluated following [38]. At zero gate bias,
ne ≈ Nd in the entire cavity, except in a thin depletion layer
beneath the gate. It is thus clear that the higherNd is, the greater
the voltage-induced change of permittivity will be, resulting in
more effective modulation. The upper limit on Nd is set by
the requirement that the cavity can be fully depleted before the
avalanche breakdown of the Schottky junction.

To estimate the highest possible value of Nd , we consider
the characteristic Schottky junction behavior under reverse bias
illustrated in Fig. 3(a), where ne(r) is plotted along the vertical

axis going through the center of the cavity, with−Vg as a param-
eter. The profiles drawn by solid lines are obtained using a rig-
orous solid-state physics framework based on a majority-carrier
solution scheme (for details see Appendix B). For compari-
son, the step-like ne profiles of the full depletion approximation
(FDA) [39] are indicated by dashed lines. Apart from being
abrupt, the FDA curves are a rather good match to the rigorous
ones. This is demonstrated in Fig. 3(c) where the depletion layer
width ydep , defined as the distance from the junction at which
ne reaches 0.5Nd , is drawn against −Vg for both the rigorous
(circular datapoints) and FDA model (solid line), the latter being
given by

ydep =

√
2εstatε0(ψbi − Vg)

qNd
, (5)

where ψbi = 0.9 V is the Schottky barrier height of the n-
GaAs/Au interface, q the elementary charge and εstat = 12.9
the electrostatic dielectric permittivity of GaAs. With increas-
ing reverse voltage, the depletion layer expands until it reaches
the ground gold layer. In itself, the reach-through phenomenon
is not associated with critical behavior [40], as a further in-
crease of −Vg merely causes a charge buildup on the gold side
of the contact. To simplify the evaluation of the breakdown
voltage, we employ the commonly-used critical field approxi-
mation [40], whereby the avalanche breakdown is assumed to
occur once the electric field passes a critical value Ecrit . The
latter is dependent on the doping concentration, but for simplic-
ity we take Ecrit = 4 × 107 V/m as a representative value [30]
for the range of Nd considered in this work.

Neglecting the effect of strip edges, the only nonzero com-
ponent of the static electric field is Ey and it reaches its
highest value at the Schottky junction. According to FDA,
−Emax = qNdydep/εstatε0 , from which we find the highest
doping for Emax = Ecrit when ydep = ts

Nd,max =
εstatε0Ecrit

qts
. (6)

This value, however, is arrived at neglecting the tail of the ac-
tual ne profile. To see this, note that in the Fig. 3 example, FDA
predicts −Vg = 37.48 V as the reach-through voltage, while the
actualne profiles in Fig. 3 show that even at−Vg = 40 V, there is
still a non-negligible concentration of electrons in the cavity. To
reduce the remanent ne at the ground contact, the cavity should
be biased slightly above the reach-through voltage and to achieve
this without avalanche breakdown, a slightly lower doping con-
centration is used, Nd = 0.9 ×Nd,max . The cavity shown in
Fig. 3 has ts = 2.13μm, givingNd,max = 1.34 × 1016 cm−3 , so
the actual value used isNd = 1.2 × 1016 cm−3 . The numerically
calculated electric field profiles Ey (y) are shown in Fig. 3(b).
On this scale, the latter virtually overlap with the field profiles
predicted by FDA. From these, we find that the breakdown oc-
curs around −Vg ≈ 46 V.

As a proof of concept, in Fig. 4 we analyze the switching of
a device designed to operate at 1 THz. The first four panels,
(a)–(d), depict ne(r), the normalized terahertz field magnitude
|E(r)|/E0 excited by an incoming linearly polarized plane wave
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Fig. 4. Proof of concept simulation for the 1 THz device (for details, see
Appendix IV and B). (a) Electron concentration, (b) High-frequency electric
field distribution resulting from illumination at 1 THz, (c) Real and (d) imaginary
part of permittivity at 1 THz. For better contrast, the range used in colormaps
of panels (b)–(d) is saturated by cutting out the high electric field values at
strip corners in (b), and gold permittivity values in (c) and (d). (e) Reflectance
spectra parametrized by −Vg , (f) Transient response of the total charge in cavity
to a 5 ps reverse bias pulse. (All the colormaps used in this article have been
produced by a source code kindly provided by Peter Kovesi, see [41].)

with field amplitude E0 falling perpendicularly onto the strip
array, as well as the real εr(r) and imaginary εi(r) parts of εs(r)
given by Eq. (3). For conciseness in illustrating the switching
effect of the gate voltage, we exploit the mirror symmetry of
the problem. Noting that the calculated distributions exhibit this
symmetry, in Figs. 4(a)–(d) we use the left half of the unit
cell to plot the quantities calculated at Vg = 0 V while those
corresponding to Vg = −46 V are shown in the right half.

The depleted cavity (Vg = −46 V) is seen to be virtually free
of electrons, except at the bottom contact (note the logarithmic
scale of the colormap). Consequently, εs is very close to εopt
practically everywhere, thus justifying the assumptions made in
designing the cavities in previous section. At the microscopic
scale, the efficiency of the device is demonstrated by the huge
difference in the electromagnetic field intensity evident from
Fig. 4(b), where the field is seen to hardly penetrate the cavity
at Vg = 0 V, while at Vg = −46 V the field enhancement in the
cavity is around 10.

Figure 4(e) shows the calculated reflectance spectra R(ω) =
|r(ω)|2 parametrized by−Vg . At f0 we haveR(ω0 ; 0V) ≈ 90%
and R(ω0 ;−46V) ≈ 0%. Introducing the reflectance modula-
tion (RM), and insertion loss (IL) as

RM = R(ω0 ; 0V) −R(ω0 ;Vg ,min),

IL = 1 −R(ω0 ; 0V), (7)

with Vg ,min denoting the avalanche breakdown voltage, we find
RM and IL to be approximately 90% and 10%, respectively,
which is excellent for solid-state terahertz modulators [5]. Since
R(ω0 ;Vg ,min) ≈ 0% by design, the proposed modulator will
have a very high (theoretically infinite) extinction ratio which
will in practice be limited by device fabrication tolerance. Pre-
viously considered Schottky junction based modulators [6], [7]
used similar doping concentrations and, consequently, similar
gate-induced permittivity changes. The origin of the increased
modulation efficiency of the proposed device is the almost com-
plete overlap of the resonant terahertz fields with the region in
which εs is modified, which is known to be proportional to the
change in resonant frequency and decay rates [42]. Finally, we
note that the fact that the 40 V and 46 V reflectance curves almost
overlap, indicates that the critical coupling effect is rather ro-
bust to the presence of the remanent electron concentration at the
bottom electrode. It further implies that meeting the γ0 ≈ γrad
condition reasonably well should not be particularly difficult
in practice, especially considering that various post-processing
steps might also help [34].

Switching times in the subnanosecond range are among the
key advantages of solid-state terahertz modulators over those
based on liquid crystals, phase change or thermal tuning [8]
where the switching time is in the millisecond range at best
[11]. In recently demonstrated semiconductor-based terahertz
modulators [16], [21] with ∼10 MHz operating frequencies, the
speed has been found to be limited not by the inherent response
time of the device but by the driving circuit. More recently,
however, modulation above 1 GHz has been demonstrated [18].
Therefore, with driving circuits being perfected, the inherent
switching time of terahertz modulators might become the limit-
ing factor.

An important aspect of the proposed device is its very high
intrinsic speed, as a consequence of the ultrathin active region.
This is demonstrated by numerical simulations of the cavity
charge Q(t) (per unit length along the strip axis) transient upon
applying a rectangular pulse of reverse bias shown in Fig. 4(f).
The −Vg(t) pulse duration is set to 5 ps, with 0.5 ps 10%–90%
rise and fall times. The corresponding rise time of Q(t) is well
below 1 ps, while the fall time is somewhat longer and calculated
to be around 1 ps.

Such a short intrinsic response time originates from the very
small distance ts between the contacts, which is well below
λ0/100 as shown in Fig. 2(c). Here, as well as in [21], it is
achieved by using a deeply-subwavelength cavity, while in [16],
[18] the small distance between the electrodes is achieved at the
expense of device complexity. Devices with laterally arranged
contacts are likely to have a much longer intrinsic response
time, increasing with the distance between the electrodes, as
demonstrated in [43].

Having seen that the proposed device performs very well
at f0 = 1 THz, we now examine how changing f0 affects the
modulator performance. The above procedure for determining
the appropriate donor concentration in conjuction with cavity
parameters shown in Fig. 2(c) can be repeated to obtain the
Nd values shown in Fig. 5(a). The corresponding inverse gate
voltages required for full depletion are shown in panel (b), while
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Fig. 5. Device parameters for operation across the terahertz spectrum, to be
combined with geometrical parameters in Fig. 2(c). (a) Doping and normalized
Drude parameters, (b) Gate voltage required for full cavity depletion and re-
flectance modulation. (c) Characteristic reflectance spectra for devices operating
across the terahertz spectrum (solid line - biased, dashed line - no bias). The
vertical gray arrows indicate the reflectance modulation.

the reflectance spectra for eight modulators with f0 ranging over
the terahertz spectrum are depicted in (c). In the latter, solid lines
depictR(ω) in fully depleted state and the dashed lines the zero
bias state. Note that the horizontal axis in Fig. 5(c) is shown
in logarithmic scale, in order to better resolve all the depicted
spectra. The thick vertical gray arrows indicate RM for each of
the depicted modulators.

Extracting RM for spectra at various f0 , we obtain the curve
in Fig. 5(b) showing the gradual decline of RM from more
than 95% at 0.3 THz to around 46% at 7 THz. The reason
for such behavior can be understood by noting that, because
the electrostatic field at the junction must be less than Ecrit ,
the surface density σ of the total charge in the cavity remains
invariant with respect to f0 and equals Ndts . This implies that
as ts is decreased, Nd and ωp increase, but so that ωp scales

(roughly) as ∼f 1/2
0 . Meanwhile, the modulation efficiency is

determined by the change of permittivity in the cavity which can
be effected by bias, which is equal to the Drude term contribution
and proportional to ωp/ω0 . The latter is drawn in Fig. 5(a) and,

as expected, found to scale (roughly) as ∼f−1/2
0 .

Another feature arising at high f0 is the change of the char-
acter of the cavity tuning. At 1 THz, the Drude contribution to
εs has comparable real and imaginary parts, which is apparent
in Fig. 4(c) and (d) and a consequence of the ratio γc/ω0 being
close to unity. Plotting this ratio in Fig. 5(a), we find that it also
decreases at higher f0 , meaning that the voltage-induced change
of permittivity becomes mainly real. The imaginary part of εs
implies absorption in the semiconductor, introducing the semi-
conductor absorption term γs to the nonradiative decay rate. In
terms of the reflectance spectra, this means that the cavity de-
signed to be critically coupled at full depletion, is driven further

away from this condition at zero bias and has a significant
amount of reflection at resonance (slightly shifted though). Such
a behavior is nicely seen in the Fig. 4(e) plot. As f0 approaches
7 THz, this changes significantly, as γs at zero bias remains
rather small so the reflectance at cavity resonance remains
close to zero, as seen in the f0 = 6 THz modulator example
in Fig. 5(c).

IV. SUMMARY

This article proposes a terahertz electro-optic modulator com-
prising an array of metal-semiconductor-metal cavities of deeply
subwavelength thickness. The modulator operates by depleting
the carriers from the doped semiconductor layer buried beneath
a Schottky junction. Combining the extremely high terahertz
field confinement with a reversely-biased Schottky junction in
the reach-through regime, allows for a modulation performance
that is predicted to match or even surpass existing devices. The
proof of concept analysis presented for the modulator operating
at 1 THz, based on a rigorous multiphysics framework incor-
porating Maxwell equations for terahertz waves and the drift-
diffusion model describing carriers in the cavity, predicts an
insertion loss around 10%, reflectance modulation of 90% and
a theoretically infinite extinction ratio associated with cavities
designed to work in the critically coupled regime. The perfor-
mance is found to decrease in modulators designed to operate
in the higher end of the terahertz spectrum, reaching insertion
loss of 54% and reflectance modulation falling to 46% at 7 THz.
This decline has been shown to be an inherent characteristic of
the Drude response in which the plasma frequency scales as the
square root of carrier concentration. In addition to forging strong
light-matter interaction, the ultrathin cavity has been shown to
allow for ultrafast intrinsic response times, which have been
shown to be in the picosecond range.

APPENDIX A
LIGHT SCATTERING ANALYSIS

To obtain r(ω), the Maxwell equations are solved in fre-
quency domain using the scattered field formulation with the
background field Eb(r) being the sum of the incoming and
the plane wave reflected from the opaque back metal elec-
trode (normal incidence is assumed), and the scattered field
Es(r) being induced by the presence of the inhomogeneously
doped semiconductor and the array of metal strips. The problem
is represented by a two-dimensional model with a rectangular
simulation domain, where the side boundaries are related with
periodic conditions on Es(r), while the air superstrate above
the structure is represented by a few-wavelength-thick domain
terminated by a perfectly matched layer. The solution at both
the top and bottom boundaries is set by the zero-field (Dirichlet)
boundary condition. r(ω) is obtained from Es(r) as the complex
coefficient of the zeroth diffraction order (the only propagating
one in all considered cases).

The gold permittivity εm(ω) was assumed to have the Drude
form

εm(ω) = 1 − ω2
p,Au

ω(ω + iγc,Au)
, (8)
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with the gold plasma ωp = 1.37 × 1016 rad/s and collision fre-
quency γc,Au = 4.05 × 1013 rad/s taken from [44].

The reasoning in the article relies on the concept of a leaky
eigenmode whose interaction with the environment is quantified
by its radiative γrad and non-radiative γ0 decay rates. These may
be introduced in an intuitive manner by assuming that both the
dissipative effects (absorption in metal and semiconductor) and
the coupling between the eigenmode and environment are weak
enough to be treated perturbatively. In that case, the eigenmode
energy U exhibits an exponential temporal decay with a decay
rate equal to γrad + γ0 , whereby the total loss power Ploss =
Prad + P0 is broken down into the radiationPrad and absorption
P0 terms so that γrad = Prad/2U and γ0 = P0/2U . A deeper
analysis employing TCMT [45] reveals a general connection
between the decay rates of a weakly coupled resonant system
and its scattering matrix [46] which, in case of a single-port
system with one eigenmode, implies Eq. (2). For sufficiently
high quality factors, the TCMT parameters are directly related
to the complex eigenfrequency ω̃ = ω0 + iωI of the associated
cavity quasi-normal mode [47], withωI = γ0 + γrad . As TCMT
itself is not the focus of this work, the reader is referred to [35]
and [11] for further details on the formalism in the current
context.

To explain the dependence of γrad on p, let us assume that
the cavity array eigenmode is excited and allowed to decay both
radiatively and via absorption, and letH(x) = H(x, y0) denote
the magnetic field phasor (only the z-component is nonzero)
along a horizontal line y = y0 chosen at an arbitrary height
above the cavity array. Assuming the spacing between adja-
cent cavities is large enough, the total field H(x) may be
represented as a sum of fields emitted by individual cavities,
H(x) =

∑∞
n=−∞Huc(x− np), whereHuc(x) = Huc(x, y0) is

the magnetic field profile of an eigenmode of a single cavity cen-
tered at x = 0. Since H(x) is periodic in x, it can be expanded
into a Fourier seriesH(x) =

∑∞
m=−∞H(m ) exp(imΔk) where

Δk = 2π/p and m is the diffraction order. The dependence of
H(m ) on p is seen after introducing the Fourier transform of
the single-cavity field by huc(k) =

∫ ∞
−∞Huc(x) exp(−ikx)dx

and noting that H(m ) = huc(mΔk)/p, while huc(mΔk) is ob-
viously independent on p. In the considered spectral range,
only the zeroth diffraction order is propagative so the radiated
power flux through a unit cell equals Puc,rad = z0p|H(0) |2/2 =
z0 |huc(0)|2/2p, with z0 denoting the free-space impedance. Fi-
nally, denoting byUuc the energy contained in one cavity, and by
N the total number of cavities in the array (formally N → ∞)
we have

γrad =
Prad

2U
=
NPuc,rad

2NUuc
=
z0 |huc(0)|2

4Uuc
p−1 , (9)

thus proving the ∼p−1 scaling stated in the article.

APPENDIX B
SOLID-STATE ANALYSIS

The gate bias effect on the carrier distribution is described
using a rigorous solid-state physics framework based on a
majority-carrier solution scheme, consisting in the conservation

TABLE I
SOLID-STATE PHYSICS PARAMETERS FOR GaAs [51]

law for charge (Poisson equation) and the time-dependent cur-
rent continuity equations [48], [49]. The current density is ex-
pressed by the drift-diffusion expressions, while the simplified
Maxwell-Boltzmann energy distribution is used for the carrier
concentration, allowed by the moderate doping level of the n-
GaAs cavity. The Schottky contact is described as a source/sink
for carriers, treated as a surface recombination mechanism [50].
The Schottky barrier height of the n-GaAs/Au interface is con-
sidered 0.9 V, while the effective Richardson’s constant for the
n-doped GaAs is set equal to 4.4 Acm−2K−2 [39]. The lateral
intrinsic GaAs sections are interfaced to the central n-GaAs
(under the strips) using quasi-Fermi level continuity boundary
conditions. The resulting system of partial differential equa-
tions is set to additionally satisfy insulating conditions at the
external metamaterial unit-cell boundaries and the thermody-
namic equilibrium at the back contact, considered ideal ohmic.
It is highlighted that, even though both contacts can be indis-
criminately represented as Au layers from an electromagnetic
standpoint, suitable Au-based alloys should be used in practice
to ensure ohmic conditions at the back contact [32], having,
though, marginal effect on the electromagnetic analysis.

The GaAs semiconductor parameters are listed in Table I,
while the carrier mobility is calculated using [38]. The Au work-
function is set equal to 5.1 eV.
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Abstract

The phase changes of MnO nanoparticles under laser‐induced heating have

been studied. Previous confirmation of the existence of MnO phase was based

on the X‐ray diffraction measurements. Here, we report the experimental spec-

tra of nonresonant Raman scattering in the range between 100 and 1,600 cm−1,

for a sample irradiated with 8 different laser powers. The laser‐induced heating

has produced change in existing phases in sample, destruction of MnO phase,

and creation of MnO2, Mn3O4, and MnOOH phases along with formation of

Mn2+ on the sample surface. These phase changes have been confirmed by

X‐ray diffraction and atomic force microscopy measurements.

KEYWORDS

heating, irradiation, nanostructures, properties, spectroscopy

1 | INTRODUCTION

Manganese oxide (MnO) belongs to an important group
of materials, transition metal oxides, with many interest-
ing chemical and physical properties and numerous
applications. Transition metal oxides have, in majority,
a cubic rock‐salt structure, merely ZnO and CoO possess
a stable hexagonal structure, as well as majority of
transition metal oxides MnO have cubic rock‐salt crystal
structure, with energy gap between 2.43 and 3.6 eV
depending from calculation type. Due to its unique
properties and large possibility of applications as
catalysts, lithium‐ion battery materials, energy storage,
ion exchange, and magnetic resonance imaging,
MnO has attracted significant attention. Nowadays,
MnO is widely used as electrode materials, rechargeable
batteries, electrochemical capacitors, catalysts, sensors,
and magnetoelectronic devices, and it also has triggered
optoelectronic application.[1–5]

In the investigation of MnO, its related compounds,
and different oxides of manganese such as MnO2,

Mn2O4, and Mn3O4 exist two basic trends. In the first
one, laser power density has been kept as low as possible
to avoid changes in samples,[6–12] or in the second one,
the influence of laser‐induced heating (with constant laser
power and elongated time exposure) has been investi-
gated on samples characteristics in MnO2, Mn3O4, and
Mn5O8,

[8,11,13–17] whereas in the paper of Buciuman
et al.,[16] three different laser lines are used.

Among the different experimental techniques, vibra-
tional spectroscopy such as Raman spectroscopy has
attracted significant attention. It provides unique struc-
tural information at atomic scale such as sample quality,
to study local atomic arraignment, chemical composition,
dopant incorporation, and molecular structure. As rapid,
sensitive, and nondestructive tool, with minimal or no
sample preparation, Raman spectroscopy can solve the
problem of phase identification. Sensitivity of the relative
intensities and wavenumbers of the Raman bands to the
crystal symmetry, coordination geometry, and oxidation
states allows distinction of different kinds of metal oxides
whose atomic arrangements are closely related to one
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another. Raman spectroscopy has been a method of choice
for analysis of manganese oxide and its related compounds
because it can distinguish between different metal oxide
compounds having the same elementary analysis.[4,8,16,18]

In our previous paper, we have investigated influence
of locally induced heating with increasing laser
power densities on stable hexagonal transition oxides,
ZnO doped with CoO.[19] The aim of this work is to
continue our research with investigation influence of
locally induced heating with increasing laser power
densities on cubic rock‐salt MnO using complementary
techniques such as X‐ray diffraction (XRD) and
Raman spectroscopy along with atomic force microscopy
(AFM).

2 | EXPERIMENTAL

Polycrystalline MnO sample powder was of >99.9%
purity of analytical grade, purchased from Sigma‐Aldrich
Co., and for more convenient use was pressed into a pellet.

The sample was characterized first by XRD, with the
Rigaku Ultima IV Multipurpose XRD system. The system
was operated at 40 kV and 40 mA to produce nickel‐
filtered CuKa1 X‐ray with l = 0.1540 nm. To discriminate
phase content in sample, the 2θ scan was performed in
the range between 20° and 70° at the scanning rate of
5°/min. The phase analysis was performed using the
PDXL2 software, version 2.0.3.0,[20] with reference to the
patterns of the International Centre for Diffraction Data-
base, version 2012.[21] Second, samples has been investi-
gated by AFM. AFM measurements were done using
NT‐MDT system NTEGRA Prima at ambient conditions.
AFM images were recorded in tapping mode using
NSG01 probes from NT‐MDT.

In situ investigation of laser‐induced heating influence
on sample characteristics was performed by micro‐Raman
spectroscopy, which was taken in the backscattering con-
figuration, analyzed by Jobin‐Yvon T6400 spectrometer
equipped with nitrogen‐cooled charge couple device
detector. Verdi G optically pumped semiconductor laser
operating on 532 nm laser line was used as excitation
source. The spectra were taken using eight different laser
powers whose intensity in front of the microscope was
from 3 to 24 mW with 3 mW step.

After Raman measurements, sample was investigate
once more with XRD and AFM for better understanding
of the changes produced by laser‐induced heating effects.

3 | RESULTS AND DISCUSSION

MnO sample pressed into a pellet was investigated with
Raman spectroscopy and analyzed assuming that all

phonon lines are of Lorentzian type.[22] In Figure 1, the
obtained and fitted characteristic of Raman spectra in
eight different laser powers with induced laser local
heating effects are presented.

Due to the facile phase transformation of MnO during
preparation, several oxides can be formed and coexist, or
can progressively change one into the other, especially
under influence of laser‐induced local heating effect. That
is why Raman spectroscopy was a method of choice for
observing this transformation in our sample. Its sensitiv-
ity for crystals as well as amorphous components along
with those for short‐range order gives a more complete
and reliable description of this kind of materials. With
all this in mind, we will start the analysis of spectra shown
in Figure 1 with few remarks about structure and vibra-
tional properties of MnO. Vibrational properties of bulk
material are crucial for understanding vibrational proper-
ties of small particles. At room temperature, MnO has
face‐centered cubic structure (space group Fm3m, lattice
parameter ao ~ 4.43 Å).[23,24] In MnO‐related publications,
there have been reported up to five Raman peaks with
large variation in peak position, such as Buciuman et al.
reported peaks at 595 cm−1 whereas other two peaks have
few possible positions 544 (or 537 or 521) cm−1 and 648
(or 645) cm−1,[16] Julien et al. reported peaks at 523, 574,
and 647 cm−1,[12] whereas in their other publication, they
have reported peaks at 250, 531, 591, and 654 cm−1,[25]

and Mironova‐Ulmane et al. reported two broad asym-
metric bands at about 530 and 1050 cm−1.[4] Pandey et al.
for MnO colloidal nanoparticles suspended in double dis-
tilled water at room temperature reported peaks at 358,
405, 525, 559, and 660 cm−1.[2]

In Raman spectra for lowest laser power on the sam-
ple surface of 3 mW MnO phase are represented with
peaks at approximately 250, 535, 591 and 659 cm−1,
which are in good agreement with MnO peaks reported

FIGURE 1 Fitted Raman spectra of MnO heated with increasing

laser power [Colour figure can be viewed at wileyonlinelibrary.com]
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by Julien et al.[25] Besides, these peaks whose presence
were predicted by XRD in Raman spectra are also
notable peaks at 323, 448, and 490 cm−1 that, according
to papers,[25–27] belongs to βMnO2 phase, as well as peak
at 146 cm−1 that belongs to αMnOOH, peak at 386 cm−1

that belongs to αMnO2 phase, and peak at 620 cm−1 that
belongs to γMnOOH phase according to papers,[8,28]

respectively. With increase of laser power to 6 mW,
intensity of all peaks grow. With further increase in laser
power on 9 mW, spectra of MnO appear two additional
peaks. Peak at 556 cm−1 belongs to MnOOH phase.
Here, we have first of many situation in which it is dif-
ficult to precisely determine the exact origin of the peak.
Mn oxides have many phases and reported peaks that
represent these phases that are close to each other in
Raman shift. In this case, γMnOOH has reported peak
at 558 cm−1,[8] whereas Cheng et al.[28] have reported
αMnOOH peak at 549 cm−1 as well as at 552 cm−1. Peak
at 651 cm−1 by Julien et al.[10] and papers cited there
belongs to MnO2 phase. Intensity of all previously
reported peaks continued their increase. In Raman spec-
tra of continuously increased laser power to 12 mW on
sample surface appears one new peak at 178 cm−1, by
Cheng et al.,[28] that belongs to αMnO2 phase, whereas
intensity of all other peaks keep increasing. With further
increase of laser power on sample surface at 15 mW in
Raman spectra appears one new peak at 117 cm−1 that
according to paper[28] belongs to αMnOOH phase. Inten-
sity of all peaks keep increasing except peak at approxi-
mately 530 cm−1 whose intensity abruptly decreases.
This decrease will be discussed later. Further continuous
increase of laser power to 18 mW proceeds increase in
peak intensity of all peaks, whereas intensity of peak at
approximately 530 cm−1 increases as well comparing
with its value at 15 mW of laser power but it is lower
comparing with its value at 12 mW. Similar situation is
for 21 mW of laser power, intensity of all peaks
increases, whereas peak at 530 cm−1 has abrupt increase
of peak intensity with value higher than it was at
12 mW. Finally, reaching 24 mW of laser power on sam-
ple surface situation becomes more complex. In this
spectra, we have notice peaks at 117, 144, 174, 218,
257, 318, 359, 388, 434, 467, 495, 528, 556, 587, 621,
649, and 659 cm−1. According to Cheng et al.,[28] peaks
at 117 and 144 cm−1 belongs to αMnOOH phase, and
peaks at 359, 388, 528, 556, and 621 cm−1 belong to
γMnOOH phase, whereas peak at 174 cm−1 belongs to
αMnO2 phase. Gao et al. have reported αMnO2 phase
peak at 467 cm−1 as well as βMnO2 phase peaks at
495, 587, 649, and 659 cm−1.[8] According to Julien et al.,
peaks at 218 and 257 cm−1 belong to MnOOH phase,
whereas for peak at 318 cm−1 can belong to βMnO2 or
αMn2O3 phase.[25] In our case, we think that it is more

likely that peak at 318 cm−1 belongs to βMnO2 phase.
Julien et al. in their other paper confirm that peak at
495 cm−1 belongs to βMnO2 phase

[26] or in case of peak
at 649 cm−1 belongs to MnO2 phase.[10] According to
Lutz et al.[29] and Bernard et al.,[30] peak at 434 cm−1

can belong to Mn(OH)2 phase. Generally speaking, there
has been a big lack in reported peaks of MnO and its
related compounds in region from 400 to 480 cm−1, what
makes analysis of this region more complicated. What
make analysis of obtained results more interesting is
that Gao et al.[31] reported peaks at 173, 263, 535, and
622 cm−1 that belong to amorphous Mn5O8 phase,
which are in good agreement with our obtained peaks.
Their Mn5O8 powder is obtained by thermal annealing
of Mn3O4 in the air and contained a mix of crystalline
Mn5O8 and Mn3O4. Have Mn3O4 phase been formed in
our sample under induced laser local heating is hard to
tell. Peaks at 318 and 659 cm−1 according to Kim et al.[15]

might belong to Mn3O4 phase, but Gao et al.[8] have
reported that heating γMnOOH in air at temperature
higher than 200 °C results in its transformation to βMnO2

phase, whereas at about 500 °C goes to αMn2O3 phase,
and finally, at about 1000 °C reaches Mn3O4 phase. It is
hard to believe that by locally induced laser heating
we could reach 1000 °C. All registered peaks have their
maximal intensity on this, biggest used, laser power.

As it was clearly visible from our analysis till now, MnO
as well as many of its related compounds has peaks approx-
imately at 530 cm−1 such as MnO, Mn5O8, βMnO2,
γMnOOH, and MnO2. According to Buciuman et al.[16] the
peak at 530 cm−1 has been attributed even to isolated
Mn2+. Peak at 530 cm−1 is the most intense peak in spectra
on lower laser powers. After abrupt decrease at 15 mW and
slow increase at 18 mW, at higher laser powers such as
21mWand the highest 24mWbecome once again themost
intense peak in spectra. We assume that on crucial laser
power of 15 mW occurs breaking MnO bonds, formation
of Mn2+ and O2− in major part of the MnO particles, and
migration of Mn2+ and O2− on sample surface where oxy-
gen evaporate, resulting in decrease of 530 cm−1 peak inten-
sity. With further increase of laser power interaction of
Mn2+ with atoms in the air takes place and forming and
formatting new phases, such as Mn5O8, βMnO2, γMnOOH,
which result in increase of 530 cm−1 peak intensity. This
process in sample, although less intense, continues to be
played out on the higher laser powers as well.

In this research as well as in others is evident transfor-
mation ofmanganese oxide under laser‐induced heating in
the samples and formation of new phases. That is why we
can say that these results are in good agreement with laser
heating structural changes reported for MnO2 with fixed
laser power and increased laser power by Widjaja et al.[13]

and Froment et al.,[32] or with increasing laser power by
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Caggiani et al.[33] and other manganese oxide‐related
compounds in other papers already cited here.

Topography of the sample was investigated by AFM
measurements. This investigation was performed two
times, before and after laser irradiation to examine
changes in sample topography. Three‐dimensional
topography results, before and after irradiation, for
better understanding, are shown in Figure 2, whereas
two‐dimensional AFM results before (a) and after (b)
irradiation are available in Figure S1. Before the irradia-
tion, the sample has grain structure with grain size below
1 μm (Figure 2a). On the other hand, after the irradiation,
as it is clearly visible in Figure 2b, this grain structure dis-
appears. Aggregates of adjacent grains are then trans-
formed to either larger bump or rather flat surface. This
result is in good agreement with obtained Raman spectra
for 24 mW laser power.

To confirm changes in sample structure and phase com-
position produced by laser irradiation, sample was firstly
and finally investigated by XRD spectroscopy. The obtained
results are shown in Figure 3. For easier comparison in
Figure 3, blue line shows XRD results before laser irradia-
tion, whereas with red and black lines represent XRD
results after laser irradiation in two different points on sam-
ple surface. Before irradiation, this analysis reveals only
presence of MnO phase. The mean crystalline size D, the
microstrain ε, and lattice parameter ao in samplewere deter-
mined, by use of Scherrer's formula and Williamson‐Hall
method,[34,35] to be 44.42 nm for D, 0.002303 for ε, and
0.44389 nm for ao. In this way, we confirm that process of
pressing in pellet has not influence on sample structure
and phase composition. Themean crystalline size after laser
irradiation was between 18.7 and 25.6 nm. XRD spectra
peak list after laser irradiation contains 10 peaks, which
reveals presence of MnO, MnO2, and Mn3O4 phases and
α‐phase of elemental Mn. Obtained XRD results confirm
that laser irradiation produced permanent change in sample
structure and are in good agreement with Raman spectros-
copy results. Existence of Mn5O8 phase by XRD cannot be
confirmed due to amorphous nature of this phase. Presence
ofMnO phase in XRD spectra indicates two things. First that

changes in sample structure are local in the area affected by
laser spot aswell as conductivity of sample and second that it
is difficult to find andmakemeasurements on the exact same
place on the sample surface when you change the instru-
ment and experiment. From existence of α‐phase elemental
Mn after laser irradiation, we can conclude that laser‐
induced local heating on sample surface has not raised tem-
perature on sample surface over 1000 K.[36]

4 | CONCLUSION

Influence of laser power‐induced heating effects on sam-
ple characteristics and changing in existing phases has
been investigated. The use of XRD, AFM, and in situ non-
resonant Raman spectroscopy allowed us to follow all
processes in sample step by step. We have shown that
intensity of registered peaks increases with increase of
laser power and that change in phase compositions is con-
tinuous. Crucial laser power in phase transformation is
15 mW, in which major part of MnO bonds is destroyed
and followed by strong recombination and formation of

FIGURE 2 Three‐dimensional atomic force microscopy topography of the sample irradiation: (a) before and (b) after irradiation [Colour

figure can be viewed at wileyonlinelibrary.com]

FIGURE 3 X‐ray diffraction spectra of MnO sample before and

after laser irradiation [Colour figure can be viewed at

wileyonlinelibrary.com]
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new phases. That is confirmed with existence of Mn2+

phase in sample after the treatment. Besides, this phase
in sample has been formed phases of MnO2, Mn3O4,
MnOOH, and even Mn5O8 phase. Temperature on sample
surface due to laser‐induced heating did not exceed
1000 K. The above investigation clarifies MnO nanoparti-
cles behaving under strong laser powers and can provide
important information for further use and investigation
with MnO and its related compounds.
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Abstract
Absorption sensors detect variations in the imaginary part of refractive index with selectivity in
sensing since analytes can be distinguished according to their characteristic absorption bands. In
this study we combine the theoretical analysis based on temporal coupled mode theory and
numerical calculations in order to derive design principles of optimal metasurfaces aimed for
absorption sensing and surface enhanced infrared absorption (SEIRA). We consider hollow
metal–insulator-metal metasurfaces with an empty space between two metallic layers. This
space acts as a channel for the infiltration of fluid analytes in the region with the maximal
electric field enhancement, which provides high sensitivity. We demonstrate that optimal
metasurfaces operate in overcoupled regime where radiative decay rate of the resonant mode is
larger than non-radiative decay rate. The operation in this regime is adjusted by choosing
appropriate channel thickness (the vertical distance between two metallic layers), which should
be around three times larger than the channel thickness at the critical coupling point, associated
with equal decay rates and zero reflectance. Metasurface period should be as large as possible,
whereas the operating frequency should be equal to the resonant frequency of metasurfaces. The
same conclusions hold for hollow metasurfaces aimed for SEIRA, while in addition, their
resonant frequency should match the vibrational frequency of an analyte under investigation.
The absorption sensitivity (reflectance change divided by the change in the imaginary part of
refractive index) of an optimal metasurface is larger than 10 RIU−1, which provides detection of
the imaginary part of refractive index below 10−3.

Supplementary material for this article is available online

Keywords: metasurface, metal–insulator-metal structure, absorption sensing,
surface enhanced infrared absoprtion (SEIRA)

(Some figures may appear in colour only in the online journal)

1. Introduction

Plasmonic structures and metamaterials aimed for refractive
index sensing commonly detect variations in the real part na,r
of refractive index. Typically this is achieved by recording
the spectral shifts of resonant modes upon changes of na,r
[1–3]. Still, when variations in the imaginary part of refractive
index na,i are dominant, absorption measurements are more

appropriate for sensing [4]. In addition to improved sensitivity,
the absorption measurements provide selectivity since various
analytes can be distinguished according to their characteristic
absorption bands. Typically, in the mid-infrared domain, the
absorption bands arise due to vibrational modes of molecules.

Absorption spectroscopy and sensing are based on Beer–
Lambert law which states that the absorbance is proportional
to the optical path length. Therefore, in the case of very thin
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molecular films or liquid layers with a subwavelength thick-
ness, the resulting absorption is very low which often makes
detection impossible. Standard solution to solve this problem
is to use optical cavities and resonant structures where absorp-
tion is increased due to very long effective optical paths and/or
due to enhanced electric fields [5–10]. In this context, sur-
face enhanced infrared absorption (SEIRA) [4, 11] is one of
the most widespread techniques, where the infrared absorption
is enhanced by metallic substrates. At the beginning, SEIRA
substrates were made as thin films consisting of close, but sep-
arated metallic nanoparticles acting as plasmonic resonators
[12–16]. Still, since metal island films are disordered struc-
tures, their reproducibility and electric field enhancement are
not well controlled.

Further improvement of SEIRA substrates was achieved
by metasurfaces. These planar structures consist of periodic
and ordered arrays of metallic resonators. By scaling of their
dimensions, it is straightforward to spectrally shift metasur-
face resonances and overlap them with vibrational modes to
be detected. At the same time, geometry of the metallic reson-
ators can be tailored practically at will in order to achieve large
and well controlled electric field enhancement. Initial metas-
urface based SEIRA substrates were made of planar metallic
resonators on dielectric substrates [17–22]. Additional bottom
metallic background plate improved absorption enhancement
and their sensitivity due to constructive interference [23–26].
SEIRA substrates consisting of a layer with metallic resonat-
ors, dielectric layer and metalic plate resemble typical metal–
insulator-metal (MIM) metasurfaces which gained a lot of
attention last years because of numerous possible applications
and straightforward fabrication [27].

The main issue in the application of MIM metasurfaces
for refractive index sensing is a low overlap between ana-
lytes and spatial domains with a large electric field enhance-
ment. Namely, in the standard configuration, the analytes are
deposited on the top of metasurfaces, while the maximal field
enhancement is achieved in the insulating layer between two
metallic layers. This issue was solved by using hollow metas-
urfaces which proved themselves as very efficient refractomet-
ric sensors (sensors of the real part of refractive index) [28–32]
as well as SEIRA substrates [33–35]. In this configuration, the
empty space between two metallic layers serves as a nano-
fludic channel which can be easily infiltrated by a fluid ana-
lyte. As a result, hollow metasurfaces provide excellent over-
lap between the channel with an analyte and regions with a
high field enhancement.

Although initial experimental results were promising
[33–35], design principles of optimal hollow MIM metasur-
faces for absorption sensors and SEIRA substrates have not
been established yet. The aim of this study is to close this gap
and to find an optimal geometry and working regime which
give maximal sensitivity. The manuscript organization is the
following. In section 2 we explain the considered structure,
the model based on temporal coupled mode theory (TCMT)
and numerical calculations of decay rates (radiative and non-
radiative). In section 3, optimal geometry (channel thick-
ness and metasurface period), operating regime (governed

by the ratio between radiative and non-radiative decay rates
of the resonantmode) andworking frequency are derived from
the TCMT model. Numerical results for absorption sensors
and SEIRA are presented in sections 4 and 5, respectively.
Additional interpretations of obtained numerical results, the
analysis of sensitivity enhancement provided by hollowmetas-
urfaces, discussions on dynamic range and limits of detection,
possible applications, concluding remarks and prospects for
future works are given in sections 6 and 7.

2. Sensing structure and modeling

Hollow MIM metasurface and the unit cell are schematically
depicted in figure 1. The structure is periodic along x-direction
with period P. The top metallic layer consists of a periodic
array of parallel stripes of width wm and thickness tm. Thick
metallic plate at the bottom acts as a back reflector and pre-
vents transmission of the incident field coming from the top.
Nanofluidic channel between two metallic layers is filled with
a fluid analyte. The channel thickness is denoted by tc. The
top encapsulating layer serves as a substrate for the deposition
of metallic stripes and encloses whole fluid cell. The incident
beam propagates from the top along z-direction (the normal
incidence), while it is polarized along x-direction.

Numerical calculations were performed using RETICOLO
electromagnetic solver based on rigorous coupled wave ana-
lysis [36]. In order to find an optimal structure with maximal
sensitivity, the reflectance was calculated for variable geomet-
rical parameters of metasurfaces, period P and channel thick-
ness tc. The third geometrical parameter, the width of metal-
lic stripes wm dominantly determines the resonant frequency.
Although it is influenced by other geometrical parameters as
well [37], a simple standing-wave model [38] gives a good
estimate of the resonant frequency and can be used as a start-
ing point in metasurface design. In this study wm was fixed
to 2.5 µm which provided the operation in the mid-infrared
domain, at wavelengths around 10 µm. Thickness of metallic
stripes was tm = 80 nm. The maximal period in the study was
set to P= 5 µm in order to avoid diffraction.

Water was considered as a fluid carrying analytes through
the channel between two metallic layers [33]. At selected
wavelengths around 10 µm, the water is almost dispersion-
less with a refractive index nw ≈ 1.3. Analytes were modeled
with a complex refractive index na = na,r+ jna,i (which cor-
responds to the refractive index of metasurface channel as
well). Since their amount is small in realistic cases, the real
part of their refractive index was taken as constant and equal
to the refractive index of water na,r = 1.3. Absorption sensit-
ivity was then calculated by varying the imaginary part na,i
of analyte (channel) refractive index as specified below in
the text.

In the case of SEIRA, molecules of interest are commonly
associated with many vibrational modes active at mid-infrared
frequencies. Here, for the sake of simplicity, we consider the
case with single vibrational mode. Dielectric permittivity is
then represented by the following Lorentz model

2
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Figure 1. Geometry of absorption sensors based on hollow metasurfaces with a nanofluidic channel: (a) schematic representation and
(b) the unit cell.

εa(ω) = ε∞ +
Sv

ω2
v −ω2 − jγvω

, (1)

where ε∞ stands for high-frequency permittivity, Sv is oscil-
lator strength, ωv is vibrational frequency and γv is damp-
ing term. Usually, the concentration of molecules is very
small, therefore the high-frequency permittivity is practic-
ally defined with the refractive index of water, ε∞ = n2w.
ωv is variable (specified below in the text), but approx-
imately matched with resonances of considered metasur-
faces (around 10 µm). The values chosen for the oscillator
strength Sv = (9.77× 1012 rads−1)2 and damping term γv =
3× 1012 rads−1 are typical for protein permittivity [20].

Dielectric permittivity of metallic parts was calculated
using Drude model for gold with the following paramet-
ers: the plasma frequency ωp = 1.32× 1016 rads−1 and col-
lision frequency γAu = 1.2× 1014 rads−1 [20]. CaF2 is taken
as the encapsulating layer and substrate for metallic stripes
[33]. At mid-infrared frequencies, it is transparent and prac-
tically lossless, and therefore it was modeled with a refractive
index of 1.4.

Theoretical analysis provides deeper insight into phys-
ical principles of metasurfaces working as absorption sensors
and SEIRA substrates and it gives an initial estimate of
optimal geometrical parameters. The analysis was performed
within TCMT model [39–41] which very nicely reproduces
reflectance spectra of low-loss metasurfaces and which was
already applied to analyse metasurfaces aimed for refracto-
metric sensing (real part of refractive index) [38]. According
to TCMT, the reflectance of MIMmetasurfaces is given by the
following expression

R(ω) = 1− 4γrγ0
(ω−ω0)2 +(γr+ γ0)2

, (2)

where ω0 is the resonant frequency, whereas γ0 and γr are
non-radiative and radiative decay rates of the resonant mode,
respectively. According to the ratio between these two decay
rates, we distinguish three operating regimes of MIM metas-
urfaces: undercoupled regime when γ0 > γr, the critically
coupled regime with equal decay rates γ0 = γr, and over-
coupled regime when γ0 < γr. The non-radiative decay rate
describes dissipative processes in metasurfaces related to the
dissipation either in metallic parts or in analyte. Therefore, γ0

can be expressed as,

γ0 = γm + γa, (3)

where γm and γa are absorption rates in metallic parts and ana-
lyte, respectively.

Radiative and non-radiative decay rates were calculated
by fitting numerically calculated reflectance to the TCMT
model given by equation (2). Contributions of metal and ana-
lyte absorption rates to total non-radiative decay rate were
then separated in the following way [40]. Small absorption
in the channel was treated as a perturbation. In the first step,
the imaginary part of the analyte refractive index was set to
zero, na,i = 0. γm was then equal to non-radiative decay rate
γI
0 for this case: γm = γI

0. In the second step, analyte losses
were included, therefore na,i > 0, whereas non-radiative decay
rate was γII

0 . Since the metallic absorption rate is independ-
ent on the losses in the channel and determined in the first
step, the analyte absorption rate was obtained as γa = γII

0 − γm
(or γa = γII

0 − γI
0).

In order to find an optimal geometry of absorption sensors,
it is necessary to relate decay rates from equation (2) with geo-
metrical parameters of metasurfaces, channel thickness and
period. Numerically calculated decay rates as functions of tc
and P, as well as corresponding fitting curves are displayed in
figures 2(a) and (b), respectively. Decay rates as function of tc
can be expressed in the following way:

γm = αm/tc, γa = const., γr = βtc. (4)

As can be seen, the metallic absorption rate is inversely pro-
portional to tc, the analyte absorption rate is practically con-
stant and independent on tc, while the radiative decay rate lin-
early increases with tc. Accordingly, the total non-radiative
decay rate is γ0 = γm + γa = αm/tc + const. In the case of
small analyte losses, they can be treated as perturbations from
the lossless case. Then the total non-radiative decay rate γ0

is still approximately inversely proportional to tc and can be
expressed as

γ0 ≈ α/tc. (5)

Hereafter, the channel thickness for the MIM cavities at the
critically coupled point (γ0 = γr) is denoted with tcc and
according to equations (4) and (5), tcc =

√
α/β. Then, for

tc < tcc (tc > tcc), MIM metasurfaces operate in undercoupled
(overcoupled) regime as indicated in figure 2(a).

According to figure 2(b), metallic and analyte absorption
rates (as well as total non-radiative decay rate) are practically
independent on period. On the other hand, the radiative decay
rate approximately linearly decreases with P.

3
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Figure 2. Decay rates as function of geometrical parameters: (a) channel thickness tc (P= 5 µm) and (b) period P (tc = 300 nm). (c) Decay
rates and resonant frequency f0 = ω0/(2π) (divided by 10 for better visibility) as function of the imaginary part of analyte refractive index
na,i (tc = 200 nm, P= 3.5 µm). Operating regimes (undercoupled and overcoupled) are indicated in part (a) by dashed regions.

Figure 3. Sensitivities (a) Sγa , (b) SR,max and (c) Smax as function of geometrical parameters, metasurface period P and channel thickness tc.
Dashed line connects (tc,P) points where metasurfaces are critically coupled.

3. Design principles of absorption sensors

Sensing mechanism of absorption sensors is based on the
measurement of variations in reflectance/transmittance mag-
nitude. In our case, the output signal is reflectance since the
transmission channel of MIM metasurfaces is blocked. The
sensitivity S can be then defined as a variation of reflectance R
with respect to small changes in the imaginary part of analyte
refractive index na,i (unit for S is RIU−1, where RIU stands for
refractive index unit):

S(ω) =
dR(ω)
dna,i

. (6)

According to equation (2), the reflectance of MIM metas-
urfaces depends on the resonant frequency and decay rates.
Therefore, the sensitivity can be calculated as

S(ω) =
∂R
∂ω0

∂ω0

∂na,i
+

∂R
∂γr

∂γr
∂na,i

+
∂R
∂γ0

∂γ0
∂na,i

. (7)

Resonant frequency (ω0/(2π)) and decay rates (γr,γ0,γm,γa)
as functions of na,i are plotted in figure 2(c). As can be
seen, the resonant frequency, radiative decay rate and metal

absorption rate are represented by almost flat lines mean-
ing that ∂ω0/∂na,i ≈ 0, ∂γr/∂na,i ≈ 0, and ∂γm/∂na,i ≈ 0. As
a result, ∂γ0/∂na,i = ∂(γm+ γa)/∂na,i ≈ ∂γa/∂na,i whereas
the expression for the sensitivity becomes

S(ω)≈ ∂R
∂γ0

∂γa
∂na,i

= SR(ω) · Sγa . (8)

Let’s first consider sensitivity Sγa = ∂γa/∂na,i. For a struc-
ture with a fixed geometry, the analyte absorption rate
γa approximately linearly increases with na,i as shown in
figure 2(c). Sγa can be therefore obtained as a slope of the cor-
responding linear fit. Using this procedure, Sγa was calculated
as a function of P and tc and the corresponding two dimen-
sional map is displayed in figure 3(a).

Sensitivity SR(ω) is derived from equation (2) as

SR(ω) =
∂R
∂γ0

=−4γr
(ω−ω0)

2 + γ2
r − γ2

0

((ω−ω0)2 +(γ0 + γr)2)2
. (9)

The sensitivity SR,max =max|SR(ω)| as a function ofP and tc is
depicted in figure 3(b). In the calculations, radiative and non-
radiative decay rates were obtained by fitting numerically cal-
culated reflectance to the TCMT model given by equation (2).

4
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Total sensitivity based on the theoretical model was obtained
by multiplying Sγa and SR,max and it is presented in figure 3(c).
As can be seen, the total sensitivity increases with period,
while it is maximized in the overcoupled regime for channel
thickness around 300 nm.

By comparing maps from figure 3, it is clear that the total
sensitivity Smax is dominantly determined by SR,max. There-
fore, the following analysis is focused on this term. Optimal
working frequency and geometrical parameters are defined as
the parameters for which SR(ω) is maximized. The working
frequency ωW is defined by SR,max = |SR(ωW)| and it can be
determined from equation ∂SR(ω)/∂ω = 0 which has the fol-
lowing solutions:

ωW1 = ω0, (10)

ωW2± = ω0 ±
√
3γ2

0 − γ2
r + 2γ0γr, γ0 > γr/3. (11)

The previous equations define two branches of sensitivity
SR,max which are given by the following expressions:

SR,max1 = |SR(ωW,1)|= 4γr
|γr− γ0|
(γ0 + γr)3

, (12)

SR,max2 = |SR(ωW,2)|=
γr

2γ0(γ0 + γr)
, γ0 > γr/3. (13)

In order to find optimal geometrical parameters from equations
(12) and (13), it is necessary to include equations (4) and (5)
which give relations between decay rates and channel thick-
ness. As a result, the expressions for two branches as function
of tc become

SR,max1 =
4βt3c |βt2c −α|
(βt2c +α)3

, (14)

SR,max2 =
βt3c

2α(βt2c +α)
. (15)

Optimal channel thickness was then found from expres-
sions ∂SR,max1/∂tc = 0 and ∂SR,max2/∂tc = 0. For working
frequency ωW1, this condition gives two values (deriva-
tions given in section S1 of supplementary material avail-
able online at stacks.iop.org/JPhysD/55/315105/mmedia):

tc1 = k1tcc (k1 =
√
(8−

√
52)/2≈ 0.63) where SR,max1 is

0.22/
√
αβ and tc3 = k3tcc (k3 =

√
(8+

√
52)/2≈ 2.8)where

SR,max1 is 0.87/
√
αβ. For working frequency ωW2, SR,max2

is maximized at tc2 = k2tcc (k2 =
√
3) (derivations given

in section S1 of supplementary material) where SR,max2 ≈
0.65/

√
αβ. Therefore, the maximum of SR,max is achieved

at tc3 ≈ 2.8tcc which implies that optimal MIM metasurfaces
should operate in the overcoupled regime, with a channel
thickness around three times larger than at the critical coup-
ling point. At the same time, an optimal working frequency is
the resonant one.

Two branches of SR,max from equations (12) and (13) as
function of channel thickness are displayed in figure 4. In the

Figure 4. Two branches of sensitivity SR,max defined by equations
(12) and (13) as function of channel thickness (P= 5 µm). Dashed
lines stand for tc where two branches have maxima: tc1 ≈ 0.63tcc
and tc3 ≈ 2.8tcc for the first branch, and tc2 ≈ 1.73tcc for the second
branch. tcc is numerically calculated as a value where γr = γ0.

undercoupled regime (tc < tcc), SR,max follows the first branch
defined by equation (14) which has a local maximum at tc1. In
the intermediate regime around the critical coupling point (for
tc around tcc), the first branch goes through zero. In this case,
larger sensitivity is achieved by the second branch defined by
equation (15). For tc > tc2, the condition γ0 > γr/3 is not ful-
filled and there are no real solutions for the second branch any-
more. Thereafter, the sensitivity is again defined by the first
branch and maximized in the overcoupled regime at tc3.

Let’s consider now dependence of decay rates on period.
According to figure 2(b), the non-radiative decay rate is
practically independent on P, while the radiative decay rate
approximately linearly decreases withP (except for small peri-
ods close to metallic stripe width). Therefore, in order to take
into account dependences on both tc and P, the radiative decay
rate from equation (4) can be expressed as γr = β(P)tc, where
factor β(P) decreases with P. Since the previous analysis
demonstrated that SR,max ∼ 1/

√
β (for both branches), sens-

itivities SR,max and Smax increase with period.

4. Numerical results

In order to illustrate the operation of absorption sensors, we
study two cases, without analyte losses (na,i1 = 0) and with
losses included (na,i2 = 0.02). Figures 5(a)–(c) depict corres-
ponding reflectance spectra R1 and R2, together with their dif-
ference ∆R= R2 −R1 for three different operating regimes
(undercoupled (a), near critically coupled (b), and overcoupled
(c)). As can be seen, |∆R| for the undercoupled and over-
coupled system is maximized at ωW1 = ω0, whereas in the
case of near-critically coupled system, |∆R| reaches the max-
imum aroundωW2±. At the resonant frequency,∆R(ω0) is pos-
itive (negative) in undercoupled (overcoupled) regime. This
is explained by the inspection of R(ω0) as a function of the
imaginary part na,i of analyte refractive index as depicted in
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Figure 5. Reflectance spectra of a metasurface for na,i = 0 (R1) and na,i = 0.02 (R2) as well as their difference∆R= R2 −R1 for three
different operation regimes: (a) undercoupled (tc = 50 nm), (b) near to critically coupled (tc = 120 nm), and (c) overcoupled regime
(tc = 300 nm). Period is P= 5 µm. Reflectance at the resonant frequency R(ω0) as a function of the imaginary part of analyte refractive
index na,i for initially (d) undercoupled (tc = 50 nm) and (e) overcoupled system (tc = 300 nm). The arrows in (d) and (e) show the
movement of the system with increasing na,i.

figures 5(d) and (e). Generally, larger na,i and losses imply
increased non-radiative decay rate γ0. As a result, an initially
undercoupled system is shifted further away from the crit-
ical coupling point associated with zero reflectance (denoted
by the arrow in figure 5(d)). At the same time, the reflect-
ance increases with na,i and ∆R is positive. On the other
hand, increased losses and non-radiative decay rate shift an
initially overcoupled system toward the critical coupling point.
Therefore, the reflectance decreases thus giving negative ∆R
(denoted by the arrow in figure 5(e)).

Total sensitivity Smax was numerically calculated as Smax =
max|∆R(ω)|/∆na,i (∆R(ω) = R2(ω)−R1(ω), ∆na,i =
na,i2 − na,i1) and displayed in figure 6(a) as a function of
channel thickness and period. The overall maximum of Smax

is achieved for the channel thickness around 300 nm. The
sensitivity profile as a function of tc is depicted in figure 6(b).
The profile exhibits two maxima, the lower one in the under-
coupled regime for tc ≈ tc1 and the higher one in the over-
coupled regime for tc ≈ tc3. Around the critical coupling point
tc ≈ tcc, the sensitivity has a local minimum.After the reaching
of the maximum for tc ≈ 300 nm, Smax decreases with channel
thickness since an incident field does not couple efficiently
with MIM cavities. Generally, higher sensitivity is obtained
for larger periods, which is further illustrated in the inset of
figure 6(b) depicting the profile of Smax as a function of P.

Numerical results for Smax agree quite well with the the-
oretical results from figure 3(c). This is further illustrated in
figure S1 of supplementary material which displays the com-
parison between themodel and numerics as a function of chan-
nel thickness only and for fixed period. According to both
approaches, an optimal metasurface has period P= 5 µm and
channel thickness tc ≈ 300 nm. The numerics confirms that the
sensitivity increases with period, while it is maximized in the
overcoupled regime. The profile of Smax from figure 6(b) is
similar to the profile of SR,max in figure 4 obtained from the
theoretical model. Simple approximate expression tc3 ≈ 2.8tcc
quite well matches an optimal channel thickness providing
maximal sensitivity. Therefore, the theoretical model well pre-
dicts optimal geometry and operating regime and gives a good
prediction of total absorption sensitivity.

Next we consider working frequency of absorption sensors.
Two dimensional map of the normalized working frequency
ωW/ω0 obtained as a function of metasurface period and chan-
nel thickness is given in figure 7(a). The working frequency
ωW was calculated as a frequency where the sensitivity S(ω)
reaches maximal value. The resonant frequency ω0 was cal-
culated as a frequency of the reflectance dip for na,i = 0.
As can be seen, the normalized working frequency is equal
to 1 in the undercoupled regime since the peak of |∆R| is
achieved exactly at the resonant frequency (figure 5(a)). In
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Figure 6. (a) Numerically calculated sensitivity Smax of absorption
sensors as a function of metasurface period P and channel thickness
tc. Dashed line connects (tc,P) points where metasurfaces are
critically coupled. (b) Sensitivity profile as a function of tc for fixed
P= 5 µm. The inset depicts the sensitivity profile as a function of P
for fixed tc = 320 nm. Vertical dashed lines stand for characteristic
values of channel thickness (tc1, tcc, and tc3) obtained from the
theoretical analysis.

the overcoupled regime ωW/ω0 is increased to around 1.04
since the peak of |∆R| is slightly shifted from the resonant fre-
quency toward higher frequencies (figure 5(c)) due to losses.
The normalized working frequency is around 1.1 in the area
around the critical coupling point since |∆R| is maximized not
at the resonance, but at two side lobes aroundωW2± as depicted
in figure 5(b).

The theoretical model predicts two working frequencies
ωW,1 and ωW,2 given by equations (10) and (11). Solution of
these equations are compared with numerical calculations in
figure 7(b). As can be seen, the theoretical model well predicts
the evolution of the working frequency. In the undercoupled
and overcoupled regime, ωW ≃ ω0 is defined by equation (10),

Figure 7. (a) Numerically calculated normalized working frequency
ωW/ω0 a function of metasurface period P and channel thickness tc.
Dashed line connects (tc,P) points where metasurfaces are critically
coupled. (b) Comparison between the numerically calculated
working frequency as a function of tc and the theoretical model
given by equations (10) and (11) (P= 5 µm).

while in the intermediate regime around the critical coupling
point, ωW is defined by equation (11) and the top branch

ωW2+ = ω0 +
√
3γ2

0 − γ2
r + 2γ0γr.

5. Surface enhanced infrared absorption

According to TCMT model, the reflectance from a hollow
metasurface containing an analyte with vibrational frequency
ωv and damping rate γv is [42]

R(ω) = 1− 4γr(γ0 + γµ)

(ω−ω0 −ωµ)2 +(γr+ γ0 + γµ)2
. (16)

γµ and ωµ are effective decay rate and modified vibra-
tional frequency of the vibrational mode, respectively, which
are given with the following expressions: ωµ = µ2(ω−ωv)/
((ω−ωv)

2 + γ2
v ) and γµ = µ2γv/((ω−ωv)

2 + γ2
v ). Here µ is
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Figure 8. Metasurfaces for SEIRA: (a) reflectance spectra for the
case with and without analyte and for three value of channel
thickness: tc = 50 nm (undercoupled), tc = 120 nm (near critically
coupled), and tc = 300 nm (overcoupled operational regime).
(b) The corresponding reflectance change∆R.

the coupling rate which describes energy exchange between
metasurface and vibrational modes. It is reasonable to expect
that themaximal absorption and reflectance change is achieved
at the vibrational frequency ωv. Then, ωµ|ω=ωv = 0 and
γµ|ω=ωv = µ2/γv, whereas the expression from equation (16)
becomes

R|ω=ωv = 1− 4γrγ ′
0

(ωv−ω0)2 +(γr+ γ ′
0)

2
, (17)

where γ ′
0 = γ0 +µ2/γv is the effective non-radiative decay

rate of metasurface coupled with an analyte containing vibra-
tional mode. The previous equation has the same form as
equation (2). Therefore, according to conclusions previously
derived for absorption sensors, an optimal metasurface aimed
for SEIRA should operate in the overcoupled regime with
a period as large as possible, while the resonant frequency
of the metasurface should be matched with the vibrational
one, ω0 = ωv.

The operation of metasurface based SEIRA substrates is
illustrated in figure 8(a). Reflectance spectra are displayed for
the case with (R2) and without (R1) analyte and for different
operating regimes (determined by tc). Vibrational frequencies
were equal to the resonant frequencies of the metasurfaces

Figure 9. Metasurfaces for SEIRA: change of the reflectance
|∆R|max =max|∆R(ω)| as a function of channel thickness and for
fixed period P= 5 µm.

without analyte. As can be seen, the reflectance change |∆R|=
|R2 −R1| is maximized at the vibrational frequencies, while
∆R changes its sign depending on operational regime. Accord-
ing to figures 5(d) and (e), in the undercoupled (overcoupled)
regime, the reflectance at the resonance increases (decreases)
due to additional losses introduced by the analyte. As a result,
∆R(ω0) is positive (negative) for undercoupled (overcoupled)
metasurfaces.

Optimal geometry of hollow metasurfaces aimed for
SEIRA is determined from the plot of |∆R|max =max|∆R(ω)|
as a function of channel thickness depicted in figure 9. As
can be seen, it is qualitatively very similar to the correspond-
ing sensitivity profile for absorption sensors in figure 6(b).
|∆R|max is associated with a local maximum (for tc ∼ 70 nm)
in the undercoupled regime and with a local minimum around
the critical coupling point (tc ∼ 150 nm). Finally, the max-
imal |∆R|max is achieved in the overcoupled regime for tc
around 400 nm, which represents and optimal channel thick-
ness. Therefore, the overcoupled regime is the optimal work-
ing regime in this case as well.

In order to calculate optimal working frequency, vibra-
tional frequencies ωv were swept in a frequency range 0.9ω0 −
1.1ω0 around the metasurface resonant frequency ω0. Corres-
ponding R(ω) and ∆R(ω) spectra are plotted in figure 10(a),
whereas the maximal |∆R|max =max|∆R(ω)| as a function
of the normalized frequency ωv/ω0 is given in figure 10(b).
|∆R|max is maximized at the normalized frequency close to
1. Therefore, the resonant frequency of an optimal metas-
urface based SEIRA substrate should be equal to the vibra-
tional frequency ωv of analyte. The peak of |∆R|max is slightly
shifted and therefore reached for ωv/ω0 > 1 since the res-
onance is shifted toward higher frequencies when losses are
included. As can be seen, for lower oscillator strength, |∆R|max

moves to ωv/ω0 = 1.
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Figure 10. (a) Reflectance spectra for an analyte with varying
vibrational frequency ωv in the range 0.9ω0 − 1.1ω0 (tc = 400 nm,
P= 5 µm). (b) The maximal reflectance change |∆R|max as a
function of the normalized frequency ωv/ω0 for two values
of the oscillator strength Sv = (9.77× 1012 rads−1)2 and
Sv = (1.78× 1012 rads−1)2. In the latter case, |∆R|max is multiplied
by 20 for better visibility.

6. Discussion

So far, the sensitivity of absorption sensors was considered for
small values of the imaginary part of analyte refractive index
(na,i2 ∼ 0.01). In order to assess dynamic range, properties of
absorption sensors were analyzed for na,i2 from 0.01 up to
0.3 (na,i1 = 0). Results in figure 11 display that the reflectance
change |∆R|max saturates, while the sensitivity Smax decreases
with na,i2. For na,i2 = 0.3, Smax falls down by more than
five times compared to the case with na,i2 = 0.01. The sens-
ing mechanism is based on absorption of an incident elec-
tromagnetic field within MIM cavities, whereas the absorp-
tion efficiency depends on the electric field enhancement in
the cavities. Analytes with higher losses decrease the field
enhancement which therefore results in a lower sensitivity for
larger na,i2.

Figure 11. Dynamic range of absorption sensors: sensitivity Smax

and reflectance change |∆R|max as function of analyte losses (the
imaginary part of analyte refractive index na,i2). The metasurface
considered in this case is the optimal one, with tc = 300 nm and
P= 5 µm, while na,i1 = 0.

The sensitivity as a function of channel (analyte) thickness
is associated with a maximum in the overcoupled regime as
demonstrated in figure 6(b). Generally, the absorption sensitiv-
ity increases with analyte thickness due to larger optical path.
As a result, the sensitivity of hollowmetasurfaces increases for
small values of channel thickness. However, at some point, it
starts to decrease since an incident field does not couple effi-
ciently with the metasurfaces (reflectance increases in over-
coupled regime with increasing tc) and therefore, does not
reach the channel with analyte. The channel thickness around
300–400 nm is then an optimal value which gives both high
absorption as well as efficient penetration of the incident field
into the channel. As a result, this is the point with the maximal
sensitivity.

In the system with a fixed geometry (tc and P), the
operational regime is controlled by analyte losses as illus-
trated in figure 5(e). In the considered case for na,i < 0.13,
non-radiative decay rate is lower than radiative decay rate
(γr/γ0 > 1), and the system is in overcoupled regime. Higher
analyte losses (na,i > 0.13) increases non-radiative decay rate
and shift the system into undercoupled regime (γr/γ0 < 1). As
can be seen in figure 5(e), the curve of R(ω0) as a function of
na,i is steeper in the overcoupled regime meaning that |∆R| is
larger in the overcoupled system for the same change of na,i. In
this regime, metasurfaces are associated with lower losses and
larger electric field enhancement which leads to larger absorp-
tion and sensitivity.

Sensitivity enhancement provided by hollow metasurfaces
is explained in figure 12 where they are compared with stand-
ard metasurfaces and the case with a bare analyte (without
metasurface) just deposited on a gold film. In the latter case, as
expected, the sensitivity increases with the analyte thickness.
When the analyte is placed on a top of the standard metas-
urface, the sensitivity increases with the analyte thickness as
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Figure 12. Sensitivity as a function of analyte thickness for three
structures: hollow metasurface where the analyte is placed between
two metallic layers in MIM metasurface, standard metasurface
where the analyte is placed on the top of MIM metasurface, and
bare analyte (without metasurface) placed just on thick metallic
film. Considered structures are schematically depicted at the top.

well, while it is magnified due to improved absorption caused
by the electric field enhancement generated by the metas-
urface. Finally, in the case of the hollow metasurface, the
achieved magnification is further increased due to improved
coupling between the analyte and the region with a high elec-
tric field enhancement. Still, in this case, the sensitivity has
a peak at an analyte thickness of around 300 nm. In this
case, the absorption is not simply increased for thicker analyte
since the analyte thickness strongly influences the operational
regime of metasurface, as previously explained. As displayed
in figure 12, the sensitivity provided by the hollow metasur-
face operating in undercoupled regime (analyte thickness less
than ∼100 nm) is enhanced by more than order of magnitude
compared to the standard metasurface. The enhancement is
decreased for thicker analytes, but still it is around four times
at the optimal channel thickness of ∼300 nm.

Although in the previous analysis we focused on find-
ing of an optimal regime of hollow metasurfaces, the com-
parison with standard metasurfaces demonstrates that under-
coupled hollowmetasurfaces are also very efficient absorption
sensors, especially in cases when very thin analytes (less than
∼100 nm) are considered. Generally, hollow metasurfaces
provide cavity enhanced sensing and detection of extremely
thin films with a deep subwavelength thickness of only sev-
eral tens of nanometers while the ratio of wavelength (around
10 µm) and film thickness is in the range 102–103.

The absorption sensitivity of optimal hollow metasurfaces
is larger than 10 RIU−1. The limit of detection of absorp-
tion sensors mainly depends on the instrumental resolution for

reflectance measurements σR. By considering lossless chan-
nel in the initial case (na,i1 = 0), the aim was to estimate min-
imal change in the imaginary part of analyte refractive index
na,i2 which led to reflectance change greater than (or at least
equal to) the instrumental resolution, |∆R|⩾ σR. By taking
σR ∼ 0.5% [43], considered hollowmetasurface based absorp-
tion sensors can detect changes in the imaginary part of refract-
ive index of ∼0.5× 10−3.

In the previous analysis, only normal incidence was con-
sidered. On the other hand, oblique incidence could be more
favourable for measurements due to spatially separated incid-
ent and reflected beam. Calculation results formaximal reflect-
ance change as a function of the angle of incidence show that
∆Rmax (presented in figure S2 of supplementary material, cal-
culated for the case from figure 5(c)) is practically constant
for angles in the range of 0◦–15◦. Therefore, the absorption
sensitivity stays preserved for small angles of incidence.

In addition to absorption sensing and SEIRA, hollow
metasurfaces are very efficient for refractometric sensing as
well (the real part of refractive index) [28–32]. Therefore, they
provide options for multimode sensing, where the most appro-
priate sensing mode should be selected according to achiev-
able sensitivity, while in some cases the combinations of both
sensing modes [44] could be useful in order to acquire com-
plementary information about analytes under investigation.

Multiband metasurfaces are of special interest for SEIRA
in order to provide enhanced absorption of vibrational modes
in several spectral ranges [23]. Although here we considered
metasurfaces associated with a single resonance, our study can
be extended by considering metasurfaces with several metallic
stripes of different widths within single unit cell [45], or by
designing more complex metasurfaces with two-dimensional
periodicity and asymmetric metallic structures at the top [23].

The presented analysis is based on relations between geo-
metrical parameters of MIM metasurfaces and decay rates
which appear in the TCMT model. Therefore, similar optim-
ization procedure could be applied to other metasurfaces
aimed for SEIRA such as mushroom based MIM structures
[42, 46, 47]. The relevance of the ratio between decay rates
on achievable sensitivity in SEIRA and optimal sensor geo-
metry was demonstrated in the case of transmissive metasur-
faces as well [48]. Since many materials exhibit absorption
bands in terahertz range, our approach can be also applied
to terahertz metasurfaces [3, 49] aimed for absorption sens-
ing. Since the sensing efficiency decreases with analyte losses
(figure 11), hollow metasurfaces would be efficient only for
the sensing of low-loss analytes at terahertz frequencies. In
this work, we assume that a fluid analyte flows along the chan-
nel between two metallic layers of MIM metasurface. Recent
work has demonstrated that similar metasurfaces with spe-
cially prepared liquid metal as a bottom plate can be used for
the sensing and SEIRA of even solid analyte films as well [50].

7. Conclusions

In summary, hollow metasurfaces are efficient absorption
sensors and substrates for SEIRA with the absorption
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sensitivity larger than 10 RIU−1. They provide cavity-
enhanced detection of subwavelength films, with the ratio
wavelength/thickness up to 103. The optimal metasurfaces
with maximal absorption sensitivity should have period as
large as possible. Optimal channel thickness (which is equal to
analyte thickness) is the one which provides both high absorp-
tion and efficient coupling of an incident field into the metas-
urface channel. In the case of analytes with thicknesses up to
∼300 nm, the hollow metasurfaces operating at mid-infrared
frequencies enhance absorption sensitivity by three orders of
magnitude compared to the case of bare analyte films, and by
around one order of magnitude compared to the case when the
analytes are deposited on the top of traditional MIM metasur-
faces. The absorption sensitivity decreases with analyte losses
which therefore limit dynamic range of the imaginary part of
refractive index up to around 10−1. The limit of detection of
the imaginary part of refractive index is below 10−3.
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We present a semi-analytical approach for the analysis and design of refractive index sensors based on metal–
insulator–metal (MIM) metasurfaces. While numerical methods require extensive calculations for all values of
geometrical parameters, the semi-analytical approach provides straightforward guidelines for a design of optimal
metasurfaces with maximized sensitivity. Semi-analytical formulas for refractive index sensitivities are derived from
equations of the temporal coupled mode theory and standing-wave resonance model. They require three numeri-
cally calculated parameters (resonant frequency and radiative and non-radiative decay rates of the resonant mode),
obtained by the fitting of reflectance spectra. Generality of the presented approach allows us to consider the opera-
tion of metasurface sensors in three different interrogation methods: spectral (frequency), intensity (reflectance),
and phase. Validity of the proposed approach is confirmed by a good agreement with numerical results. Starting
from semi-analytical formulas, we derive working frequencies of metasurface based sensors, prove that the critical
coupling with equal decay rates of the resonant mode is the optimal working regime, and demonstrate that optimal
MIM metasurfaces should have periods as large as possible with the thickness of MIM cavities determined by the
critical coupling condition. © 2021 Optical Society of America

https://doi.org/10.1364/JOSAB.422070

1. INTRODUCTION

Metasurfaces are artificial electromagnetic structures consisting
of planar arrays of subwavelength metallo–dielectric resonators.
Refractive index sensors based on metasurfaces [1–4] belong to
the group of resonant and label-free photonic sensors together
with surface plasmon resonance [5,6] and localized surface
plasmon resonance sensors [7–9], Fabry–Perot [10–13] and
photonic crystal cavities [14–17], and whispering gallery mode
sensors [18–21]. All these structures generate a large electric
field enhancement in the vicinity of their resonances, while the
interaction between the enhanced electric field and surrounding
medium under investigation results in a spectral shift of the res-
onances. By measurement of the induced spectral shift, changes
in refractive index in the surrounding medium can be detected.

The efficiency of resonant photonic sensors is quantified
through the refractive index sensitivity defined as a change of a
measured signal for a given refractive index change. Depending
on the measured signal, we distinguish the sensing with spectral
(wavelength/frequency), intensity (reflectance/transmittance),
and phase interrogation. A straightforward way to determine
sensitivity is to numerically calculate the sensor response for two
refractive index values. Still, the physics behind a sensing mecha-
nism remains unclear with such an approach. Additionally,
to find an optimal sensing structure and working regime, it is
necessary to sweep through all possible values of geometrical

parameters and find a set of the parameters that provides maxi-
mal sensitivity. To avoid such extensive optimization procedures
based on numerical calculations, theoretical models are strongly
desired. They not only give physical insight, but provide general
and quick guidelines for the design and optimization of sensing
structures.

So far, theoretical models have been developed for surface
plasmon resonance sensors based on flat [22–24] and nanos-
tructured metallic films [25,26], and for sensors based on
metallic nanoparticles with localized surface plasmon reso-
nances [27,28] and with surface lattice resonances [29]. While
these models are mainly applicable for specific geometry only,
the perturbation theory provides the most general model for
the spectral sensitivity of plasmonic structures [30–32] and
whispering gallery mode sensors [33]. Still, all these models
were developed for spectral interrogation only, while a universal
model for refractive index sensitivities with intensity and phase
interrogation is still lacking.

Metasurface based sensors are especially attractive since their
properties can be controlled by reshaping individual resonators,
which provides novel functionalities and extends the scope
of their applicability. For example, operating frequencies of
metasurfaces can be adjusted simply by scaling the geometry
of building unit cells, which is especially important when the
operation frequency has to overlap with absorption bands
of an analyte [34]. Chiral metasurfaces facilitate efficient
sensing of chiral analytes [35,36], anisotropic metasurfaces
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can be employed for polarization conversion based sensing
[37,38], and the deep subwavelength thicknesses of metal–
insulator–metal (MIM) cavities provide enhanced light–matter
interaction and sensing with MIM metasurfaces [39–42]. Still,
due to a more complex geometry of individual resonators, the
refractive index sensitivity of metasurfaces is dominantly calcu-
lated numerically, while the model based on the standing-wave
approach [43,44] is used only for spectral sensitivity and specific
geometries.

To fill this gap, here we derive semi-analytical formulas for
the reflectance and phase sensitivities of reflective metasurfaces
based on MIM cavities. The starting points are general expres-
sions for the reflectance and phase derived from the temporal
coupled mode theory (TCMT) [45–49], whereas the equation
for spectral sensitivity is derived from the standing-wave reso-
nance model [50–52]. Derived semi-analytical formulas require
numerically calculated resonant frequency and radiative and
non-radiative decay rates of the resonant mode, obtained by the
fitting of reflectance spectra. By analyzing the semi-analytical
formulas, we derive guidelines to design optimal metasurfaces
and find optimal operating regimes for all three interrogation
methods.

2. REFRACTIVE INDEX SENSITIVITIES: A
SEMI-ANALYTICAL APPROACH

As an example of reflective metasurfaces, here we consider
MIM structures. They are relatively simple for fabrication and
scalable, and therefore applicable in a broad frequency range,
and they are associated with a very high refractive index sen-
sitivity for analytes infiltrated into MIM cavities, as recently
demonstrated [39–42,53]. We investigate the simplest case of
a MIM metasurface with one-dimensional periodicity. The
cross-section of the unit cell with a period P is given in Fig. 1(a).
In this configuration, a fluid analyte with refractive index na is
placed in the channel (channel thickness denoted by tc ) between
parallel gold ribbons at the top (width and thickness of the rib-
bons denoted bywm and tm , respectively) and thick gold plate at
the bottom. The channel is the region with an enhanced electric
field responsible for a high refractive index sensitivity. The whole
metasurface is encapsulated by a polymer layer (with a thickness
tp ) that mechanically supports gold ribbons and simultaneously
encloses a fluid cell.

The frequency sensitivity S f is determined by the following
expression:

S f = d f0/dna , (1)

Fig. 1. (a) Cross-section of the unit cell of considered MIM
metasurface with indicated all geometrical parameters. (b) Spatial
distribution of the electric field enhancement (|E z/E0|) for the
fundamental cavity mode.

where f0 is the resonant frequency, and na is the refractive index
of the analyte that infiltrates the MIM cavity. To determine
S f , the cavity or standing-wave resonance model is employed
[50–52]. Here the resonant mode is represented as a standing
wave with odd multiples N of the half of wavelength along
metallic ribbon width wm . Distribution of the electric field
enhancement |E z/E0| for the fundamental mode with N = 1
is given in Fig. 1(b). The node with zero field is located at the
center, whereas two anti-nodes with high fields are located near
the edges of the metallic ribbon. The resonant frequency for the
fundamental mode is then given by [50]

f0 =
c

2wmna
, (2)

where c is the speed of light in vacuum. According to Eqs. (1)
and (2), the expression for frequency sensitivity reads

S f =−
c

2wmn2
a
, (3)

which is further simplified to the following form:

S f =−
f0

na
. (4)

According to TCMT [45–49], reflectance R and phase8 of a
reflective, single-channel resonator (transmission channel is dis-
abled, therefore T = 0) are

R = 1−
4γ0γr

( f − f0)
2
+ (γ0 + γr )

2 , (5)

8= a tan

(
−2γr ( f − f0)

( f − f0)
2
+ γ 2

0 − γ
2
r

)
, (6)

whereγr andγ0 are the radiative and non-radiative decay rates of
the resonant mode, respectively. The reflectance and phase sen-
sitivities, SR and S8, can be obtained as derivatives of R and8
with respect to na in the following way:

SY =
dY
dna
=
∂Y
∂ f0

∂ f0

∂na
+
∂Y
∂γr

∂γr

∂na
+
∂Y
∂γ0

∂γ0

∂na
, (7)

where Y = R, 8. Here we prove that the second and third terms
from Eq. (7) are at least an order of magnitude smaller than the
first one. Therefore, the second and third terms from Eq. (7) can
be neglected, while the formula for the sensitivity simplifies to

SY ≈
∂Y
∂ f0

∂ f0

∂na
= SY , f S f . (8)

In the previous formula, S f is the frequency sensitivity,
whereas SY , f stands for the reflectance and phase sensitivities
with respect to frequency given with the following expressions:

SR, f =
∂R
∂ f0
=

−8γr γ0( f − f0)

(( f − f0)2 + (γ0 + γr )
2)

2 , (9)

S8, f =
∂8

∂ f0
=

2γr (γ
2
0 − γ

2
r − ( f − f0)

2)

(( f − f0)2 + γ
2
0 − γ

2
r )

2
+ 4γ 2

r ( f − f0)
2

.

(10)
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Since decay rates and resonant frequency are determined
numerically, the model for refractive index sensitivities is
semi-analytical.

In order to prove validity of the simplified Eq. (8), first we
consider the partial derivatives with respect to the analyte refrac-
tive index na in Eq. (7): ∂ f0/∂na , ∂γr /∂na , and ∂γ0/∂na .
According to TCMT, the resonance width, defined as the full
width at half maximum (FWHM), is FWHM= 2(γr + γ0).
The relation between the resonant frequency and decay rates
is then obtained from the formula for the quality factor Q of
resonant modes:

Q =
f0

FWHM
=

f0

2(γ0 + γr )
, (11)

while the relation between the partial derivatives is the
following:

∂(γ0 + γr )

∂na
=

1

2Q

(
∂ f0

∂na
−

f0

Q
∂Q
∂na

)
. (12)

The non-radiative decay rate γ0 is related to the losses in
metallic layers since analytes in this study are lossless. According
to the perturbation theory, the mode profile of the electric
field does not change significantly with small changes in the
cavity refractive index na . As a result, the metallic losses are
approximately constant for varying na . Therefore, it is rea-
sonable to assume that ∂γ0/∂na ≈ 0 [proven by numerical
results presented in Fig. S1(d) of Supplement 1]. Going back to
Eq. (12) and taking into account that quality factors of metasur-
face resonances are typically around 10 [proven by numerical
results given in Fig. S1(c) of Supplement 1], in the first approxi-
mation, it is reasonable to neglect the second term from the
right-hand side of Eq. (12). Then according to the simplified
expression ∂γr /∂na ≈ (∂ f0/∂na )/(2Q) and again taking into
account that Q is around 10, we get the following approxima-
tive relation between the partial derivatives with respect to na :
|∂γr /∂na | � |∂ f0/∂na |. The previous approximation is con-
firmed by numerical calculations for decay rates as a function
of na . The results are presented in Fig. S1(d) of Supplement
1. They also confirm the validity of the initial approximation
where the second term from the right-hand side of Eq. (12) was
neglected.

Next, we consider the ratios between the partial derivatives of
reflectance [full mathematical expressions given in Eqs. (S2)–
(S4) of Supplement 1] and phase [full mathematical expressions
given in Eqs. (S6)–(S8) of Supplement 1] with respect to the
resonant frequency and decay rates. Below, it is demonstrated
that the optimal operating frequency for the reflectance inter-
rogation is f0 ± (γr + γ0)/

√
3, whereas the optimal operating

regime is achieved at the critical coupling point with equal
decay rates γr = γ0. At these conditions, the ratios between
|∂R/∂ f0| and |∂R/∂γr |, and between |∂R/∂ f0| and |∂R/∂γ0|

are
√

3; therefore, |∂R/∂ f0|> |∂R/∂γr |, |∂R/∂γ0|. In
the case of the phase interrogation, at the optimal operating
frequency f0, |∂8/∂ f0| has some finite value, while both
partial derivatives |∂8/∂γr | and |∂8/∂γ0| are equal to zero;
therefore, |∂8/∂ f0|> |∂8/∂γr |, |∂8/∂γ0|. Numerically
calculated partial derivatives of reflectance and phase with
respect to the resonant frequency and decay rates and as a func-
tion of frequency are presented in Fig. S2 of Supplement 1.

The numerical results confirm relations between the partial
derivatives obtained by the previous theoretical analysis.

According to the previous discussion, the absolute value of
the partial derivative of the resonant frequency with respect
to the analyte refractive index |∂ f0/∂na | is at least an order of
magnitude larger than the corresponding partial derivatives of
decay rates |∂γr /∂na | and |∂γ0/∂na |. At the same time, the
absolute value of the partial derivative of reflectance (phase)
with respect to the resonant frequency |∂R/∂ f0| (|∂8/∂ f0|)
is greater than or similar to the corresponding derivatives of
reflectance (phase) with respect to decay rates |∂R/∂γr | and
|∂R/∂γ0| (|∂8/∂γr | and |∂8/∂γ0|). Therefore, the first term
in Eq. (7) for the reflectance and phase sensitivity is at least an
order of magnitude larger than the other two, which allows us
to neglect the second and third terms and use the approximative
Eq. (8).

3. VALIDITY OF THE SEMI-ANALYTICAL
APPROACH

To test validity of the presented semi-analytical approach,
numerical calculations were performed using rigorous cou-
pled wave analysis implemented in Reticolo software [54].
Here the operation at terahertz frequencies is considered
since similar structures have been dominantly fabricated at
far- and mid-infrared frequencies [39–42]. Reticolo software
aims for the analysis of periodic electromagnetic structures.
Only the unit cell is defined, which is periodically repeated
simulating an infinite structure. We consider a metasur-
face with one-dimensional periodicity along x axis, while
the structure is invariant along the y axis, meaning that the
metallic ribbons are infinitely long along this axis. The initial
geometrical parameters of the unit cell in Fig. 1(a) are the fol-
lowing: unit cell size (period) P = 100 µm, metallic ribbon
width and thickness wm = 80 µm and tm = 0.3 µm, respec-
tively, thickness of the channel with an analyte to be sensed
tc = 1.3 µm, and thickness of the encapsulating polymer layer
tp = 40 µm. The normal incidence is considered, while the
electric field of the incident field is polarized along the x axis.
Material parameters for gold (with Drude parameters plasma
frequency ωp = 1.37 · 1016 rad/s and collision frequency
γc = 4.05 · 1013 rad/s) and the encapsulating polymer layer
(with a refractive index 1.8+ j0.06) at terahertz frequencies
are taken from Refs. [55,56], respectively. The initial refrac-
tive index of the analyte placed in the MIM cavity (channel) is
na = 1.5, which is a common refractive index of transparent
liquid analytes at terahertz frequencies [40].

Numerically calculated sensitivities are determined as
changes in the output signal (resonant frequency, reflectance,
or phase) observed for a small variation 1na from the ini-
tial value of 1.5. The numerically calculated S f is obtained
as the ratio between the frequency shift of the resonant
mode 1 f0 = f0(na +1na )− f0(na ) and refractive index
change 1na = 0.05. The numerically calculated SR was
obtained as 1R/1na , with 1R = R(na +1na )− R(na )

and 1na = 0.001. S f was numerically calculated as the
ratio 18/1na , where 18=8(na +1na )−8(na ) and
1na = 0.001.

https://doi.org/10.6084/m9.figshare.14423849
https://doi.org/10.6084/m9.figshare.14423849
https://doi.org/10.6084/m9.figshare.14423849
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To semi-analytically calculate S f [Eq. (4)], SR, f [Eq. (9)],
and S8, f [Eq. (10)] as a function of frequency, three parameters
that completely describe the resonant mode, f0, γr , and γ0,
were calculated by fitting the formula for the reflectance derived
from TCMT [Eq. (5)] to numerically calculated reflectance.
A detailed explanation of the fitting procedure is given in Ref.
[48]. In Section 3.B an example of the fitting is presented in
Fig. 3(a). As can be seen, the fit and the numerically calculated
reflectance perfectly agree, which demonstrates that the model
based on TCMT well describes the considered metasurface.

A. Frequency Interrogation

A comparison between the resonant frequency f0 calculated by
Eq. (2) and numerically is presented in Fig. 2(a). As can be seen,
both curves exhibit the same trend: f0 is inversely proportional
to na . Still, the theoretical model overestimates f0 by around
10%. The observed difference appears due to a small spatial
extension of the cavity mode beyond the edges of the metallic
ribbon [57], as can be seen in Fig. 1(b). As a result, the cavity is
effectively extended, wm from Eq. (2) is effectively increased,
and the resonant frequency is decreased.

The calculation results for the refractive index sensitivity in
frequency interrogation are displayed in Fig. 2(b). The theo-
retically calculated curve for |S f | using Eq. (3) exhibits a good
agreement with the numerics, but still differs by around 10%–
15%. Better accuracy is achieved by the semi-analytical Eq. (4),
where f0 is numerically calculated. As can be seen in Fig. 2(b),
the difference compared to the numerics is now decreased to
around only 5%. Therefore, hereafter |S f | is calculated as
f0/na , with f0 obtained numerically.

B. Reflectance Interrogation

Semi-analytical results for |SR, f | [Eq. (9)] are compared with
numerics in Fig. 3(b), and they exhibit excellent agreement.
Since |∂R/∂ f0| = |∂R/∂ f |, the numerical calculations for
|SR, f | were done by differentiating the reflectance spectrum
R( f ) in Fig. 3(a). The working frequency fR for the reflectance
interrogation is defined as a frequency where |SR, f | has a maxi-
mum. The resonant frequency is obviously not appropriate as a
working point since |SR, f ( f = f0)| is zero. On the other hand,
the working frequency is located symmetrically around f0 at

fR = f0 ± (γr + γ0)/
√

3. (13)

The derivation for fR from Eq. (9) is given in Section 2 of
Supplement 1. The validity of Eq. (13) was tested for a resonator
with varying decay rates controlled by the channel thickness

Fig. 2. (a) Resonant frequency f0 and (b) frequency sensitivity |S f |

as a function of analyte refractive index na .

Fig. 3. (a) Reflectance R and (b) sensitivity |SR, f | as a function of
frequency. (c) Working frequency fR as a function of channel thick-
ness tc ( fR,1 = f0 − (γr + γ0)/

√
3 and fR,2 = f0 + (γr + γ0)/

√
3)

and (d) sensitivity |SR | as a function of frequency. |SR |max marked
in (d) stands for the maximal value of |SR | obtained at the operating
frequency: |SR |max =max{|SR ( f = fR)|}.

tc as displayed in Fig. 3(c). The numerically calculated fR

was obtained as a frequency that maximizes |SR, f |. As can
be seen, the semi-analytical formula perfectly agrees with the
numerics and therefore offers a straightforward way to deter-
mine the working frequency for the sensing with reflectance
interrogation.

The absolute value of reflectance sensitivity |SR | calcu-
lated using the semi-analytical model in Eq. (8) with known
SR, f and S f is given in Fig. 3(d). As in the previous case, the
semi-analytical model displays a very good agreement with the
numerics, while the peaks of |SR | are reached at the working
frequency fR.

C. Phase Interrogation

The semi-analytical model for |S8, f | [Eq. (10)] exhibits an
excellent agreement with numerical calculations, as depicted in
Fig. 4(a). Since |∂8/∂ f | = |∂8/∂ f0|, |S8, f | was numerically
calculated by differentiating the phase spectrum 8( f ) [an
example given in Fig. 4(a)]. The peak of |S8, f | is reached at the
resonant frequency f0 where the phase curve has maximal slope.
Therefore, opposite to the reflectance interrogation, f8 = f0 is
the working frequency for the phase interrogation. According
to Eq. (8), the sensitivity S8 is obtained by multiplying S8, f by
S f . The absolute value |S8| is presented in Fig. 4(b). It has the
same shape as S8, f with the maximum at f0. As in the previous
case of SR , the semi-analytical formula very well reproduces
numerical results.

D. Validity for Wider Range of Refractive Index
Change

To calculate refractive index sensitivities numerically, it is nec-
essary to perform calculations for two refractive index values

https://doi.org/10.6084/m9.figshare.14423849
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Fig. 4. (a) Phase 8 and sensitivity |S8, f |, and (b) sensitivity
|S8| as a function of frequency. |S8|max marked in (b) stands for
the maximal value of |S8| obtained at the operating frequency:
|S8|max =max{|S8( f = f8)|}.

of an analyte, na and na +1na . On the other hand, the pro-
posed semi-analytical approach provides formulas to determine
sensitivities by knowing properties of the resonant mode just
for single na . Still, the formulas for refractive index sensitivities
[Eqs. (1) and (8)] are based on derivatives of f0 with respect to
na and R/8with respect to f . Therefore, they are per definition
valid only for infinitesimally small changes in refractive index
around the working point defined with na = 1.5. To test their
validity for a broader range of refractive index values, the semi-
analytical results are compared with numerical calculations
for 1na in the following ranges: −0.2 to +0.2 for S f , −0.3
to +0.3 for SR , and −0.05 to +0.05 for S8. The comparison
is presented in Fig. 5. Hereafter, |SR |max [marked in Fig. 3(d)]
and |S8|max [marked in Fig. 4(b)] stand, respectively, for the
maximal values of reflectance and phase sensitivities obtained
at operating frequencies |SR |max =max{|SR( f = fR)|} and
|S8|max =max{|S8( f = f8)|}.

Numerically calculated |S f | approximately linearly increases
(decreases) for negative (positive)1na , as depicted in Fig. 5(a).
According to the theoretical formula in Eq. (4), the spectral
sensitivity is inversely proportional to na , which explains the
observed increase (decrease) in |S f | for smaller (larger) values of
na and negative (positive) values of 1na . The semi-analytical
formula in Eq. (4) gives a correct value for |S f | only when
1na→ 0. Still, for |1na |< 0.1, the deviation compared to the
numerics is less than approximately 10%.

Changes in |SR |max and |S8|max with 1na are presented in
Figs. 5(b) and 5(c), respectively. The semi-analytical formula
[Eq. (8)] well predicts both reflectance and phase sensitivities
when 1na is close to zero. Here both sensitivities reach the
maximal values. It should be noted that the considered MIM
geometry is slightly detuned from the critical coupling point

(achieved by using a channel thickness tc = 1.3 µm, a bit thicker
than tcc = 1.25 µm for the critically coupled structure). Such a
detuned metasurface is more realistic in experiments, while in
theoretical/numerical analysis, it allows us to avoid divergence
of the phase sensitivity for 1na→ 0. According to numerical
results, for larger1na , both sensitivities symmetrically decrease.
Still, for |1na |< 0.1, the reflectance sensitivity decreases by less
than approximately 20%. A similar decrease in phase sensitivity
is achieved for a much narrower range of |1na |< 0.01.

More pronounced decay of the phase sensitivity is a result
of a much narrower dynamic range of the phase interrogation
method. |S8|max decays faster since |S8, f | diverges at the critical
coupling point, while the slope of phase 8( f ) becomes very
large (theoretically infinite), as depicted in Fig. 4(a). Even a
small refractive index change then easily shifts the system from
the linear regime (the spectral region with the linear slope of
8( f ) around f0) to spectral regions where the phase slope is
much lower, thus resulting in a smaller phase change (for a given
refractive index change) and lower phase sensitivity.

E. Applicability of the Semi-Analytical Approach

The proposed semi-analytical approach for the analysis of
refractive index sensitivities of reflective metasurfaces is based on
TCMT, which is derived for the case of low-loss electromagnetic
resonators. Therefore, the presented approach is valid if the
losses in the metallic parts are low (we consider lossless analytes).
This condition is fulfilled at terahertz frequencies. Still, at higher
frequencies, the losses in metals are increased. In practice, the
presented approach is valid as long as numerically calculated
reflectance spectra can be fitted by Eq. (5) of the TCMT model,
and it was demonstrated that the fitting procedure nicely repro-
duces reflectance spectra of MIM metasurfaces even at optical
frequencies [58]. Possible deviations between the TCMT
model and numerics would result in just certain quantitative
deviations of the resulting refractive index sensitivity obtained
using the semi-analytical model compared to those calculated
numerically.

Angular interrogation is also a very common detection
method for surface plasmon resonance based sensors [59]. In
this method, measurements are performed for a range of angles
of incidence. The excitation of surface plasmon polaritons is
associated with a dip in the angular reflectance, while the angle
of incidence at the reflectance dip is taken as the sensor output.
Still, here the presented approach cannot be applied on sensing
with angular interrogation due to a lack of formulas connecting

Fig. 5. (a) Spectral sensitivity |S f |, and the maximum of (b) reflectance sensitivity |SR |max and (c) phase sensitivity |S8|max as a function of the
refractive index change1na with respect to the initial na = 1.5. The results of the semi-analytical models are given for1na = 0.
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the angle of incidence and three parameters of the TCMT based
model: resonant frequency and radiative and non-radiative
decay rates. Generally, the angular dispersion in metasurfaces
arises due to the coupling between adjacent meta-atoms and due
to the radiation property of a single meta-atom [60], and both
effects can be studied using only numerical calculations.

4. OPTIMAL STRUCTURE

In this section, optimal working regimes for all three interroga-
tion methods are derived based on the proposed semi-analytical
approach. The working regime of MIM based metasurfaces is
determined by the ratio between radiative and non-radiative
decay rates, which is controlled by two geometrical parameters:
channel thickness tc and period P [47,48]. The third geomet-
rical parameter of MIM cavities, metallic ribbon width wm ,
defines the resonant frequency according to Eq. (2). γr and γ0 as
a function of tc and P are plotted in Figs. 6(a) and 6(b), respec-
tively. Dashed lines connect points in the (tc , P ) plane, which
are associated with critically coupled metasurfaces having equal
decay rates γr = γ0. To further clarify dependence of decay rates
on tc and P , characteristic cross-sections of the previous maps
are presented in Figs. 6(c) (γr and γ0 as a function of tc and for
P = 100 µm) and 6(d) (γr and γ0 as a function of P and for
tc = 1.39 µm). As can be seen, γr is directly proportional and
γ0 is inversely proportional to tc . On the other hand, γ0 is prac-
tically independent of P , whereas γr is inversely proportional
to P . Therefore, dependence of γ0 and γr on tc and P can be
mathematically expressed in the following way:

γ0 =
α0

tc
, (14)

γr = αr tc =
βtc
P
, (15)

where α0, αr , and β are fitting constants, while αr = β/P .
Recently, we numerically demonstrated enhanced refractive
index sensitivities of reflective MIM metasurfaces at the criti-
cally coupled point associated with equal decay rates γr = γ0

[53]. According to Eqs. (14) and (15), the channel thickness at
the critical coupling point tcc is

tcc =
√
α0/αr =

√
α0 P /β. (16)

The spectral sensitivity of MIM metasurfaces is independent
of their working regime since the sensitivity is determined by
the ratio between the resonant frequency and analyte refractive
index as given by Eq. (4). The figure of merit (FOM) factor for
the spectral interrogation is defined as FOM= S f /FWHM.
Since FWHM= 2(γ0 + γr ), the FOM factor obviously
depends on the working regime and the ratio between γ0 and
γr . By substituting formulas for decay rates [Eqs. (14) and (15)]
into the expression for FWHM, it follows that the FWHM is
minimized at the critical coupling point for channel thickness
equal to tcc (derivations given in Section 3.A of Supplement
1). In that case, FWHM is proportional to

√
(αβ)/P , and the

FOM factor is proportional to
√

P/(αβ) (derivations given in
Section 3.A of Supplement 1).

The maximal reflectance sensitivity |SR |max is achieved at
fw = f0 ± (γr + γ0)/

√
3. At that frequency, according to

Fig. 6. (a) Radiative decay rate γr and (b) non-radiative decay
rate γ0 as a function of channel thickness tc and period P . Dashed
lines connect points associated with critically coupled metasurfaces
having equal decay rates γr = γ0. (c) γr and γ0 as a function of tc

and for P = 100 µm, and (d) γr and γ0 as a function of P and for
tc = 1.39 µm.

Eq. (9), |SR |max is proportional to γr γ0/(γr + γ0)
3
|S f |. By

substituting formulas for decay rates [Eqs. (14) and (15)] into
the previous expression, it follows that |SR |max is maximized
exactly at the critical coupling condition for channel thickness
equal to tcc (derivations given in Section 3.B of Supplement 1).
For that value of the channel thickness, the maximal reflectance
sensitivity |SR |max is proportional to

√
P/(αβ) (derivations

given in Section 3.B of Supplement 1).
The maximal phase sensitivity |S8|max is achieved at the

resonant frequency f0. According to Eq. (10), |S8|max at f0 is
equal to 2γr /(γ

2
0 − γ

2
r )|S f |. The phase sensitivity is obviously

maximized at the critical coupling point for γr = γ0. Still, at this
point, |S8|max diverges. To avoid the singular point, |S8|max is
calculated for tc = ρtcc, where ρ = 1± ε, while ε→ 0 (ε= 0
exactly at the critical coupling point). Then, |S8|max becomes
proportional to (2ρ3/(1− ρ4))

√
P/(αβ)|S f |. Therefore,

|S8|max is proportional to
√

P /(αβ).
According to the previous theoretical analysis, at the critical

coupling point, the reflectance and phase sensitivities are maxi-
mized. At the same time, the resonance width is minimized,
thus providing a maximized FOM factor in the spectral inter-
rogation. The reflectance and phase sensitivities as well as the
FOM factor in the spectral interrogation are proportional to
the same factor

√
P/(αβ), which means that they are increased

for metasurfaces with larger periods. Therefore, the theoretical
analysis indicates that the critical coupling should be an optimal
working regime; the channel thickness should be selected to
achieve critically coupled metasurfaces (tc = tcc), while at the
same time, their period should be as large as possible.

Validity of the previous theoretical analysis and its conclu-
sions were tested by numerical calculations for metasurfaces
with varying channel thicknesses and periods. Results of the
numerical calculations confirm that FWHM [Fig. 7(a)] is
minimized, while the reflectance sensitivity is maximized
[Fig. 7(b)] at the critical coupling points for the channel thick-
ness tc = tcc. These points are represented by the dashed lines in

https://doi.org/10.6084/m9.figshare.14423849
https://doi.org/10.6084/m9.figshare.14423849
https://doi.org/10.6084/m9.figshare.14423849
https://doi.org/10.6084/m9.figshare.14423849
https://doi.org/10.6084/m9.figshare.14423849


1682 Vol. 38, No. 5 / May 2021 / Journal of the Optical Society of America B Research Article

Fig. 7. (a) Resonance width FWHM, (b) reflectance sensitivity
|SR |max, and (c) |S8|max as function of channel thickness tc and period
P . (d) Width W8 defined as a range of channel thickness tc for which
|S8|max> 104deg/RIU. The inset depicts the binary image of |S8|max,
where area with |S8|max< 104deg/RIU (|S8|max> 104deg/RIU) is
represented with “0” (“1”).

both Figs. 7(a) and 7(b). At the same time, FWHM decreases
while |SR |max increases with period P . The maximal period
of 190 µm was defined by the onset of diffraction after which
sensitivities decreased.

Results of the numerical calculations for |S8|max as a function
of channel thickness and period are presented in Fig. 7(c). It
clearly demonstrates that the phase sensitivity is maximized at
the critical coupling points (represented by the dashed line).
Still, due to singularity of the phase sensitivity at critical cou-
pling, dependence of |S8|max on the period is not clear. To
elucidate this dependence, we define the width W8 as a range
of channel thickness tc , where |S8|max > Str, where Str is a
threshold sensitivity taken as 104deg/RIU. W8 as a function of
period is plotted in Fig. 7(d), while a binary map of the phase
sensitivity is given in the inset of Fig. 7(d). Here the area with
|S8|max < Str (|S8|max > Str) is represented with “0” (“1”).
As can be seen, W8 is wider for a larger metasurface period P ,
which indirectly proves the theoretical prediction that the phase
sensitivity increases with P .

Therefore, results of numerical calculations prove that an
optimal MIM metasurface has the channel thickness deter-
mined by the critical coupling condition, whereas the period
should be as large as possible, but beyond the diffraction
onset. Since critically coupled points are associated with zero
reflectance, realistic structures should always be slightly detuned
to provide the output signal needed for measurements and
sensing [53].

5. CONCLUSION

In a summary, we derive and validate semi-analytical formulas
for spectral, reflectance, and phase sensitivities of MIM meta-
surfaces based refractive index sensors. The sensitivities are

calculated by knowing properties of the resonant mode (reso-
nant frequency and radiative and non-radiative decay rate) for
single values of the refractive index of an analyte under investiga-
tion. The model demonstrates that critical coupling with equal
decay rates is the optimal working regime for reflectance and
phase interrogation, while their optimal working frequencies are
f0 ± (γr + γ0)/

√
3 and f0, respectively. The spectral sensitivity

is independent on the working regime, but the corresponding
FOM factor is maximized for critically coupled structures.
According to the derived semi-analytical formulas, three main
geometrical parameters of MIM metasurfaces should be selected
in the following way: the metallic ribbon width determines the
spectral domain for operation, the channel thickness should
provide the critical coupling regime, and the period should be as
large as possible, still beyond the onset of diffraction. The model
is universal and applicable to any single-mode optical resonator
operating in the reflection mode. Possible extensions on sensors
operating in transmission mode would require a model based on
two-port TCMT [47].
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Nanoscale mechanical control of surface electrical
properties of manganite films with magnetic
nanoparticles†

Borislav Vasić, *a Zorica Konstantinović, b Elisa Pannunzio-Miner,‡c

Sergio Valencia, d Radu Abrudan, §e Radoš Gajića and Alberto Pomar c

Mechanical control of electrical properties in complex heterostructures, consisting of magnetic FeOx

nanoparticles on top of manganite films, is achieved using atomic force microscope (AFM) based

methods. Under applied pressure of the AFM tip, drop of the electrical conductivity is observed inducing

an electrically insulating state upon a critical normal load. Current and surface potential maps suggest

that the switching process is mainly governed by the flexoelectric field induced at the sample surface.

The relaxation process of the electrical surface potential indicates that the diffusion of oxygen vacancies

from the bulk of the manganite films towards the sample surface is the dominant relaxation mechanism.

The magnetic FeOx nanoparticles, staying attached to the sample surface after the rubbing, protect the

underlying manganite films and provide stability of the observed resistive switching effect. The employed

mechanical control gives a new freedom in the design of resistive switching devices since it does not

depend on the film thickness, and biasing is not needed.

1 Introduction

Further improvement of nanoelectronic devices such as switches
and memories, requires development of novel materials as well as
advanced mechanisms for the dynamic control of their electrical

properties. In this context, one of the most studied mechanisms is
resistive switching – an electrically induced change of the resis-
tance of various thin metal-oxide lms.1–7 This research is mainly
driven by possible applications in new data storage devices such as
resistive random access memories.4–7

In order to fully understand complex physicochemical
processes during resistive switching, investigations at the
nanoscale are of particular relevance, where methods based on
atomic force microscopy (AFM) are prerequisite.8–11 At the same
time, AFM could provide novel methods for the manipulation of
resistive switching. Namely, in addition to the electrical control,
strain engineering is a simple approach to tailor the electrical
properties of metal oxide lms.12–17 The signicant coupling
between the strain and the electrical properties is based on
exoelectricity (an internal electric eld resulting from a strain
gradient) and the inverse Vegard effect (changes of ion
concentrations due to a stress).18 The exoelectricity is typically
small. However, it has recently been shown that stress and
stress gradients at the nanoscale can lead to sizable effects.19–21

A large nanoscale gradient of stress can be obtained by using
the tip of an AFM which has been employed for mechanically
induced resistive switching22–29 and switching of ferroelectric
polarization.30–36 Since purely mechanical control is independent
of lm thickness and biasing is not needed, it could provide new
prospects for the resistive switching.While recent studies22–29 have
been focused on the mechanically induced switching of homo-
geneous metal-oxide lms, it is interesting to investigate the
phenomena in the presence of nano-objects on the lm surface.
In this respect, nanoparticles (NPs) constitute a model system as
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they not only improve mechanical properties,37 but also may
provide enhanced functionalities such as novel magnetotransport
phenomena38 or optoelectronic capabilities,39,40 and they could
serve as novel magnetic tunnel junctions41,42 or memory devices.43

Here we investigate the local mechanical control of the
surface electrical properties of a heterostructure consisting of
a manganite lm with magnetic FeOx NPs. The AFM tip is used
to generate a local stress by rubbing the sample surface, and the
resulting changes in local conductivity and electrical surface
potential are subsequently measured by conductive AFM (C-
AFM) and Kelvin probe force microscopy (KPFM), respectively.
It is shown that for a high enough normal load, the manganite
surface can be switched to an insulating state. At the same time,
the sample exhibits weak room-temperature magnetism due to
the presence of FeOx NPs which stay well attached to the sample
surface even aer the rubbing at a high normal load.

2 Experimental
2.1 Sample preparation

Samples consisting of iron oxide FeOx NPs assembled onto
manganite lms, were grown by radio frequency (RF) magnetron
sputtering on the top of (001)-oriented SrTiO3 (STO) substrates.
Two manganite families were considered with very different
properties, fully spin polarized La0.67Sr0.33MnO3 (LSMO) on one
side and insulating La0.5Sr0.5Fe0.5Mn0.5O3 (LSFMO) thin lm on
the other side. Nanostructured thin lms were deposited under
a pure oxygen partial pressure (0.19 mbar) at a high temperature
(850–900 �C) with a wide range of nominal thickness (between
20 nm and 100 nm),44 while the detailed microstructure of LSMO
lms can be also found in ref. 44. Iron oxide NPs have been
deposited under a pure oxygen pressure of 0.06 mbar at 700 �C.

2.2 Structural and magnetic characterization

The surface morphology of nanostructured thin lms was
characterized by eld emission scanning electron microscopy
(SEM) (QUANTA FEI 200 FEG-ESEM). The crystal structure of
manganite lms was characterized by X-ray diffraction based
reciprocal space mapping using a Bruker AXS GADDS system
equipped with a 2D X-ray detector.

Magnetic properties were measured with a superconducting
quantum interference device magnetometer (SQUID) (Quantum
Design). The structural and magnetic nature of iron oxide NPs
was studied by X-ray absorption spectroscopy (XAS) and X-ray
magnetic circular dichroism (XMCD). The synchrotron experi-
ments were performed at room temperature by using the ALICE
chamber45 at the PM3 beamline of the electron storage ring
BESSY II of the Helmholtz-Zentrum Berlin. The radiation
impinged on samples at a grazing angle of 30�. The polarization
of the incoming radiation was set to circular (Pc ¼ 0.92(3)). Data
were acquired across the Fe L3,2 edges by means of total electron
yield. The XMCD spectrum was obtained for a xed helicity of
the incoming polarization by reversing the magnetization
direction at every data point from positive to negative by means
of an external magnetic eld (�0.1 T). Data were obtained in
magnetic remanence. XMCD was dened as the difference in

the absorption for the curves obtained aer applying the
external magnetic eld +0.1 T (b+) and�0.1 T (b�), respectively.

2.3 AFM measurements

AFM measurements were performed using an NTEGRA Prima
AFM system from NT-MDT under ambient conditions. Tapping
AFM mode was used for the topographic imaging. Simulta-
neously, phase imaging was performed by recording the phase
lag of the employed AFM cantilevers.

Electrical measurements were done using C-AFM and KPFM.
In C-AFM, local electrical currents were measured in contact
mode, while DC voltage was applied between the sample and
the AFM tip. KPFM was employed to measure the contact
potential difference (CPD) between the AFM tip and the sample
surface. The CPD is equal to the difference in the work func-
tions of the tip and sample. KPFM measurements were done
using a standard two-pass technique. In the rst pass, sample
topography was measured in tapping mode. In the second pass,
the AFM cantilever was lied by 30 nm and the sum of AC and
variable DC voltage was applied between the cantilever and the
sample. In the second pass, the lied probe, only electrically
excited and with a switched-off mechanical feedback loop, fol-
lowed the topography measured in the rst pass. Then, the CPD
in every point of a two-dimensional AFM image was the value of
the variable DC voltage which canceled the electrically excited
oscillations of the AFM cantilever in the second pass.

The procedure for the mechanical control of the surface
electrical properties was the following: rst, the local electrical
current or CPD was measured on an area of 2� 2 mm2, and then
we switched to contact AFM mode and only the inner and
central part of 1 � 1 mm2 was rubbed at an increased normal
force (in the order of 1 mN), whereas aer the rubbing, we
switched back to C-AFM or KPFM mode, and measured either
local electrical currents or electrical surface potentials, respec-
tively, on the initial area of 2 � 2 mm2. Hereaer, the rubbing
will stand for controllable scanning at increased normal load in
order to induce local changes of the electrical properties.

Both AFM imaging, rubbing and electrical measurements
were done using diamond coated and nitrogen doped DCP20
probes from NT-MDT. They have triangular cantilevers with the
typical force constant of 48 N m�1 and a resonant frequency of
420 kHz. Diamond coatings make these probes wear resistive,
while a high doping with nitrogen provides excellent conduc-
tivity. Therefore, these robust and conductive probes are suit-
able for the rubbing in contact AFM mode at high normal loads
(in the order of mN) and subsequent AFM imaging as well as
electrical measurements many times. Since C-AFM measure-
ments were done in contact mode as well, in order to avoid any
inuence of the applied normal force from the AFM tip during
the C-AFM scanning, these measurements were done at low
normal load from 50–100 nN.

3 Results and discussion

Manganites are an important class of metal oxides, especially in
the context of resistive switching, because of both
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magnetoresistive46,47 and electroresistive properties.48–50 Strain
engineering is an additional and simple approach to tailor their
properties.25,51–54 Epitaxial manganite lms are usually elasti-
cally strained due to a lattice mismatch between the lms and
underlying substrates (STO in the considered case). This strain
facilitates growth of various self-organized morphologies such
as pit arrays55–57 which can serve as templates for subsequent
self-assembly of NPs.44 The strain state in our lms is analyzed
by the asymmetric reciprocal space mapping of the reection
(103) for the nanostructured 100 nm thick LSMO lm grown on
top of the STO substrate (Fig. S1(a) of the ESI†). As observed
previously,55 the LSMO lm seems to be fully strained with the
in-plane lattice constant close to ak,STO ¼ 3.905 Å. On the other
hand, the estimated out of-plane lattice constant at,LSMO ¼
3.882(6) Å is slightly smaller than the corresponding bulk value
of 3.889 Å, as expected due to presence of a tensile strain.44,55

Nevertheless, the higher value of the out-of-plane parameter
3.882(6) Å compared with the one of the fully strained lms of
3.868 Å (ref. 58) indicates the presence of a small quantity of
oxygen vacancies, as previously discussed.55

The AFM topographic and the corresponding phase image of
the LSMO lm with FeOx NPs are given in Fig. 1(a) and (b),
respectively. In the topographic image, NPs are visible as bright
domains. They are better resolved in the phase image, where
they are dark and with a pronounced contrast compared to the
underlying LSMO lm. The phase images recorded in forward
and backward directions were the same, implying that the
observed phase difference was due to the material contrast (not

just a topographic artifact) between NPs and the LSMO
substrate. As a reference, an array of three NPs is marked by
dashed lines in both topographic and phase images. The SEM
image of the sample is depicted in Fig. 1(c). According to the
SEM images, the surface coverage of the lm by NPs was around
50%, while the NP size distribution is presented in Fig. 1(d)
showing that the average NP size is around 60 nm.

The magnetic characterization reveals that iron-oxide NPs
provide weak room-temperature magnetism as shown in
Fig. S1(b) of the ESI.† At 300 K, the magnetization disappears in
bare manganite lms and remains principally only in the
structures with FeOx NPs as depicted in Fig. S4 of the ESI.†
According to the results of XAS and XMCD measurements, the
NPs are mostly g-Fe2O3 (the results of XAS and the t of the
XMCD curve are presented in Fig. S2 of the ESI†).

The inuence of the local pressure from the AFM tip on the
electrical properties of the manganite lm decorated with iron-
oxide NPs is presented in Fig. 2(a). The current maps were
measured by C-AFM on six different 2 � 2 mm2 areas, aer the
rubbing of inner 1 � 1 mm2 domains with the AFM tip at
increasing normal force, starting from 0.32 mN to 1.6 mN. As can
be seen, aer the rubbing, the electrical current of inner square
domains is decreased. At a normal load of 1.6 mN, the inner

Fig. 1 Sample morphology: (a) AFM topographic image (z-scale is 10
nm), and (b) AFM phase image acquired during the imaging in tapping
mode. As an example, an array of three NPs is encircled in both the
topographic and phase images. (c) SEM image and (d) the size distri-
bution of iron-oxide NPs.

Fig. 2 (a) 2 � 2 mm2 current maps measured by C-AFM (at the sample
bias voltage Us ¼ 2 V) after the rubbing of inner 1 � 1 mm2 domains at
specified normal force (from 0.32 mN to 1.6 mN). The results were
obtained on six different sample regions. The current scale is 15 nA. (b)
Histograms of the current distribution on rubbed domains in (a) for the
selected normal forces. In the inset, the histograms are saturated at 20
counts for a better visibility.

This journal is © The Royal Society of Chemistry 2019 Nanoscale Adv., 2019, 1, 1763–1771 | 1765
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square is switched to a practically insulating state (with almost
zero electrical current). The histograms of the current distri-
bution measured only on rubbed domains are given in Fig. 2(b).
All current peaks are located around zero, but they become
much more pronounced with increasing normal load. For the
highest load, almost all points in the histogram are located
around zero (just few of them with non-zero current) showing
that the sample surface is really switched to an insulating state.

Fig. 3(a) presents the CPDmaps measured by KPFM on 2� 2
mm2 areas aer the rubbing of inner 1 � 1 mm2 regions with the
AFM tip at an increasing normal force from 0.62 mN to 2.4 mN.
As in the previous case, the CPD maps were measured on
different sample locations. As can be seen, CPD increases on the
rubbed domains. Since the CPD stands for the difference
between the work functions of the AFM tip and the sample, an
increase in the CPD implies a lower work function of the
sample. Therefore, the KPFM results indicate the existence of an
electric eld originating from negative charges on the sample
surface.

The typical histogram of the CPD distribution is depicted in
Fig. 3(b) for a normal load of 2.4 mN. There are two clearly
resolved peaks corresponding to the rubbed (the peak at
a higher CPD) and non-rubbed (the peak at a lower CPD)

domains. Histograms were calculated for all CPD maps in this
manner, whereas the histogram peaks were selected as CPD
representatives as a function of a normal load. The corre-
sponding results, together with a difference in the CPD between
rubbed and non-rubbed domains (DCPD), are given in Fig. 3(c).
As can be seen, DCPD continuously increases with the normal
load from around 25 mV to 75 mV.

The topographic images of the sample surface before and
aer the rubbing (at a high normal force of 1.6 mN) are given in
Fig. 4(a) and (b), respectively. The 1 � 1 mm2 rubbed domain is
marked by a dashed square. The rubbed region is only slightly
darker than the surrounding, non-rubbed part. The histograms
and corresponding ts of the height distribution within the
square domains before and aer the rubbing are given in
Fig. 4(c). As can be seen, the mean height is decreased by
around 0.3 nm aer the rubbing, meaning that the sample
surface is locally compressed along the perpendicular direction.
Similar results were obtained for the sample with the LSFMO
lm as depicted in the topographic images in Fig. S6(b) ESI,†
again for the cases recorded before and aer the rubbing (at
a high normal force of 1.34 mN). These topographic images
illustrate that NPs were not pushed away by the AFM tip during
the rubbing even at very high normal loads. This was conrmed
by the absence of accumulated NPs along the rims of the inner 1
� 1 mm2 rubbed domains. Still, in addition to the small local
compression of the sample surface within the rubbed domains,
the topographic images aer the rubbing show that the height

Fig. 3 (a) 2� 2 mm2 CPDmapsmeasured by KPFM after the rubbing of
inner 1 � 1 mm2 domain at specified normal force (from 0.62 mN to 2.4
nN). The CPD scale is 190–245 mV. (b) Histogram of the CPD distri-
bution for a normal load of 2.4 mN. (c) Changes in the CPD and DCPD
on rubbed and non-rubbed regions in (a) as a function of the normal
force.

Fig. 4 AFM topographic images of the sample surface acquired (a)
before and (b) after the rubbing of the inner 1� 1 mm2 domain (marked
by dashed lines) at a normal force of 1.6 mN. z-scale is 5 nm. (c)
Histogramof the height distribution within the square domainsmarked
in parts (a) and (b).
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of some NPs is slightly decreased. This can be seen by lower
brightness and clarity of these NPs. Therefore, NPs stay stable
on the lm surface and they are not removed, but some of them
can be worn since their height is decreased due to local
scratching. Still, the most important nding is that the NPs are
tightly attached to the underlying lm which stays protected.

The protection by NPs is two-fold. They mechanically protect
the underlying manganite lm from normal load applied by the
AFM probe preventing any morphological damage of the lm
and facilitating a stable and reliable switching process. At the
same time, NPs prevent aging of manganite lms due to their
exposure to the environment. Namely, it is well known that
environmental factors deteriorate electrical properties
(conductivity for example) of thin metal-oxides, usually due to
detrimental reactions with various species from the atmo-
sphere. This is the reason why higher conductivity was usually
observed on areas of the manganite lm covered by NPs, as can
be seen in Fig. 2(a).

In order to further explain the observed effects, the rubbing
with a grounded probe at increased normal load was combined
with the scanning in contact mode using a biased AFM tip, but
at a low normal force. CPD maps aer such manipulations are
depicted in Fig. 5(a) and (b). In Fig. 5(a), the 2 � 2 mm2 square
domain was rstly rubbed with the grounded tip, and then the
inner 1 � 1 mm2 domain was scanned in contact mode with
a bias voltage of Ut ¼ �1 V applied to the AFM tip. In Fig. 5(b),
the order was the opposite, the larger square domain was
scanned in contact mode at Ut ¼ �1 V, while the inner one was
rubbed with the grounded tip. In both cases, the rubbing with
the grounded tip and increased normal load leads to an
increased CPD. This is exactly the opposite to the case with the
applied negative voltage (in this case, the CPD was lowered).
Therefore, the local pressure from the AFM probe has a similar

effect as the rubbing with a positive bias voltage applied to the
AFM tip.

According to the type of conducting path, there are two
resistive switching mechanisms: with a lamentary and an
interface-type conducting path.4 The switching mechanism of
LSMO lms belongs to the second type and it is based on oxygen
vacancy migrations.59 This mechanism is usually characterized
by the formation of a Schottky barrier at the interface between
a metal electrode and a semiconducting metal-oxide lm.4,60

The width and height of the barrier can be tuned by applying
a bias voltage which controls the oxygen vacancy concentration
within the charge depletion layer at the metal–semiconductor
interface.

In the considered case of mechanically induced resistive
switching, instead of an externally applied bias voltage, the
width and height of the Schottky barrier between the AFM tip
(DCP20 probes are highly conductive, so they can be considered
as metallic ones) and sample surface are controlled by the
inverse Vegard effect and exoelectric eld. According to the
Vegard law of a chemical expansion, the local stress and strains
are proportional to the mobile ion concentration.18 Generally,
the unit cell volume increases with the oxygen vacancy
concentration.26 In the considered case, the sample surface
rubbed with the AFM tip is locally compressed along the surface
normal, so the oxygen vacancy concentration is decreased. As
a result, an excess of negative charges on the sample surface
appears. This is in accordance with the results of KPFM
measurements, where an increased CPD was observed on rub-
bed parts, meaning that the Fermi level was locally raised. The
electrical transport in LSMO is based on the hopping of elec-
trons between adjacent Mn3+ and Mn4+ ions across oxygen
ions.61 During the rubbing, the oxygen ion concentration
beneath the tip is increased (since the oxygen vacancy concen-
tration is decreased), so this effect does not seem to be
a mechanism for the observed decrease of the electrical
conductivity.

At the same time, a local and non-uniform compression of
a sample surface leads to a strain gradient and a local exo-
electric eld. This eld is oriented from the sample surface
toward the bulk.31 This pushes oxygen vacancies away from the
sample surface, while attracting negative charges toward the
sample surface, again in accordance with the KPFM results.
Since the C-AFMmaps in Fig. 2(a) were measured with a positive
bias voltage applied to the sample, the induced exoelectric
eld is an obstacle for the electron transport from the AFM tip
to the sample. Therefore, the induced exoelectric eld makes
an additional potential barrier for the electron transport
resulting in lower currents as observed in the C-AFM maps.

The inverse Vegard effect and exoelectric eld can be
coupled as well. The LSMO lms grown on the STO substrate are
under in-plane tensile strain due to a lattice mismatch as can be
seen from the asymmetric reciprocal space map given in
Fig. S1(a) of the ESI.† This tensile strain can induce an in-built
exoelectric eld.21 The strain can be relaxed by increasing the
oxygen vacancy concentration.21 However, in a sample rubbed
with the AFM tip, the oxygen vacancy concentration is further
decreased due to the inverse Vegard effect. The strain is then

Fig. 5 3� 3 mm2 CPDmaps of the sample rubbed with both grounded
(at high normal load) and biased (low normal load and negative bias
voltage) tips: (a) first, the inner 2 � 2 mm2 domain was rubbed with the
grounded AFM probe and at a normal force 0.48 mN, and then, the
smaller inner 1 � 1 mm2 domain was scanned in the contact mode at
a low normal force 0.16 mN and with a tip bias voltage of �1 V, and (b)
first, the inner 2 � 2 mm2 domain was scanned in the contact mode at
a low normal force of 0.16 mN and with a tip bias voltage of �1 V, and
then the smaller inner 1 � 1 mm2 domain was rubbed with the
grounded AFM probe and at a normal force of 0.48 mN. The CPD scale
is (a) 75–220 mV and (b) 90–225 mV.
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even more enhanced, potentially leading to an additional
increase of the exoelectric eld. As a result, both the inverse
Vegard effect and exoelectric eld could raise the potential
barrier supporting the observed changes of the electrical
properties.

The efficiency and robustness of the resistive switching
process were tested also in the case of an insulating LSFMO thin
lm with FeOx NPs on top. At the same time, besides different
conductivities of the underlying lm (here the measured
current on non-rubbed areas was up to 50 pA, that is, three
order of magnitude lower than on the LSMO lm with NPs), the
surface coverage of the LSFMO lm by NPs was increased in
order to check its inuence on the switching process. The
asymmetric reciprocal space map and the in-plane magnetiza-
tion curves for this sample are given in Figs. S3(a) and (b) of the
ESI,† respectively. The morphology of the investigated sample is
depicted in Fig. S5 of the ESI.† The surface coverage of the
LSFMO substrate by FeOx NPs is more than 80%. As a result, the
AFM tip is practically in direct contact only with the NPs (on the
other hand, due to a lower surface coverage of the LSMO lm,
there are parts with a bare LSMO substrate which can be directly
probed with the AFM tip). The inuence of a local pressure on
the surface electrical properties is displayed in Fig. S6 (C-AFM
analysis) and S7 (KPFM analysis) of the ESI.† They illustrate
that the local electrical current drops, while the local CPD grows
with the normal force applied during a rubbing. The CPD maps
measured aer the combined rubbing with a grounded tip at an
increased normal load and a negatively biased tip are given in
Fig. S8 of the ESI.† The observed changes in the CPD indicate
that the rubbing with the grounded tip is equivalent to the
applying a positive bias voltage by the AFM tip.

According to the presented results, the electrical properties
were changed in the same way for both samples despite
a different surface coverage by NPs. We hence conclude that the
observed changes are dominantly related to manganite lms
since the surface coverage by NPs does not have a signicant
inuence. Therefore, during the rubbing with the AFM tip, the
applied mechanical load is transferred across NPs to the
underlying manganite lms, so the AFM tip does not need to be
in direct contact with the lms. Since FeOx NPs are not laterally
connected, electrical currents go from the AFM tip across NPs to
manganite lms, or directly from the tip to the lms. Aer that,
charge carriers are transported laterally through the manganite
lms to an external electrical contact.

The results of KPFM measurements indicate that the
rubbing with a grounded AFM tip and increased normal load
induce localized charges on a sample surface. In metal-oxides
generally, localized charges appear due to local changes in the
oxygen vacancy concentration. In order to measure the time
evolution of the localized charges, the CPD was measured as
a function of a time. The resulting CPD maps aer the rubbing
of the inner 1 � 1 mm2 square domain are given in Fig. 6(a)
(immediately aer the rubbing, aer 2 h and aer 3 h) and
Fig. 6(b) (immediately aer the rubbing, aer 3 h and aer 6 h)
for LSMO and LSFMO lms, respectively.

The results for the time-dependent measurements are
summarized in Fig. 7(a1) and (b1) for the samples with LSMO

and LSFMO lms, respectively, displaying the CPD for both
rubbed and non-rubbed regions. The representative values of
the CPD were calculated from the corresponding histograms, as
in the previous analysis. The CPD on the rubbed regions was
decreasing rather slowly. Aer around 4 h and 6 h for the LSMO
and LSFMO lms, respectively, the CPD was almost equal on
both rubbed and non-rubbed domains. The difference in the
CPD between two domains, DCPD as a function of time is
depicted in Fig. 7(a2) and (b2) for the LSMO and LSFMO lms,
respectively. The experimental results were tted with the
following curve: DCPD(t) ¼ DCPD(0)exp(�t/s) (given by the
dashed line), where t is time in hours, while s is the time
constant of the relaxation process. For the sample with the
LSMO lm, s ¼ 1.75 h, while for that with the LSFMO lm, the
relaxation was much slower, with the time constant s ¼ 3.5 h.

The rate constant of the relaxation of oxygen vacancies can
be calculated according to the measured CPD in the following
way:62

gðtÞ ¼ DCPDðtÞ � DCPDð0Þ
DCPDðNÞ � DCPDð0Þ; (1)

where DCPD(t) is the change in the CPD between rubbed and
non-rubbed domains, while DCPD(0) and DCPD(N) stand for
DCPD at the initial moment and at the end of the relaxation,
respectively. Generally, oxygen incorporation into a metal-oxide
lm can be divided into two processes, the surface reaction and
diffusion in the sample bulk,62–64 so the rate constant can be
deduced in the following way:

g(t) ¼ gsurf(t) + gdiff(t), (2)

Fig. 6 Evolution of CPD maps after the rubbing (at a normal force of
0.55 mN) of the inner 1 � 1 mm2 domain as a function of time: (a) CPD
maps of the sample with a LSMO substrate measured immediately
after the rubbing, after 2 h, and after 3 h, (b) CPD maps of the sample
with a LSFMO substrate measured immediately after the rubbing, after
3 h, and after 6 h. The CPD scale is (a) 180–270 mV and (b) 170–
220 mV.
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where gsurf and gdiff stand for the rate constants of the surface
reaction and diffusion, respectively. The surface reaction part
can be approximated with an exponential law gsurf(t) �1 �
exp(�kst/L), where ks is the surface reaction constant and L is
the lm thickness. The diffusion part is proportional to
gdiffðtÞ �

ffiffi

t
p

: The overall rate constant g(t) together with the
contributions of gsurf(t) and gdiff(t) are given in Fig. 7(a3) and
(b3) for both samples, LSMO and LSFMO lms, respectively. As
can be seen, the diffusion has larger contribution in the overall
relaxation of oxygen vacancies. Accordingly, the relaxation
process can be described in the following way. The rubbing with
the AFM tip leads to a local sample compression and a decrease
of the oxygen vacancy concentration at the sample surface.
When the AFM tip is removed, the sample surface relaxes
slowly, with a time constant in the order of hours. During that
time, oxygen vacancies diffuse from the sample bulk toward the
surface in order to reach the initial concentration.

KPFM maps measured aer the rubbing suggest that the
mechanical interaction AFM tip–sample could induce trapped
charges in the sample surface due to either contact charging
(local pressure in a single point) or triboelectrication (during
AFM tip motion in contact with the sample). However, our
measurements were done under ambient conditions at a high
humidity around 50%. At such high humidity, it was not

possible to observe any trapped charges induced by either
contact charging or triboelectrication. Due to the conductive
water layer at a sample surface, the time scale of the relaxation
process of the trapped charges is very small (smaller than the
time needed to switch to C-AFM (KPFM) mode and make a full
scan). At the same time, the relaxation of trapped charges is
generally followed by lateral charge spreading. On the other
hand, in our case, we didn't observe any spreading of domains
with modied surface potential as can be seen in the KPFM
images in Fig. 6. In addition, tribocharges generally improve
conductivity due to resulting, discharge induced currents, while
we observed exactly the opposite behaviour. Therefore,
decreased conductivity, the time constant of the relaxation
process and clear spatial connement of domains with the
modied electrical surface potential imply that we really
induced an internal exoelectric eld, while trapped charges
due to triboelectrication can be excluded.

4 Conclusions

In summary, we have demonstrated mechanically induced
switching of the electrical conductivity of thin manganite lms
covered by iron-oxide NPs. The sample surface is switched to an
insulating state for a high enough local pressure applied by the
AFM tip. The pressure induces the exoelectric eld while the
corresponding potential barrier prevents further ow of charge
carriers from the AFM tip to the sample. Aer removing the
AFM tip, the sample surface is relaxed slowly, with the time
constant in the order of hours. During this time, oxygen
vacancies diffuse from the bulk of manganite lms towards the
surface until the equilibrium electrical surface potential is not
reached. Top iron-oxide NPs provide weak room-temperature
magnetism, protect the surface of manganite lms from aging
caused by environmental factors, and assure wear resistance
and a reliable switching process of manganite lms since the
NPs are mechanically stable and tightly attached to the under-
lying manganite lms even aer the rubbing at high normal
loads. The considered heterostructures are potential candidates
for novel multifunctional devices with switchable both electric
and magnetic properties. In that sense, in order to reach their
full potential, the next step would be to explore the switching of
their magnetic properties.
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ABSTRACT: Local electrical properties, measured by conductive
atomic force microscopy, of semimetallic SrIrO3 thin films are
reported. The appearance of an Anderson-type metal−insulator
transition (MIT) triggered by disorder and spatial localization due to
film thickness reduction is analyzed as well as their influence on the
resistive switching behavior. For thin enough films (below ∼3 nm)
samples are insulating with hysteretic I−V curves indicative of
reversible resistive switching behavior between two states of clearly
different resistance at room temperature. A sharp transition into a low
resistance state (LRS), i.e., an abrupt increase of the current intensity,
is detected above a well-defined threshold voltage indicative of
localization of charge carriers. On the other hand, thicker samples
exhibit a semimetallic character, and I−V curves show progressive changes of the local resistance without a clearly defined
threshold voltage, thus evidencing the absence of a MIT transition with a well-defined resistance jump between the different
resistance states.

KEYWORDS: resistive switching, metal−insulator transition, SrIrO3, conductive atomic force microscopy, iridate thin films

■ INTRODUCTION

In the search for a new generation of faster and more energy
efficient electronic devices, the use of reversible resistive
switching (RS) phenomena has been proposed as a very
appealing solution for the development of nonvolatile memory
devices.1,2 RS is the change of resistance in a reversible manner
between two stable states of well-defined resistance by applying
voltage pulses. This bistable behavior between high- and low-
resistance states can be used as the core of a memory cell to
implement a resistive random access memory (Re-RAM). RS
behavior, typically observed in metal−insulator−metal (MIM)
structures, has been found in a variety of materials, including
transition metal oxides (TMOs), chalcogenides, and even
organic compounds, and diverse physical mechanisms, mostly
based on thermochemical or electrochemical effects, have been
invoked to account for the observed experimental behavior.3−7

In the case of TMOs one of the most common mechanisms to
induce RS is based on modifications of the doping rate by
valence change. The migration of oxygen vacancies, or metal
cations, under an electric field along defects, grain boundaries,
dislocations, and so on induces a valence change of the cations
nearby, and therefore a change of the doping rate that may
promote strong changes of the resistivity or even to trigger the
appearance of a metal-to-insulator transition (MIT).2,3,8−10

This process of ionic migration can also occur at the interface
between the metallic electrode and the active insulating oxide.8

Among TMOs exhibiting RS behavior, Mott insulators and

strongly correlated systems are of particular interest because
they can exhibit different types of MIT transitions, i.e., huge
changes of the electrical resistance, in response to a variety of
external stimuli, such as temperature, doping rate, or structural
strain.11 The close similarity between electronic correlations
and crystal field splitting energies in TMOs provides different
mechanism for tuning their electronic properties, and these
mechanisms can even be widened by making use of spin−orbit
coupling (SOC). In 3d TMOs SOC is not very relevant
because being proportional to Z4, where Z is the atomic
number of the element under consideration, is much smaller
than crystal field splitting and electronic correlations. However,
in the case of 5d elements, such as Ir, SOC reaches values of
about 0.5 eV.12−14 Thus, SOC becomes comparable to crystal
field and electronic correlations, giving place to novel physics
and exotic properties.15−17 In particular, the Ruddlesden−
Popper series of 5d strontium iridates (Srn+1IrnO3n+1) have
been investigated in the past years because of the strong
interplay between these three contributions. This interplay
may trigger different electronic states just by subtle structural
or chemical changes. For example, the perovskite-like n = ∞
phase (SrIrO3) presents a semimetallic ground state18 while on
the other extreme of the series, in the n = 1 phase (Sr2IrO4), a
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gap is opened at the Fermi level, leading the system into a
Mott insulator state.19

As mentioned above, the MIT can be modified by applying
different external perturbations, such as pressure20 or electric
field pulses as demonstrated for the n = 1 phase21 and in the n
= 2 phase.22 In the case of the perovskite n =∞ phase (SrIrO3,
hereafter denoted as SIO) thin films, it was reported that a
MIT can be triggered by tuning the compressive strain induced
by the substrate or by reducing the film thickness.23−27

Different studies indicate that the MIT induced in these cases
can be either of disorder driven Anderson type or unconven-
tional Mott−Anderson type in which disorder effects and
electronic correlations coexist.24 However, recent results in
high quality epitaxial thin films also show a concomitant
divergence of the magnetic susceptibility in very thin films
(four unit cells) that clearly points to the opening of a Mott
gap.28,29 Besides their fundamental relevance, the ability to
modify at wish the material resistivity by inducing a MIT is of
strong interest from the application point of view. Even though
the appearance of a MIT in SIO has been reported by different
groups23−27 and some results regarding RS effects in the n = 1
phase21,22 have been reported, reports regarding RS in the
interesting semimetallic n = ∞ phase are very scarce.
In this work we present a systematic study of RS behavior in

high quality SIO thin films prepared by RF sputtering on top of
(001)-STO substrates, through local I−V curve measurements
and current mapping, by using conductive atomic force
microscopy (C-AFM). Epitaxial SIO films show semimetallic
character, and the appearance of a MIT is triggered by the
reduction of film thickness. For film thickness below ∼3 nm an
Anderson-type MIT, i.e., induced by disorder, appears, and
resistance increases notoriously on lowering temperature. I−V
characteristic curves in thin samples exhibiting the MIT show
the typical hysteretic behavior associated with RS processes
with two well-defined resistance states. I−V curves show
directional RS depending on the polarity of the applied
voltage; thus, it can be classified as bipolar RS, with an abrupt
increase of the current for voltages above a threshold value of
around 2 V. Additionally, because of the particular features of
the experimental setup, the observed RS is of interface type in
which RS takes place at the interface between the metal
electrode and the SIO film. Electric field pulses promote
oxygen vacancies migration through the interface; then, to
maintain electrical neutrality, a valence change of the cations
nearby takes place and therefore a modification of the charge
carriers’ density and of the position of the Fermi level. A redox
mechanism based on the band structure of SIO is proposed to
account for the observed RS behavior. Current maps
performed with voltage values above the threshold value and
of different polarity allow demonstrating the writing/erasing
processes, making evident the feasibility of the system for the
implementation of Re-RAMs. On the other hand, in the case of
thicker films, initially in a semimetallic state, I−V curves
present a smooth variation of resistance, without a clear
threshold voltage, suggesting the absence of two well-defined
resistance states separated by an energy jump. In this case,
changes of resistance by applying voltage pulses are simply
associated with the variation of charge carriers’ density due to
the migration of oxygen vacancies.

■ EXPERIMENTAL DETAILS
SIO films were grown by RF magnetron sputtering on top of single
crystalline (001)-SrTiO3 (STO) substrates at 900 °C in an oxygen

atmosphere at 140 mTorr. STO substrates were treated before
deposition to obtain atomically flat surfaces of TiO2 terraces. The
treatment consisted in an ultrasound leaching in deionized water for
10 min followed by an annealing for 2 h at 1000 °C.30 SIO samples
with different thickness ranging between 2 and 26 nm were prepared.
X-ray reflectometry (Siemens D-5000 diffractometer) was used to
determine the thickness of SIO thick samples and to calibrate the
growth rate; then the thickness of the thinnest films was determined
by adjusting the deposition time.

X-ray measurements were also used to check phase purity and
epitaxial growth quality. For this purpose a high-resolution X-ray θ−
2θ scan of the (002) peak was performed by a using a PANalytical
X‘PERT PRO MRD system. Additionally, reciprocal space maps
(RSM) around the (−103) diffraction peak (pseudocubic notation)
were also recorded by using a Bruker D8-Discover diffractometer.

The temperature dependence of the resistivity was measured by
using a standard four-probe configuration in a PPMS system from
Quantum Design. Measurements were performed in 400 μm long ×
100 μm wide tracks patterned by UV lithography and physical
etching. The surface quality of the samples was studied by using
scanning electron microscopy (SEM) (QUANTA FEI 200 FEG-
ESEM). An MFP3D system from Asylum was used for the acquisition
of topographic images, I−V curves, and current maps. Atomic force
microscope (AFM) topography images were recorded in tapping
mode by using Sb-doped Si probes (NCHV-A from Bruker). The
surface roughness of the topographic images was calculated as a root
mean square (rms) of the height distribution of the sample surface. I−
V curves and current maps were measured at room temperature by
Conductive-AFM (C-AFM) by using doped diamond-coated probes
(DDESP-FM-V2 from Bruker), applying voltage to the sample while
the tip was grounded. I−V curves were taken on random positions of
the bare sample surfaces with a voltage sweep ranging between +5 and
−5 V in an ambient atmosphere. As it has been previously reported,
the surface of iridates is very sensitive to air exposure, and
measurements of surface properties lose reliability a few days after
deposition of the film.27,31 This intrinsic surface instability is very
challenging for C-AFM measurements, especially for performing
measurements with long exposure times as current maps. To perform
C-AFM maps, a noncontinuous layer of platinum nanoparticles was
deposited on top of the SIO film. More details on these measurements
may be found later and in the Supporting Information.

■ RESULTS

A high-resolution θ−2θ scan corresponding to a 21 nm thick
SIO film deposited on (001)-STO substrate is shown in Figure
1a. The epitaxial nature of the SIO film is clearly evidenced by
the figure. The (002) reflection peak corresponding to the
perovskite structure of the (n =∞) phase is shown. Apart from
the (00l) family, no additional peaks were found in the θ−2θ
scan, making evident the high purity of the n = ∞ phase in the

Figure 1. X-ray diffraction measurements of the SIO/STO thin films.
(a) High-resolution θ−2θ scan around (002) diffraction peaks. (b)
Reciprocal space map of the (−103) peaks showing full strained state
of the SIO films. For simplicity, all diffraction peaks are indexed in
pseudocubic notation.
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films. Moreover, satellite fringes can be clearly appreciated at
both sides of the SIO Bragg peak. These oscillations, arising
from the diffraction of the X-ray beam at film finite planes with
coherent thickness, are indicative of the high crystalline quality
of the films and of the parallel orientation respect to the
substrate. The peak position corresponds to an out-of-plane
lattice parameter of 4.056 Å; i.e., the SIO unit cell is slightly
elongated with respect to the reported bulk value (a0 = 3.943
Å).32 Such a value is in agreement with an elastic behavior
governed by the in-plane compressive strain imposed by the
smaller STO substrate (aSTO = 3.905 Å) as usually reported in
the literature.14,23−25 Figure 1b displays a reciprocal space map
around the (−103) reflection. It can be appreciated from the
figure that both the substrate and the film peaks are aligned at
the same in plane component (Q∥), confirming the fully
strained nature of the SIO film.
Surface morphology of SIO films, measured by AFM

immediately after the deposition, corresponding to a 2 nm
thick and a 26 nm thick samples are depicted in Figures 2a and

2b, respectively. Both samples show a flat topography with a
surface roughness rms below 0.2 nm. In the case of extremely
thin samples (rms typically below 0.12 nm) the underlying
terrace and steps structure of the STO substrate is replicated
on the SIO surface.
Electrical properties of SIO films are clearly thickness-

dependent. Figure 3a depicts the temperature dependence of
the sheet resistivity for a series of SIO films with thicknesses
ranging between 2 and 26 nm. Metallic behavior is observed
for film thickness down to ∼3 nm, in agreement with previous
results.23−27,33 However, as thickness decreases a progressive
upturn of the resistivity at low temperatures is detected. The
temperature at which the minimum in the resistivity is found
shifts up in temperature as thickness decreases, and the system
exhibits fully insulating behavior for the 2 nm thick sample,
thus locating the MIT transition between 3 and 2 nm, in good
agreement with previous reports.24 Discrepancies regarding the
actual thickness value at which the MIT takes place are usually
attributed to differences in the microstructural quality of the
samples.34 For sample thickness above 10 nm the high-
temperature behavior of the resistance is well described by the
expression ρ(T) = ρ0 + CT4/5 (see Figure 3b). The value
obtained for the residual resistivity, ρ0, is in all the samples
below the so-called Mott−Ioffe−Regel (MIR) limit35 (h/e2 ≈
26 kΩ). In the low-temperature regime, the resistivity shows a
T2 dependence down to the lowest temperature measured
(∼10 K) indicative of a Fermi liquid behavior (see the inset of
Figure 3b). This crossover from a non-Fermi liquid at high T

to a Fermi liquid behavior at low T is typically associated with
strongly correlated systems;36 thus, we should conclude that
thick SIO samples behave as a three-dimensional correlated
metal.

Figure 2. AFM topography images of two SIO thin films on STO with
thicknesses of (a) 2 nm and (b) 26 nm. Both films exhibit flat surfaces
with low roughness (rms below 0.2 nm). In the case of very thin film,
the underlying terraced structure is still observed.

Figure 3. Electric properties of the SIO/STO films. (a) Temperature
dependence of the sheet resistance in SIO films with thickness of 2
nm (orange), 3 nm (brown), 5 nm (green), 15 nm (blue), and 26 nm
(black). Inset: resistivity of films at 300 K. A change of behavior from
a semimetallic state to an insulating state when reducing thickness
below 3 nm is clearly observed. (b) Temperature dependence of the
resistivity of 15 nm thick SIO film vs T4/5. Inset: details of the low-
temperature regime to make evident the crossover to a Fermi liquid
behavior at low T. (c) Temperature dependence of the resistivity of
the 2 nm thick sample. The fittings using the Mott’s variable range
hopping (VRH) model, ln σ ∝ 1/T1/(d+1) (red line), at low T and the
Arrhenius equation for thermal activation conduction, ρ(T) =
ρ0e

(Δ/kBT), at high T (blue line) are indicated. Inset: details of the
low-temperature regime of the sheet conductivity of the 3 nm thick
sample showing the ln T dependence indicative of two-dimensional
weak localization.
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As the critical thickness corresponding to the MIT transition
is approached, the low-temperature upturn of the resistivity
shifts up to higher temperature and becomes more abrupt, as
typically observed when the MIT transition is approached from
the metallic side. In the case of the 3 nm thick sample a notable
upturn of the resistivity is observed below about 60 K, and the
low-temperature regime is well described by a characteristic ln
T dependence of the sheet conductance, indicative of two-
dimensional weak localization (see the inset of Figure 3c).37

Once the film thickness is reduced below 3 nm, the transport
properties change abruptly. The resistance of the 2 nm thick
film presents a typical insulating dependence with dρ/dT < 0
in the whole temperature range. Clues of this transition can
also be observed in the inset of Figure 3a, where the resistivity
at 300 K is almost constant for the films with thickness
between 3 and 26 nm but sharply increases for the 2 nm thick
sample.
To clarify the nature of the MIT induced by reducing the

film thickness, we have carefully analyzed the temperature
dependence of the resistivity of the fully insulating 2 nm thick
sample.38 The low-temperature resistance upturn is well
described by using the Mott’s variable range hopping (VRH)
model: ln σ ∝ 1/T1/(d+1), with σ being the conductivity and d
the dimension.39 As can be appreciated in Figure 3c, the VRH
model with d = 2 fits experimental data almost perfectly up to
about 40−45 K, while the high-temperature range is properly
described by using the Arrhenius equation for thermal
activation conduction ρ(T) = ρ0e

(Δ/kBT)), with Δ being an
activation energy (a value of Δ ∼ 6 meV was obtained from
the fit) and kB the Boltzmann’s constant (see Figure 3c).
Therefore, from the analysis of the R(T) curves we can
conclude that the MIT induced in SIO films by reducing the
thickness is of Anderson localization type due to disorder, in
good agreement with previous reports.24,26

The possibility of inducing an Anderson-type MIT by
reducing film thickness suggests that resistivity of SIO thin
films may be sensitive to different stimuli, especially for a
thickness close to the critical one; therefore, it may be a good
alternative for obtaining a strong RS response and thus of
interest for the implementation of RS devices. For this
purpose, we have approached the study of local I−V curves
measured at room temperature by C-AFM of SIO thin films.
To illustrate our findings, we present in Figure 4 details (below
100 nA) of the I−V curves on samples at both extremes of the
thickness series (i.e., 2 and 26 nm). Results at intermediate
thickness (5 nm) as well as the full IV curves may be found in
the Supporting Information. In all cases hysteretic I−V curves
are observed indicative of RS behavior. An anticlockwise
behavior, where a positive sample voltage induces the low-
resistance state (LRS) and a negative sample voltage induces
the high-resistance state (HRS), is found. I−V curves were
measured by applying a voltage sweep between +5 and −5 V
with no current limitation. Figure 4a displays the I−V curves
corresponding to the 2 nm thick film. As it can be seen, the
current intensity remains constant and near zero until the
threshold voltage value of about 2 V is reached, at which a
sudden increase of the current takes place (indicated by arrow
1 in the figure). After reaching +5 V, the sample remains in the
LRS returning to 0 V through the superior limit of the graph
along the path denoted by arrow 2. In the negative voltage
range, the I−V curve starts at the LRS, and the current is
continuously increasing for voltages up to −5 V (trajectory
marked by arrow 3). Upon reaching this voltage, the I−V curve

returns to the HRS along the path indicated by arrow 4. Figure
4b depicts I−V curves corresponding to the 26 nm thick
sample. In this latter case resistance changes in a continuous
way, and no well-defined resistance states separated by a clear
voltage threshold are observed. The similarity of the measured
I−V curves in both samples suggests that the mechanism
behind the observed variations of resistance is the same in both
cases. However, the absence of a clear voltage threshold in the
case of the thick sample suggests the absence of a well-defined
energy transition separating the LRS and HRS.
A deeper insight into the RS process in SIO samples may be

obtained by performing current maps over extended areas in
both HRS and LRS states. Nevertheless, the significant
statistical gain has the drawback that measurements are more
aggressive and time-consuming than the local I−V curves.
Performing a C-AFM map implies to move the AFM tip back
and forth several times in the same area of the sample. The
continuous scanning deteriorates the electrical tip−sample
contact after a few cycles. This well-known drawback in C-
AFM analysis of RS phenomena is usually attributed to tip
contamination.40 Experimentally, we have observed that
capping of the SIO film surface with a noncontinuous layer
of Pt nanoparticles (NPs) is useful to perform the C-AFM

Figure 4. C-AFM I−V curve details in fresh SIO samples: (a) 2 nm
thick film; (b) 26 nm thick film. The different colors of the curves
represent the different consecutive voltage cycles between +5 and −5
V. The different arrows indicate the direction of the curves and their
current resistance state (HRS: black; LRS: red).
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maps. This beneficial effect of the Pt NPs avoids degradation of
the tip−sample electrical contact either by reducing the
degradation of film surface or by enhancing tip lifetime since
brushing with Pt nanoparticles reduces tip contamination.
Thus, current maps were performed in 26 nm films with their
surface partially covered with platinum NPs (see further details
in the Supporting Information). Figure 5a presents a 50 × 50

μm2 current map measured at low voltage (0.2 V) and 570 nN
of normal load after the scanning of the central 35 × 35 μm2

area at the negative bias voltage (−5 V) applied to the sample.
A clear reduction of the conductivity can be observed in a
central square (dark area) that corresponds to the established
HRS. In contrast, the surrounded brighter area shows a higher
current and corresponds to the pristine state. Figure 5b shows
the topography image of the same zone measured simulta-
neously; no changes in the topography of the area switched
into HRS are appreciated. Figure 5c shows a current map of
the same zone measured after the scanning of the central 20 ×
20 μm2 area at +3 V applied to the sample. Now three different
states can be observed: the pristine state at the outer parts of
the current map, the HRS represented as a darker square ring,
and finally the LRS depicted by a central bright square. Similar
to the I−V curves in Figure 4, HRS was induced by negative
sample voltage (−5 V), and it can be reversed to LRS by
scanning at positive sample voltage (+3 V). The associated
topography measurement is also shown in Figure 5d. Some
minor topography changes are detected in the central area
switched into LRS. They are represented by a slightly darker
contrast, indicating a local decrease of the film height, which, in
principle, could be caused by the removal of the Pt NPs or by a
local compression of the film. Nevertheless, since accumu-

lations of NPs were not observed along outer rims of the
scanning area, and the current intensity in this central zone
even increases, NPs removal should be discarded as a possible
explanation of the observed changes of the film’s topography.
On the other hand, because of the difficulties to reset the zone
into LRS, a higher normal load (1140 nN) was applied during
the scanning performed at +3 V. This increment in the normal
load of the AFM tip may well be responsible for the observed
local film compression.
Even with the increase of the normal load in the positive

voltage scan, the switching into LRS was more difficult to
achieve than the switching into HRS. One possible reason for
this behavior is the occurrence of undesired reactions at the
sample surface for high enough positive voltages due to local
anodic oxidation,38 decreasing the stability of the current
measurements. To avoid these reactions, the sample voltage
used to reset the surface into the LRS was decreased to a value
of +3 V (instead of +5 V). This reduction in the reset voltage is
probably the main reason for the less pronounced and stable
switching into LRS displayed in Figure 5c.

■ DISCUSSION
There is a large diversity of mechanisms proposed to explain
RS phenomena.3−7 In the particular case of TMOs, redox-
based mechanisms, driven by the motion of cations (coming
from the electrodes) or defects such as oxygen vacancies, have
attracted much attention.2,3,9 Two different categories can be
distinguished: filamentary RS, consisting in the creation of
filament of cations or vacancies in a TMO film sandwiched
between two electrodes,1 and interface RS, in which this
process of ionic migration occurs at the interface between the
metallic electrode and the active insulating oxide.8 Because of
the in-plane geometry used in this study for the I−V
measurements (the current path goes from AFM tip, through
the sample surface, and finally to a metal contact placed on the
sample surface), only interface RS should be considered.
In correlated metals such as SIO, the variation on the

concentration of oxygen vacancies can modify the valence of
the surrounding metal cations. Because the oxygen vacancies
substitute an oxygen position, the surrounding cations must
adapt their valence to compensate for the charge variation.
Therefore, new electrons would fill Ir orbitals changing the
Fermi level and electric properties.11 Depending on the type of
majority charge carriers, this valence change will result in an
increase (decrease) of the resistivity in the case of holes
(electrons).2 It is worth noting that the nature of the majority
charge carriers in SIO thin films is not clearly established yet.
As a semimetal, SIO is expected to have a conduction
mechanism that involves both electrons and holes.19,27

Nevertheless, small differences in the charge carrier density
could be critical for the RS mechanism. Recent results based
on magnetotransport and thermoelectric measurements
suggest that electrons and holes have similar densities and
mobilities.27 However, given the small unbalance between
them27 and the degree of disorder present in our films
(considering the appearance of Anderson localization), it
seems reasonable to consider that both electrons and holes
could be the majority charge carriers in SIO films. Therefore,
two similar mechanisms are proposed to explain the observed
RS behavior in SIO films.
If electrons are considered the majority charge carriers, the

change in the oxygen vacancies’ concentration would be driven
by their internal migration within a film induced by an

Figure 5. C-AFM current maps (a, c) and topography images (b, d)
of a 26 nm SIO/STO sample with Pt NPs on the top obtained
simultaneously. (a) Current map showing a 35 × 35 μm2 zone set into
the HRS. (b) Topography of the same zone showing no changes in
the surface topography. (c) Current map of the same zone after
resetting a 20 × 20 μm2 zone to the LRS. (d) Topography image of
the same zone, where minor changes in the topography can be
noticed in the switched area.

ACS Applied Electronic Materials Article

DOI: 10.1021/acsaelm.9b00519
ACS Appl. Electron. Mater. 2019, 1, 1981−1988

1985

http://pubs.acs.org/doi/suppl/10.1021/acsaelm.9b00519/suppl_file/el9b00519_si_001.pdf
http://dx.doi.org/10.1021/acsaelm.9b00519


externally applied electric field.41 When a positive voltage is
applied to the sample (negative voltage to AFM tip), oxygen
vacancies would migrate toward the AFM tip, thus increasing
the Fermi level. The subsequent rise of the electron
concentration at the tip−sample interface would decrease the
contact resistance and therefore transform the sample surface
into the LRS. On the other hand, negative sample voltage
(positive voltage at the AFM tip) would act reversely, expelling
the vacancies from the tip−sample interface and thus
decreasing the electron concentration and conductivity of the
sample surface and leading it to HRS. Alternatively, if holes are
considered the majority charge carriers, oxygen vacancies could
be incorporated or removed from the interface by a redox
reaction at the film surface triggered by an externally applied
electric field.42 Contrary to the previous case, vacancies
decrease the conductivity in hole-like systems since they are
considered as acceptors scavengers. Positive voltage applied to
sample would cause the reduction of the atmosphere’s oxygen
and the incorporation of oxygen anions into the oxide matrix,
removing the vacancies from the interface according to eq 1.

+ + →+ +
−

−
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− + + −ySr Ir O V 2e
1
2

O Sr Ir Oy y y
2 4

3
2

O 2
2 4

3
2
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Then, the Fermi level would decrease, while the hole density
and the conductivity would increase and transform the sample
surface beneath the AFM tip into the LRS. The system can be
reversed into the HRS by applying negative voltage to the
sample. In this case, the following oxidation reaction takes
place:

→ + ++ + − + +
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With this reaction oxygen anions would be removed from the
matrix, leaving vacancies behind. These vacancies would
reduce drastically the number of holes and raise up the
Fermi level, reducing this way the conductivity. Although both
films seem to follow the same mechanism for the changes of
resistance, the two set of I−V curves present notable
differences. Figure 4b, corresponding to the 26 nm thick
sample, shows smoothly rising I−V curves for the positive
voltage range from 0 V to the saturation of the current
detector. On the other hand, Figure 4a, corresponding to the 2
nm thick film, which has undergone MIT, shows an almost
zero current up to a clear voltage threshold value of about 2 V,
when an abrupt increase of the current intensity occurs. This
different behavior is closely related to the differences in the
band structures of the films that are induced by the MIT. On
one hand, it is reported that thick SIO films (such as the
employed 26 nm thick one) behave as a semimetal with
electrons and holes having similar densities.18,19,27 On the
other hand, even though the band structure of very thin films
(such as the 2 nm thick one) has not been measured so far,
thickness reduction may trigger the appearance of an
Anderson-type MIT transition with strong carriers’ local-
ization.24,26 Furthermore, the aperture of a Mott gap in
ultrathin SIO films has been recently documented.28 With this
picture in mind, the behavior of a thick SIO film (26 nm)
reflects changes of resistance in a system with continuous
energy levels having thus a smooth increase of the current.
Moreover, the shift of the Fermi level would bring the system
into a state with higher density of states, finally giving higher
conductivity and setting it into the LRS. On the other hand, in

the case of the very thin film (2 nm), as long as the Fermi
energy lies inside localized states, charge carrier’s mobility is
seriously hampered or even suppressed, and the current would
be almost zero. Nevertheless, when the Fermi level crosses the
mobility edge, an energy transition between localized and
extended states takes place; for high enough positive voltage,
an abrupt increase of the current would be observed, and
obviously the system would be switched in the LRS with a
higher conductivity.

■ CONCLUSIONS

The local transport properties of SrIrO3 thin films prepared by
RF sputtering on top of the (001)-SrTiO3 substrates have been
analyzed as a function of the film’s thickness. Macroscopic
measurements of the film’s resistivity as a function of
temperature allow demonstrating that an Anderson-type MIT
transition can be induced, triggered by thickness reduction,
below ∼3 nm. On the other hand, SIO films exhibit hysteretic
I−V curves indicative of RS behavior irrespective to their
thickness. I−V curves show directional RS depending on the
polarity of the applied voltage; thus, it can be classified as
bipolar RS. Additionally, because of the particular experimental
setup used, it is concluded that the observed RS is of interface
type in which RS takes place at the interface between the metal
electrode (AFM tip) and the SIO film. Electric field pulses
promote oxygen vacancies migration through the interface;
then, to maintain electrical neutrality, a valence change of the
cations nearby takes place and therefore a modification of the
charge carriers’ density and of the position of the Fermi level.
However, the features of the RS process are clearly different in
the case of very thin samples (below 3 nm), where the
appearance of the MIT, with the concomitant carriers’
localization, is reflected in the existence of a well-defined
voltage threshold value separating the low- and high-resistance
states. In contrast, in thicker films with semimetallic behavior
I−V curves present a continuous smooth variation of
resistance, without a clear threshold voltage, making evident
the absence of an energy sharp transition separating high- and
low-resistance states. In this case, changes of resistance by
applying voltage pulses are simply associated with the variation
of charge carriers’ density due to the migration of oxygen
vacancies. In spite of the different behaviors, the same
mechanisms involving oxygen vacancies are claimed to explain
the observed results irrespective of the nature of the majority
charge carriers, electrons or holes. Current maps performed
with voltage values above the threshold value and of different
polarity allow demonstrating the writing/erasing processes,
making evident the feasibility of the system for the
implementation of Re-RAMs.
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A B S T R A C T

We report on the local electrical properties, measured by conductive atomic force microscopy, of the Iridate-
based Srn+1IrnO3n+1 family of thin films, in particular by comparing the n = 1, Sr2IrO4, and the n = ∞, SrIrO3,
phases. We analyze the different resistive switching behavior as a function of the pristine electronic properties of
the films. We will show that, for films exhibiting insulating behavior, i.e., films of the n = 1 phase or films below
3 nm of thickness for the n = ∞ phase, hysteretic I–V curves with a sharp transition into a low resistance state
(LRS), i.e. an abrupt increase of the current intensity, is detected above a well-defined threshold voltage. This
suggests a resistive switching behavior associated to the jump between two resistance states that may be cor-
related to the activation energy, Δ, obtained by fitting the temperature dependence of the resistivity to a thermal
activated Arrhenius law, ρ (T) ~ ρ0exp(−Δ/kBT). On the other hand, thicker samples of the n = ∞ phase exhibit
a semimetallic character and I–V curves show progressive changes of the local resistance without a clearly
defined threshold voltage. Kelvin Probe Force Microscopy based measurements confirmed that, concomitantly to
the resistive switching, an evolution of the electronic states at the surface takes place that may be associated to
the migration of oxygen vacancies promoted by the electrical fields under the AFM tip.

1. Introduction

Reversible resistive switching (RS), i.e., the change of resistance in a
reversible manner between two stable states of well-defined resistance
by applying voltages pulses, is considered as one of the most promising
solutions for the development of non-volatile memory devices [1,2]. A
large variety of materials are known to exhibit RS behavior, including
transition metal oxides (TMOs) [3,4]. Although several physical me-
chanisms have been invoked to account for the observed RS behavior
[5–9], modifications of the doping rate by valence change due to the
migration of oxygen vacancies is the most common case for TMOs. A
broad interest is devoted to RS behavior where the active material is a
Mott insulator or a correlated system as the occurrence of a metal-to-
insulator transition (MIT) allows generating well defined low and high
resistance states [2,5,10–12]. Moreover, various types of MIT may ap-
pear in response to variety of external stimuli, such as temperature,
doping rate or structural strain [13]. In the case of TMOs, the close
similarity between electronic correlations and crystal field splitting
energies provides different mechanism for tuning their electronic
properties and thus the MIT and, as a consequence, the RS phenomena
[13]. Furthermore, in TMOs based on 5d elements, as Ir, spin–orbit

coupling (SOC) reaches values of about 0.5 eV [14–16], and becomes
comparable to crystal field and electronic correlations, giving place to
novel physics and exotic properties [17–19]. This has been recently
manifested in the Ruddlesden-Popper series of 5d Strontium Iridates
(Srn+1IrnO3n+1) where subtle structural or chemical changes may
trigger different electronic states. For example, in the n = 1 phase
(Sr2IrO4), a gap is opened at the Fermi level, leading the system into a
Mott insulator state [20] while the perovskite-like n = ∞ phase
(SrIrO3) presents a semimetallic ground state [21]. Nevertheless, in this
latter case, a MIT can be also triggered by tuning the compressive strain
induced by the substrate or by reducing the film thickness [22–26],
although recent studies indicate the coexistence of disorder effects and
electronic correlations leading to either disorder driven Anderson MIT
or unconventional Mott-Anderson transition [23,27].

In this work we present a study of RS behavior in Srn+1IrnO3n+1

thin films of the n = 1 phase (hereafter SIO-214) and of the n = ∞
phase (SIO-113) by means of local I–V curve measurements and current
mapping, by using conductive atomic force microscopy (C-AFM). While
SIO-214 films are insulating, SIO-113 films present semimetallic be-
havior but, for film thickness below ~3 nm an Anderson-type MIT i.e.,
induced by disorder, is triggered. We will show that a sharp RS process,
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with an abrupt increase of current at a defined threshold voltage is only
attained in the presence of a MIT behavior where two well-defined
resistance states separated by an energy jump exist. However, differ-
ences in the threshold voltage are observed in the case of both phases
due to the different energy barrier to overcome. On the other hand, for
thin films in a semimetallic state, I–V curves present a smooth variation
of resistance, without a clear threshold voltage. By performing Kelvin
Probe Force Microscopy (KPFM), we will show that the RS behavior
may be attributed to the variation of charge carriers’ density, usually
associated to the migration of oxygen vacancies promoted by the
electric field pulses. Current maps performed with voltage values above
the threshold value and of different polarity allow demonstrating the
writing/erasing processes making evident the feasibility of the system
for the implementation of Re-RAMs.

2. Experimental details

Sr2IrO4 thin films were grown by Pulsed Laser Deposition on (0 0 1)
SrTiO3 (STO) substrates. The growth was carried out in an oxygen at-
mosphere of 70 mTorr and at a temperature of 850 °C. For the de-
position, a KrF excimer laser (248 nm of wavelength) was employed at
a frequency of 1 Hz and a laser fluence of 1.25 J/cm2. On the other
hand, SrIrO3 thin films were grown by rf sputtering at 900 °C in 140
mTorr oxygen atmosphere as described elsewhere [27]. In order to
achieve single Ti-terminated substrates with well-defined atomic steps,
all STO substrates in this work were treated before the film deposition.
The treatment consisted of a 10 min bath of ultrasounds in deionized
water and a post-annealing of 2 h at 1000 °C [28].

Structural properties of both SrIrO3 and Sr2IrO4 thin films were
evaluated by means of X-Ray diffraction. A Bruker D8-Discover dif-
fractometer was employed to measure the Reciprocal Space Map while
the High Resolution θ-2θ scan was measured with a PANalytical X‘PERT
PRO MRD system. The thickness of the films was determined by X-Ray
Reflectometry using a D-5000 diffractometer from Siemens.

Resistivity curves of SIO-214 and SIO-113 films were measured in a
standard 4 probe configuration by using a Physical Properties
Measurement System by Quantum Design. Electrical electrodes were
fabricated by depositing a thin layer (~40 nm) of Pt on the surface at
room temperature.

RS properties were evaluated by employing an atomic force mi-
croscopy (AFM) system in the electrical modes of conducting (C-AFM)
and Kelvin Probe (KPFM). The probes used to measure in these modes
were DDESP-FM-V2 from Bruker. An AFM MFP3D from Asylum was
used to obtain the Current maps (in nitrogen atmosphere) and the I–V
curves while an NTEGRA Prima AFM system from NT-MDT was em-
ployed to obtain the KPFM data. I–V curves were performed without
current compliance. Although it is known that current limitation could
prevent sample degradation [29,30], we should note that the current
values attained in this work were below typical current compliances
used in the literature [31–33]. The KPFM images were recorded by a
standard two-pass measurement. In the first step, AFM tapping mode
was employed to measure the topography of the film. Then the probe
was lifted at a certain height (10–20 nm) and replicated the topography
while measuring the Contact Potential Difference (CPD) between the
AFM tip and the sample. To obtain the CPD at each point, an AC Voltage
was applied to the conducting probe to excite it at its resonance fre-
quency. At the same time, a second DC voltage source was applied in
order to nullify the electrical interaction between the tip and the
sample. The surface distribution of the CPD can be then mapped by
recording the DC voltage which nullifies the electrical tip-sample in-
teraction during scanning [34].

It has been observed that thin films of iridates, such as Sr2IrO4 or
SrIrO3 possess a very sensitive surface [26,27,35]. The poor surface
stability turns the C-AFM measurements more challenging since high
electric fields should be applied between the tip and the iridate surface
to obtain the desired switching. With the aim of protecting the films and

stabilize the current, Pt nanoparticles were deposited in situ on some of
the films after their growth. In the case of SIO-214 films, this deposition
was performed with a laser fluence of 2.17 J/cm2 with pulses at 1 Hz.
Details for SIO-113 films may be found elsewhere [27].

3. Results

High resolution θ-2θ x-ray diffraction scans in thin films of both
phases confirmed epitaxial growth and high crystallinity evidenced by
satellites fringes. Fig. 1(a) shows the result for a SIO-214 sample around
the (0 0 6) diffraction peak. In this case, peak position leads to an out-
of-plane lattice parameter of cSIO-214 ~12.78 Å, i.e. SIO-214 unit cell is
slightly shortened with respect to the reported bulk value
(a0 = 12.92 Å) [36] in agreement with a small tensile strain [37].
Fig. 1(b) displays a reciprocal space map around (−109) reflection. It
can be appreciated from the figure that SIO-214 film is fully strained
with the underlying substrate. Similar results were obtained for SIO-
113 films grown on STO with cSIO-113 ~3.943 Å, i.e., corresponding to
compressive strain as it was previously reported [27,38].

As previously mentioned in the Introduction, in the iridate series,
strength of spin-orbit coupling competes with crystal field and elec-
tronic correlations leading to a rich landscape of electrical properties.
This is exemplified by the temperature dependence of electrical re-
sistivity shown in Fig. 2(a). This Figure shows that electrical properties
of SIO-113 films are clearly thickness-dependent. Robust metallic be-
havior is observed for the 26 nm thick film and the resistivity may be
well described by the expression ρ(T) = ρ0 + CT4/5 in agreement with
previous results [22–26,39]. However, as thickness decreases a pro-
gressive upturn of the resistivity at low temperatures is detected and the
system exhibits fully insulating behavior for the 2 nm thick SIO-113
sample. The nature of the MIT induced by reducing the film thickness
has been previously elucidated by analyzing the temperature depen-
dence of the resistivity of the fully insulating 2 nm thick sample
[27,40]. The low temperature regime, up to about 40–45 K, is well
described by using the Mott’s variable range hopping (VRH) model:
Ln 1/T ,1/3 σ being the conductivity [41], while the high temperature
range is properly described by using the Arrhenius equation for thermal
activation conduction =(T) e0

( /k T)B , Δ being an activation energy (a
value of Δ123 ~6 meV was obtained from the fit) and kB the Boltzmann’s
constant. Fig. 2(b) shows, in typical Arrhenius plot, the quality of this
fitting. Therefore, from the analysis of the ρ (T) curves we can conclude
that, while for thick SIO-113 films the system behaves as a three di-
mensional correlated metal, for the thinnest films the MIT is of

Fig. 1. X-Ray diffraction measurements of SIO-214 films on STO. (a) High-re-
solution θ–2θ scan around (0 0 6) diffraction peaks. (b) Reciprocal space map of
the (−103)STO and (−109)SIO peaks showing full strained state of the SIO-214
films.
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Anderson localization type due to disorder, in good agreement with
previous reports [23,25,27]. On the other hand, SIO-214 film exhibit a
robust insulating behavior with d ρ/dT < 0 in the whole temperature
range independent of film thickness. Typical results for a 38 nm SIO-
214 sample are plotted in Fig. 2(a). This behavior has been usually
attributed to the opening of a band-gap in the electronic structure as a
result of interplay between strong SOC and electronic correlations
[37,42]. Temperature dependence of resistivity is again well described
by a thermal activation law, see Fig. 2(c), but, in this case, the fitting
leads to an activation energy of Δ214 ~62 meV, i.e., around one order of
magnitude higher than in the precedent case. Both activation energies
are in agreement with the expected values reported from numerical
simulations [20,43–45].

As resistivity of SIO thin films may be sensitive to different stimuli,
iridate films become a promising alternative for obtaining a strong RS
response and thus, of interest for the implementation of RS devices. For
this purpose, we have studied local I–V curves measured at room
temperature by C-AFM of SIO thin films. In Fig. 3 we present the I–V
curves on samples with different electronic behavior, i.e., SIO-113
samples at both extremes of the thickness series (i.e. 26 nm and 2 nm),
Fig. 3(a) and (b), respectively, and an insulating SIO-214 sample,

Fig. 3(c). In all cases hysteretic I–V curves are observed indicative of RS
behavior. These curves are reproducible in the whole sample surface
(see current maps below) and identical results were obtained when
cycling IV curves over sample surface until sample-tip contact degrades
(~10 cycles). An anti-clockwise behavior, where positive sample vol-
tage induces the Low Resistance State (LRS) and negative sample vol-
tage induces the High Resistance State (HRS) is found. From the results
in Fig. 3 we observe two clear different RS behaviors if sample is in-
itially in a metallic or in an insulating state. For the samples in an in-
sulating state, SIO-113 (2 nm) and SIO-214, Fig. 3 (b) and (c), the
current intensity remains constant and near to zero until a given
threshold voltage value is reached after which a sudden increase of the
current takes place. This voltage depends on the system and it was
found to be around 2 V for the SIO-113 (2 nm) and 4.5 V for SIO-214.
These threshold values may be correlated to the activation energy, Δ,
obtained above from ρ (T) measurements if we assume that Δ corre-
sponds to the energy barrier needed to bring the system into a con-
ducting state. Thus, the higher threshold voltage observed for the SIO-
214 system is just reflecting a higher barrier between insulating and
conducting states (remember that ΔSIO-113 = 6 meV and ΔSIO-

214 = 62 meV) as previously observed for other compounds [46,47].
After reaching the maximum voltage, the sample remains in the LRS
returning to 0 V through the superior limit of the graph. In the negative
voltage range, the I–V curve starts at the LRS and the current is con-
tinuously increasing for voltages up to the maximum negative voltage.
Once reached this voltage, the I–V curve returns to the HRS along the
lower path. On the contrary, for the sample initially in the semimetallic
state, SIO-113 (26 nm) shown in Fig. 3(b), the resistance changes in a
continuous way and no well-defined resistance states separated by a
clear voltage threshold are observed. The similarity of the measured I–V
curves in all samples suggests that the mechanism behind the observed
variations of resistance is the same in all cases. However, the absence of
a clear voltage threshold in the case of the thick sample suggests the
absence of a well defined energy transition separating the LRS and HRS.

Although all the films seem to follow the same mechanism for the
changes of resistance, the set of I–V curves present notable differences.
Fig. 3(a), corresponding to the SIO-113 26 nm thick sample, shows
smoothly rising I–V curves for the positive voltage range from 0 V to the
maximum of current. On the other hand, Fig. 3(b), corresponding to the
SIO-113, 2 nm film and Fig. 3(c), corresponding to the SIO-214 film,
show an almost zero current up to a clear voltage threshold value, when
an abrupt increase of the current intensity occurs. This different be-
havior is closely related to the differences in the band structures of the
films that are induced by the MIT. On one hand, it is reported that thick

Fig. 2. (a) Temperature dependence of the electrical resistivity of an insulating
SIO-214 film (38 nm) an insulating SIO-113 film (2 nm) and a semimetallic SIO-
113 film (26 nm). (b) and (c) Arrhenius plot of the high temperature part of the
ρ(T) curve for the insulating films shown in (a). The activation energy Δ in each
case has been obtained by the fit (solid lines) to the thermal activation law
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Fig. 3. C-AFM I–V curves measured on (a) 26 nm thick SIO-113 film; (b) 2 nm
thick SIO-113 film and (c) SIO-214 film.
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SIO-113 films (such as the employed 26 nm thick one) behave as a
semimetal [20,21,26,27] while an Anderson-type MIT transition with
strong carriers’ localization may be triggered by thickness reduction
[23,25,27]. Even more, the aperture of a Mott gap in ultrathin SIO-113
films have been recently documented [44]. In the case of SIO-214, a
band gap is expected to appear due to electron-electron correlations
[37,42,48,49]. With this picture in mind, the behavior of thick SIO-113
film (26 nm) reflects changes of resistance in a system with continuous
energy levels having thus a smooth increase of the current. Moreover,
the shift of the Fermi level would bring the system into a state with
higher Density of States, finally giving higher conductivity and setting it
into the LRS. On the other hand, as long as Fermi energy lies inside
localized states or belongs to the energy gap, charge carrier’s mobility is
seriously hampered or even suppressed and the current would be al-
most zero. Nevertheless, when the Fermi level crosses the mobility edge
for the 2 nm thick SIO-113 or overcome band gap for SIO-214, an en-
ergy transition between localized and extended states takes place for
high enough positive voltage, an abrupt increase of the current would
be observed and obviously the system would be switched in the LRS
with a higher conductivity.

Current maps over extended areas in both HRS and LRS states al-
lowed us to obtain a deeper insight into the RS process in SIO samples.
Performing a C-AFM map implies to move the AFM tip back and forth
several times in the same area of the sample and the continuous scan-
ning deteriorates the electrical tip-sample contact after a few cycles.
This well-known drawback in C-AFM analysis of RS phenomena is
usually attributed to tip contamination [30,34]. In our experience,
current maps cannot be performed in bare iridate thin films due to
surface degradation. However, we have found that capping of the SIO
film surface with a non-continuous layer of metallic (Pt) nanoparticles
(NPs) is useful to perform the C-AFM maps. In this way, quality of the
tip-sample electrical contact is improved, while degradation of the
electrical contact is avoided thanks to the enhanced tip life time since
brushing with Pt nanoparticles removes tip-contaminations. Results for
a SIO-214 film are shown in Fig. 4. Fig. 4(a) presents a 50x50 μm2

current map measured at low voltage (1 V) after the scanning of the
central 35x35 μm2 area at the positive bias voltage (+4.5 V) applied to
the sample and a further scan of 20x20 μm2 area at −5 V applied to the
sample. The dark outer part corresponds to the pristine state with a low
conductivity. Inside, a bright squared ring represents the established
LRS with high conductivity, or, as it is usually named, the written area.
Finally, the central dark square exhibits again low conductivity and
represents the switching back into the HRS, i.e., the erased region. The
associated topography measurement is shown in Fig. 4(b). Some minor
topography changes are detected in the central area switched into HRS
that may be caused by a dragging of the Pt NPs during the scan.

Nevertheless, as threshold voltage values observed in current maps are
identical to those measured from IV curves, influence of Pt nano-
particles in RS may be considered negligible.

Redox based mechanisms, typically driven by the motion of oxygen
vacancies, are usually invoked to explain RS phenomena in TMOs
[5–9]. In correlated metals such as SIO, the variation of the con-
centration of oxygen vacancies can modify the valence of the sur-
rounding metal cations. Since the oxygen vacancies substitute an
oxygen position, the surrounding cations must adapt their valence to
compensate the charge variation. Therefore, new electrons would fill Ir
orbitals changing the Fermi level and electric properties [13]. To vi-
sualize this modification of Fermi level associated with the RS behavior,
KPFM measurements were performed in SIO-214 samples. Fig. 5(a)
depicts the CPD map measured by KPFM on a 50x50 μm2 area after
applying a sample voltage of +4.5 V on an inner 35x35 μm2 region, i.e.,
the same procedure used to perform the above current maps. As can be
seen, written region exhibits a decreased CPD. We have performed si-
milar experiments by varying the maximum applied voltage. Fig. 5(b)
shows the variation of CPD, Δ CPD, between the one measured in the
outer region (i.e., corresponding to the pristine state) and the CPD
measured in the square area (i.e., the written region), Δ
CPD = CPDwritten − CPDpristine, as a function of maximum applied
voltage. We may observe that no modification of CPD is observed until
the applied voltage attain the threshold value to switch the sample into
a LRS state, around 4.5 V, i.e., the same value as in I–V curves, see
Fig. 3(c). Once a LRS is achieved, a reduction of CPD can be measured.
As CPD corresponds to the difference between the work function of the
AFM tip and the sample, a decrease in CPD implies a higher work
function on the LRS state when compared to the pristine sample and
thus, the RS may be associated to a change in the electronic properties
at the sample surface. Finally, the write-erase cycling was completed by
applying a negative voltage of −6 V to a square region of 20 × 20 μm2.
Fig. 6(a) presents the CPD results of the complete cycle. We may see
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Fig. 4. C-AFM current map (a) and topography image (b) of a SIO-214 film.
Current map shows a 35 × 35 µm2 area set into the LRS state and an inner
20 × 20 µm2 square reset to the HRS state. Minor changes in the topography
associated with the writing-erasing process are noticed in (b).
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applying a voltage of 4.5 V to an inner square of 35 × 35 μm2 (i.e., writing into
LRS state). (b) Evolution of ΔCPD defined as the difference of the CPD measured
in the inner written area and the CPD measured at the pristine area,
ΔCPD = CPDwritten − CPDpristine as a function of applied voltage.
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that the inner square is much brighter than any of the surroundings
areas, i.e., CPD is much higher in this HRS region. A quantification of
the values may be followed by the CPD profile presented in Fig. 6(b).
This result evidences that the erasing process bring the sample into a
HRS state that it is not electronically equivalent to the pristine one.

Combining the I–V curves and the KPFM results we may now ela-
borate a scenario for the RS behavior observed in SIO films. In general,
an external applied electric field will promote a redox reaction at the
film surface and, as a consequence, oxygen vacancies could be in-
corporated or removed from the film [50]. In hole-like systems as SIO-
214 [51,52], vacancies are considered as acceptors scavengers and they
decrease conductivity. The incorporation of oxygen anions into the
oxide matrix, removing the vacancies occurs then under positive vol-
tage (applied to sample) according to the following formula for SrIrO3:

+ ++ + + +Sr Ir O V e yO Sr Ir O2 1
2y Oy y

2 4
3
2

2
2 4

3
2

and, for Sr2IrO4

+ ++ + + +Sr Ir O V e yO Sr Ir O2 1
2

.y Oy y2
2 4

4
2

2 2
2 4

4
2

Then, the Fermi level would decrease, as observed in CPD maps,
while the hole density and the conductivity would increase and trans-
form the sample surface beneath the AFM tip into the LRS. By applying
negative voltage to the sample the system can be reversed into the HRS
with the following reaction taking place, for SrIrO3

+ ++ + + +Sr Ir O Sr Ir O V e yO2 1
2y Oy y

2 4
3
2 2 4

3
2

2

and, for Sr2IrO4

+ ++ + + +Sr Ir O Sr Ir O V e yO2 1
2

.y Oy y2
2 4

4
2

2
2 4

4
2

2

With these reactions, oxygen anions would be removed from the
matrix leaving vacancies behind that would reduce drastically the
number of holes and raise up the Fermi level, reducing this way the
conductivity, in agreement with I–V curves and CPD measurements.

4. Conclusions

The local transport properties of iridate based thin films of the
n = 1 phase, Sr2IrO4 and n = ∞ phase, SrIrO3 have been analyzed.
Macroscopic measurements of the film’s resistivity as a function of
temperature allow demonstrating that Sr2IrO4 films are insulating due
to the opening of a gap while SrIrO3 films are either semimetallic (for
thickness above 3 nm) or insulating (for thickness below 3 nm), being in
this case an Anderson type MIT, i.e., driven by disorder. On the other
hand, all the SIO films exhibit hysteretic I–V curves indicative of RS
behavior irrespective to their phase or thickness. Due to the particular
experimental setup used, the observed RS takes place at the interface
between the metal electrode (AFM tip) and the SIO film. Electric field
pulses promote oxygen vacancies migration trough the interface then,
to maintain electrical neutrality, a valence change of the cations nearby
takes place and therefore, a modification of the charge carriers’ density
and of the position of the Fermi level. However, the features of the RS
process are clearly different as a function of their initial conducting
state. In the case of Sr2IrO4 samples and for very thin samples of SrIrO3

(below 3 nm), where carriers’ localization occurs, it is observed the
existence of a well-defined voltage threshold value separating the low
and high resistance states. This threshold voltage is correlated with the
activation energy needed to bring the system into a conducting state. In
contrast, in thick SrIrO3 films with semimetallic behavior, (i.e., for
thickness above 3 nm) I–V curves present a continuous smooth varia-
tion of resistance, without a clear threshold voltage, making evident the
absence of an energy sharp transition separating high and low re-
sistance states. In this case, changes of resistance by applying voltage
pulses are simply associated to the variation of charge carriers’ density

due to the migration of oxygen vacancies. The electronic changes as-
sociated with the migration of oxygen vacancies during the electric
field pulses were monitored by KPFM and suggested that majority
carriers are holes. Current maps performed with voltage values above
the threshold value and of different polarity allow demonstrating the
writing/erasing processes in a large area of the sample surface.
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A B S T R A C T   

Single crystal of Bi12SiO20 was grown from the melt by Czochralski technique. The crystal growth was in the 
[111] direction. The surface of the polished sample was irradiated by a femtosecond pulsed laser beam of various 
power. The influence of laser power on structural properties of Bi12SiO20 crystal, as well as on its phase 
composition, was studied. The surface morphology of our samples was investigated by AFM. The surface of 
unirradiated sample is rather smooth with no cracks observed. In sample modified by pulsed femtosecond beam, 
we registered the presence of small spherical islands on the surface. The dimensions of the islands and their 
density depend on the applied power. There were also significant changes in far-infrared spectra of irradiated 
sample in comparation to non-irradiated sample. Based on these results, the material obtained after femtosecond 
pulsed laser irradiation consisting of bismuth oxide based nano-objects, formed as nanocrystals (dimensions 
below 20 nm in diameter), which are arranged in a matrix of Bi12SiO20.   

1. Introduction 

Sillenites (Bi12MO20, M = Si, Ge, Ti) are optically active crystals 
exhibiting a lot of strong effects (optical rotation, electro-optical 
(Pockels), magneto-optical (Faraday) and photo-induced effects) and 
interesting properties such us remarkably large values of dielectric, 
piezo-electric and elasto-optic constants, very high values of the dark 
electric resistance, the index of refraction [1] etc. These crystals have 
application as active elements in many devices [2]. For these applica-
tions the materials are bulk single crystal samples. 

On the other hand, due to their extremely small sizes, nanomaterials 
(one, two or three dimensions of less than 100 nm) cannot be used in 
large scale, particularly as long-bearing materials in engineering appli-
cations. For this it has long been a desire to develop bulk composites 
incorporating these nanomaterials (for example nanocomposites) to 
harness their extraordinary properties in bulk applicable materials. 
Initial ideas and principles are given in Ref. [3]. The most important fact 
is that the characteristics of the nanomaterials are fundamentally 
different in comparison with the bulk materials [4]. 

Lasers play an ever expanding role in material processing [5], as is 
the case with surface treatment of single crystals [6] where the energy of 
a laser beam interacts with a material to transform it in some way in a 

thin surface layer. This transformation (or laser process) is controlled by 
precisely regulating the wavelength, power, duty cycle and repetition 
rate of the laser beam. All materials have unique characteristics that 
dictate how the laser beam interacts and consequently modifies the 
material [7,8]. 

In our previous papers, we have investigated the influence of locally 
induced heating with increasing laser power densities on some nano-
materials such as stable hexagonal transition oxides ZnO doped with 
CoO [9] and cubic rock-salt MnO [10]. The influence of femtosecond 
pulsed laser power on the quality and optical characteristics of 
Bi12GeO20 single crystal was also studied [11]. 

The aim of this work is to continue our research with investigation 
influence of femtosecond pulsed laser irradiation on Bi12SiO20 single 
crystal using FTIR spectroscopy along with atomic force microscopy 
(AFM), but this time the focus is on modification of material and its 
structural characterization. 

2. Experimental procedure 

2.1. Preparation of crystal samples 

Czochralski technique was applied to grow Bi12SiO20 single crystal, 
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where MSR 2 crystal puller controlled by a Eurotherm was used with 
temperature fluctuations of the experiment lower than 0.2 ◦C. Addi-
tional weighing set was used to monitor the crucible weight in order to 
keep a crystal diameter constant (absolute deviation was below 0.1 
mm). 

A platinum crucible was used to contain the melt, which was placed 
in an alumina vessel on a zircon – oxide wool. This system was con-
structed in order to stop the excessive radiation heat losses. Also, a cy-
lindrical silica glass after heater was constructed around the system to 
reduce the thermal gradients in the crystal and in the melt. Crystal 
growth was occurred in an air atmosphere while iridium wires were used 
as initial crystal seeds. Later on, seed cuts from the produced Bi12SiO20 
crystals were used for the growth of other crystals. 

Bi2O3 and SiO2 were used for synthesis of crystals. Starting materials 
were mixed in 6:1 stoichiometric ratio. Optimal pull rate was chosen in 
the range 5 – 6 mm/h. Equations of the melt hydrodynamics were used 
to calculate critical crystal diameter, dc = 10 mm and critical rotation, 
ωc = 20 rpm. The crucible was not rotating during crystal growth. The 
crystal boule was cooled at ~50 

◦

C/h down to a room temperature, after 
the crystal growth. Crystals grew in [111] direction, without core being 
observed. Finally, crystals were cut and polished. 

2.2. Crystal irradiation and characterization 

Crystal samples were exposed to a pulsed femtosecond laser beam 
(pulse width 90 fs, repetition rate 76 MHz) from Coherent Mira 900 F 
laser system pumped by a 532 nm continuous wave Coherent Verdi V-10 
laser. The irradiating beam wavelength was monitored by an Ocean 
Optics HR2000CG UV-NIR spectrometer. The samples were irradiated 
along their longest axis, z, i.e., along the crystal growth direction. 
During irradiation, the crystal facet was partially exposed due to the oval 
shape of the beam profile. A graded filter was used to adjust the beam 
power on the sample from 50 to 800 mW (measured by Ophir Nova II 
powermeter with thermal and photometric heads), which corresponds 
to the fluence range of 75–1200 nJ/cm2. Exposure time of each irradi-
ation power was 3s, measured by a stopwatch of 0.2s of accuracy. The 
total irradiation time and energy were intentionally kept low to avoid 
significant contribution of an accumulative process caused by repopu-
lation of the traps [12]. 

Far-infrared reflection spectra were recorded in the wave number 
range up to 650 cm− 1 utilizing an A BOMEM DA - 8 FTIR spectrometer 
with a deuterated triglycine sulfate (DTGS) pyroelectric detector. 

The surfaces of samples were examined in detail using Atomic Force 
Microscope (AFM), NTEGRA prima from NT-MDT. NSG01 probes with a 
typical resonant frequency of 150 kHz and 10 nm tip apex curvature 
radius were used. 

The X-ray diffraction (XRD) data for Bi12SiO20 single crystals was 
measured using X-ray diffractometer (XRD) Rigaku Ultima IV, Japan, 
with filtered CuKα1 radiation (λ = 0.154178 nm). The X-ray diffraction 
data were collected over the 2θ range from 20◦ up to 80◦ with the step of 
0.02◦ and scanning rate of 2◦/min. The PDXL2 v2.0.3.0 software [13], 
with reference to the diffraction patterns available in the International 
Center for Diffraction Data (ICDD) [14] was used for the phase identi-
fication and data analysis. 

3. Results and discussion 

3.1. Femtosecond pulsed laser modification 

In order to establish the behaviour of the sample material under the 
influence of femtosecond beam, three wavelengths from the common 
range of the Mira device (700–900 nm) have been chosen. The samples 
were exposed to femtosecond beam of 730, 800 and 830 nm, with input 
powers of 50–700, 50–800, and 50–550 mW, respectively. For each 
wavelength, the transmitted power vs input power has been monitored. 
The input power has been gradually increased and in this way the 

influence of possible strong modifications by higher power to the results 
of low power was diminished. Transmitted vs. input power dependency 
was established (Fig. 1). 

Transmitted power dependence on the input power is in fact linear 
for each chosen wavelengths. The linear dependence shows uniform 
absorption during the input power change – there were no significant 
damages in the material of the samples caused by the beam during 
exposition. If present, strong or large-scale structural changes inside the 
material would change the absorption coefficient which would lead to 
the deviation of the Pout vs. Pin (Fig. 1) dependence from the linear one. 

Because of that, in the further analysis in this paper, under treated 
sample we will consider the sample modified with a laser line of 730 nm 
and a power of 700 mW as a representative one. In Fig. 2, a sample 
treated with 730 nm and a power of 50 mW was analyzed for 
comparison. 

3.2. AFM 

Fig. 2 shows the results of AFM measurements of the Bi12SiO20 single 
crystal and the same sample after being irradiated by a femtosecond 
pulsed laser beam. The surface of unirradiated sample is rather smooth 
with no cracks observed, and only traces of mechanical polishing can be 
seen in Fig. 2a. Fig. 2b and c. Show the surface of the sample after 
irradiated by a femtosecond pulsed laser with 730 nm and power of 50 
mW and 700 mW respectively. Full lines at Fig. 2 a-c present directions 
in which the structure dimensions were determined. Height prolife on 
the surface and in the shine dots is shown in Fig. 2 d. For the treated 
samples, the nanoobject clearly stands out in the selected direction. It 
could be said that the height of the nano-object for both samples is in the 
range of about 10–15 nm, and that the height of the nanoobject increases 
with the increase in the power of the femtosecond laser. On the other 
hand, the diameter of these nano-objects is about 20 nm (Figs. 2b) and 
15 nm (Fig. 2c). In addition, we note that the density of nano-objects is 
significantly higher in Fig. 2c. 

Average roughness (Ra) for the samples shown in Fig. 2 a, b, c is 1.25 
nm, 1.57 nm and 1.6 nm, respectively. Although the value for Ra is 
relatively small, i.e. the surface of the samples is relatively smooth, we 
can conclude that as a result of the femtosecond laser treatment, as well 
as when increasing the laser power, the value for Ra also increases, 
which is expected. 

3.3. XRD measurements 

Phase analysis using XRD of single crystal BSO samples are presented 

Fig. 1. Transmitted (Pout) vs. input (Pin) power for samples exposed to the 
beam of 730 nm, 800 nm and 830 nm. 
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in Fig. 3. Phase analysis indicates that all peaks belong to the Bi12SiO20 
phase, which is in good agreement with the JCPDF Card No. 37–0485. 

The XRD for the treated sample is no different from that for the 
untreated. 

3.4. Far-infrared spectroscopy 

The experimental far-infrared spectrum of BSO single crystal was 
recorded in the spectral range of 70–650 cm− 1 at room temperature and 
in Fig. 4 is presented as a blue line. The obtained spectrum shows all 
characteristics described in the literature [15,16]. The far-infrared 
spectrum of the femtosecond laser treated BSO, recorded in the spec-
tral range of 70–650 cm− 1 at room temperature, is presented in Fig. 4 as 
a red line. Even though the spectra given in Fig. 4 were recorded under 
the same conditions, differences in the BSO single crystal and femto-
second laser treated BSO spectra are clearly visible at in several places, 
such as about 130, 180, 280 cm− 1 …. 

Γ = 8A + 8E + 25F (1) 

Among these modes, only the F modes are infrared active. 
Fig. 5, lower spectrum, shows the far-infrared spectra of BSO single 

crystal. The points are given the experimental results, and the solid line 
is obtained in the standard way by the procedure of fitting parameters 
[18,19]. Due to the large energy gap (Eg = 2,57eV) and accordingly very 
low concentrations of free carriers, a dielectric function was used which 
takes into account only the interaction of electromagnetic radiation with 

Fig. 2. AFM results of Bi12SiO20 single crystal: untreated (a); femtosecond laser treated sample: 730 nm, 50 mW (b) and 730 nm, 700 mW (c). Height prolife on the 
surface (d). 

Fig. 3. X-ray diffraction results of untreated Bi12SiO20 single crystal, peaks of 
Bi12SiO20 phase marked with hkl. 
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phonons: 

ε(ω)= ε∞

∏s

k=1

ω2 + iγkLO − ω2
kLO

ω2 + iγkTO − ω2
kTO

(2)  

where ε∞ is the bound charge contribution and is considered as a con-
stant, ωLOk and ωTOk are the longitudinal and transverse optical – phonon 
frequencies, and γTOk and γLOk are the phonon dampings. 

The results obtained for TO/LO frequencies (in cm− 1) are: 69/71, 
94/95, 104/112, 123/150, 129.5/130, 142/143, 175.2/175.5, 187.5/ 
192.5, 202.5/204.3, 229/251, 267/276.8, 297.5/371, 424/427, 453/ 
494, 520/551.5, 572/581, 594/613, 647/658. The agreement with the 
literature data [15,16] is excellent. This result serves as an introduction 
to the spectrum analysis for the femtosecond laser treated BSO sample, 
where the situation is somewhat more complex. Fig. 5, upper spectrum, 
shows the far-infrared spectrum of femtosecond laser treated BSO single 
crystal. The points are given the experimental results, and the solid line 

is obtained in the following way. 
Namely, as can be seen from Fig. 2b and c, laser treatment leads to a 

change in the surface of the samples. It seems that its composition 
changes in a very thin layer, but also that nanoobjects are formed inside 
the layer and on its surface. Therefore, we decided to use a model that 
takes into account the existence of a three-layer structure (see insert of 
Fig. 5), where.  

(a) medium 1 is air (ε1 = 1),  
(b) medium 2 is a layer with thickness d present at the sample surface 

with dielectric constant ε2 (eq. (2)), and  
(c) lower optically thick layer, medium 3, practically single crystal 

BSO, described with ε3 (eq. (2)). 

In this case, the reflectivity can be determined as described in 
Ref. [20]: 

RA =
Ar

Ai
=

r12e− iα + r23eiα

e− iα + r12r23eiα (3)  

where rij = (ni − nj) /(ni +nj) = (
̅̅̅̅εi

√
−

̅̅̅̅εj
√

)/(
̅̅̅̅εi

√
+

̅̅̅̅εj
√

) are the Fresnel 
coefficients, Ai and Ar represent amplitudes of the incident and reflec-
tion beams, respectively, n is the complex index of refraction, ε is the 
dielectric constant and α = 2πωd (ε2)1/2 is the complex phase change 
related to the absorption in the crystal layer with the thickness d. 
Reflectance, R, is given as R = |RA|

2. 
The parameters of the treated sample were determined by the fitting 

procedure. In that manner, the parameters for the single crystal BSO 
layer (medium 3) remained the same as those determined from un-
treated sample. The surface layer (medium 2), besides them, has addi-
tional modes. The layer thickness is d = 1,9 μm. Comparison of our result 
with the values from the literature for the registered additional phonons 
is given in Table 1. 

Some results from literature, for example [22], show that 
laser-induced oxidation of bismuth can occur, but the degree of oxida-
tion and the formation of the crystalline phase strongly depend on the 
laser power. We think that in our case, due to laser heating, on the 
Bi12SiO20 single crystal, the formation of starting material phases occurs. 
It is known that bismuth oxide can exist in several polymorphic forms: 
α-Bi2O3, the only phase stable at room temperature, and three 
high-temperature phases, β-, δ- and γ-Bi2O3. The orthorhombic phase, 
α-Bi2O3, transforms to cubic δ-Bi2O3 at 729 ◦C, which may transform to 
tetragonal β-Bi2O3 or body-centered cubic γ-Bi2O3 upon cooling to 650 
and 639 ◦C, respectively [24–27]. Both of these forms are metastable, 

Fig. 4. Experimental far-infrared reflection spectra of Bi12SiO20 single crystal 
untreated (blue line) and treated by femtosecond beam (red line). First, in short 
about factor group analysis. Crystal BSO has a cubic unit with space group I23 
(T3) [17]. 

Fig. 5. Far-infrared reflection spectra of Bi12SiO20 single crystal and femto-
second laser-treated Bi12SiO20 sample. The experimentally obtained data points 
are depicted as circles. The theoretical spectrum obtained with the model 
defined by eqs. (2) and (3) and fitting procedure is given as solid line. Insert. 
Schematic overview of the femtosecond laser-treated Bi12SiO20 sample. 

Table 1 
Comparison between additional far-infrared frequencies registered in this paper 
and experimentally and calculated frequencies from the literature.  

Phonon peaks 
This work 
[cm− 1] 

Experimental literature 
values of phonon 
frequencies [cm− 1] 

Calculated phonon 
frequencies [cm− 1] 

Description 

120 120 [21] 120 [21] Bi4O7 [21] 
118 [22]  α-Bi2O3 

[22]  
124 [21] β-Bi2O3 

[21] 

161 157 [21]  γ-Bi2O3 

[21] 
166 [23]  γ-Bi2O3 

[23] 

278 279 [22]  γ-Bi2O3 

[22] 
281 [21]  γ-Bi2O3 

[22] 

380 381 [21]  γ-Bi2O3 

[21]  
388 [21] Bi4O7 [21]  
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but may be stabilized at room temperature by the addition of impurities 
[25]. 

Another metastable phase, which was also registered by our mea-
surements, is Bi4O7. This phase is a fully chargeordered pseudo-binary 
bismuth (Bi3+, Bi5+) oxide [28,29]. This mixed valence and the opti-
cal gap within the visible range (1.9eV) turns the Bi4O7 interesting for 
applications in photocatalysis. Also, because of strong luminescence at 
about 420 nm Bi4O7 is a candidate as for purplish-blue light emitter 
[30]. One of the following directions of research can be dedicated to this 
topic as well. 

It seems to us that in this way it is clearly shown that femtosecond 
laser treating produces nano-objects consisting of different phases based 
on bismuth oxide in a matrix of Bi12SiO20 single crystal. In the future, we 
will search for new functionalities, which would open up new topics and 
areas. 

4. Conclusions 

We used a femtosecond pulsed laser to modify the surface on a 
Bi12SiO20 single crystal growth by Czochralski technique. The treatment 
led to the formation of bismuth oxide based nanoobjects in the Bi12SiO20 
matrix. These nanoobjects are formed as nanocrystals with dimensions 
below 20 nm in diameter and about 15 nm in height. By composition, 
they are α-, β-, and γ-Bi2O3 and Bi4O7. The concentration of nanoobjects 
increases when the power of the femtosecond laser increases. Applica-
tion in optoelectronics and optical sensor industry is expected. 
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Abstract
The occurrence of laser-induced periodic surface structures (LIPSS) has been known for a 
while. Multilayer thin films, like Al/Ti, are suitable for LIPSS formation and attractive for 
applications—due to their wearing behavior and corrosion resistance; LIPSS generation 
may improve their properties as well. LIPSS properties depend not only on the material but 
also on the beam characteristics, like wavelength, polarization and scanning directions, etc. 
After exposing with NIR femtosecond pulses from Coherent Mira 900 laser system in sev-
eral beam exposures, we have analyzed the samples of thin metal film systems with Tescan 
Mira3 SEM and NTegra AFM. The formation of LIPSS is most probably due to the gener-
ation of surface plasmon polariton, through the periodic distribution of energy in the inter-
action zone which lead to thermal processes in layers and interfaces. Two types of LIPSS 
were generated, which differ in shape, orientation and in ablation pronounced or not. For 
consecutive interactions in the same direction, LIPSS maintained its orientation, while 
for orthogonal passes LIPSS with mutually orthogonal orientation were generated. LIPSS 
period fluctuated between 320 and 380 nm and structures with pronounced ablation have 
significantly smaller width. Probable mechanism is that for greater accumulated energy 
pronounced ablation takes place giving LIPSS in the form of trenches or grooves, while for 
less accumulated energy the buildup of the material—probably due to pronounced oxida-
tion—lead to LIPSS in the form of hills or ridges.
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1 Introduction

Interaction of pulsed laser beam with surfaces yields the appearance of LIPSS (laser-
induced periodic surface structures). The occurrence of LIPSS has long been known and 
studied (Birnbaum 1965; Van Driel et al. 1982; Sipe et al. 1983; Young et al. 1984; Ursu 
et al. 1985). It has been studied on variety of materials: metals (Ursu et al. 1985; Wang and 
Guo 2005; Vorobyev and Makin 2007; Vorobyev and Guo 2008, 2013), semi-conductors 
(Von der Linde et al. 1997; Bonse and Krüger 2010; Bonse et al. 2011; Varlamova et al. 
2014), dielectrics (Reif et al. 2008), graphite (Golosov et al. 2011), compounds (Kautek 
et al. 2005; Gakovic et al. 2011), diamond (Shinoda et al. 2009), graphene (Beltaos et al. 
2014). LIPSS properties depend not only on the material but also on the beam character-
istics, like wavelength, polarization and scanning directions, etc. (Kovačević et al. 2017).

Surface morphology is a key factor in controlling the optical, mechanical, wetting, 
chemical, biological, and other properties of a solid surface. LIPSS may improve mate-
rial properties by functionalization and may widen applications: structural coloring, 
absorptance enhancement, antireflective films, biomedical applications, optofluidics appli-
cations, holography, anti-counterfeiting, decorating, sensing, catalysis, optical data storage 
(Vorobyev and Guo 2013).

The occurrence of LIPSS can be viewed as an inherent phenomena of the interaction 
of the ultrafast beam with solid surface, with main characteristics that the spatial period 
of LIPSS is less than the beam wavelength. The orientation depends on the incident beam 
polarization direction. Generation is explained by self-organization or by surface plasmon 
polaritons (SPP) (Vorobyev and Makin 2007; Reif et  al. 2008). Incident wave induces 
oscillations of charges (surface plasmon) and SPP forms as the coupling between incident 
and induced waves; in this way periodic distribution of energy is formed on the surface.

Two types of LIPSS are reported: low spatial frequency LIPSS (LSFL) and high spa-
tial frequency LIPSS (HSFL) (Bonse et al. 2005). LSFL period ≲ wavelength and HSFL 
period < wavelength/2. Named after their size (magnitude of spatial frequency), their orien-
tation in respect to the polarization direction is not yet fully understood. It seems that LSFL 
orientation is perpendicular to polarization for metals and semiconductors (Bonse et  al. 
2012). Due to SPP, periodical distribution of thermal energy on the surface can instigate 
thermal processes. The occurrence of metal-oxide, or thermochemical type of LIPSS has 
been reported on Ti, Ni, Cr and NiCr surfaces, as well as ablative LIPSS and models have 
been proposed (Öktem et al. 2013; Dostovalov et al. 2017, 2019a).

When creating LIPSS on multilayer thin metal films, the underneath layer has an impor-
tant role. In the example of Al/Ti multilayer film (Kovačević et al. 2015), Ti and Al have 
different electron heat conductivity and electron–phonon coupling. Top layer (Al) electrons 
accept energy and quickly transfer to the next layer (Ti). Strong coupling keeps the energy 
in Ti and away from topmost Al. In this way, the damage threshold for Al increases which 
preserves LIPSS for longer expositions. In this work, we have examined the LIPSS gen-
erated upon consecutive scanning over the same area of same and of different scanning 
orientations. By changing the parameters of the beam (fluence, scanning speed, scanning 
number and directions over the same area) the formation of LIPSS was affected. Two types 
of LIPSS, which differ in shape, orientation to the incoming beam polarization and in abla-
tion pronounced or not, are generated and examined during repeated consecutive scan-
ning of same and orthogonal directions. For lower accumulation on energy, LIPSS in the 
form of ridges formed while for higher fluences and accumulated energies, the generation 
of LIPSS gave prevalence to the ablation. After repeated consecutive scanning along the 
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same trajectory LIPSS preserved to some extent. Also, during scanning along close parallel 
lines, LIPSS from one line affected generation of LIPSS from neighboring line. Overlap-
ping scanning lines should generate LIPSS mutually perpendicular. We have examined the 
three cases of LIPSS: repeated consecutive scanning along same trajectory, scanning with 
close parallel lines, and scanning with perpendicular lines. The results can be of use in 
functionalization of materials by LIPSS forming with possible impact in wetting and bio-
medical applications.

2  Experiment and methods

The samples were prepared by D.C. ion sputtering in a single vacuum run, using Ar ions 
and switching from one target to the other. Targets were 99.9% pure Al and Ti deposited on 
a Si(100) wafer as a substrate. In this way, 5×(Al/Ti) multilayer structures have been gener-
ated, where each layer was 13 nm thick and total thickness of the multilayer structure was 
130 nm.

Coherent Mira 900 laser system was a source of NIR femtosecond pulses (wavelength 
730–840  nm, repetition rate 76  MHz, fluence 145–260  mJ/cm2) pumped by Verdi V10 
Nd:YVO4 CW laser (wavelength 532  nm, power 10  W) for exposition of the samples. 
Steering and focusing was a part of a modified optical microscope with 2D mirror scanner 
(objective 40×, NA 0.65). Ocean optics HR2000CG UV-NIR fiber spectrometer was used 
for spectral detection. The samples have been analyzed with Tescan Mira3 SEM and NTe-
gra Prima AFM under ambient conditions. The numerical simulations have been performed 
by COMSOL Multiphysics package, with one-dimensional two-temperature (1D TTM) 
model. Basic relations underlying the TTM model were proposed by Anisimov (Anisi-
mov et al. 1974). The model observes the electron and lattice subsystems. TTM model has 
been used for many years to calculate the temperature of the electrons and lattice during 
interaction of ultrashort laser pulses with different materials. All necessary physical quanti-
ties and constants that we used in the simulation can be found in the literature (Majchrzak 
et al. 2010a, b). The fs beam from laser was introduced into the modified microscope onto 
the steering two-axis scanning mirror system and transferred through the objective of the 
microscope to the sample.

Patterns used for interaction are presented in Fig. 1. For consecutive repeated scanning 
over same trajectory, the pattern in the form of letter “N” is used (Fig. 1a). The laser beam 
traverses over the sample surface following the pattern of the letter. At first location, it 
“writes” one letter. At second (neighboring) location, it traverses the same trajectory twice, 
writing two letters one over another. At third location, it writes three letters, and so on. The 
pattern used for perpendicular overlapped scanning is composed of set of parallel lines and 
the sample is rotated by 90° (Fig. 1b).

3  Results and discussion

The samples were exposed to laser beam of 730, 800 and 840 nm of wavelength with dif-
ferent fluences. Irradiated areas were examined by SEM and AFM. For specified param-
eters, simulations of 1D temperature distribution were performed.

In Fig.  2, the results after beam of 800  nm wavelength and 153  mJ/cm2 of fluence 
repeatedly scanned from 1 to 10 times over the surface are presented. The area where beam 
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Fig. 1  Implemented patterns of scanning: a for consecutive repeated scanning; b for perpendicular over-
lapped scanning

Fig. 2  LIPSS generated after beam of 153 mJ/cm2 repeatedly scanned over the same trajectory: a SEM of 
the area of 8–10 passes: b AFM, detailed portion of the area in a—rendered area is (3 × 5) µm and maximal 
height is 50 nm; c graphical presentation of the AFM current (a.u.) of the area in b 
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scanned 8, 9 and 10 times along the same trajectory, following the shape of the letter “N”, 
is shown in Fig. 2a. White line on the left side of the image presents polarization direction. 
The beam repetition rate was 76 MHz, diameter ~ 1.2 µm, scanning speed 242 µm/s. Effec-
tive number of pulses (number of pulses which affect the area of a beam spot) for one pass 
is 317,000. LIPSS in the form of ridges parallel to the polarization direction with spatial 
period of ~ 283 nm are generated and preserved up to 10 passes. In Fig. 2b, detailed AFM 
view of a part of the area from Fig. 2a which shows 10 passes is presented. AFM current of 
the area from Fig. 2b is shown in Fig. 2c.

The simulation of the lattice temperature from the surface to the bulk is shown in Fig. 3. 
Odd layers (Al) are presented with light grey bars, even layers (Ti) are presented with grey 
bars, while substrate (Si) is presented with dark grey bar. After 1.25 ps (Fig. 3a), the tem-
perature reaches maximum in the second (Ti) layer. After 20 ps (Fig. 3b), the temperature 
reaches maximum in the first (Al) layer.

In Fig.  4, the results after beam of: (a) 730  nm wavelength and 145  mJ/cm2 fluence 
(repetition rate 76 MHz, diameter ~ 1 µm) scanned 15 times (scanning speed 1.14 mm/s, 
effective number of pulses for one pass 67,000) and (b) 800 nm wavelength and 215 mJ/
cm2 fluence (repetition rate 76 MHz, diameter ~ 1.1 µm) scanned 10 times (scanning speed 
24 µm/s, effective number of pulses for one pass 667,000) along the same trajectories are 
presented. In Fig. 4a, LIPSS are in the form of ridges (spatial period of ~ 278 nm) parallel 
to the polarization direction. In Fig. 4b, LIPSS are in the form of grooves (spatial period 
of ~ 370 nm and groove width of ~ 80 nm) perpendicular to the polarization. In both cases 
LIPSS are preserved up to 15 and 10 passes, consecutively. Higher fluence provoked the 
appearance of groove-type of LIPSS. Spatial temperature distribution is similar in shape to 
the distributions shown in Fig. 3.

In order to create structures of mutual perpendicular direction at the same area, we 
performed perpendicular consecutive scanning of two (same) patterns by sample rotation 
(Fig. 1b). The beam was of 840 nm wavelength and the fluence was set to ~ 182 mJ/cm2 in 
order to generate groove-type of LIPSS. The beam repetition rate was 76 MHz, scanning 
speed 1.5 mm/s. diameter ~ 1.1 µm, Effective number of pulses for one pass is 51,000.

In Fig. 5a, the interaction area of the sample with two consecutive beam scanning of the 
same pattern (Fig. 1b) is presented. The right-hand and lower parts of the image present 
areas where patterns don’t overlap, while central, upper and left parts present overlapped 
patterns. Magnified portion of the right-hand part, Fig.  5b, shows that grooves of two 

Fig. 3  Spatial temperature distribution from the surface to the bulk after exposition to the beam of 800 nm 
wavelength and 153 mJ/cm2 of fluence: a after 1.25 ps; b after 20 ps
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neighboring lines connect when patterns do not overlap. Where patterns overlap, Fig. 5c, 
grooves don’t form in connected perpendicular directions; their width ranges from 98 to 
126 nm.

The decrease in the AFM current (Fig.  2c) in the areas of laser exposition could be 
explained by increased resistivity of the exposed areas. Interaction with the beam fostered 
the penetration of nitrogen and/or oxygen into the first (Al) layer increasing the resistivity, 
which goes well with the three-step model (Öktem et al. 2013). The lattice temperature dis-
tribution from the surface to the bulk (Fig. 3) shows the influence of the multi-layer struc-
ture. After 1.25 ps (Fig. 3a), the temperature reaches maximum in the second layer (Ti). 
Moreover, the temperatures are higher in Ti layers than in neighboring Al layers. This is 
explained by the difference between two materials characteristics (Kovačević et al. 2015). 
Electrons from Al can quickly transfer energy to Ti layer away from the interaction zone 
due to the difference in electron–phonon coupling. This increases the damage threshold 
in Al leading to more regular ripples. The repetition rate also influences the regularity of 
the LIPSS, as noted in (Dostovalov et al. 2019b): higher the repetition rate, more ordered 
structures are formed.

The LIPSS in the form of ridges (Figs. 2a, 4a) are most probably generated by the pen-
etration of the nitrogen and/or oxygen from the ambient (air) into the material—thermo-
chemical LIPSS (Öktem et al. 2013; Dostovalov et al. 2017). For higher fluences, LIPSS 
formed in the form of grooves by ablation mechanisms, which can be deduced by scat-
tered ejected material seen in Fig. 4b. Slower scanning speed and low melting point of Al 
induced energy accumulation sufficient for Al melting and ablation, which gave the preva-
lence of the generation of grooves (ablative LIPSS) over ridges (thermochemical LIPSS). 
The comparison of the spatial periods—283 nm (Fig. 2a) and 278 nm (Fig. 4a) for ridges 
versus 370 nm (Fig. 4b) for grooves—suggests grooves could be classified into LSFL and 
ridges into HSFL; this could be also supported by their orientation in respect to the beam 
polarization direction (Bonse et al. 2013).

Fig. 4  SEM micrographs of LIPSS generated after beam of: a 145 mJ/cm2 scanned 15 passes and b 215 mJ/
cm2 scanned 10 passes. White line on the left side shows polarization orientation
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The attempt to generate intersecting perpendicular grooves was not successful. The reason 
is twofold. First generated LIPSS pattern distracts the formation of the second LIPSS pattern. 
Also, the formation of the second LIPSS pattern smears the first LIPSS pattern due to the 
accumulation of energy.

Fig. 5  SEM micrograph of LIPSS generated by consecutive pattern scanning and sample rotation: a wide 
area; b right-hand part of the area in a; c magnified part of the central area in a 
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4  Conclusion

We have exposed 5×(Al/Ti) multilayer thin film metal structures to fs laser beam of 
various wavelengths and fluences. Due to differences in materials characteristics, the 
temperatures are higher in Ti layers than in neighboring Al layers, which was illustrated 
by simulations. The appearance of LIPSS indicates lateral periodical distribution of 
temperature in second layer (Ti). Two types of LIPSS emerged depending on the beam 
fluence. For fluence lower than ~ 170 mJ/cm2, LIPSS in the form of ridges are generated 
most probably by the penetration of nitrogen and/or oxygen into the sample material 
(thermochemical LIPSS), which can be deduced by the decrease in the AFM current 
indicating the increase in resistivity. For higher fluences (above 170  mJ/cm2), LIPSS 
in the form of grooves are generated by ablation mechanisms (ablative LIPSS). Both 
types are preserved after 10–15 consecutive beam scanning along the same trajectory. 
Intersecting perpendicular LIPSS can’t be successfully formed because of competing 
influences of perpendicular patterns causing smearing of LIPSS.
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ABSTRACT

The aim of the present paper is to discuss some recent results concerning the behavior of low-dimensional materials under strain. This con-
cerns the electrical conductivity calculations of 1D structures under strain, within the Hubbard model, as well as ab initio investigations of
phonon, electron-phonon, and superconducting properties of doped graphene and MgB2 monolayer. Two different experimental approaches
to strain engineering in graphene have been considered regarding local strain engineering on monolayer flakes of graphene using atomic
force microscopy and dynamic plowing lithography technique as well as the effects of mechanical straining on liquid phase exfoliated
graphene and change of sheet resistance of graphene films.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5054120

I. INTRODUCTION

Strain engineering is widely used in materials science to tune
various properties of materials and eventually enhance the perfor-
mance of devices. Engineering of strain in low-dimensional materi-
als promises to revolutionize the field of nanotechnology with the
possibility of creating new artificial materials. Two-dimensional
materials are a remarkable ground to study the influence of strain,
as they can sustain very large deformations without breaking. The
unique mechanical properties of graphene present an excellent
opportunity for research of strain-induced modifications; for
example, graphene is the strongest 2D material ever measured, with
Young’s modulus of 1 TPa and an intrinsic strength of 130 GPa.1

What is more important is its ability to sustain reversible elastic
tensile strain as large as 25%1 and this allows the possibility for
strain engineering in order to modify or tune graphene properties
for specific applications. Since its discovery in 2004 with the size of
a micrometer,2 graphene has attracted increased attention. It is a
truly two-dimensional (2D) plane of sp2-hybridized carbon atoms
arranged in a honeycomb lattice. The unit cell has two identical

carbon atoms giving rise to electronic linear dispersion near the
Fermi level and peculiar massless electron dynamics governed by
the Dirac–Weyl relativistic equations.3,4 This unique lattice of gra-
phene leads to many extraordinary properties that include excep-
tionally high charge carrier mobility,2,3 high mechanical strength
and elasticity,1,5 optical transparency,6,7 and a wide variety of possi-
ble chemical modifications.8–10 All of these properties make gra-
phene an ideal material to investigate not only fundamental
scientific problems in condensed matter physics, but also practically
a wide variety of applications including flexible electronics,11–14

optoelectronics,15,16 sensors, and transistors.17,18 The outstanding
stretchability of graphene has made it suitable for application in
flexible electronic devices as well as in superconducting electronics
based on 2D materials since the electron-phonon (e-ph) coupling
is greatly enhanced by the biaxial strain causing the change of
superconducting critical temperatures.19–23

In this paper, we study and discuss selected transport, vibra-
tional, and mechanical properties of low-dimensional systems
under strain with the main focus on strain-induced changes on
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conductivity. In Sec. II, we present theoretical approaches for strain
engineering in low-dimensional systems. Section II A discusses the
effects of the application of strain on conductivity studied in the
one-dimensional Hubbard model. Section II B presents the ab
initio study of the effects of the biaxial strain on doped graphene
and isostructural new material MgB2 monolayer, namely, both
materials are considered superconducting,24–26 and here it is dem-
onstrated that biaxial strain can cause softening of the phonons,
affecting the total electron-phonon interaction and resulting in a
significantly higher critical transition temperature. These two-
dimensional materials not only share a similar structure, a hexago-
nal structure with an adatom in the center of a hexagon, but also
have a similar electronic structure, and very interestingly, both are
electron-phonon mediated superconductors.1,34–39 Engineering of
strain in those materials opens the road to new artificial structures
with the improved electron-phonon coupling and higher critical
temperatures.

Application of the strain in graphene and 2D materials is an
intensively studied topic, both theoretically and experimen-
tally;1,40,41 for example, application of the strain on graphene can
induce changes in the vibrational properties,42,43 in the electronic
bandgaps44,45 and significant changes in conductivity at both local
and macroscopic levels.46–48 The type of the strain is a very impor-
tant feature, since the graphene lattice symmetry determines its
band structure. The breaking of the hexagonal symmetry will
modify the band structure of graphene,49,50 causing the opening of
the bandgap and many other effects.51,52

In intercalated graphene, it is known that not all types of
intercalant atoms produce superconductivity or significantly
increase Tc. In Li-intercalated graphene (Li-GIC), a strong confine-
ment for electrons along the z-axis exists and it prevents the occu-
pation of the interlayer state. In the monolayer,24,35 there is a
significant reduction of a charge transfer that is beneficial for
superconductivity. The charge transfer from the interlayer state
formed by the presence of the adatom is a crucial ingredient.
Though it is necessary, the completion of the charge transfer is del-
eterious for the enhancement of the superconductivity.24,35 For
example, in the Li-GIC, a strong confinement along the z-axis
exists and it prevents the occupation of the interlayer state. When
the quantum confinement is removed as in the monolayer, it
results in the reduction of charge transfer which is beneficial for
the superconductivity. In Sec. III, we discuss the effects of strain, as
shown above, on the most prominent example of low-dimensional
materials, graphene.

We present two different experimental approaches to strain
engineering in graphene. In Sec. III A, we discuss local strain engi-
neering on monolayer flakes of graphene produced by microme-
chanical exfoliation using atomic force microscopy (AFM) and
dynamic plowing lithography (DPL). In Sec. III B, we present the
effects of mechanical straining on the liquid phase exfoliated gra-
phene and the change of sheet resistance graphene films obtained
in that way. These two techniques are diametrically different, both
in results and in the procedure. Micromechanical exfoliation is a
clean technique where high-quality, well-defined monolayer
samples are produced using the Scotch tape method.1 However,
samples produced this way though very pure, ideal monolayer
without vacancies, are small in scale (maximally, hundreds of

micrometers), making this technique excellent for state-of-the-art
nanodevices and fundamental research. Nonetheless, for applica-
tions, especially macroscopic ones, this kind of production tech-
nique is not applicable. Liquid phase exfoliation (LPE) is an
alternative where solution processing of graphite flakes breaks van
der Waals forces creating liquid graphene dispersion. Samples pro-
duced from this dispersion can be very large in scale, macroscopic;
however, they are not monolayers, but few-layer graphene flakes
overlap in between forming graphene films.27,28 We study how
strain can be engineered in both samples, where in the first experi-
mental section we focus more on a fine technique for the induction
of the local strain in monolayer samples, and in the second one,
where strain can be induced and engineered in a much more
simple way (since we can work with macroscopic samples), the
spotlight is on the effect of the strain quality of the film and even-
tually on sheet resistance, hence conductivity. Straining the mono-
layer graphene sample shows that a high enough local pressure
induced by an AFM tip will result in protrusion at a neighboring
point. The generated local strain introduced in this way is well con-
trolled, and it is expected to affect conductivity along protrusion.
The other presented case, the sample of which is produced in LPE,
shows the change of resistivity with the application of strain, as it is
presented that this is not the intrinsic strain of single graphene
flakes but is more of a macroscopic effect. The small flakes that the
film consists of are deposited onto the elastic substrate, and when
mechanical strain is applied, the substrate surface stretches but
individual flakes do not get strained. The total resistance of LPE
films comes from the points of the overlap between neighboring
flakes, and stretching the LPE graphene film results in effective
pulling apart of individual flakes, and thus an increase in the sheet
resistivity of the whole film (and vice versa).

II. THEORY

A. Effects of strain on the conductivity in 1D system—
The Hubbard model study

Toward the middle of the last century, the metal to insulator
transition was one of the outstanding problems of condensed
matter physics. A general model of the metal to insulator transition
was proposed by John Hubbard, in a series of papers starting from
Ref. 29. Apart from the metal to insulator transition, the Hubbard
model has found applications in studies of transport processes in
1D and 2D correlated electron systems. These calculations have
often been performed using the memory function method. A
detailed review is available in Ref. 30, while the main results are
given in the following.

The initial point for a study of the transport properties of any
system is the knowledge of its Hamiltonian. Using the second
quantization formalism, the Hamiltonian of the 1D Hubbard
model has the following form:

H ¼ �t
XN
i¼1,σ

(cþiþ1,σci,σ þ cþi,σciþ1,σ)þ U
X
l

nl,"nl,#: (1)

The symbols N, t, and U denote the number of nodes in a lattice,
the mean kinetic energy of the electrons (the so-called hopping
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energy), and the interaction energy of pairs of electrons with
opposing spins on the same lattice node; σ stands for the electron
spin. The symbols in the parenthesis denote the creation and anni-
hilation operators.

Calculations of the electrical conductivity have been per-
formed using the memory function method.30 These basic expres-
sions are

χAB ¼� A; B �¼ �i
ð1
0

eizt , [A(t), B(0)] . dt, (2)

σ(ω) ¼ i
ω2
p

4πz
� 1� χ(z)

χ(0)

� �
: (3)

The symbol ω2
p ¼ 4πnee2

me
denotes the square of the plasma frequency

and χ0 ¼ ne
me

is the zero frequency limit of the dynamical
susceptibility.

Expression (2) is the general definition of the linear response
of a physical quantity corresponding to operator A to the perturba-
tion by another physical quantity described by operator B. A(t)
denotes the Heisenberg representation of operator A. Inserting
A ¼ B ¼ [j, H], with j denoting the current operator and H the
Hamiltonian, leads to the definition of the current-current correla-
tion function. Details of the calculation of the electrical conductiv-
ity are presented in Ref. 30. The final result is

σR(ω0) ¼ 1
2χ0

� �
ω2
p

π

 !
1

ω2
0 � (bt)2

Ut
N2

� �2

�S, (4)

where S denotes the following function:

S¼ 42:49916

(1þ exp[β(� μ� 2t)])2
þ 78:2557

(1þ exp[β(� μþ 2t) cos (1þ π)])2
þ bt
ω0 þ bt

4:53316

(1þ exp[β(� μ� 2t])2
þ 24:6448

(1þ exp[β(� μþ 2t) cos (1þ π)])2

� �
:

(5)

The symbol μdenotes the chemical potential of the electron gas on
a 1D lattice, given by the following (Ref. 30 and references therein):

μ ¼ (βt)6(ns� 1)jtj
1:1029þ 0:1694(βt)2 þ 0:0654(βt)4

: (6)

The practical calculation of the conductivity: Inserting values of
material parameters into Eqs. (4)–(6) leads to the electrical conduc-
tivity expressed as a function of these parameters. Some examples
of such calculations have been discussed in Refs. 32–35 and refer-
ences therein.

As this paper focuses on nanomaterials under strain, this section
considers the problem of treating the material under strain within the
Hubbard model. This problem is not only of academic, but also of
practical, interest. There already exist examples of stretchable electron-
ics (some examples are given in Refs. 31 and 33). By changing an
initial material length from l0 to l, the strain is defined as

ε ¼ l � l0
l0

: (7)

If a material is subdued to nonzero strain, the overlap between wave
functions of electronic wave functions in adjacent atoms changes,
leading to changes in the hopping energy and all material parameters
which contain the lattice constant. The dependence of the hopping
on the interatomic distance is represented by31

t ¼ t0 � 1þ r þ 1
3
r2

� �
exp[� r], (8)

where the distance is expressed in Bohr radii.

All expressions used in the calculations discussed in this
section are analytically tractable but too long to be explicitly stated
here. Therefore, only a few resulting graphs are presented (Fig. 1).

Figure 1 shows the electrical conductivity of a 1D Hubbard
model expressed as a function of the strain to which it is
exposed. The data are normalized to 1 at n ¼ 1:25, t ¼ 0:01,
T ¼ 116, ε ¼ 0.

FIG. 1. Normalized conductivity of 1D HM as a function of strain.
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Figure 2 taken from Ref. 31 shows the behavior of the conduc-
tivity for two values of the temperature T. It could be objected here
that extending the value of the strain up to ε ¼ 3 in Fig. 2 is
unphysical, as no real material can withstand such a large value of
strain. Indeed, this should be understood just as a mathematical
extension. The values of various constants needed for the calcula-
tion leading to Fig. 2 are given in Ref. 31.

Figure 3 shows the normalized conductivity for a fixed value
of the strain, ε ¼ 0:05, and the band filling factor, n ¼ 0:9. The
conductivity is normalized to 1 at T = 116 K, n = 1.25.

Note that there is a big difference in the behavior of curves
presented in Figs. 2 and 3. The curve in Fig. 3 changes sign at a
certain point (at T ffi 100� 110K).

This result has considerable theoretical importance. Namely,
practical attempts in applications of stretchable and flexible elec-
tronics may require such changes of material characteristics for
different sets of material parameters. Therefore, results presented
here, and some more which are forthcoming, can contribute to the
development of various applications.

B. Strain effects on vibrational properties in 2D
structures—Ab initio calculations

In this section, we study the effect of strain on vibrational
properties and electron-phonon coupling in two-dimensional mate-
rials. The low-dimensional materials are characterized by strong
covalent in-plane bonds and weak interlayer van der Waals interac-
tions which give them a layered structure. An application of
homogenous strain in bulk materials would be practically impossi-
ble outside of the theoretical discussion, and in low-dimensional
material, it is rather simple.

Based on this concept, we present computational study within
the density functional theory framework of the effects of the (equi)
biaxial strain on the two isostructural two-dimensional materials,
Li-intercalated graphene and magnesium-diboride monolayer. We
used Quantum Espresso software package53 with both local-density
approximation (LDA) and generalized gradient approximation (GGA)
Perdew-Burke-Ernzerhof (PBE) functionals and vibrational properties
and the electron-phonon interaction is calculated using density func-
tional perturbation theory implemented in this software package.

Here, it is shown that tensile biaxial strain causes softening of
the phonons, affecting the total electron-phonon interaction and
resulting in significantly a higher critical temperature. In particular,
in Li-doped graphene, the in-plane phonons will be dramatically
softened, whereas the out-of-plane ones will be less affected.52 By
application of strain, we achieve the increase of the density of states
at the Fermi level and softening of the modes.54,55 Without drasti-
cally modifying the structure, this results in great effects on the
electron-phonon coupling constant.55,56 In principle, both these
effects can be achieved rather easily in low-dimensional systems.

In order to strain the LiC6-mono and increase the lattice cons-
tant, the in-plane distance between C atoms is increased leaving the
hexagonal symmetry unaffected. The Li adatom is placed above the
H site in graphene (the center of a hexagon). The modification of
the lattice constant does not interfere with the Li adatom position
which remains fixed in the center of the hexagon, leaving the sym-
metry unbroken. Due to the expansion of the carbon atom dis-
tances and the invariance of the hexagonal symmetry the Li
adatom shifts only along the z-axis. The change in the distance
between the carbon plane and the Li adatom is presented in
Table I. The obtained results are in agreement with other similar
studies and experimental results.24,36,54

The effects of several values of the strain, which increase the
lattice constant by 3%, 5%, 7%, and 10%, are studied. Larger strains
are not applied due to the instabilities that occur after the attempt
of geometrical optimization and relaxation.57 The distance between
the Li adatom and graphene decreases with the strain, as the Li
adatom moves down deeper toward graphene. When the strain is
applied, the distance between neighboring C atoms increases and
the graphene pi bonds repulse the Li adatom less, which then

FIG. 3. Normalized conductivity for strain 0.05.

FIG. 2. Normalized conductivity for T = 150 K and T = 250 K.
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moves down along the z-axis. The small shift of the Fermi level is
observed with the strain.

In the phonon dispersion spectrum of doped graphene,
the three regions can be distinguished: the adatom-related modes
are associated with low-energy regions (0–400 cm−1), where 300–
400 cm−1 are Li modes mixed with the out-of-plane carbon modes
(Cz), the midregion(400–900 cm−1) can be associated with Cz

modes and the high-energy region with carbon-carbon stretching
modes.1

The main contributions to lambda come from the low-energy
lithium modes and the carbon vibrations along the z-axis, with an
additional contribution from the C-C stretching modes (in agree-
ment with Refs. 24 and 35). When strain is applied, significant soft-
ening of phonons occurs, as shown in Fig. 4. In green color, phonon
dispersion is depicted for the 3% strained LiC6-mono and in red for
10%. The softening of the high-energy C-C stretching modes is
strongly present with a larger strain. In addition, the consequent
increase of the phonon DOS in the low-energy region occurs as well.
Although the low-energy modes slightly move upwards in energy,
the main effect on the electron-phonon coupling is the softening of
graphene high-energy C-C stretching modes.

At the same time, with stretching of C-C bonds, another
structural change occurs. For the small strain, the Li adatom drops

down toward the center of a hexagon and its orbitals overlap more
with the carbon π orbitals. That causes an increase in charge trans-
fer and emptying of the interlayer band, which reduces λ. When
more strain is applied, the carbon bonds are elongated and the π
orbitals move away, both from each other and the center of the
hexagon. The orbital overlap is reduced, and after the certain criti-
cal value, λ increases, following the strain. Figure 5 presents the
effects of the different strain on electronic localization function
(ELF).

The significant changes for the large strain are presented,
depicting the above-described effects. For ELF at 10% of the strain,
the electron localization region is greatly lowered as graphene and
adatom separate one from another and as a C-C bond are elon-
gated. The critical temperature is enhanced with straining of struc-
ture, up to Tc = 29 K where the electron-phonon coupling constant
is 0.73.54 It is important to stress that this increase in Tc, achieved
by the described mechanism, can be experimentally realized. A
pristine graphene is experimentally confirmed to be elastically
stretchable up to 25%1 making here considered strains feasible.

Following structural and electronic similarity we explored the
effect of the biaxial strain on the MgB2 monolayer.25 As in gra-
phene the application of the biaxial strain leaves the symmetry of
the system unchanged, yet a tensile (compressive) strain moves
boron atoms further (closer) from (to) each other in the same
proximity, allowing the Mg atom to move along the z-axis. This
causes a change in the charge transfer from the magnesium atoms
to the boron plane increasing (decreasing) DOS on the Fermi level.
The other effects concern the softening (hardening) of modes of
the boron atoms due to an elongation (compression) of the B-B
bonds.

We compare phonon dispersion for nonstained MgB2-mono
with compressively and tensely strained ones (Fig. 6). Significant
softening (hardening) of high-energy modes is present with elonga-
tion (compression) of bonds between boron atoms, following
the general trend for phonons, as distances between atoms increase,
the interatomic bonds become less stiff, resulting in a decrease

TABLE I. Changes of bond lengths in Li-doped graphene with application on tensile
equibiaxial strain.

Strain
%

Distance between Li adatom
and carbon layer (Å)

Carbon-carbon bond
length (Å)

0 1.80 1.42
3 1.69 1.46
5 1.64 1.49
7 1.61 1.52
10 1.54 1.57

FIG. 4. Phonon dispersion for the LiC6-mono; black lines are for the nonstrained LiC6-mono, and green and red for the 3% and 10% tensile biaxial strain, respectively.
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of phonon frequencies (and vice versa). In electron-phonon
coupling strongest contribution to coupling comes from E2 optical
mode.37,38

In Fig. 6, a significant shift of E2 mode is visible, it changes
frequency for almost 100 cm−1 with the application of strain.
However straining of structure results same as in graphene, not
only in a variation of B-B bonds occurs but as well position of Mg
adatom above the center of boron hexagon changes. As the distance
between B atoms increases (i.e., for tensile strain) Coulomb repul-
sion is reduced allowing Mg atom to sink deeper towards the
center of the hexagon. For compression opposite situation occurs.
The repulsion is stronger and the Mg atom gets more remote. This
has an effect on charge transfer from Mg to B layer.

To investigate this we study electron localization function
(ELF). It is noticeable that straining not only affects ELF in the B
layer but as well on the Mg layer. For both compressive and tensile
strain in the Mg layer, ELF becomes denser than in the non-
strained case. Due to the closing of B atoms in hexagon ELF
increases B plane increases for compression (and vice versa)
(Fig. 7). As in LiC6-mono application of the biaxial strain dramati-
cally increases critical temperature, more than 30 K.25,26

The question of the reduction of dimensionality of supercon-
ducting materials to its limit, a truly atomic-scale 2D system and
the consequence of this57–62 are highly relevant not only to funda-
mental science but to nanotechnology and it will be crucial for the
production of superconducting devices in future. Engineering of
strain in such systems could lead to significant improvements in
their superconducting properties and pave the way toward new
applications.

III. EXPERIMENT

A. Local strain engineering of graphene by atomic
force microscopy

A typical way to introduce a local strain into graphene is its
transfer on a prepatterned substrate, containing, for example, arrays
of nanopillars.63 Atomic force microscopy (AFM) based lithogra-
phy offers additional possibilities for graphene reshaping and pat-
terning at the nanoscale. The typical curvature radius of AFM tips
is around 5–10 nm making them appropriate for the fabrication of
various graphene nanostructures, based on either AFM scratching64

or AFM based local anodic oxidation.64–66 In a similar way, a local
strain can be introduced into the graphene lattice by applying a
local pressure from AFM tips without graphene tearing.67,68

Our approach to generating a local strain in graphene is based
on the AFM dynamic plowing lithography (DPL),68 employing the
so-called tapping AFM mode. In this mode, the AFM cantilever
oscillates above a sample during scanning. The amplitude of the
cantilever oscillations, represented by the amplitude set-point, is
kept constant during scanning in the tapping mode. In order to
hold constant the interaction between the AFM tip and the sample,
the AFM scanner together with the sample moves up and down, in
the z-direction according to the sample topography. Then, the
scanner movement in the z-direction is proportional to the sample
topography. On the other hand, during DPL, it is necessary to
increase the mechanical interaction between the AFM tip and the
considered sample in order to induce local changes in morphology.
For this purpose, in order to increase a tip-sample interaction
needed for graphene deformation, the free oscillation amplitude of
the employed AFM cantilevers is first increased by around 10
times. The tip-sample interaction, controlled by the amplitude set-
point in the tapping AFM mode, is then additionaly increased by
decreasing the set-point by 10–100 times compared to ordinary

FIG. 5. ELF (electron localization function) for the LiC6-mono without (a) and with strain [5% (b) and 10% (c)] (first image in pair ELF on the xy direction, second, ELF on
the xz direction).

FIG. 6. Comparison of phonon dispersion for nonstrained MgB2 (violet) and
compressively (green) and tensely (red) strained (for 3% each).
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AFM imaging. Benefits of using DPL instead of more traditional
AFM scratching lithography stem from the fact that the AFM canti-
lever is vibrating and not in continuous contact with a sample
surface, as in the case of the static plowing (AFM based scratching
lithography) employed using the AFM contact mode. As a result,
the lateral and friction forces between the AFM tip and the sample
surface are minimized, so there is no undesirable dragging,
pushing, and pulling of graphene sheet during DPL. At the same
time, the AFM cantilever during DPL is free from a torsion caused
by lateral forces, which facilitates the fabrication of nanostructures
with well-defined edges. AFM imaging and DPL were done using
the NTEGRA Prima measuring system, manufactured by NT-MDT
(www.ntmdt-si.com). Since the lithography is based on the
mechanical tip-sample interaction, we used robust and wear resis-
tive diamond coated DCP20 probes from NT-MDT.

The selected nanostructures fabricated by DPL of graphene
are presented in Fig. 8. All graphene samples were made by the
standard mechanical exfoliation onto the Si/SiO2 substrate. The
local strain in graphene can be generated along straight and curved
trenches as depicted in Figs. 8(a) and 8(b), respectively, whereas
more complex structures can be made by overlapping basic pat-
terns, as presented in Fig. 8(c). DPL can be also used for the fabri-
cation of point-like deformations of graphene, as shown in Fig. 8(d).
These deformations were made by local amplitude-distance curves in
the tapping mode, with an increased free oscillation amplitude of the
employed AFM cantilever and with decreased set-point in order to
increase the tip-sample interaction. During the measurement of the
amplitude-distance curves, there is no lateral movement and scan-
ning, just a vertical movement of the AFM scanner holding a
sample, which finally gives point-like local strain in graphene.

Common for all fabricated nanostructures is a smooth surface
without bumps, protrusions, or cuts, implying that the graphene
together with the underlying silicon-dioxide substrate is just locally
deformed and strained. The only exception is presented in Fig. 8(c)
where a small bump appeared parallel and next to the graphene
trench. This example shows that for a high enough local pressure,

FIG. 7. Electron localization function (ELF) for MgB2-mono nonstrained and compressively (left) and tensely (right) strained. Top: 3D projection of ELF with focus on the
Mg layer. Bottom: ELF projection on the B layer.

FIG. 8. Local strain in graphene nanostructures generated by DPL: (a) straight
(z-height 3 nm) and (b) curved trenches (z-height 7 nm), (c) a more complicated
pattern obtained by crossing straight trenches (z-height is 11 nm), and (d) point-
like local deformation made by DPL during the measurement of amplitude-
distance curves in the tapping AFM mode (z-height is 3.5 nm).
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the sample compression at one point inevitably results in a
protrusion at an adjacent point.

The local strain generated in graphene sheet in percent can be
estimated according to the formula (L− L0)/L0× 100%,68 where L0
and L are the lengths of graphene segments before and after the
deformation by DPL, respectively. Therefore, L0 and L can be then
considered as the graphene trench width and perimeter, respec-
tively, and the values of which can be approximately calculated
from measured AFM topographic images (the perimeter can be cal-
culated from the measured trench width and perimeter). For the
typical trench widths and depths of around 50–100 nm and several
nanometers, respectively, the generated local strain in graphene is
in the order of 0.1%. The trench width is dominantly determined
by the AFM probe width. In the considered case, since we
employed DCP20 probes with a rather large tip radius curvature of
50–70 nm, probably it would not be possible to make narrower
trenches. Produced trenches in graphene could be an excellent plat-
form in order to study local changes in graphene conductivity
due to strain.87,88

B. Axial strain in liquid phase exfoliated graphene
films

Many potential applications of graphene and other 2D materi-
als27,69,70 rely on continuous films, either polycrystalline or single
crystals. Chemical vapor deposition (CVD) techniques are com-
monly the fabrication methods of choice when large area graphene
is considered.71–73 However, CVD based films require a transfer
from a catalyst on which these are grown onto a targeted substrate
for their application. Usually, this step introduces many undesired
features in the films, such as cracks, wrinkles, and transfer residues,
and hinders intrinsic properties of graphene.74,75

A low-cost alternative to large area CVD graphene films is
based on solution processing of either graphene oxide or graphite
flakes.28,74–80 In particular, LPE using solvers that do not covalently
bond with graphene sheets can result with graphene-based films
that are very promising for many applications—as strain gauges—
where coatings are needed on an industrial scale.81 Since these

coatings are made out of many overlapping small (100 nm–10 μm)
single-crystal sheets of graphene or multilayer graphene, their
response to strain is rather different from the case of continuous
films. Understanding the strain mechanisms in these complex
nanoscaled systems is crucial for their future applications. In this
section, we demonstrate how axial strain of the flexible support
affects the electrical properties of LPE graphene films, and similar
mechanisms are to be expected for the coatings and films of other
2D materials, fabricated via solution processes.

LPE graphene films were prepared following the route
described in Ref. 28. 500 μm mesh high purity and high crystallin-
ity graphite powder was dispersed in N-methylpyrrolidone (15–20
mg/ml), sonicated in a low-power ultrasonic bath for 14 h, and
finally centrifuged at 300 rpm. The top part of the resulting solu-
tion (with 0.3–0.4 mg/ml graphene concentration) was drop casted
on the water surface, and the film formed on a water-air interface
was transferred to substrates by the Langmuir–Blodgett technique.
Figure 9(a) shows an AFM topography of the film’s edge deposited
on a SiO2/Si substrate. The film thickness was estimated from the
AFM cross-sections [as presented in Fig. 9(b)]), giving (4.0 ± 1.5)
nm thick films (including also batch-to-batch variations). Typical
Raman spectra of the deposited LPE graphene films on a SiO2/Si
substrate are presented in Fig. 9(c), for comparison also showing
the spectra obtained from the starting graphite powder (measured
within a single graphite flake). Raman spectra were obtained using
a TriVista 557S&I GmbH spectrometer (λ = 532 nm) under
ambient conditions. Intensity ratios of Raman active modes can be
used to estimate the quality of the film and to point out the types
of defects.82–85 For the samples used in this study, the I(D)/I(G)
ratio was found to be (0.6 ± 0.1). In particular, the I(D)/I(D0) ratio
of (2.8 ± 0.4) was observed, indicating that mainly it is the edges of
the flakes that contribute to D mode intensity observed in the
spectra.82

In order to examine the influence of the uniaxial strain on the
electrical conductivity of these LPE graphenes—in the same
manner as described above—the films were deposited onto flexible
polyethylene terephthalate (PET) foils. Figure 10 gives an example
of how LPE graphene films commonly respond to axial strain.

FIG. 9. 50 × 50 μm2 (z scale 10 nm)
of a LPE graphene film edge, depos-
ited on a SiO2/Si substrate. (b) shows
30 μm long height profiles on the film
and on the substrate, averaging 10 μm
in width. (c) Raman spectra of the LPE
graphene film (solid line) compared
with the starting graphite powder
(dashed line). Most relevant modes of
graphene/graphite are labeled. Spectra
are normalized to I(G) = 1.
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The film was exposed to uniaxial stretching through bending of the
PET support, as schematically presented in Fig. 9(a). For this
purpose, a micrometer screw was used and controlled by an inte-
grated step motor with the precision down to 10 μm, thus allowing
a precise control over the distance between the two fixed points of
the PET support. Axial strain that the LPE graphene film exhibits
in such a case depends on the bending curvature of the PET
support (expressed through geometrical parameters x, l, and d) and
the thickness of PET (200 ± 20) μm. The structure of the film
was investigated using atomic force microscopy [Fig. 9(b)],
showing how many small flakes overlap into a continuously con-
ducting film.

A clear fingerprint of stretching the hexagonal lattice of gra-
phene can be obtained from Raman spectroscopy.82–85 However, in
the presented case when many small flakes are deposited onto the
PET substrate, the substrate surface stretches but individual flakes
are not strained. This can be clearly seen from the lack of both the
shift and broadening of graphene’s characteristic Raman active
mode at ∼1580 cm−1 (G mode).82–85 By measuring Raman spectra
of graphene on PET, while bending the support, effective axial
strain was introduced up to ∼3%. Higher values of axial strain
during Raman spectroscopy measurements were not possible to
reach with a particular setup used in this study. Figures 10(c)
and 10(d) show examples of the G mode without and upon 3% of
axial strain. The presented spectra have been renormalized, and the
spectra of clean PET have been deduced. The G mode was fitted by
a single Lorentzian function [solid lines in Figs. 10(c) and 10(d)].
No significant shift (above local variations on the sample) or any

trend of either the mode frequency, intensity, or width was detected
within the applied stretching range.

Although individual flakes were not exposed to axial strain in
the bending experiments, sheet resistivity of the entire film exhibits
a strong dependence on axial strain. Since the main contribution to
the total resistance of LPE films comes from the points of overlap
between neighboring flakes,28 stretching the LPE graphene film
results in effective pulling apart of individual flakes, and thus an
increase in the sheet resistivity of the whole film. Figure 10(e) pre-
sents five repeated cycles of stretching and relaxing of the LPE gra-
phene film on PET.

Maximal axial strain applied to the films in the case presented
in Fig. 10(e) was estimated to be ∼4.3%. Figure 10(f ) shows the
dependence of relative sheet resistance increase (with respect to the
unstrained value) of the LPE graphene film as a function of axial
strain (ϵ). The data were obtained by measuring in a two-point
probe configuration by considering several films, with the length of
the films varying between 10 mm and 20 mm. The width of the
films was fixed to 10 mm. Contact resistance was determined by
varying the length of the films and found to be negligible, com-
monly being over two orders of magnitude smaller than the resis-
tance of LPE graphene films. A strong increase of sheet resistivity
was observed upon stretching of the films, increasing linearly by
∼10% for 1% of axial strain. These values are much larger than in
the case of CVD graphene,11 as expected, since the mechanism
behind the change in sheet resistance is fundamentally different.
Such a large change of resistance upon bending, with the opportu-
nity to further optimize the fabrication, opens up many possibilities

FIG. 10. (a) Scheme of the setup used for stretching of LPE graphene films. (b) Typical surface morphology of the films (5 × 5 μm2, z scale 40 nm). (c) and (d)
Normalized Raman spectra of graphene’s G mode without strain, and with 3% of axial strain, respectively. (e) Sheet resistance as a function of alternating axial strain
between 0.2% and 4.3%, showing five subsequent bending cycles. (f ) Relative sheet resistance (with respect to nominal values) as a function of axial strain, averaged
over several LPE films used in this study.
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to use LPE graphene films in sensing applications such as strain
gauges, pressure sensors, e-skin, and touch screens.86

IV. CONCLUSION

As we have outlined, strain engineering has an unprecedented
ability to manipulate the plethora of properties of low-dimensional
materials. Design of new materials with desired features, engineered
through the introduction of mechanical deformations, could lead
to the production of novel devices and the low-dimensional materi-
als offering a great possibility for manipulation and engineering,
especially with techniques that are not available in bulk materials.
As demonstrated in this paper, conductivity can be strongly
modified with strain. We have shown how electrical conductivity
can be tuned with the application of strain in one-dimensional
systems. For two-dimensional materials, we demonstrated a signifi-
cant effect of the biaxial strain on phonons and its drastic modifica-
tion of superconducting coupling in doped graphene and
isostructural MgB2-monolayer. We showed that critical temperature
of the superconducting state can be enhanced up to several times
by the application of strain in order to modify the electron-phonon
coupling. All proposed strains are within experimental reach;
however, they are beyond the scope of techniques used in this
research.

To further understand the effects of strain on realistic 2D
materials, we experimentally study an introduction of strain on gra-
phene samples. On two essentially different types of samples, we
demonstrate strain effects, both locally and macroscopically. This
concerns a possible strain engineering of monolayer graphene by
atomic force microscopy and the influence of an axial strain in
liquid phase exfoliated graphene films. Manipulation of properties
of these different nanomaterials in a controllable fashion through
strain engineering has been proven achievable and potentially
useful for the design of next generation devices. We showed that
AFM produced trenches in graphene could be an excellent platform
in order to study local changes in graphene conductivity due to
strain. Results of such a study could be related to our theoretical
prediction on the effects of strain on conductivity in the 1D-like
system. This opens the path for further research on this topic.
Application of strain of LPE films has a significant effect on their
predicted applications. The sheet resistivity in the entire LPE gra-
phene film exhibits a strong dependence on axial strain. Stretching
results in effective pulling apart of individual flakes, and thus an
increase in the sheet resistivity of the whole film. This could have a
significant impact on their use as flexible electrodes; however, it
will open the possibility for a new set of applications such as pres-
sure sensors and strain gauges.

All these results together indicate the effects of the application
of strain; tensile and compressive and uniaxial and biaxial strains
have significant effects on conductivity and have to be carefully
considered depending on the application or concept that we are
researching for.
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A B S T R A C T

Structural and optical properties of CdTe thin films were investigated applying atomic force microscopy (AFM),
XRD powder technique, Raman spectroscopy and far–infrared spectroscopy. CdTe thin films were prepared by
using thermal evaporation technique. In the analysis of the far – infrared reflection spectra, numerical model for
calculating the reflectivity coefficient for system which includes films and substrate has been applied. Effective
permittivity of film mixture (CdTe and air) was modeled by Maxwell – Garnet approximation. We reveal the
existence of surface optical phonon (SOP) mode and coupled plasmon-SOP modes (CPSOPM).

1. Introduction

II – VI semiconductor compounds, especially thin films, have be-
come very popular because of their applications in numerous electronic
and optoelectronic devices. Due to low production cost, thin films
nowadays enjoy great attention in basic research and solid state tech-
nology.

The interest in various properties of photonic CdTe is well justified,
as this material plays an important role in expanding variety of appli-
cations as in: integrated optics, optoelectronics, or solar energy con-
version [1].

Two main properties of CdTe thin film are its high optical absorp-
tion coefficient (a thin film of CdTe with thickness of approximately
2 μm will absorb nearly 100% of the incident solar radiation) and its
near ideal band gap for photovoltaic conversion efficiency of 1.45eV
[2]. Also, its ease of film fabrication and low cost make it a re-
presentative material among II – VI semiconductors.

For fabrication of the CdTe films, various techniques have been
applied: RF magnetron sputtering [3], molecular beam epitaxy (MBE)
[4], pulsed laser deposition (PLD) [5], successive ionic layer adsorption
and reaction method (SILAR) [6], metal organic chemical vapor de-
position [7], screen printing [8], thermal evaporation method [9] etc.
Thermal evaporation method shows some advantages such as: mini-
malization of impurities proportional to the growing layer, reduced

chances of oxidation and direction of propagation (occurs from the
source to the substrate) [9,10]. This makes thermal evaporation tech-
nique the most suitable method, thanks to very high deposition rate,
low material consumption and low cost of fabrication [11].

In the case of crystal with relatively small dimension, in the fre-
quency range between bulk longitudinal optical phonon frequency
(ωLO) and transversal optical phonon frequency (ωTO), a new mode
known as a surface phonon mode appears [12,13]. It is known for the
case of real crystal, that when its dimension is relatively small, surface
modes and effects of dimension will be manifested in addition to the
normal modes of infinite lattice. But, when crystal is reduced to ex-
tremely small dimensions, only the surface mode will persevere
[12–14].

On the other side, electron – phonon interaction takes an important
place in semiconducting materials [15]. In our earlier work we have
registered plasmon (collective electron excitation) and LO phonons
interaction in different systems [16–19]. Besides that, we have studied
the impact of damping on interaction appearance [20], interaction
between plasmon and different phonons [21,22], as well as interaction
between plasmon and impurity local phonons [23–25].

In this work we report experimental studies of CdTe thin films
prepared by thermal evaporation technique. Existence of nanodimen-
sional structures in these thin films enabled us to observe effects asso-
ciated with interactions between surface optical phonon (SOP) and
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plasmon for the first time.
Samples characterization was performed using atomic force micro-

scopy (AFM). Structural properties were analyzed using XRD powder
technique, and optical properties were characterized using Raman and
far–infrared spectroscopy.

2. Sample preparation and characterization methods

CdTe single crystal was grown by the Bridgman technique. Different
thickness of CdTe thin films were deposited by thermal evaporation
from a resistance heating quartz glass crucible onto glass substrates
using high vacuum coating unit type Edward 306 A. Films were grown
at a pressure of 106 Pa. The mechanical rotation of the substrate holder
during deposition produced homogeneous film. The distance between
the source heater and substrates holder is 21 cm, in order to avoid any
heat flow from the source to the substrates.

The morphology of the four CdTe thin films of different thicknesses
was investigated by Atomic force microscopy (AFM). Atomic force
microscopy measurements were performed using NT-MDT system
NTEGRA Prima. Imaging was done in tapping mode using NSG01
probes. All AFM measurements were done at ambient conditions. For
the sake of statistical analysis of sample surface, we calculated histo-
grams and bearing ratios for each topographic image. The histogram
represents a height distribution density of all points in a two-dimen-
sional topographic image, or in other words, it is a number of points
with height given on x-axis. On the other hand, the bearing ratio curve
gives a percent of points in a corresponding two-dimensional topo-
graphic image with a height less than the number given on x-axis.

The structural characteristics were obtained by the XRD powder
technique. All samples were examined under the same conditions, using
a Philips PW 1050 diffractometer equipped with a PW 1730 generator,
40 kV×20mA, using Ni filtered Co Kα radiation of 0.1778897 nm at
room temperature. Measurements were carried out in the 2 h range of
10–100° with a scanning step of 0.05° and 10 s scanning time per step.
Crystallite size was determined by using XFIT computing program
which is based on Fundamental Parameter convolution approach [26].

Raman measurements were performed using commercial NTegra
Spectra system from NT-MDT. A linearly polarized semiconductor laser
operating at a wavelength of 532 nm was used. All the spectra were
obtained by setting the laser power to 2mW within the ∼0.5×0.5 μm
sized focus with exposure time of 600 s.

The far-infrared (FIR) reflectivity measurements were performed at
room temperature with a BOMEM DA-8 Fourier-transform infrared
spectrometer. A Hyper beamsplitter and deuterated triglycine sulfate
(DTGS) pyroelectric detector were used to cover the wave number re-
gion from 80 to 650 cm−1.

3. Results and discussion

3.1. Atomic force microscopy

Three dimensional topographic images of all four samples are
shown in the left side of Fig. 1. As can be seen, sample surfaces are
rather flat, but still they are characterized with bright protrusions and
dark holes (which represent air) resulting in a small surface roughness
of several nanometers.

In order to characterize fraction of both observed topographic fea-
tures, the statistical analysis have been performed by calculating his-
tograms and bearing ratios from two dimensional topographic images.
The results for all four samples are given in the right side of Fig. 1. They
show that the peaks in the histograms are positioned in the middle of
bearing ratio curves. Therefore, from these curves we can conclude that
the fraction of holes and protrusions are rather similar, around 50%.

In order to estimate thicknesses of studied films, their step edges
were measured by AFM. 3D AFM topographic images of the step edges
are depicted in Fig. 2(a1-d1). The films are brighter and the substrates

are dark in the images, while the step edges are clearly resolved. Based
on the AFM images, height distributions were calculated and presented
in Fig. 2 (a2-d2). In all histograms, there are two characteristic peaks: a
lower one corresponds to the substrate, while a higher one corresponds
to the film. Therefore, the film height can be then approximately cal-
culated as a difference between these two peaks. Estimated film
thicknesses are given in Fig. 2 (a2-d2). The best resolved height peaks
were found on CdTe 1 in Fig. 2 (a2) due to a smooth sample surface as
can be seen in Fig. 2 (a1).

3.2. XRD

Structures of four synthesized CdTe thin films with different thick-
nesses were identified by XRD pattern as shown in Fig. 3. The dif-
fractograms confirm that all samples are monophased, and that they
crystallized in sphalerite type structure in 216. space group, F m43 . All
of the observed diffraction peaks are indexed according to this space
group. Therefore, in our thin film samples there is no other structures
other than CdTe. In this structural type, Cd ions occupy 4a Wyckoff
positions, [[0, 0, 0]] with local symmetry m43 , while Te ions occupy 4c
Wyckoff positions [[1/4, 1/4, 1/4]] with the same local symmetry. Cd
ions are in tetrahedral surrounding of Te ions (and vice versa). The
tetrahedrons are regular and share common vertices. Crystallite size (R)
is determined and presented in Fig. 2 and Table 1.

3.3. Raman spectroscopy

The cubic face-centered structure of balk crystal CdTe is char-
acterized by the 216. space group F m43 and contains four formula
units, while the primitive cell is one fourth as many. Optical modes
consist of one three fold –degenerated mode F2 which is active in IR and
Raman spectra. The dipole mode F2 is split into the transverse (TO) and
longitudinal (LO) modes in the vibrational spectra. It is very well
known that reduction of the particle dimensions to nanoscale results in
a breakdown of phonon selection rules and allows phonons with ≠l 0
to contribute to Raman scattering [27–31]. Consequently, some new
forbidden vibration modes (low frequency region, acoustic modes, and
high frequency region, surface optical modes) occur due to imperfec-
tions, impurity, valence band mixing and/or nonspherical geometry of
the nanostructures [14].

TO (142 cm−1) and LO (170.5 cm−1) modes for the CdTe bulk
crystal are both active in the Raman spectra. Also, the modes in band
near 120 cm−1 correspond to phonons of Te on the CdTe surface and
can be seen in the Raman spectra [32].

Raman spectra of CdTe thin films of different thickness at room
temperature are presented in Fig. 4.

For analyzing obtained spectra Lorentz profiles were used. Solid
lines are their sums. In the top right corner Raman spectra of bulk CdTe
crystal for ambient conditions is presented [32]. The observed Raman
spectra for all samples among characteristic CdTe TO mode at
142 cm−1 and phonon of Te of the CdTe surface (127 cm−1), show the
LO phonon like frequency shift from 170.5 cm−1 to 164 cm−1. That can
be attributed to the surface optical phonon (SOP) mode effect [33–38].
It is clear that SOP phonon is wider compared to LO phonon of bulk
crystal, as well as when it's compared to phonon of nanodimensional
film. This effect is associated with interaction between SOP and
plasmon, which will be mentioned later on.

In order to analyze the surface optical phonon we have to take into
account that a part of crystallites are surrounded by air. We will analyze
the dependence of the SOP mode position on filling factor (f) of the
mixed material.

Surface phonon modes can be detected in systems where particle
size is much smaller when compared to wavelength of exciting light
source [39]. These modes can be obtained for in the case of polar
crystals [40], so we consider expression for dielectric function which
describes optical properties of polar semi – insulating semiconductor in
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IR region [24]:
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ωTO and ωLO represent transverse and longitudinal optical bulk pho-
nons, respectively; ε∞ is the dielectric constant at high frequencies, ωP
is plasma frequency and γ and Γ are the damping constants. Surface
phonons can be considered similarly to phonons in infinite crystals, but
with adapted wave functions to the geometry of the small particle.

Here, we will apply effective medium theory: Because the size of
semiconducting nanoparticles, L, (with dielectric function ε2, and are
distributed in a medium with dielectric constant ε1) is considerably

smaller than the interacting wavelength of visible light, λ (λ≫ L), we
treat the heterogeneous composite as a homogeneous medium.

Even though there are numerous models for the effective dielectric
permittivity for these kinds of mixtures [41], we decided to use Max-
well – Garnet model, because all our samples are thin films with well
defined and separated nanosized grains. According to the Maxwell –
Garnet mixing rule [42,43], effective permittivity of mixture, including
spherical geometry of particles is given with:

= + −
+ − −

ε ε fε ε ε
ε ε f ε ε

3
2 ( )eff 1 1

2 1

2 1 1 2 (2)

In this case, nanoparticles are spheres with permittivity ε2 and are
randomly distributed in homogeneous environment, with permittivity

Fig. 1. Three-dimensional topographic image (left) and corresponding histogram and bearing ratio (right) for (a) CdTe 1, (b) CdTe 2, (c) CdTe 3, and (d) CdTe 4. Scan
size is 2 μm.
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ε1 and occupy a volume fraction f.
Position surface optical phonon (SOP) mode frequencies are ob-

tained from Ref. [44]:
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The result is shown in Fig. 5. The practical liner dependence of the
position of the SOP mode on the filing factor f has been obtained. For
the frequency of the SOP mode determined in Fig. 4 we have f=0.53.
This result is in accordance with the one obtained from the AFM
measurements.

3.4. Far-infrared spectroscopy

Thicknesses of our films, as we will see, are in a range from
∼0.39 μm to ∼0.72 μm, so reflectivity spectra contain information
about CdTe films together with information about substrate.
Representative scheme of our layered structure can be presented in
Fig. 6 [45]. Medium 1 is air, medium 2 is thin bulk CdTe crystal layer
and medium 3 is substrate glass, with dielectric functions ε1 (ε1=1), ε2
and ε3, respectively. We can now write [46]:
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Fig. 2. (a1-d1) 3D AFM topographic images of step edges of studied films, and (a2-d2) corresponding height histograms. Average films thicknesses are denoted in the
histograms.
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= − + = − +r n n n n ε ε ε ε( )/( ) ( )( )ij i j i j i j i j describe Fresnel coef-
ficients, Ai and Ar represent amplitudes of incident and reflection
beams, n is complex index of refraction, ε is the dielectric constant and
α=2πωd(ε2)1/2 is the complex phase change related to the absorption
in the crystal layer with the thickness d.

Reflectance, R, is given with:

=R RA 2 (5)

In this case we decided to use dielectric function which takes into

consideration the existence of plasmon – phonon interaction in ad-
vance.

The dielectric function of the CdTe crystal layer is:
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The ωlj and γlj (j= 1, 2), parameters of the first numerator are the
eigenfrequencies and damping coefficients of the longitudinal plasmon-
phonon (LP + LO) waves, that arise as a result of the interaction of the
initial phonon (ωLO,CdTe= 170.5 cm−1) and plasmons (ωP) modes. The
parameters of the denominator correspond to the similar characteristics
of the transverse vibrations (ωt, γt) and plasmon damping ΓP. As a result
of the best fit, we obtain coupled mode frequencies (ωl1 and ωl2).

The dielectric function of the glass substrate is:
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where ωTO and ωLO are the transversal and longitudinal optical vibra-
tions, and γTO and γLO are damping parameters, respectively.

In our case, layer 2 consists of a CdTe crystals and air (see Fig. 6).
The size of the crystallites (R) is given in Fig. 2 and Table 1. These
crystallites are described by a dielectric function given in Eq. (1) or Eq.
(6) and located randomly in homogeneous environment ε1 (air) and
occupy a volume fraction f, so we can use effective medium theory and
Maxwell - Garnet mixing rule, given with Eq. (2).

The far – infrared reflectivity spectrum of the glass substrate is
shown in Fig. 7(e). The calculated spectrum, presented by solid line,
was obtained using the dielectric function given by equation (7). As a
result of the best fit we obtained three modes, whose characteristic
frequency are ωTO1=60 cm−1, ωLO1= 140 cm−1, ωTO2=441 cm−1,
ωLO1= 443 cm−1 and ωTO3=471 cm−1, ωLO3=522 cm−1. Frequency
values of these modes have remained the same during the fitting pro-
cedure for all CdTe thin film samples.

The parameters obtained by the best fit between the experimental
results and the models for CdTe film described earlier are also given in
Table 1. The far-infrared spectra of CdTe thin films, in the spectral
range of 80–600 cm−1, at room temperature, are presented in Fig. 7.
Experimental data are presented by circles, while the solid lines are
calculated spectra obtained by a fitting procedure based on the pre-
viously presented model. Experimental and theoretical spectra show an
excellent match.

The thicknesses of our films obtained by Far – infrared spectroscopy
are 20% greater, which is within the limits of error for both techniques.
When using Far – infrared spectroscopy for calculating thickness of
layered structured, we bring errors in absolute measurements, because
we calculate effective thickness. The important thing is, the trend is the
same, the films does not differ in the relative thickness, i.e. thickness
ratios between films are the same.

We note that the thickness (d) of the film changes in the range of
∼0.39–∼0.7 μm. While the thickness of the film is in the 0.40 μm re-
gion, the crystallite size is about 32 nm, and for a film thickness of
about 0.72 μm, we have two sizes of crystallites different for a factor of
2. In addition, from Table 1, we have for thicker films CdTe 1 and CdTe
3, that the position of the coupled plasmon-phonon mode ωl1 is below
the values of ωLO,CdTe= 170.5 cm−1. On the other hand, these values
are above ωLO,CdTe for thin films CdTe 2 and CdTe 4. In both cases
plasmon damping (Гp) is relatively low. The obtained eigenfrequencies
of the plasmon – phonon coupled modes for CdTe thin films are pre-
sented in Fig. 8. As a result of the best fit from Fig. 7, we obtained the
frequencies of coupled modes (ωl1 and ωl2) marked by open circles and
transverse mode frequencies which are denoted by - x. Value of ωP are
calculated by Refs. [16–18]:

=ω ω
ω

ω
P

l l

t

1 2

(8)

Fig. 3. XRD analysis of CdTe thin films of different thickness. Obtained crys-
tallite sizes (R) are presented too.

Table 1
Parameters obtained from XRD measurements and FIR reflection spectroscopy.
Thin films thickness - d, Crystallite size – R.

Name d [μm] R [nm] ωl1 (ω+)
[cm−1]

ωl2 (ω−)
[cm−1]

ωP [cm−1] ωt [cm−1] f

CdTe 4 0.39 31.0 187 103 137.5 140.0 0.53
CdTe 2 0.43 33.0 174 78 96.6 140.5 0.53
CdTe 3 0.71 42.0 170 65 79.5 139 0.53
CdTe 1 0.72 20.3 165 30 35.2 140.5 0.53

Fig. 4. Raman spectra of CdTe thin films of different thickness. Experimental
spectra are shown by open dots. Solid lines are sums of three Lorentz profiles as
it shown for spectrum of CdTe 1. In the top right corner LO region of bulk CdTe
is presented, taken from the literature [32].
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The calculated lines at Fig. 7 are solution of a real part of uncoupled
dielectric function (Eq. (1)). However, for plasma-phonon modes posi-
tions are obtained:

=
+

±
+ −

±ω
ω ω ω ω ω ω

2
( )

4
P LO P LO P TO
2 2 2 2 2

(9)

The full lines in Fig. 7 were obtained for the case
ωLO,CdTe= 170.5 cm−1. It is clear that all values of ωl1 and ωl2 are out of
this theoretical model. Best fit, dashed lines in Fig. 7, was obtained for
ωSOP=164 cm−1 which in Eq. (9) plays a role ωLO. Shift of about
7 cm−1 is registered in relation to ωLO,CdTe, just like in the case of
Raman spectra. As we said earlier, the LO phonon shift of CdTe crystal
is attributed to the surface optical phonon (SOP) mode effect.

Based on these results, it is clear that in the case of CdTe thin films,
prepared by using thermal evaporation technique, the filing factor is
constant and does not depend on film thickness, crystallite size and

Fig. 5. Surface optical phonon (SOP) mode position vs. filing factor.

Fig. 6. Schematic presentation of a three layer structure [46].

Fig. 7. Far – infrared reflection spectra of: CdTe thin films with thickness of (a)
0.39 μm, (b) 0.71 μm, (c) 0.43 μm, (d) 0.72 μm, and glass substrate (e).
Experimental spectra are presented by circles while solid lines are calculated
spectra obtained by a fitting procedure based on the model given by Eqs. (2)
and (4)–(7).
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concentration of free carriers. On the other hand, the reflection spectra
depend on the thickness of the film and the concentration of free car-
riers in the film, which is expected. In general, thin films have a higher
concentration of free carriers (∼ωp) (see Table 1). The linear depen-
dence of the position of the SOP mode on the filing factor causes the
existence of a modified plasmon – phonon interaction, where the SOP
has the role of the LO phonon.

Of course, there are many models that can describe the registered
frequency shift of the LO phonon in CdTe e.g. a continuum model of the
optical phonon confinement [47,48] would also give a shift of 7 cm−1,
but for spherical nanoparticles of about 5 nm, which is far from our
case.

4. Conclusion

In this paper, we present results of investigation of CdTe thin films
prepared with thermal evaporation technique, with different thick-
nesses. Sample's surfaces are rather flat, but still they are characterized
with bright protrusions and dark holes (air) resulting in a small surface
roughness of several nanometers. We showed that, when using thermal
evaporation technique we get high quality thin films, especially for
thicker films with greater crystallite size. We conclude that the filling
factor of our thin films is constant and does not depend on film thick-
ness, crystallite size or concentration of free carriers, but yet has linear
dependence on SOP position. This kind of morphology, with filling
factor of ∼50% causes existence of surface optical phonon and its in-
teraction with plasmon, because of the free surface around nano-
particles. A numerical model for calculating the reflectivity coefficient
for complex system, which includes films and substrate, has been ap-
plied, and CdTe thin film were treated as a mixture of homogenous
spherical inclusion in air modeled by Maxwell – Garnet formula.
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The influence of the locally induced laser heating on MnO nanoparticles were investigated by atomic force microscopy 
(AFM) and far-infrared spectroscopy (FIR) at room temperature, in the spectral region between 80 and 6 00 cm

-1
. The FIR 

spectra were analyzed by using Maxwell-Garnet formula, where MnO nanoparticles are modeled as a mixture of 
homogeneous spherical inclusions in air. Laser induced heating leads to the conversion of the part MnO nanoparticles into 
the MnO2, Mn3O4 and MnOOH, along with possible formation of elemental Mn on the sample surface.  
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1. Introduction 
 

MnO is transitional metal oxide which crystallizes 

in the simple rock salt structure. It is well known that 

this structure has a certain number of defects, usually in 

the cationic sublattice, what leads to the formation of 

structure which can be described as an ordered Mn 

vacancy cubic structure with the formula Mn1-O, where 

0 ≤  ≤ 0.15  [1-3].  

Due to this non-stoichiometry, MnO has unique 

electrical, magnetic, optical and mechanical properties , 

characteristic for the rock salt structure [1, 2]. Recently, 

Hiramoto and co-workers proposed a new synthetic 

route which enables the control of the non-

stoichiometric defects in the structure [4]. Bulk MnO 

acts as a p-type semiconductor and has anti-

ferromagnetic properties [5]. But, the presence of 

impurities can significantly change the magnetic 

properties of the MnO [6 - 9].  

The size of the particles has considerable influence 

on the properties of MnO. For instance, literature data 

shows that nanometric MnO has ferromagnetic 

characteristics [5]. New characteristics on nanometric 

scale can be explained with significant changes into the 

surface to volume ratio.  The decreasing of the particle 

size increases the amount of edge atoms and, 

consequently, the number of unsaturated chemical bonds 

which, further, changes the physical and chemical 

properties of the material. Manganese can exists in the 

several oxidation states among which Mn(II) is the 

lowest. By different oxidation treatment, manganese can 

be transverse in to the different, higher, oxidation states.  

Recently, we have investigated the influence of the 

lacer induced heating of ZnO(Co) [10], Bi12GeO20 [11] 

and MnO [12] nanoparticles, with different laser powers. 

It has been shown that laser induced heating leads to 

creation of new phases, depending on laser power. 

In order to further investigate the influence of the 

locally induced laser heating on MnO nanoparticles, non-

irradiated, as well as irradiated MnO sample, were 

investigated by using far-infrared spectroscopy (FIR) and 

atomic force microscopy (AFM).  

 

 

2. Sample characterization 
 

Commercially available polycrystalline MnO powder of 

the analytical grade (Sigma-Aldrich Co) was pressed into a 

pellet. Verdi G optically pumped semiconductor laser with 

wavelenght of 532 nm was used as excitation source. In this 

paper we analyzed one sample, at first before laser treatment 

and afterwards after treatment with a laser with a power of 

24 mW. 

AFM measurements of non-irradiated and irradiated 

sample with the highest energy were done using NT-MDT 

system NTEGRA Prima at ambient conditions. AFM images 

were recorded in tapping mode, using NSG01 probes from 

NT-MDT.  

The far-infrared measurements  on non-irradiated and 

irradiated sample with laser power (24mV) were carried out 

with a BOMEM DA-8 FIR spectrometer. A DTGS 

pyroelectric detector was used to cover the wave number 

range from 80 to 600 cm
-1

.  

 

 

3. Results and analysis 
 

3.1. AFM measurements 

 

AFM topographies of non-irradiated (a) and irradiated 

(b) MnO samples are presented on Fig. 1. Fig. 1 shows a 

clear difference between the surfaces of the sample before 

and after irradiation. Prior to irradiation, a granulated 

structure, with well recognized grain boundaries, is visible. 
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Grains size is about few tens of nanometers. In our 

previous investigations X-ray analysis showed that mean 

crystallite size is about 44 nm [12] which is in good 

agreement with results obtained with AFM. 

 After irradiation, the topography of the surface was 

significantly changed. The grain boundaries are not 

visible and surface is smooth. Due to the laser induced 

heating and increasing of the energy, MnO particles on 

the surface of the samples interact with the elements and 

compounds from the vicinity (mostly oxygen and water) 

and create compounds in which manganese is in the 

higher oxidation state. Process is spontaneous and these 

different species are inhomogeneously arranged on the 

surface of the sample and, consequently, clear 

boundaries between grains are lost.  

 

 

 

 
Fig. 1. AFM 3D topography of (a) non-irradiated and  

(b) irradiated sample of MnO nanoparticles 

 

 

After irradiation, the topography of the surface was 

significantly changed. The grain boundaries are not 

visible and surface is smooth. Due to the laser induced 

heating and increasing of the energy, MnO particles on 

the surface of the samples interact with the elements and 

compounds from the vicinity (mostly oxygen and water) 

and create compounds in which manganese is in the 

higher oxidation state. Process is spontaneous and these 

different species are inhomogeneously arranged on the 

surface of the sample and, consequently, clear boundaries 

between grains are lost.  

 

 

3.2. Far-infrared spectroscopy 

 

When visible light, of wavelength  interacts with 

semiconducting nanoparticles (characteristic size d, 

dielectric function ε2) which are distributed in a medium 

with the dielectric constant ε1 in the limit  >> d, the 

heterogeneous composite can be treated as a homogeneous 

medium and effective medium theory is applied. There are 

many mixing models for the effective dielectric permittivity 

of such a mixture [13]. Since our samples are well defined 

and separated nanosized grains , we used Maxwell-Garnet 

model for present case. For the spherical inclusions case, the 

prediction of the effective permittivity of mixture εeff 

according to the Maxwell-Garnet mixing rule is [14]: 
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Here, spheres of permittivity ε2 are located randomly in 

homogeneous environment ε1 and occupy a volume fraction 

f. The observed nanoparticles are situated in air, therefore 

the ε1 is 1. For dielectric function of observing nanoparticles 

(ε2) we are using the standard model [15]: 
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where ε∞ is dielectric constant at high frequencies, TOk and 

LOk are transverse and longitudinal frequencies, TOk is the 

phonon damping, P  is the plasma frequency and  is the 

free carrier relaxation time. The first term in (2) is the lattice 

contribution whereas the second term is the Drude 

expression for the free carrier contribution to the dielectric 

constant. In this case, TOk is considered as characteristic 

frequency of the material and LOk is connected with the 

oscillator strength (Sk~LOk
2 

- TOk
2
).  

The far-infrared spectra of non-irradiated and irradiated 

MnO nanopowders, in the spectral range of 80 to 600 cm
-1

, 

at room temperature are presented in Fig. 2. The 

experimental data are presented by circles, while the solid 

lines are calculated spectra obtained by a fitting procedure 

based on the previously presented model. Obviously, a very 

good correlation between experimental data and calculated 

spectra is achieved. Parameters, such as: filling factors, f, 

plasma frequencies, P , effective permittivity of mixtures, 

εeff, and transversal and longitudinal frequencies TO/LO, 

for the non-irradiated and irradiated sample, estimated from 

the reflection spectra, are presented in Table 1. Induced laser 

heating leads to the increasing of the filling factor. Result is 

expected and in agreement with result obtained by AFM. 

Namely, phase transformation and loss of the grain 

boundaries leads to the decreasing of the space between 

particles. In accordance with that, the dielectric constant at 

high frequencies and plasma frequency decrease. Also, we 

should keep in mind that surface affected by the laser beam 

(a) 

(b) 
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is significantly smaller (radius 1 mm) in comparison 

with the overall surface of the pallet (radius 6 mm) 

which means that, in the case of the irradiation of the 

whole sample the differences would be more significant. 
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Fig. 2. Far – infrared reflection spectra of (a) non-

irradiated and (b) irradiated MnO nanoparticles. The 

experimental data are represented by circles. The solid 

lines  are  the   calculated  spectra  obtained  by  fitting  
    procedure based on the model given by Eqs. (1,2) 

 

 

Five vibration modes were determined for both non-

irradiated and irradiated sample and their values are 

presented in Table 1. To our knowledge, there are no 

literature data for the FIR characterization of the MnO 

and we compared these results with data collected by 

Raman spectroscopy. By summarizing different 

literature data [12, 16-24], three characteristics peaks for 

MnO are obtained in the range 520-545, 559-595 and 

645-660 cm
-1

. First two peaks we registered by using 

FIR spectroscopy, also. In both cases, non-irradiated and 

irradiated sample, additional two peaks, in the range of 

310-410 cm
-1

 are recorded. According to literature data, 

these peaks can be attributed to the -MnO2 (TO/LO 

pair at 324/330cm
-1

) [18, 22, 23] and -MnO2 

(395/405cm
-1

) [20, 21]. Additionally, according to Kim 

at al. [24] peak at 324 cm
-1

 can be attributed to Mn3O4. 

Additional vibration peaks that appear in FIR 

spectra of irradiated samples can be identified in the 

following way: peaks at 131, 140, 171 and 199.5 cm
-1

 

could be attributed to aMnOOH [20, 21] and peak at 

171.5 cm
-1

 could be attributed to MnO2 [20, 21]. 

Some authors peak at 171 cm
-1

 attributed to Mn5O8 phase 

(binary Mn2
2+

Mn3
4+

O8 oxide with layer structure) [25]. 

These peaks are also registered at Raman spectra of the 

irradiated samples.  

 

 
Table 1. Calculated fit parameters obtained from the                 

far - infrared  spectra  of   non - irradiated  and  irradiated  

                             MnO nanoparticles  

 

 

Before 

irradiation 

[cm
-1

] 

After 

 irradiation 

[cm
-1

] 

f 0.81 0.89 

P 301 291 

 2.8 2.5 

LO 120/123 116.8/117 

LO 140/148 140/140 

LO 324/330 320/330 

LO 395/405 398/407 

LO 520/526 515/558 

LO 575/590 579/584 

LO - 96.8/97.4 

LO - 131/131.3 

LO - 140/141 

LO - 171.5/172 

LO - 199.5/200 

 

 

Mode at about 100 cm
-1

 (TO/LO pair is 116.8/117 cm
-1

 

in our case) was registered before for this group of materials  

[26] as a “defect mode“. Mod at 96.8/97.4 cm
-1

, in the some 

region, can be describe us „defect mode“, also. However, 

since it occurs only in an irradiated sample, we can assume 

that we have a case of disorder-enabled phonon (DAP) mode 

[27]. This is the case registered in a large number of A
2
B

6
 

semiconductors [28]. 

Finally, it was shown that FIR spectroscopy is a useful 

technique for the characterization of laser power induced 

phase changes in MnO nanoparticles.  

 

 

4. Conclusion 
 

MnO nanoparticles modified by laser heating are 

investigated by using far-infrared spectroscopy. Effective 

permitivity of MnO nanoparticles (mixture of homogeneous 

spherical inclusions in air) are modeling by Maxwell-Garnet 

formula. In consequence of laser irradiation, volume fraction 

of nanoparticles increase while dielectric constant and 

plasma frequencies decrease, due to the formation of the 

different species on the surface of the MnO sample.  

Additional vibration modes  characteristic for the 

irradiated samples, were confirmed by using FIR method. 
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