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A B S T R A C T   

Since discovering two-dimensional materials, there has been a great interest in exploring, understanding, and 
taking advantage of their unique properties. Si/SiO2 is one of the most used substrates for the deposition and 
characterization of 2D materials due to its availability and optical contrast. This work goes beyond the con
ventional substrate and introduces highly-ordered pyrolytic graphite (HOPG) as universal support for investi
gating two-dimensional materials due to several unique properties such as chemical and temperature stability, 
intrinsic high flatness, reusability, electrical conductivity, ease of use, availability, and enhanced adhesion of 
two-dimensional materials. We demonstrate this by analyzing several 2D materials with advanced atomic force 
microscopy methods, Raman and photoluminescence spectroscopy with hyperspectral imaging, and scanning 
electron microscopy with elementary analysis imaging. The strong adhesion to HOPG allowed the instant 
deposition of different two-dimensional materials GaSe, MoS2, Zn2In2S5, talc, and h-BN. This feat is hard to 
accomplish on the conventional SiO2 substrate without polymer-assisted transfer. Moreover, this strong inter
action can strain 2D materials deposited on HOPG, giving localized changes in reactivity, optical, and electronic 
properties. This effect is explored for selective Ag deposition on strained regions of 2D materials to activate 
photocatalytic reactions.   

1. Introduction 

Two-dimensional (2D) nanomaterials keep on attracting great in
terest thanks to their remarkable electrical, optical, mechanical, and 
chemical properties, exploitable in diverse applications [1]. Their 
studies shot up thanks to analytical methods that allowed us to inves
tigate the intrinsic properties of 2D materials [2]. Most studies have used 
insulating materials such as h-BN and Si/SiO2 as default substrates. 
Thanks to its flatness, chemical stability, optical properties, and rela
tively low cost, Si/SiO2 is beneficial for several analytical methods [3,4]. 
However, the surface of the commonly used Si/SiO2 substrates involves 
many configurations due to its amorphous nature with possible both O- 
polar and Si-polar defects. The surfaces with uncontrolled or unwanted 
defects strongly affect the electronic properties of 2D materials. To avoid 
this, SiO2 is H-passivated to minimize the effects on the electronic 
properties of the 2D materials deposited on top, [5] or passivated via 
self-assembled hydrophobic monolayers, as hexamethyldisilazane [6]. 

Its electrically insulating nature makes the 2D electron gas decouple 
from the surroundings, allowing to study of the intrinsic properties of 2D 
materials. On the other hand, this makes conventional insulating sub
strates inconvenient for nanoscale electrical characterization methods 
such as Kelvin probe force microscopy (KPFM), conductive atomic force 
microscopy (C-AFM), and scanning electron microscopy (SEM). 

Gold is also a choice; however, gold has to be evaporated on flat 
substrates such as glass, mica, or silicon, where adhesion layers such as 
Ti, Cr, or Pt have to be used, limiting reusability. Moreover, gold sur
faces must be annealed to obtain crystalline flat planes, which are also 
limited to a smaller lateral size of 100 nm [7]. Compared to Au and Si/ 
SiO2 substrates, a freshly cleaved highly-oriented pyrolytic graphite 
(HOPG) surface obtained by mechanical exfoliation is the flattest, 
cleanest and easiest support for 2D materials one could get. Further
more, HOPG has an excellent electrical conductivity that allows study
ing the electrical properties of conductors, semiconductors, and 
insulators at the nanometer scale. Due to the van der Waals force, we 
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expect that 2D materials will strongly couple to HOPG, forming vdW 
heterostructures that allow us to investigate such systems’ novel prop
erties [8]. This expectation of heterostructures’ formation is justified by 
density functional theory (DFT) calculations in previous studies for 
various 2D materials combined with graphene [9,10]. 

Previous works showed HOPG as a substrate for synthesizing and 
studying nanostructures [11,12]. Those studies were motivated by 
HOPG chemical and temperature stability critical to synthesis processes. 
For example, HOPG benefits as a substrate were shown by the electro
deposition of various chalcogenides, especially on graphite steps, [13] 
or by investigating structural and local electronic properties of WS2/ 
WSe2 heterostructures [14]. 

Thus, there seems to be an untapped potential in HOPG that could 
allow the systematic study of physical, chemical, electrical, and struc
tural properties using the same van der Waals support typical for 2D 
material heterostructures. We investigated this possibility by atomic 
force microscopy (AFM)-based methods, including scanning capacitance 
microscopy (SCM), KPFM, and IV-curves at the nanoscale. HOPG as a 

substrate allowed us to obtain optical and structural properties of 
different 2D layers by photoluminescence (PL) and Raman micro
spectroscopy. Without spectral overlap between 2D materials and the 
substrate, these analyses were possible since, except for the shear mode 
of multilayer graphene, HOPG does not have any Raman modes in the 
frequency range of most 2D materials (10–600 cm− 1). In addition, the 
excellent thermal conductivity of HOPG helps with heat dissipation, 
preventing burning or modifying heat-sensitive materials. The surface 
morphology and elemental content were investigated by SEM and en
ergy dispersive X-ray (EDX) spectroscopy without resorting to deposi
tion of a conductive coating that would be otherwise required with 
insulating substrates. Our results are not limited to a single 2D material, 
but we demonstrate its universality by investigating different layered 
systems mechanically exfoliated from bulk crystals. Our results show not 
only the nanoscale analysis of a widely-studied 2D material like MoS2 or 
its well-known cousin GaSe, but we also report for the first time a new 
2D material never investigated before in its 2D nanosheet van der Waals 
form, Zn2In2S5 (ZIS). Surprisingly, we found that the strong interaction 

Fig. 1. a) Deposition of 2D materials on HOPG, b) Optical image of GaSe layers with different thicknesses on HOPG. c) Optical interference schematics showing the 
optical paths in the system of 2D materials on HOPG. d) A plot of refractive index dispersion dependence on wavelength and GaSe thickness according to the 
interference maxima wavelength for zero order. e) Optical image of the region of interest with a 100x objective shown in brown color scheme for improved contrast. 
f) AFM topography of GaSe. g) Cross-section profile showing thicknesses corresponding to bilayer and monolayer GaSe. 
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between the 2D materials and HOPG leads to complete imprinting of the 
substrate’s structural defects on the 2D layer deposited on top. Conse
quently, the 2D material properties could be tuned by pre-patterning or 
pre-straining/wrinkling the HOPG substrate [15]. Finally, we illustrate 
this application with the modification of GaSe on HOPG, showing the 
change in optical, electronic, and catalytic properties due to the strong 
surface/2D material interaction as a proposal to straintronics. 

2. Results and discussion 

2.1. Contaminant-free direct deposition of 2D materials and layer 
thickness determination by optical contrast 

Polydimethylsiloxane (PDMS) is often used to transfer 2D layers to 
different substrates with the so-called dry transfer method or PDMS 
stamp method [16]. Despite its convenience that allows transfer to 
arbitrary substrates, this method is prone to sample contamination by 
PDMS residues affecting the characterization results [17]. Therefore, we 
wondered if HOPG could help develop a transfer method for 2D mate
rials that is PDMS residue-free, inexpensive, fast, and easy to implement. 
We investigated the 2D material deposition directly on HOPG with the 
hypothesis that a strong interaction between the two materials makes 
the instant deposition of 2D layers possible. We verified this hypothesis 
by touching the HOPG surface with different layered crystals (see Video 
S1 in the Supporting Information and Fig. 1a). In a matter of seconds, we 
obtained a large number of thin layers deposited over an extended area 
without adhesive tape or other transfer residual contamination (see 
Fig. 1b and 1e). The many different colors are due to light interference 
in the layers with different thicknesses, as schematically presented in 
Fig. 1c. This feature allows us to estimate the flake thickness from an 
optical microscopy image alone. The interference maximum is given by 
mλ = 2d

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
n2 − sin2i

√
− λ

2, where d – flake thickness, n – refractive index, i– 
angle of incidence, and m – order of interference maximum. Considering 
that m = 0 and i = 22◦ (half of beam convergence angle), the 2D layer 
thickness can be defined as d = λ

4
̅̅̅̅̅̅̅̅̅̅̅̅̅
n2 − sin2 i

√ . The dispersion equation for 
GaSe was defined by Kato et al. and expressed as 
n2 = 10.6409+ 0.3788

λ2 − 0.1232+
7090.7

λ2 − 2216.3 [18]. Fig. 1d shows the dependence on 
the wavelength that defines the flake color as a function of layer 
thickness. We notice that the objective has a set of angles. It leads to a 
small error (±0.4 nm) in the thickness calculation. 

For ultrathin sub-10 nm layers, the interference condition set by 
equation (1) obviously cannot be achieved for visible light; instead, we 
observe these layers in grayish color. Realizing this point allows us to 
quickly inspect and select those ultrathin layers for which remarkable 
properties are often observed. 

This visual observation can be explained by optical contrast. For 
instance, Li et al. used the optical contrast to identify 1L — 15L ultrathin 
2D layers made of graphene, MoS2, WSe2, and TaS2 on 90 and 300 nm 
Si/SiO2 [19]. Complex reflectivity defines the effect of substrate, with 
low substrate reflectivity generally giving a high contrast [20]. This is 
why 2D layers and graphene are so hard to see on highly reflective 
surfaces like Au or Ni [21]. The optical contrast of 2D materials on a 
substrate depends on the number of layers, numerical aperture of the 
objective, wavelength, and optical properties of the layer and the sub
strate [22]. Contrary to HOPG, the optical contrast of 2D materials on 
Si/SiO2 has been studied extensively [22,23]. Thanks to the low sub
strate reflectivity, graphene is readily visible on Si/SiO2 with an optimal 
thickness of 90 or 280 nm enhanced with green filters or without filters 
under white light illumination [24]. For MoS2 monolayers, the optimal 
thickness of SiO2 is 55 or 220 nm [4]. Interestingly, the optical contrast 
of 2D materials on HOPG has not been investigated so far. We expected 
that because of its low reflectance of 0.26804 at 587.6 nm, which is 
approximately equal to that of Si/SiO2 [25]. This is an exciting and 
valuable result since we can still visualize ultrathin layers despite the 
lack of optical interference in HOPG. 

Fig. 1e shows a visual image of GaSe flakes on HOPG with the dark 
brown color observed under a 100x microscope objective with a halogen 
lamp and objective NA = 0.7. AFM imaging results of the gray region in 
Fig. 1f show that these are ultrathin GaSe layers with thickness down to 
2.2 nm and 1.2 nm (see Fig. 1e), which correspond to bilayer and 
monolayer GaSe, respectively [26]. In addition, MoS2 monolayer was 
also visually observed on HOPG, as discussed later on. Herein, we 
perform a layer thickness vs optical contrast evaluation that shows the 
possibility for fast characterization of the 2D material thickness using 
HOPG as a substrate. The optical contrast (OC) is defined OC =

1 −
R2dm+Sub

Rsub
, where R2dm+Sub and Rsub are the reflection intensity from 2D 

material on the substrate and bare substrate, respectively. The OC for 
monolayer and bilayer GaSe was calculated as 3 ± 1 % and 8.0 ± 1 %, 
respectively. 

Optical and AFM topography images were also obtained for h-BN and 
talc, showing the HOPG universality for 2D materials deposition and 
optical observation from multilayer to ultrathin (see Figure S1 in Sup
porting Information). Thus, HOPG as a substrate allows the quick 
identification of ultrathin 2D layers that appear grayish under a con
ventional optical microscope. 

2.2. Electronic characterization of two-dimensional layers on HOPG 
substrates with KPFM and SCM 

Since Nonnenmacher et al. first introduced Kelvin probe force mi
croscopy (KPFM) in 1991, [27] KPFM has become more and more 
popular in the electronic characterization of semiconductor, metal, 
organic, and 2D material devices [28,29]. In KPFM, as shown in Fig. 2a 
and 2b, the sample is grounded, and a direct (DC) potential is applied at 
the tip to nullify the first harmonic electrostatic force Fω =
dC
dz (VDC − VCPD)VACsin(ωt), where VDC and VCPD are direct potential and 
contact potential difference (CPD) between the tip and sample, 
respectively. 

Therefore, KPFM allows evaluating the work function of materials 
since under these conditions VCPD =

Φtip − Φsample
e , where Φtip and Φsample are 

the work functions of tip and sample, respectively, and e is the electronic 
charge [30]. When the two materials are not connected, their vacuum 
levels are aligned, but their Fermi levels differ. When electrically con
necting both materials, the Fermi levels align by charge flow between 
the two materials (see Fig. 2b). After both materials become charged, an 
electrostatic force arises between the tip and the sample. In KPFM, this 
force is nullified by applying an external DC voltage that matches the 
contact potential difference. GaSe is one of the 2D group-III metal 
monochalcogenides and has been used in nonlinear optical applications 
[31]. The electronic properties of 2D materials strongly depend on the 
number of layers. For instance, bulk GaSe has a bandgap of 2.1 eV, while 
monolayer GaSe is predicted to have a bandgap of 3.5 eV [32]. There
fore, knowing the work function of GaSe flakes for different layer 
thicknesses is essential so that appropriate metals can be chosen to tune 
the band alignment and design devices with desired properties. The AFM 
topographies of monolayer, trilayer, and bulk GaSe, along with their 
height profiles, are presented in Fig. 2c. The thickness of the GaSe 
monolayer is (1.2 ± 0.2) nm, in excellent agreement with values re
ported in the literature [26,33]. The corresponding KPFM surface po
tential map is shown in Fig. 2d. HOPG domains in the CPD image are 
related to water and hydrocarbon adsorption on twisted graphene in 
HOPG [34]. Interestingly, the CPD of bulk GaSe with a thickness of 42.5 
nm is (29.8 ± 0.5) mV. The CPD of GaSe decreases when decreasing 
layer thickness from (− 36.5 ± 0.4) mV to (− 51 ± 0.5) mV for trilayer 
and monolayer GaSe, respectively. A PtIr-coated AFM tip (Fermi level 
4.83 eV) was used to measure the sample’s CPD, which allowed us to 
deduce that the GaSe work function increases from 4.8 eV for the bulk 
(42.5 ± 0.3 nm layer) to 4.88 ± 0.01 eV for trilayer and monolayer. 
These values are significantly different from Chong and coauthors’ 
work, [35] who reported that the GaSe work function increases from 
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4.35 eV to 4.51 eV when the thickness decreases from 15 to 4 layers and 
then increases to 4.7 eV but for a higher number of layers up to 38. 
However, in that work, the authors measured samples on a Si/SiO2 
substrate without an external electrical contact that leads to sample 
charging. In such a case, the CPD becomes more sensitive to surface 
dipoles and charging effects than the work function. 

Controlling the electronic properties of semiconductors and their 
doping level made possible the technological revolution brought by 
microelectronics [36]. Further progress is being made by shrinking 

device dimensions and exploring the potential of 2D materials in 
nanoelectronics [37]. In this context, we used scanning capacitance 
microscopy (SCM) to study the charge carrier distribution in a GaSe 
flake. This was possible thanks to the excellent electrical conductivity of 
HOPG that provides an opportunity to perform electrical measurements 
of 2D semiconductors and distinguish them on a well-defined flat 
background showing only typical terraces of HOPG. Fig. 2a shows a 
simple scheme of the SCM working principle. The sample’s topography 
is recorded in the first pass. Then, in SCM, the tip is lifted by 10 nm in a 

Fig. 2. a) General schematic of KPFM 
and SCM modes measurement setup. b) 
KPFM energy diagram. c) AFM topog
raphy image of GaSe on HOPG (inset - 
height profile). d) CPD image of GaSe on 
HOPG (inset - CPD profile). e) SCM im
aging GaSe layers at different applied DC 
voltages; the scale bar is 2 µm. f) AFM 
topography image of Zn2In2Z5 on HOPG 
(inset - height profile). The blue-dashed 
line shows the ZIS/HOPG interface. g) 
CPD image of ZIS. White arrows show 
contamination, inset - CPD profile. (For 
interpretation of the references to color in 
this figure legend, the reader is referred 
to the web version of this article.)   
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second scan pass while the tip-sample electrostatic force is recorded at 
the second harmonic under a potential bias F2ω = − 1

4
dC
dzV

2
ACsin(2ωt). In 

this experiment, it is easy to see the difference in capacitance between 
the 2D sample and the substrate (see Fig. 2e). The SCM amplitude signal 
is related to the local conductivity of the sample, and thus, to the charge 
carrier mobility and charge carrier density [38]. Regions with bright and 
dark contrast correspond to high and low conductivity, respectively. The 
metal-like conductivity of HOPG allows it to be used as a reference to 
identify n- or p-type regions in the 2D material placed on top. This is the 
first time that n- or p-type identification has been conducted on a HOPG 
substrate since mainly Si/SiO2 was employed before for this purpose 
which can be inaccurate due to surface charging [39,40]. The SCM re
sults at different biases in Fig. 2e show that the local conductivity of 
GaSe decreases as the applied DC voltage to the tip changes from − 4 V 
to 4 V. While the negative bias voltage induces the accumulation of holes 
on the surface, the positive bias voltage produces an accumulation of 
electrons, leading to a low dielectric response. This behavior arises from 
the p-type conductivity of GaSe [35]. Interestingly, at VDC = − 4 V, the 
local conductivity of monolayer and trilayer GaSe is even higher than 
the local conductivity of HOPG. We attribute this result to the higher 
hole concentration of p-type GaSe/HOPG than HOPG due to hole doping 
induced on graphene by GaSe [41]. 

At − 4 V bias, the local conductivity of GaSe decreases as its thickness 
decreases due to quantum confinement [42]. We can see that the con
ductivity of monolayer GaSe is considerably higher than trilayer GaSe at 
VDC = − 4 V. However, when VDC = 4 V, we do not see differences in 
charge concentration and mobility of monolayer and trilayer GaSe 
because of charge carriers’ depletion. In addition, the charge carrier 
density and mobility of a few-layered GaSe is still higher than in bulk 
GaSe at a bias voltage of 4 V. This result is somewhat unexpected 
considering that monolayer and few-layer GaSe readily oxidize in air a 
short time after exfoliation[33,43] so that we expect to see oxidized 
GaSe with decreased conductivity. High conductivity could occur if 
oxygen incorporation increases charge carrier density, like in indium tin 
oxide [44]. Another possibility is that previous reports on the oxidation 
of GaSe in air are based mainly on Raman spectroscopy. Despite the low 
laser power used in those reports to avoid oxidation, the laser exposure 
of GaSe could still induce photooxidation [33,43]. Since our ultrathin 
GaSe layers were not exposed to laser light during or before our KPFM 
experiments, we suspect their stability is higher than previously re
ported. Besides, a bottom graphene layer on SiO2 significantly reduces 
the degradation of GaTe layers deposited on top due to the hydrophobic 
nature of graphene [45]. We are now closely looking into this question 
and plan to report our findings in a separate work. 

The changes in electronic properties due to substrate-induced defects 
by HOPG on GaSe were also investigated by KPFM and SCM. The optical 
microscopy image and a sketch of the structure are shown in 
Figures S2a and S2b. The AFM topography of GaSe on HOPG defects is 
shown in Figure S2c. The GaSe layer thickness is 6.9 ± 0.2 nm, and the 
height difference on the step of HOPG is 216.7 ± 0.3 nm (see the profile 
in Figures S2d and S2e). Despite the large step defect size, the thin GaSe 
flake follows the HOPG topography perfectly. KPFM, SCM, and phase 
images are presented in Figures S2f, S2g, and S2h. The CPD contrast 
shows that the charge concentration in GaSe is higher in the regions over 
the HOPG step defect than on the flat HOPG. Moreover, these steps also 
change the mechanical properties of GaSe as we see the difference of 
GaSe on the defects and flat HOPG in the phase image in Figure S2h. 

Zn2In2S5 is a novel 2D material with applications such as photo
catalysis in nanoparticle form [46]. However, ZIS has not been investi
gated in the large-scale highly crystalline 2D-layered form, like 
graphene or MoS2 mechanically exfoliated from bulk crystals. Never
theless, there is an interesting report by Zhang et al. [47] who obtained 
ZIS nanolayers with sub-micrometer lateral dimensions and showed 
excellent photocatalytic performance against other zinc sulfide indium 
phases (ZnmIn2Sm+3, m = 1–3). 

Beyond the sample topography information provided by conven
tional AFM, with its 3D mapping capabilities at the nanoscale, we chose 
KPFM analysis as a complementary method to map the electronic 
properties of ZIS on HOPG. The topography image in Fig. 2f shows de
fects and edges of HOPG that are visible through the 14 nm thick 
Zn2In2S5 layer placed on top. The strong van der Waals force between 
Zn2In2S5 and HOPG deforms Zn2In2S5 and makes it follow the HOPG 
topography. This remarkable observation is highly significant since 
straintronic applications could be developed by first patterning HOPG 
and then depositing the 2D nanomaterial to mimic the pre-patterned 
substrate developing predefined strained regions [48]. This way of in
direct patterning a 2D material was never attempted before with HOPG 
and may offer a high-quality crystalline lattice engineering due to the 
non-invasive approach for introducing strain. 

Motivated by the strong adhesion force between 2D material and 
HOPG, we tested the robustness of this interaction by using force 
lithography that is remarkably demanding on the 2D material/substrate 
adhesion. During scratching, a sharp needle effectively removed part of 
Zn2In2S5 and created cracks on the surface visible in the topography 
image Fig. 2f. Making such a mechanically-induced scratch is chal
lenging when using Si/SiO2 wafers as supports since the 2D material just 
gets dragged over the substrate or folded over the edge due to the strong 
indenter-sample shear force and weaker 2D/SiO2 adhesion [49]. Fig. 2g 
shows the sample’s CPD image (with a CPD value of (− 207 ± 2) mV for 
HOPG), where a similar contrast is observed all over Zn2In2S5 except for 
the regions at the edges and mechanically induced defects. The work 
function of HOPG is calculated at (4.633 ± 0.002) eV. Due to airborne 
contamination when measuring in the air, this value is 20 meV higher 
than in previous reports [34,50]. From the value of Zn2In2S5

′s CPD of 
(620 ± 3) mV, we can evaluate the work function of Zn2In2S5, at (5.460 
± 0.003) eV. Around the edge on the right side (see the arrow in Fig. 2f), 
the regions with lower CPD are more prominent than around the defects 
and cracks. The areas with low CPD coincide with the ZIS layer edge at 
the HOPG interface. The contrast in these regions is due to debris and 
contaminants observed in the topographic image (Fig. 2f). Being able to 
spatially control the reactivity, surface potential, and surface affinity of 
2D materials by lithography is of significant value for nanoelectronics. 
The KPFM results show that defects propagating from the scratch and 
defects induced by the substrate have lower CPD than non-defective 
terraces. Thus, it seems promising to use defects on the HOPG sub
strate to tune the properties of the 2D material on top as a sort of indirect 
lithography. 

2.3. Photoluminescence and Raman imaging of MoS2 

The chemical purity and stability of HOPG in contact with multi
layered and two-dimensional materials enable conducting micro-Raman 
spectroscopy, photoluminescence spectroscopy, and other optical and 
structural analyses of 2D materials without background signals. This is 
important because no other Raman modes or emission peaks will arise in 
HOPG since it remains stable during the spectroscopic analysis. 
Background-free spectroscopy is possible since there is no spectral 
overlap between the high-frequency G and 2D modes of HOPG substrate 
with the low-frequency modes of most 2D materials in the spectral 
range < 600 cm− 1. Photoluminescence (PL) and Raman spectroscopies 
are widely used to detect monolayers of 2D materials and other effects 
such as doping, strain, temperature, and compositional changes [51,52]. 
Much attention has been given to the optical properties of MoS2 that we 
use as a layered model system here. MoS2 was exfoliated and transferred 
to HOPG by the PDMS transfer method, demonstrating the compatibility 
of HOPG with this widespread transfer method. The sample consists of a 
monolayer, few-layer, and bulk MoS2. The sample’s topography and 
phase images are shown in Fig. 3a and 3b. We can distinguish MoS2, 
HOPG, and PDMS residues on HOPG. The phase contrast from PDMS- 
transfer residues is higher than that of HOPG and MoS2, related to the 
higher tip-sample adhesion force for the transfer residues. It is precisely 
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this kind of sample contamination that our rubbing method on HOPG 
entirely avoids using PDMS or adhesive tape (see Fig. 1 and Fig. 2). In 
addition to leaving residues, PDMS transfer produces micro-and nano- 
bubbles on MoS2 [53,54]. These bubbles can be easily noticed in 
topography and phase images (see Fig. 3a and 3b). Despite the residues 
on HOPG, the 0.7 nm monolayer thickness was determined by the cross- 
sectional analysis presented in Fig. 3c [55,56]. The uncertainties were 
determined from the linear fits in the cross-sections; we can see that the 
uncertainties in height profile when using PDMS are more significant 
than the height value deduced when using our method. From the optical 
image in Fig. 3d, we again see how easy it is to identify 2D monolayers 
on HOPG despite the absence of optical interference contrary to Si/SiO2. 

Fig. 3e and 3f show the photoluminescence map and spectra at 
different sample points: A - monolayer MoS2, B - bilayer MoS2, C - tri
layer MoS2, D - HOPG. Monolayer MoS2 shows the strongest PL signal 
due to the indirect to direct bandgap transition. The PL signal decreases 
with the increase in the number of MoS2 layers following the literature 
[55–57]. The PL spectra of few-layer MoS2 on SiO2 substrates exhibit 
two prominent peaks around 627 and 670 nm [55]. In our system, the 
second peak is located at 663 nm for the monolayer and shows redshift 
as the number of layers increases (Fig. 3f). This behavior can be related 
to the strong van der Waals interaction between MoS2 and HOPG. 

Although the first prominent PL peak of MoS2 coincides with the 2D 
Raman peak of HOPG at the laser wavelength we used, this overlap 
could be avoided by changing the laser wavelength. 

The Raman map and spectra of a few-layer MoS2 are shown in Fig. 3g 
and 3 h, respectively, perfectly matching previous reports with the E1

2g 
and A1g phonons around 380 and 400 cm− 1, and a prominent peak at 
approximately 450 cm− 1 [56]. For monolayer MoS2, the E1

2g mode at 
382.6 cm− 1 has a blue shift compared to monolayer MoS2 measured on 
SiO2; we attribute this shift to the strong interaction with the substrate. 
The peak intensity and position show a monotonous change with the 
number of MoS2 layers. The intensity of all peaks increases when 
increasing the MoS2 thickness; the E1

2g Raman mode is blue-shifted while 
the A1g mode shows the expected redshift. Besides the peak shift dif
ferences between MoS2 on HOPG and SiO2, these results demonstrate 
the versatility of HOPG as a substrate for optical spectroscopic analysis 
of 2D materials. This clean spectroscopic background was critical to 
acquiring the Raman spectra of talc (10 nm thick) on HOPG in addition 
to the heat-dissipating, inert, and high adhesion HOPG nature [58]. 

Fig. 3. PL and Raman maps of MoS2 on HOPG. a) AFM topography and b) phase images. c) Single-layer height profile of the regions visible in d) the optical mi
croscopy image. The red lines are linear fits for the substrate and MoS2 monolayer profile with the fitting errors. e) PL map with regions of interest labeled: A- 
monolayer MoS2, B-bilayer MoS2, C-trilayer MoS2, and D-HOPG. f) PL spectra from different regions of interest. g) Raman intensity map. h) Raman spectra from 
different regions. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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2.4. Stretching out 2Ds: Straintronics - a multistep defect on HOPG 
activates the chemical reactivity of a GaSe layer 

In recent years, the design of 2D materials has been flourishing 
thanks to advances in the fundamental understanding of these nano
materials at the atomic scale. The catalytic activity of materials depends 
on the number of active sites on the surface [59]. The active sites are 
defined by their electronic properties on the surface, which can be 

increased by structural modifications such as surface microstructure. 
One emerging strategy for structural modification is strain engineering, 
which allows controlling interfacial charge transfer, surface reactivity, 
and electronic and photonic performance [60]. Strain can be induced 
purposely or accidentally like nanolayers over HOPG graphite steps. 
Stress causes changes in the 2D system, such as increased interatomic 
distances that make atomic bonding surfaces softer. Moreover, elec
tronic properties also change. For instance, as recently summarized by 

Fig. 4. a) Experimental scheme representing the process of AgNO3 solution deposition, Ag nanoparticles formation, and functionalization with 4-NBT, b) Optical 
image of GaSe on HOPG after modification by AgNO3, c) AFM and d) SEM images of the region of interest. The inset in c shows the Raman spectra with a down-shift 
of the A’1 peak for the strained region. (e-g) EDX spectra represent non-strained region e), strained region f), and strained region with Ag nanoparticles. h) Elemental 
map obtained by EDX. i) Raman spectra of the sample after modification by AgNO3. k) Raman spectra of the sample at different locations after exposure to 4-NBT for 
3 h. 
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Wu et al., charge carriers’ concentration, band gap, and phonon modes 
all get affected by strain [61]. We show in this section that the strong 
interaction between the 2D material and the HOPG substrate can be 
exploited to enhance the catalytic activity of GaSe radically. A sketch of 
the experiment is shown in Fig. 4a. 

Fig. 4b shows the optical microscopy image of a GaSe flake on a step 
defect of HOPG, showing color changes from blue to light yellow. We 
anticipated that these translocated defects go beyond modifying the 
optical properties of the GaSe layer, but its catalytic properties should 
also be affected. To test this hypothesis, we dropped 10 μL of AgNO3 10-4 

M on the sample shown in Fig. 4b and let it react for 3 mins. Afterward, 
AgNO3 was removed and the sample was washed several times with 
distilled water to remove AgNO3 leftovers. 

Fig. 4c and 4d show AFM and scanning electron microscopy images 
of the region of interest after reaction with AgNO3. We see the formation 
of nanoparticles that selectively accumulate on the strained region and 
at the GaSe edge. Elemental analysis was carried out by energy disper
sive X-ray analysis (EDX) (Fig. 4e, f, g, and h). These results show that 
GaSe catalytic activity was largely enhanced in the substrate-induced 
strained regions since EDX detected no Ag on the non-strained GaSe 
layers. It is worth noting that the distribution of Ag is not homogeneous. 
On the strained areas near the edge, the concentration of Ag is 4.4 %, 
while it is only 0.4 % far from the edge. This 10-fold increase in Ag 
deposition for the flake edges and the absence of Ag on non-strained 
regions show an emerging application in 2D materials engineering due 
to mechanical deformation, that is, straintronics [62]. Beyond providing 
a versatile substrate for electronic, morphological, and spectroscopic 
nanoscale characterization of 2D materials, the strong interaction makes 
it possible to investigate the strain in 3D structures by patterning HOPG. 

The selective reaction of AgNO3 with laser-irradiated GaSe enhances 
the photocatalytic properties, which are limited in unmodified GaSe 
[43]. After calculating dissociation and solvation energies during the 
cation exchange reaction, reported by Rivest et al. [63], we postulate 
that the reaction between AgNO3 and GaSe is driven by cation exchange 
in the following way:  

2Ag++ GaSe → Ag2Se + Ga2+ (2)                                                          

GaSe → Ga + Se dissociation energy: 207.44 kJ/mol; [64]. 
Ag+→ Ag desolvation energy: 350 kJ/mol; [65]. 
2Ag + Se → Ag2Se association energy: − 210 kJ/mol; [65]. 
Ga → Ga2+ solvation energy: − 1678.97 kJ/mol, calculated as in the 

report by Marcus [66]. 
The total Gibbs energy for equation (2) is: 207.44 + 350–210 −

1678.97 = − 1331.53 kJ/mol. The negative value implies that the re
action is spontaneous at room temperature and thermodynamically 
favorable [67]. The Raman spectra of GaSe at different locations are 
shown in Fig. 4i. Crystalline GaSe has three main vibrational modes at 
132, 212, and 307 cm− 1, shown in location 1. The Raman spectrum at 
location 2 shows three characteristic peaks, with one small peak rising at 
230 cm− 1, corresponding to the Se-Se vibration mode in Ag2Se [68]. In 
contrast to spot 2, the Raman spectrum at spot 1 shows a significant rise 
of peaks at 230 and 250 cm− 1, corresponding to the Se-Se vibration 
mode in Ag2Se[68] and the E’(LO) mode activated by defects, respec
tively [51]. This also confirms the formation of Ag2Se nanoparticles on 
GaSe strained regions. The possibility to drive chemical reactions using 
the most abundant energy source at our disposal is of fundamental 
importance. Therefore, we further investigated the photocatalytic ac
tivity of newly formed Ag-GaSe nanostructures using 4-nitrobenzene
thiol (4-NBT) as a model molecular system for photocatalysis [69]. 

The conversion of 4-NBT to 4-aminobenzenethiol (4-ABT) and p,p′- 
dimercaptoazobenzene (DMAB) under laser irradiation has been studied 
intensively [70,71]. Raman spectroscopy is ideal for this investigation 
since we can simultaneously induce the chemical reaction and monitor 
the photocatalytic conversion thanks to the distinct vibrational modes 
between the reactant and products. 4-NBT has several prominent peaks 

at 1077, 1110, and 1340 cm− 1, contributing to in-plane C–H bending 
modes, and NO2 mode, while the peak at 1575 cm− 1 arises from the 
C–C stretching mode [72]. 

Our Raman spectroscopy results in Fig. 4k show that none of the 4- 
NBT, 4-ABT, or DMAB species were detected on flat non-strained GaSe 
(like point 3). This further confirms that no Ag was on the flat GaSe 
surface, but the substrate-induced strain made the GaSe wrinkles cata
lytically active as evidenced by the Raman spectra at points 1 and 2. The 
spectra in those regions match that of DMAB. We should also consider 
the intrinsic activity of steps in HOPG that have coordinatively unsat
urated sites with a higher density of states. Even though these edges are 
underneath GaSe, their characteristics could enhance photocatalytic 
activity. Therefore, a control experiment was performed on bare HOPG, 
with no GaSe, to rule out contributions from HOPG steps reactivity. Our 
analysis shows that there was no detectable photocatalytic activity from 
HOPG steps confirming that the enhanced activity in this system is due 
to strained GaSe decorated with Ag NPs. Indeed, we discovered a new 
venue for a clean and versatile way to engineer defects on 2D materials 
by either exploiting graphite steps and natural defects or pre-patterning 
a HOPG substrate. After depositing the 2D material on a patterned 
HOPG the defects translocate to the 2D. These results show that the 
strong interaction between the 2D material and pre-existing defects in 
HOPG can be exploited in straintronics, giving rise to localized changes 
in reactivity, optical, and electronic properties. 

In this work, we chose the mechanical transfer method because of its 
low cost, simplicity, speed, and versatility in investigating the intrinsic 
properties of 2D material. Moreover, transferring 2D materials onto 
substrate allows investigating any 2D materials regardless of their 
growth method, especially those not synthesized yet, such as naturally- 
occurring layered minerals. Also, we can transfer arbitrary 2D flakes 
onto steps of HOPG for strain engineering, which is demonstrated in this 
work and cannot be realized by directly growing them on a HOPG 
substrate. Nevertheless, the unique chemical and temperature stability 
of HOPG could also open the door for the direct growth of 2D materials 
with compatible methods such as electrochemistry and other chemical 
and physical growth techniques. This is indeed a perspective that we aim 
to explore next. 

In summary, this work has several novelty points that were possible 
thanks to using HOPG as the substrate for 2D investigation. For example, 
it is the first time that: 1) the new 2D material zinc indium sulfide is 
investigated in its large-area layered single-crystal form; 2) the same 
substrate is used for all the nanoscale characterization methods we 
showed without any additional sample preparation steps, and the 
deposition from the bulk taking literally just a few seconds; 3) substrate- 
induced strain engineering is reported for the two-dimensional semi
conductor GaSe activating its photocatalytic properties; 4) achieved 
visualization of single-layers without the optical interference of the 
conventional SiO2/Si substrate; 5) evidence that 2D materials can 
become transparent to structural defects of the substrate underneath. 

3. Conclusion 

We comprehensively investigated the optical and electronic prop
erties of several two-dimensional materials, including GaSe, MoS2, 
Zn2In2S5, talc, and h-BN (see Supporting information), using HOPG as a 
substrate. We demonstrated HOPG advantages for investigating 2D 
materials with various state-of-the-art nanoscale methods. The optical 
contrast of layered structures on HOPG with thickness ranging from 
single to few layers and its visibility on the graphite surface was eluci
dated. We performed a layer thickness vs. optical contrast evaluation for 
fast estimation of the thickness of 2D material on the HOPG substrate via 
optical contrast dependence with the layer number. Using KPFM and 
DFM, for the first time, we investigated electronic properties such as the 
work function and majority carrier type of a widely known 2D semi
conductor GaSe and the novel two-dimensional material Zn2In2S5. For 
the latter, we also demonstrated the influence of handmade and 
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transferred defects on its work function, offering mechanical patterning 
and energy levels engineering possibilities. In addition, PL and Raman 
spectroscopy for MoS2 was conducted to discuss intensity (PL) and peak 
position shifting (Raman) dependent on the number of layers showing 
no significant effects when using HOPG compared to the conventional 
Si/SiO2. This could be done thanks to HOPG’s Raman spectrum, which 
does not overlap with low-frequency Raman bands of 2D materials 
(usually lower than 600 cm− 1). The van der Waals nature of HOPG gave 
rise to a strong 2D material interaction that goes beyond the realm of van 
der Waals forces into the chemical range, opening new routes for 2D 
material engineering. Finally, the strong interaction and the multistep 
nature of the HOPG surface were exploited for strain engineering on 
GaSe for localization of photocatalytic properties enhancement by se
lective catalytic growth of Ag nanostructures from AgNO3 on strained 
regions. The multifunctionality added by Ag nanostructures was further 
exploited in the photocatalytic 4-NBT conversion. We anticipate that 
these eye-opening demonstrations will motivate the active research 
community working on 2D materials to discover and manipulate new 
phenomena using an old but still unexplored substrate material as a 
platform. 

4. Materials and methods 

Natural solid crystals of MoS2 were used for the preparation of flakes. 
GaSe crystal was grown by the Bridgman method. Zn2In2S5 single crystal 
was synthesized by a chemical transport method. Synthetic hBN single 
crystals were acquired from HQ Graphene. Natural talc (steatite) single 
crystals were used to obtain thin talc layers. The mechanical exfoliation 
method was used to transfer all the flakes to the HOPG surface (except 
talc and h-BN). Talc and h-BN were transferred via the PDMS stamping 
method (Figure. S1 in Supporting Information). Exfoliated nanolayers 
first have been observed by the optical microscope. Optical contrast 
between flakes and HOPG and the absence of light interference are the 
indicators of nanoscale flakes. Then, samples were scanned by the 
NTEGRA NT-MDT AFM system in contact topography mode to verify 
their thickness and measured by conductive modes SCM and KPFM. In 
SCM and KPFM, samples were scanned in intermittent contact mode 
(tapping-mode), and conductive NSG01/Pt cantilevers with force con
stant of 1.45–15.1 N/m. All AFM cantilevers were purchased from NT- 
MDT. Raman measurements on MoS2 were acquired using the Horiba - 
LabRam Evolution setup. AFM topography images, including talc and h- 
BN, were obtained using an AIST-NT scanning probe microscope. Silver 
deposition: 10 μL of 1 mM AgNO3 was dropped on the GaSe flake on 
HOPG. After 3 mins, AgNO3 was sucked out, and the sample was washed 
to remove residual AgNO3. Photocatalysis experiment: 4-NBT 10-3 M 
was prepared by mixing 7.75 mg in 25 mL distilled water and 25 mL 
ethanol. The sample was immersed in solution 4-NBT for 3 h; after that, 
the sample was washed with distilled water and measured in the Raman 
mode in the NTEGRA NT-MDT AFM system. 
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Omega 5 (2020) 10183. 
[44] R. Bel Hadj Tahar, T. Ban, Y. Ohya, Y. Takahashi, J. Appl. Phys. 1998, 83, 2631. 
[45] E. Mercado, Y. Zhou, Y. Xie, Q. Zhao, H. Cai, B. Chen, W. Jie, S. Tongay, T. Wang, 

M. Kuball, ACS Omega 4 (2019) 18002. 
[46] H. Wang, Y. Sun, Y. Wu, W. Tu, S. Wu, X. Yuan, G. Zeng, Z.J. Xu, S. Li, J.W. Chew, 

Appl. Catal. B 245 (2019) 290. 
[47] H. Zhang, S. Xie, J. Hu, X. Wu, Q. Zhang, J. Cheng, Y. Wang, Chem. Commun. 56 

(2020) 1776. 
[48] S. Yang, Y. Chen, C. Jiang, InfoMat 3 (2021) 397. 
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A B S T R A C T

Semiconductors of II-IV-V2 type with chalcopyrite structure have been studied for several decades. Due to ad-
vances in materials synthesis technologies, and doping with various elements, the possibilities of their appli-
cation have expanded. In this paper, polycrystalline ZnSnSb2 + Mn was examined with the aim to explain the
connection of its high free carrier concentration with the material structure and influence on optical properties.
Two samples of Zn1-xMnxSnSb2 with different compositions (x = 0.027 and x = 0.076) and significant differ-
ence in carrier concentrations were analyzed. Their structural properties were examined by x-ray diffraction,
optical microscopy, and AFM. The existence of several different phases - ZnSnSb2, ZnSb, SnSb, and small
amounts of Sn and MnSb, as well as very complex microstructures, were registered. It was found that the high
free carrier concentrations are caused by a large number of defects, especially zinc vacancies. Optical properties
were analyzed using IR spectroscopy at room temperature. Based on the analysis of IR reflection spectra, the
presence of plasmon - phonons interaction was registered. It was determined that three ZnSnSb2 phonons of B2

symmetry interact with plasma, which then leads to the change of their positions. A detailed analysis of this
interaction provides insight into the behavior of some other material parameters. Also, vibration modes of ZnSb
and SnSb phases were registered on the spectra. Knowledge of phonon behavior and their interaction with
plasma is important for possible applications, especially as a thermoelectric material.

1. Introduction

Semiconductors have been widely used thanks to the ability to
adapt to different requirements. The II-IV-V2 chalcopyrite semi-
conductors have been intensively studied in recent decades [1]. The
fields of their application are considerably expanded by doping with
various impurities. A significant breakthrough was achieved by the
addition of magnetic impurities, whereby ferromagnetism at room
temperature was achieved [2,3]. The synthesis technology of this class
of compounds has been developed, but it is still adapting to new re-
quirements [4]. Zn-Sn-Sb based alloys have required thermoelectric
properties and find application as low-toxic thermoelectric materials
[5,6,7]. The engineering of structural, transport, electrical, optical,
magnetic properties as well as other material parameters, goes along
with the increasing application of this class of semiconductors.

ZnSnSb2 is II-IV-V2 type material with the tetragonal chalcopyrite
structure, narrow gap of 0.7 eV at room temperature, high

concentration of free carriers (1021–1022 cm−3) and inhomogeneous
structure [8,9]. In this paper we analyzed ferromagnetic semiconductor
ZnSnSb2 + Mn, which has interesting magnetic properties, such as
paramagnet-ferromagnet transition with the Curie temperature about
522 K and the cluster-glass behavior with the transition temperature
about 465 K, caused by the formation of MnSb clusters in the material
[10]. The Zn1-xMnxSnSb2 samples were obtained using direct fusion
method, and characterization of their structural, magnetic, optical and
phonon properties were done [9]. We chose two samples with different
chemical contents, x = 0.027 and x = 0.076, which we labeled as
samples A and B respectively, with the aim to examine their properties
in more detail. Main reason was a ten times difference in their free-
carrier concentrations (pA = 13 × 1021 cm−3 and
pB = 1.2 × 1021 cm−3). We wanted to determine what the cause of this
difference in concentration is, and whether there is a reaction between
the free carriers and the crystal lattice. The question of plasmon-phonon
interaction is particularly interesting in the study of thermoelectric
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materials, as well as their electrical and thermal conductivity, and their
interdependence.

ZnSnSb2 is not a homogeneous material, and the consequence is that
even two samples from the same crystal can have significantly different
properties. This is not surprising given the complicated ZnSnSb2 mi-
crostructure. Our goal was to analyze the relationship between micro-
structures, their phonons and free carriers, their conditionality and
interactions. For this purpose we used x-ray diffraction, optical micro-
scopy, AFM and IR spectroscopy measurements. Obtained results were
analyzed by applying the model for plasmon-phonon interaction.

2. Samples and characterization

ZnSnSb2 semiconductor has a chalcopyrite structure, spatial group
I42d, with lattice parameters a ≈ 6.275 Å and c ≈ 12.55 Å and ratio c/
a close to 2. ZnSnSb2 melts by a peritectic reaction at T= 362 °C with a
possible phase transformation of the cubic modification into a tetra-
gonal one at T = 348 °C [11,12]. The ZnSnSb2 + Mn ferromagnetic
semiconductors were synthesized using the method that makes it pos-
sible to obtain single crystals at temperatures below the temperature of
the peritectic reaction.

The analyzed samples of Zn1-xMnxSnSb2 were synthesized by the
direct fusion method. High purity components were used for the

 
Fig. 1. (a) X-ray diffraction pattern for ZnSnSb2 + Mn samples which contain different amounts of Mn. The registered crystal phases are marked; (b) The two spectra
are overlapped to compare their relative intensities.
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synthesis: zinc single crystals (99.999%), shots of tin (99.999%), anti-
mony single crystals (99.999%), and manganese powder (99.999%).
They were mixed in stoichiometric ratios.

The reaction mixture was put into a quartz glass tube and heated up
to 631 °C. After that, ampoules were quenched to 355 °C and then
annealed at 355 °C. This is described in more detail in the papers
[12,13]. The synthesized crystals were cut into slices of about 1.5 mm
thickness.

The chemical composition of the samples (x) was determined using
the energy dispersive x-ray fluorescence method (EDXRF) [10]. Ob-
tained results showed that average Mn content (x) in the samples is
between 0.027 and 0.138. All the studied crystals had the correct
stoichiometry of Zn1-xMnxSnSb2 alloy equal to 1-x : x : 1 : 2, within our
measurement accuracy of about 10% of the x value.

Based on the magnetotransport measurements [10] it was found
that electrical and magnetotransport parameters, such as resistivity,
carrier concentration, and carrier mobility, do not depend linearly on
composition, i.e. on the Mn content. Therefore, as mentioned above,
two samples with a considerable difference in free-carrier concentra-
tions were selected. The sample with x = 0.027 and
p = 13 × 1021 cm−3 was labeled as sample A and the one with x
= 0.076 and p = 1.2 × 1021 cm−3 as sample B. In this way we wanted
to determine the connection between the free carriers and the structural
and optical properties of the alloy.

The structural properties of these samples were investigated by the
XRD powder technique. Measurements were done using a Philips PW
1050 diffractometer equipped with a PW 1730 generator,
40 kV × 20 mA, using Ni filtered Co Ka radiation of 0.1778897 nm at
room temperature. The x-ray diffraction patterns were collected during
2 h in the range of 10−100° with a scanning step of 0.05° and 10 s
scanning time per step. Phase analysis showed that besides the main
phase of chalcopyrite ZnSnSb2, the orthorhombic ZnSb, rhombohedral
SnSb, and hexagonal MnSb phases are present in the samples. This is
consistent with the literature [8,10].

An optical microscope was used to get an insight into the distribu-
tion of different phases of the material along the surface. Images were
captured using Olympus BH series modular microscope with UIS ob-
jective lenses with 50x and 400x enhancement.

The surfaces of ZnSnSb2 + Mn samples were examined in detail
using Atomic Force Microscope (AFM), NTEGRA prima from NTMDT.
The topography and phase images were acquired simultaneously by
operating the AFM in semi-contact mode. NSG01 probes with a typical
resonant frequency of 150 kHz and 10 nm tip apex curvature radius
were used.

The far-infrared (FIR) reflectivity measurements were done with a
BOMEM DA-8 Fourier-transform infrared spectrometer in the spectral
range from 40 to 450 cm−1 at room temperature. A Hyper beamsplitter
and deuterated triglycine sulfate (DTGS) pyroelectric detector were
used.

3. Results and discussion

It is known that during the preparation of ZnSnSb2 the poly-
crystalline material is formed, consisting of the main phase and ZnSb,
SnSb and β-Sn inclusions [11].

The structure of the two selected samples was investigated by X-ray
diffraction measurements. Obtained results with marked phases are
presented in Fig. 1. In Fig. 1(b) the overlap of the results is shown, with
the aim to compare their relative intensities. The list of XRD peaks
positions and their corresponding Miller indices and phases is given in
Table 1 in Supplementary Materials.

Besides the chalcopyrite ZnSnSb2 phase the orthorhombic ZnSb,
rhombohedral SnSb, Sn have also been registered, as well as weak lines
from hexagonal MnSb inclusions. The idea was to detect differences in
the structures of these two samples. It is obvious that diffraction lines
corresponding to the ZnSnSb2 phase (squares) are stronger for sample A

as well as lines of SnSb phase (open circles). Also, it is clear that lines
corresponding to ZnSb (black circles) are mostly stronger for sample B.
Existence of the Sn phase is evident, but lines corresponding MnSb
phase are barely visible.

In order to examine the spatial distribution of the existing different
crystal phases, the samples were recorded by an optical microscope
with two different magnifications (50 × and 400 × ). Obtained mi-
crographs are presented in Fig. 2.

Existing phases are clearly visible and they form multiphase struc-
tures. It should be noted that this is a very non-homogeneous material
and that images from different parts of the samples differed, so the
characteristic ones are selected and shown in Fig. 2.

In our previous work [9] is determined that gray fields are ZnSnSb2
crystal, white ones correspond SnSb phase and that dark parts consist of
ZnSb. Micrometric crystals of MnSb in the shape of dark circles were
registered also.

Although microstructures of similar shapes have been formed in
both samples, it is apparent that the surfaces significantly differ. Based
on previous work [8,9,14], it can be concluded that these spherical and
needle like microcrystals are ZnSb, MnSb, Sn, and Sb phases formed
during crystallization of the material. As can be seen from Fig. 2. the
sample B contains a lot of micron-sizes phases relatively evenly dis-
tributed over the surface (volume).

In order to more accurately examine the surface of the samples, we
used atomic force microscopy (AFM) measurements. The characteristic
results are presented in Fig. 3.

The surfaces of both samples have a granular structure. The sample
A has evenly distributed grains over the entire surface with a few larger
clusters and an average grain height of around ~100 nm (see Fig. 3(a)
and the profile in Fig. 3(c)). The phase contrast in Fig. 3(b) originates
exclusively from the abrupt changes in the height, indicating that the
material properties of the sample A surface are homogeneous. The
grains on the surface of the sample B are exclusively arranged into
clusters which are not evenly distributed over the surface. The majority
of the clusters reach several tens of nm in height, with a few exceptions
having a height of ~100 nm (see Fig. 3(d) and the profile in Fig. 3(f)).
The phase contrast of the sample B surface shows that the larger clusters
have a distinct phase shift, seen as dark and white regions in Fig. 3(e),
so that clusters have different material properties than the remainder of
the surface.

This material is known to be difficult to synthesize and beside
ZnSnSb2 the ZnSb and SnSb phases are formed [11,15]. The series of
Zn1-xMnxSnSb2 samples were synthesized under the same conditions
with the only difference being the starting amounts of manganese and
zinc [10]. Obviously, the small variation in the starting mixture causes
rather different structures and properties of the materials.

It was found that a large concentration of lattice defects, especially
in the cation sublattice, in ZnSnSb2, as well as in other II-IV-V2 semi-
conductors [16,17], causes a high hole concentration. In particular, Zn
vacancies are those defects that lead to a very high concentration of
holes [18,19,20]. Typical hole concentration in ZnSnSb2 is 1020 cm−3

[15–20], in two-component p-type ZnSb it is 1019 cm−3 [18,19], while
SnSb is a n-type material with metallic character and electron con-
centration of about 1022 cm−3 at 1.8 K [21]. Evidently, the electronic
structure is very complex in this material.

It is difficult to say exactly what is the cause of different hole con-
centrations in the Zn1-xMnxSnSb2 samples, but it could be assumed that
Zn vacancies are the main reason. Sample A has a higher content of

Table 1
Expected values of ZnSnSb2 phonons of B2 and E symmetries, from literature
[26].

Phonon B2
1 B2

2 B2
3 E1 E2 E3 E4 E5 E6

Estimated value [cm−1] 189 199 70 189 185 195 111 88 54
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SnSb, which is related to a higher deficiency of Zn atoms, and therefore
higher hole concentration. So, the different concentrations of free car-
riers in the samples are a consequence of various defects and micro-
structures which are formed.

In order to examine the interaction of free carriers and a lattice, the
far-infrared reflectivity spectra in the range 40–450 cm−1 at room
temperature have been recorded. Obtained spectra are shown in Fig. 4.

It is obvious that the most distinct difference between the spectra
relates to wave numbers above 220 cm−1, where the high carrier
concentration has a main influence. Also, in the range from 120 to
180 cm−1 the spectrum for sample B (black line) contains some phonon
lines which are absent or attenuated in the spectrum for sample A (red
line).

A detailed analysis of the obtained results was necessary. For the
analysis of the spectra the fitting procedure which includes plasmon -
phonon interaction was applied.

4. Plasmon - phonon interaction

In materials with high free carrier concentration a plasmon-phonon
interaction should be taken into account, as it significantly affects the
properties of the material. Its influence on the dielectric properties of
the material is important for the analysis of the reflection spectra.

A theoretical model of the dielectric function in bulk materials [22]
has been applied. The dielectric function ε(ω) describes dielectric
properties of single crystal and includes classical oscillators corre-
sponding to the TO-modes, and Drude part which takes into account the
free carrier contribution:
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In this equation ε∞ is the high-frequency dielectric constant, ωTOk

and ωLOk are the transverse and longitudinal optical-phonon fre-
quencies, l is the number of phonons,ωP is the plasma frequency, γTOk

and ΓP are the phonon and plasmon damping. The use of such a di-
electric function is valid in multiphase materials, since it is based on a
phenomenological approach where the effective values of the material
parameters are used, e.g. = + + + ⋯ω ω ω ωp p p p
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As our ZnSnSb2 + Mn samples have high concentration of free-

carriers (p), and therefore high values of ωP (ωP
2 ~ p), it is expected that

plasma interacts with phonons. As a result the phonon frequencies are
changed, i.e. their positions are shifted from the expected values. The
phonon lines observed at the reflection spectra are these shifted modes
i.e. coupled plasmon-phonon modes. So, the situation is much clearer if
the dielectric function which takes a plasmon–phonon interaction in
advance is used [23,24]. It also allows the possibilities that more than
one phonon interact with plasma as well as existence of uncoupled
phonons. That dielectric function is:
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The first fraction in Eq. (2) describes coupling of a plasmon and n LO
phonons, where parameters ωlj and γlj are eigenfrequencies and
damping coefficients of the longitudinal component of the coupled
phonons. ωti and γti are frequencies and damping of transverse com-
ponent of these phonons. Γp is the plasma damping. The second factor
in Eq. (2) represents s uncoupled phonons of the crystal, wherein ωLOk

(ωTOk) and γLOk (γTOk) are LO (TO) frequencies and damping coeffi-
cients of the k-th uncoupled phonon of the crystal.

The analysis of the obtained reflection spectra was performed by a
fitting procedure, by adjusting the parameters of Eq. (2) in order to
obtain a match between the experimental and theoretical curves. The
values of ωlj and ωti are directly obtained in this way while the ωP and
ωLO values are calculated [25]. It can be seen that the positions of the
ωl2 and ωl4 are significantly different for samples A and B. The behavior
of phonons and interactions with plasma were analyzed based on the
data thus obtained.

    

Sample A 

 

ample B 

 

 

 

S

Fig. 2. Micrographs of the ZnSnSb2 + Mn samples surfaces with magnifications of 50 × and 400×.
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The phonons of ZnSnSb2 which are IR active are known from lit-
erature [26], and they are of B2 and E symmetries. Their estimated
values are given in Table 1.

Plasmon - phonon interaction commonly refers to the coupling of
the plasma and one phonon [27]. In that case two coupled modes ap-
pear ωl1 and ωl2, often labeled as ω+ and ω-. In the case of ZnSnSb2,
based on data obtained by fitting procedure, it was established that the
plasma interacts with three phonons of B2 symmetry [28,29,30]. As a
result of that their positions are shifted and instead three B2 modes
there are four coupled modes ωl1, ωl2, ωl3 and ωl4. Obtained values are
shown as black points in Fig. 6. Their positions are different for the two
samples because of the different influences of the plasma (ωP

2 ~ p).
Because of the high plasma frequency of sample A, the ωl4 has high
value of 675 cm−1 which is outside of the measured range.

For ease of analysis, it is common to draw a dependency diagram of
obtained parameters (ωlj, ωt, ωTO, ωLO) on plasma frequency ωp, as

shown in Fig. 6. The full lines are solutions of Re{ε(ω)} = 0 from Eq.
(1). It should be noted that line ωl3 between B2

1 and B2
2 phonons is

barely visible because they are very close. The lines are calculated for
five different values of plasma damping Γp (Fig. 6) (Γp = 1/τ, where τ is
a lifetime of plasmon). This was done to determine Γp interdependence
with plasmon - phonon interaction.

The obtained values of plasma damping and plasma frequency of
samples A and B are: ΓpA = 500 cm−1, ΓpB = 375 cm−1,
ωpA = 837 cm−1 and ωpB = 405 cm−1. It should be noted that these
parameters represent the effective values that describe the sample as a

Sample A 

     
Sample B 

    
Fig. 3. (a) AFM topography and (b) corresponding phase-contrast image of
sample A; (c) Height profile taken along the straight solid line in (a) from point
P1 to point P2; Figures (d), (e), and (f) refer to sample B in the same way.

Fig. 4. Far-infrared reflectivity spectra of ZnSnSb2 + Mn.

  
Fig. 5. Analyzed reflection spectra; experimental data are represented by cir-
cles while black lines are theoretical curves; registered optical phonons are
indicated on the spectra.
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whole. It could be expected (based on pA and pB values and ωP
2 ~ p)

that ωpA and ωpB differ about three times, which was not established.
Plasma frequency is defined as ωp

2 = (npe2)/(ε0ε∞mh*), i.e. it includes
other parameters of the material. Thus, by determining the plasma
frequency and plasma damping the other properties of the material can
be analyzed.

Besides phonons of B2 symmetry which interact with plasma, other
ZnSnSb2 phonons are not registered on the IR reflectivity spectra.
However, characteristic phonons of the other phases can be identified,
as can be seen in Fig. 5. It was necessary that these phonons are not
covered by the plasmon - phonon interaction. ZnSb modes are noticed
at about 125 and 165 cm−1, which is in agreement with results from
the literature [31]. Two modes that correspond to SnSb phase are at
about 94 and 145 cm−1, which matches the previously obtained data
[9,32]. The appearance of these modes is expected due to the sig-
nificant presence of ZnSb and SnSb phases in the samples. MnSb pho-
nons are not registered, i.e. it was not possible to discern them due to
the small amount of that phase.

Based on the performed analyses, it can be seen that different mi-
crostructures formed in the investigated samples lead to high con-
centrations of free carriers, but which are ten times different from each
other. Those high values cause plasmon - B2 phonons interaction. That
can be used to analyze optical and electrical properties of the materials,
as well as other parameters, such as dielectric constants, effective mass
of charge carriers and phonon lifetimes. In this way, the multiphase
material with different microstructures was analyzed as a whole.

Investigation of thermoelectric properties of ZnSnSb2 is a current
issue [5,15,33]. The analysis of plasmon - phonon interaction per-
formed in this paper can significantly assist in the study and under-
standing of thermoelectric processes in this as in other semiconducting
polycrystalline materials [34].

5. Conclusion

Two samples of ZnSnSb2 + Mn with different amounts of manga-
nese were analyzed in this paper. The small difference in the initial
composition of the material led to a difference of ten times in the free
carrier concentrations. Their structural properties were examined by x-
ray diffraction, optical microscopy, and AFM. Several different phases
were registered - ZnSnSb2, ZnSb, SnSb, and small amounts of Sn and
MnSb. These phases form different microstructures, which is related to
the large irregularities of the lattice. It was found that the high free
carrier concentrations are caused by a large number of defects, espe-
cially zinc vacancies.

The optical characteristics of these multiphase materials were

examined, whereby the samples were considered as a whole. Based on
the analysis of IR reflection spectra the presence of a plasmon - phonons
interaction was confirmed. It was determined that three ZnSnSb2 pho-
nons of B2 symmetry interact with plasma, which led to the change of
their positions. It is clear that strong plasmon - phonon interaction
modifies optoelectronic properties of the ZnSnSb2 + Mn samples, and
that phonon positions depend on a free carrier concentration. A de-
tailed analysis of this interaction also provides insight into the behavior
of other material parameters, such as dielectric constants, effective
mass of charge carriers and phonon lifetimes. Also, vibration modes of
ZnSb and SnSb phases were registered on the spectra. Knowledge of
phonon behavior in a material, as well as interaction with plasma, is
very important for studying its thermoelectric properties.
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ABSTRACT

The aim of the present paper is to discuss some recent results concerning the behavior of low-dimensional materials under strain. This con-
cerns the electrical conductivity calculations of 1D structures under strain, within the Hubbard model, as well as ab initio investigations of
phonon, electron-phonon, and superconducting properties of doped graphene and MgB2 monolayer. Two different experimental approaches
to strain engineering in graphene have been considered regarding local strain engineering on monolayer flakes of graphene using atomic
force microscopy and dynamic plowing lithography technique as well as the effects of mechanical straining on liquid phase exfoliated
graphene and change of sheet resistance of graphene films.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5054120

I. INTRODUCTION

Strain engineering is widely used in materials science to tune
various properties of materials and eventually enhance the perfor-
mance of devices. Engineering of strain in low-dimensional materi-
als promises to revolutionize the field of nanotechnology with the
possibility of creating new artificial materials. Two-dimensional
materials are a remarkable ground to study the influence of strain,
as they can sustain very large deformations without breaking. The
unique mechanical properties of graphene present an excellent
opportunity for research of strain-induced modifications; for
example, graphene is the strongest 2D material ever measured, with
Young’s modulus of 1 TPa and an intrinsic strength of 130 GPa.1

What is more important is its ability to sustain reversible elastic
tensile strain as large as 25%1 and this allows the possibility for
strain engineering in order to modify or tune graphene properties
for specific applications. Since its discovery in 2004 with the size of
a micrometer,2 graphene has attracted increased attention. It is a
truly two-dimensional (2D) plane of sp2-hybridized carbon atoms
arranged in a honeycomb lattice. The unit cell has two identical

carbon atoms giving rise to electronic linear dispersion near the
Fermi level and peculiar massless electron dynamics governed by
the Dirac–Weyl relativistic equations.3,4 This unique lattice of gra-
phene leads to many extraordinary properties that include excep-
tionally high charge carrier mobility,2,3 high mechanical strength
and elasticity,1,5 optical transparency,6,7 and a wide variety of possi-
ble chemical modifications.8–10 All of these properties make gra-
phene an ideal material to investigate not only fundamental
scientific problems in condensed matter physics, but also practically
a wide variety of applications including flexible electronics,11–14

optoelectronics,15,16 sensors, and transistors.17,18 The outstanding
stretchability of graphene has made it suitable for application in
flexible electronic devices as well as in superconducting electronics
based on 2D materials since the electron-phonon (e-ph) coupling
is greatly enhanced by the biaxial strain causing the change of
superconducting critical temperatures.19–23

In this paper, we study and discuss selected transport, vibra-
tional, and mechanical properties of low-dimensional systems
under strain with the main focus on strain-induced changes on
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conductivity. In Sec. II, we present theoretical approaches for strain
engineering in low-dimensional systems. Section II A discusses the
effects of the application of strain on conductivity studied in the
one-dimensional Hubbard model. Section II B presents the ab
initio study of the effects of the biaxial strain on doped graphene
and isostructural new material MgB2 monolayer, namely, both
materials are considered superconducting,24–26 and here it is dem-
onstrated that biaxial strain can cause softening of the phonons,
affecting the total electron-phonon interaction and resulting in a
significantly higher critical transition temperature. These two-
dimensional materials not only share a similar structure, a hexago-
nal structure with an adatom in the center of a hexagon, but also
have a similar electronic structure, and very interestingly, both are
electron-phonon mediated superconductors.1,34–39 Engineering of
strain in those materials opens the road to new artificial structures
with the improved electron-phonon coupling and higher critical
temperatures.

Application of the strain in graphene and 2D materials is an
intensively studied topic, both theoretically and experimen-
tally;1,40,41 for example, application of the strain on graphene can
induce changes in the vibrational properties,42,43 in the electronic
bandgaps44,45 and significant changes in conductivity at both local
and macroscopic levels.46–48 The type of the strain is a very impor-
tant feature, since the graphene lattice symmetry determines its
band structure. The breaking of the hexagonal symmetry will
modify the band structure of graphene,49,50 causing the opening of
the bandgap and many other effects.51,52

In intercalated graphene, it is known that not all types of
intercalant atoms produce superconductivity or significantly
increase Tc. In Li-intercalated graphene (Li-GIC), a strong confine-
ment for electrons along the z-axis exists and it prevents the occu-
pation of the interlayer state. In the monolayer,24,35 there is a
significant reduction of a charge transfer that is beneficial for
superconductivity. The charge transfer from the interlayer state
formed by the presence of the adatom is a crucial ingredient.
Though it is necessary, the completion of the charge transfer is del-
eterious for the enhancement of the superconductivity.24,35 For
example, in the Li-GIC, a strong confinement along the z-axis
exists and it prevents the occupation of the interlayer state. When
the quantum confinement is removed as in the monolayer, it
results in the reduction of charge transfer which is beneficial for
the superconductivity. In Sec. III, we discuss the effects of strain, as
shown above, on the most prominent example of low-dimensional
materials, graphene.

We present two different experimental approaches to strain
engineering in graphene. In Sec. III A, we discuss local strain engi-
neering on monolayer flakes of graphene produced by microme-
chanical exfoliation using atomic force microscopy (AFM) and
dynamic plowing lithography (DPL). In Sec. III B, we present the
effects of mechanical straining on the liquid phase exfoliated gra-
phene and the change of sheet resistance graphene films obtained
in that way. These two techniques are diametrically different, both
in results and in the procedure. Micromechanical exfoliation is a
clean technique where high-quality, well-defined monolayer
samples are produced using the Scotch tape method.1 However,
samples produced this way though very pure, ideal monolayer
without vacancies, are small in scale (maximally, hundreds of

micrometers), making this technique excellent for state-of-the-art
nanodevices and fundamental research. Nonetheless, for applica-
tions, especially macroscopic ones, this kind of production tech-
nique is not applicable. Liquid phase exfoliation (LPE) is an
alternative where solution processing of graphite flakes breaks van
der Waals forces creating liquid graphene dispersion. Samples pro-
duced from this dispersion can be very large in scale, macroscopic;
however, they are not monolayers, but few-layer graphene flakes
overlap in between forming graphene films.27,28 We study how
strain can be engineered in both samples, where in the first experi-
mental section we focus more on a fine technique for the induction
of the local strain in monolayer samples, and in the second one,
where strain can be induced and engineered in a much more
simple way (since we can work with macroscopic samples), the
spotlight is on the effect of the strain quality of the film and even-
tually on sheet resistance, hence conductivity. Straining the mono-
layer graphene sample shows that a high enough local pressure
induced by an AFM tip will result in protrusion at a neighboring
point. The generated local strain introduced in this way is well con-
trolled, and it is expected to affect conductivity along protrusion.
The other presented case, the sample of which is produced in LPE,
shows the change of resistivity with the application of strain, as it is
presented that this is not the intrinsic strain of single graphene
flakes but is more of a macroscopic effect. The small flakes that the
film consists of are deposited onto the elastic substrate, and when
mechanical strain is applied, the substrate surface stretches but
individual flakes do not get strained. The total resistance of LPE
films comes from the points of the overlap between neighboring
flakes, and stretching the LPE graphene film results in effective
pulling apart of individual flakes, and thus an increase in the sheet
resistivity of the whole film (and vice versa).

II. THEORY

A. Effects of strain on the conductivity in 1D system—
The Hubbard model study

Toward the middle of the last century, the metal to insulator
transition was one of the outstanding problems of condensed
matter physics. A general model of the metal to insulator transition
was proposed by John Hubbard, in a series of papers starting from
Ref. 29. Apart from the metal to insulator transition, the Hubbard
model has found applications in studies of transport processes in
1D and 2D correlated electron systems. These calculations have
often been performed using the memory function method. A
detailed review is available in Ref. 30, while the main results are
given in the following.

The initial point for a study of the transport properties of any
system is the knowledge of its Hamiltonian. Using the second
quantization formalism, the Hamiltonian of the 1D Hubbard
model has the following form:

H ¼ �t
XN
i¼1,σ

(cþiþ1,σci,σ þ cþi,σciþ1,σ)þ U
X
l

nl,"nl,#: (1)

The symbols N, t, and U denote the number of nodes in a lattice,
the mean kinetic energy of the electrons (the so-called hopping
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energy), and the interaction energy of pairs of electrons with
opposing spins on the same lattice node; σ stands for the electron
spin. The symbols in the parenthesis denote the creation and anni-
hilation operators.

Calculations of the electrical conductivity have been per-
formed using the memory function method.30 These basic expres-
sions are

χAB ¼� A; B �¼ �i
ð1
0

eizt , [A(t), B(0)] . dt, (2)

σ(ω) ¼ i
ω2
p

4πz
� 1� χ(z)

χ(0)

� �
: (3)

The symbol ω2
p ¼ 4πnee2

me
denotes the square of the plasma frequency

and χ0 ¼ ne
me

is the zero frequency limit of the dynamical
susceptibility.

Expression (2) is the general definition of the linear response
of a physical quantity corresponding to operator A to the perturba-
tion by another physical quantity described by operator B. A(t)
denotes the Heisenberg representation of operator A. Inserting
A ¼ B ¼ [j, H], with j denoting the current operator and H the
Hamiltonian, leads to the definition of the current-current correla-
tion function. Details of the calculation of the electrical conductiv-
ity are presented in Ref. 30. The final result is

σR(ω0) ¼ 1
2χ0

� �
ω2
p

π

 !
1

ω2
0 � (bt)2

Ut
N2

� �2

�S, (4)

where S denotes the following function:

S¼ 42:49916

(1þ exp[β(� μ� 2t)])2
þ 78:2557

(1þ exp[β(� μþ 2t) cos (1þ π)])2
þ bt
ω0 þ bt

4:53316

(1þ exp[β(� μ� 2t])2
þ 24:6448

(1þ exp[β(� μþ 2t) cos (1þ π)])2

� �
:

(5)

The symbol μdenotes the chemical potential of the electron gas on
a 1D lattice, given by the following (Ref. 30 and references therein):

μ ¼ (βt)6(ns� 1)jtj
1:1029þ 0:1694(βt)2 þ 0:0654(βt)4

: (6)

The practical calculation of the conductivity: Inserting values of
material parameters into Eqs. (4)–(6) leads to the electrical conduc-
tivity expressed as a function of these parameters. Some examples
of such calculations have been discussed in Refs. 32–35 and refer-
ences therein.

As this paper focuses on nanomaterials under strain, this section
considers the problem of treating the material under strain within the
Hubbard model. This problem is not only of academic, but also of
practical, interest. There already exist examples of stretchable electron-
ics (some examples are given in Refs. 31 and 33). By changing an
initial material length from l0 to l, the strain is defined as

ε ¼ l � l0
l0

: (7)

If a material is subdued to nonzero strain, the overlap between wave
functions of electronic wave functions in adjacent atoms changes,
leading to changes in the hopping energy and all material parameters
which contain the lattice constant. The dependence of the hopping
on the interatomic distance is represented by31

t ¼ t0 � 1þ r þ 1
3
r2

� �
exp[� r], (8)

where the distance is expressed in Bohr radii.

All expressions used in the calculations discussed in this
section are analytically tractable but too long to be explicitly stated
here. Therefore, only a few resulting graphs are presented (Fig. 1).

Figure 1 shows the electrical conductivity of a 1D Hubbard
model expressed as a function of the strain to which it is
exposed. The data are normalized to 1 at n ¼ 1:25, t ¼ 0:01,
T ¼ 116, ε ¼ 0.

FIG. 1. Normalized conductivity of 1D HM as a function of strain.
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Figure 2 taken from Ref. 31 shows the behavior of the conduc-
tivity for two values of the temperature T. It could be objected here
that extending the value of the strain up to ε ¼ 3 in Fig. 2 is
unphysical, as no real material can withstand such a large value of
strain. Indeed, this should be understood just as a mathematical
extension. The values of various constants needed for the calcula-
tion leading to Fig. 2 are given in Ref. 31.

Figure 3 shows the normalized conductivity for a fixed value
of the strain, ε ¼ 0:05, and the band filling factor, n ¼ 0:9. The
conductivity is normalized to 1 at T = 116 K, n = 1.25.

Note that there is a big difference in the behavior of curves
presented in Figs. 2 and 3. The curve in Fig. 3 changes sign at a
certain point (at T ffi 100� 110K).

This result has considerable theoretical importance. Namely,
practical attempts in applications of stretchable and flexible elec-
tronics may require such changes of material characteristics for
different sets of material parameters. Therefore, results presented
here, and some more which are forthcoming, can contribute to the
development of various applications.

B. Strain effects on vibrational properties in 2D
structures—Ab initio calculations

In this section, we study the effect of strain on vibrational
properties and electron-phonon coupling in two-dimensional mate-
rials. The low-dimensional materials are characterized by strong
covalent in-plane bonds and weak interlayer van der Waals interac-
tions which give them a layered structure. An application of
homogenous strain in bulk materials would be practically impossi-
ble outside of the theoretical discussion, and in low-dimensional
material, it is rather simple.

Based on this concept, we present computational study within
the density functional theory framework of the effects of the (equi)
biaxial strain on the two isostructural two-dimensional materials,
Li-intercalated graphene and magnesium-diboride monolayer. We
used Quantum Espresso software package53 with both local-density
approximation (LDA) and generalized gradient approximation (GGA)
Perdew-Burke-Ernzerhof (PBE) functionals and vibrational properties
and the electron-phonon interaction is calculated using density func-
tional perturbation theory implemented in this software package.

Here, it is shown that tensile biaxial strain causes softening of
the phonons, affecting the total electron-phonon interaction and
resulting in significantly a higher critical temperature. In particular,
in Li-doped graphene, the in-plane phonons will be dramatically
softened, whereas the out-of-plane ones will be less affected.52 By
application of strain, we achieve the increase of the density of states
at the Fermi level and softening of the modes.54,55 Without drasti-
cally modifying the structure, this results in great effects on the
electron-phonon coupling constant.55,56 In principle, both these
effects can be achieved rather easily in low-dimensional systems.

In order to strain the LiC6-mono and increase the lattice cons-
tant, the in-plane distance between C atoms is increased leaving the
hexagonal symmetry unaffected. The Li adatom is placed above the
H site in graphene (the center of a hexagon). The modification of
the lattice constant does not interfere with the Li adatom position
which remains fixed in the center of the hexagon, leaving the sym-
metry unbroken. Due to the expansion of the carbon atom dis-
tances and the invariance of the hexagonal symmetry the Li
adatom shifts only along the z-axis. The change in the distance
between the carbon plane and the Li adatom is presented in
Table I. The obtained results are in agreement with other similar
studies and experimental results.24,36,54

The effects of several values of the strain, which increase the
lattice constant by 3%, 5%, 7%, and 10%, are studied. Larger strains
are not applied due to the instabilities that occur after the attempt
of geometrical optimization and relaxation.57 The distance between
the Li adatom and graphene decreases with the strain, as the Li
adatom moves down deeper toward graphene. When the strain is
applied, the distance between neighboring C atoms increases and
the graphene pi bonds repulse the Li adatom less, which then

FIG. 3. Normalized conductivity for strain 0.05.

FIG. 2. Normalized conductivity for T = 150 K and T = 250 K.
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moves down along the z-axis. The small shift of the Fermi level is
observed with the strain.

In the phonon dispersion spectrum of doped graphene,
the three regions can be distinguished: the adatom-related modes
are associated with low-energy regions (0–400 cm−1), where 300–
400 cm−1 are Li modes mixed with the out-of-plane carbon modes
(Cz), the midregion(400–900 cm−1) can be associated with Cz

modes and the high-energy region with carbon-carbon stretching
modes.1

The main contributions to lambda come from the low-energy
lithium modes and the carbon vibrations along the z-axis, with an
additional contribution from the C-C stretching modes (in agree-
ment with Refs. 24 and 35). When strain is applied, significant soft-
ening of phonons occurs, as shown in Fig. 4. In green color, phonon
dispersion is depicted for the 3% strained LiC6-mono and in red for
10%. The softening of the high-energy C-C stretching modes is
strongly present with a larger strain. In addition, the consequent
increase of the phonon DOS in the low-energy region occurs as well.
Although the low-energy modes slightly move upwards in energy,
the main effect on the electron-phonon coupling is the softening of
graphene high-energy C-C stretching modes.

At the same time, with stretching of C-C bonds, another
structural change occurs. For the small strain, the Li adatom drops

down toward the center of a hexagon and its orbitals overlap more
with the carbon π orbitals. That causes an increase in charge trans-
fer and emptying of the interlayer band, which reduces λ. When
more strain is applied, the carbon bonds are elongated and the π
orbitals move away, both from each other and the center of the
hexagon. The orbital overlap is reduced, and after the certain criti-
cal value, λ increases, following the strain. Figure 5 presents the
effects of the different strain on electronic localization function
(ELF).

The significant changes for the large strain are presented,
depicting the above-described effects. For ELF at 10% of the strain,
the electron localization region is greatly lowered as graphene and
adatom separate one from another and as a C-C bond are elon-
gated. The critical temperature is enhanced with straining of struc-
ture, up to Tc = 29 K where the electron-phonon coupling constant
is 0.73.54 It is important to stress that this increase in Tc, achieved
by the described mechanism, can be experimentally realized. A
pristine graphene is experimentally confirmed to be elastically
stretchable up to 25%1 making here considered strains feasible.

Following structural and electronic similarity we explored the
effect of the biaxial strain on the MgB2 monolayer.25 As in gra-
phene the application of the biaxial strain leaves the symmetry of
the system unchanged, yet a tensile (compressive) strain moves
boron atoms further (closer) from (to) each other in the same
proximity, allowing the Mg atom to move along the z-axis. This
causes a change in the charge transfer from the magnesium atoms
to the boron plane increasing (decreasing) DOS on the Fermi level.
The other effects concern the softening (hardening) of modes of
the boron atoms due to an elongation (compression) of the B-B
bonds.

We compare phonon dispersion for nonstained MgB2-mono
with compressively and tensely strained ones (Fig. 6). Significant
softening (hardening) of high-energy modes is present with elonga-
tion (compression) of bonds between boron atoms, following
the general trend for phonons, as distances between atoms increase,
the interatomic bonds become less stiff, resulting in a decrease

TABLE I. Changes of bond lengths in Li-doped graphene with application on tensile
equibiaxial strain.

Strain
%

Distance between Li adatom
and carbon layer (Å)

Carbon-carbon bond
length (Å)

0 1.80 1.42
3 1.69 1.46
5 1.64 1.49
7 1.61 1.52
10 1.54 1.57

FIG. 4. Phonon dispersion for the LiC6-mono; black lines are for the nonstrained LiC6-mono, and green and red for the 3% and 10% tensile biaxial strain, respectively.
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of phonon frequencies (and vice versa). In electron-phonon
coupling strongest contribution to coupling comes from E2 optical
mode.37,38

In Fig. 6, a significant shift of E2 mode is visible, it changes
frequency for almost 100 cm−1 with the application of strain.
However straining of structure results same as in graphene, not
only in a variation of B-B bonds occurs but as well position of Mg
adatom above the center of boron hexagon changes. As the distance
between B atoms increases (i.e., for tensile strain) Coulomb repul-
sion is reduced allowing Mg atom to sink deeper towards the
center of the hexagon. For compression opposite situation occurs.
The repulsion is stronger and the Mg atom gets more remote. This
has an effect on charge transfer from Mg to B layer.

To investigate this we study electron localization function
(ELF). It is noticeable that straining not only affects ELF in the B
layer but as well on the Mg layer. For both compressive and tensile
strain in the Mg layer, ELF becomes denser than in the non-
strained case. Due to the closing of B atoms in hexagon ELF
increases B plane increases for compression (and vice versa)
(Fig. 7). As in LiC6-mono application of the biaxial strain dramati-
cally increases critical temperature, more than 30 K.25,26

The question of the reduction of dimensionality of supercon-
ducting materials to its limit, a truly atomic-scale 2D system and
the consequence of this57–62 are highly relevant not only to funda-
mental science but to nanotechnology and it will be crucial for the
production of superconducting devices in future. Engineering of
strain in such systems could lead to significant improvements in
their superconducting properties and pave the way toward new
applications.

III. EXPERIMENT

A. Local strain engineering of graphene by atomic
force microscopy

A typical way to introduce a local strain into graphene is its
transfer on a prepatterned substrate, containing, for example, arrays
of nanopillars.63 Atomic force microscopy (AFM) based lithogra-
phy offers additional possibilities for graphene reshaping and pat-
terning at the nanoscale. The typical curvature radius of AFM tips
is around 5–10 nm making them appropriate for the fabrication of
various graphene nanostructures, based on either AFM scratching64

or AFM based local anodic oxidation.64–66 In a similar way, a local
strain can be introduced into the graphene lattice by applying a
local pressure from AFM tips without graphene tearing.67,68

Our approach to generating a local strain in graphene is based
on the AFM dynamic plowing lithography (DPL),68 employing the
so-called tapping AFM mode. In this mode, the AFM cantilever
oscillates above a sample during scanning. The amplitude of the
cantilever oscillations, represented by the amplitude set-point, is
kept constant during scanning in the tapping mode. In order to
hold constant the interaction between the AFM tip and the sample,
the AFM scanner together with the sample moves up and down, in
the z-direction according to the sample topography. Then, the
scanner movement in the z-direction is proportional to the sample
topography. On the other hand, during DPL, it is necessary to
increase the mechanical interaction between the AFM tip and the
considered sample in order to induce local changes in morphology.
For this purpose, in order to increase a tip-sample interaction
needed for graphene deformation, the free oscillation amplitude of
the employed AFM cantilevers is first increased by around 10
times. The tip-sample interaction, controlled by the amplitude set-
point in the tapping AFM mode, is then additionaly increased by
decreasing the set-point by 10–100 times compared to ordinary

FIG. 5. ELF (electron localization function) for the LiC6-mono without (a) and with strain [5% (b) and 10% (c)] (first image in pair ELF on the xy direction, second, ELF on
the xz direction).

FIG. 6. Comparison of phonon dispersion for nonstrained MgB2 (violet) and
compressively (green) and tensely (red) strained (for 3% each).
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AFM imaging. Benefits of using DPL instead of more traditional
AFM scratching lithography stem from the fact that the AFM canti-
lever is vibrating and not in continuous contact with a sample
surface, as in the case of the static plowing (AFM based scratching
lithography) employed using the AFM contact mode. As a result,
the lateral and friction forces between the AFM tip and the sample
surface are minimized, so there is no undesirable dragging,
pushing, and pulling of graphene sheet during DPL. At the same
time, the AFM cantilever during DPL is free from a torsion caused
by lateral forces, which facilitates the fabrication of nanostructures
with well-defined edges. AFM imaging and DPL were done using
the NTEGRA Prima measuring system, manufactured by NT-MDT
(www.ntmdt-si.com). Since the lithography is based on the
mechanical tip-sample interaction, we used robust and wear resis-
tive diamond coated DCP20 probes from NT-MDT.

The selected nanostructures fabricated by DPL of graphene
are presented in Fig. 8. All graphene samples were made by the
standard mechanical exfoliation onto the Si/SiO2 substrate. The
local strain in graphene can be generated along straight and curved
trenches as depicted in Figs. 8(a) and 8(b), respectively, whereas
more complex structures can be made by overlapping basic pat-
terns, as presented in Fig. 8(c). DPL can be also used for the fabri-
cation of point-like deformations of graphene, as shown in Fig. 8(d).
These deformations were made by local amplitude-distance curves in
the tapping mode, with an increased free oscillation amplitude of the
employed AFM cantilever and with decreased set-point in order to
increase the tip-sample interaction. During the measurement of the
amplitude-distance curves, there is no lateral movement and scan-
ning, just a vertical movement of the AFM scanner holding a
sample, which finally gives point-like local strain in graphene.

Common for all fabricated nanostructures is a smooth surface
without bumps, protrusions, or cuts, implying that the graphene
together with the underlying silicon-dioxide substrate is just locally
deformed and strained. The only exception is presented in Fig. 8(c)
where a small bump appeared parallel and next to the graphene
trench. This example shows that for a high enough local pressure,

FIG. 7. Electron localization function (ELF) for MgB2-mono nonstrained and compressively (left) and tensely (right) strained. Top: 3D projection of ELF with focus on the
Mg layer. Bottom: ELF projection on the B layer.

FIG. 8. Local strain in graphene nanostructures generated by DPL: (a) straight
(z-height 3 nm) and (b) curved trenches (z-height 7 nm), (c) a more complicated
pattern obtained by crossing straight trenches (z-height is 11 nm), and (d) point-
like local deformation made by DPL during the measurement of amplitude-
distance curves in the tapping AFM mode (z-height is 3.5 nm).
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the sample compression at one point inevitably results in a
protrusion at an adjacent point.

The local strain generated in graphene sheet in percent can be
estimated according to the formula (L− L0)/L0 × 100%,68 where L0
and L are the lengths of graphene segments before and after the
deformation by DPL, respectively. Therefore, L0 and L can be then
considered as the graphene trench width and perimeter, respec-
tively, and the values of which can be approximately calculated
from measured AFM topographic images (the perimeter can be cal-
culated from the measured trench width and perimeter). For the
typical trench widths and depths of around 50–100 nm and several
nanometers, respectively, the generated local strain in graphene is
in the order of 0.1%. The trench width is dominantly determined
by the AFM probe width. In the considered case, since we
employed DCP20 probes with a rather large tip radius curvature of
50–70 nm, probably it would not be possible to make narrower
trenches. Produced trenches in graphene could be an excellent plat-
form in order to study local changes in graphene conductivity
due to strain.87,88

B. Axial strain in liquid phase exfoliated graphene
films

Many potential applications of graphene and other 2D materi-
als27,69,70 rely on continuous films, either polycrystalline or single
crystals. Chemical vapor deposition (CVD) techniques are com-
monly the fabrication methods of choice when large area graphene
is considered.71–73 However, CVD based films require a transfer
from a catalyst on which these are grown onto a targeted substrate
for their application. Usually, this step introduces many undesired
features in the films, such as cracks, wrinkles, and transfer residues,
and hinders intrinsic properties of graphene.74,75

A low-cost alternative to large area CVD graphene films is
based on solution processing of either graphene oxide or graphite
flakes.28,74–80 In particular, LPE using solvers that do not covalently
bond with graphene sheets can result with graphene-based films
that are very promising for many applications—as strain gauges—
where coatings are needed on an industrial scale.81 Since these

coatings are made out of many overlapping small (100 nm–10 μm)
single-crystal sheets of graphene or multilayer graphene, their
response to strain is rather different from the case of continuous
films. Understanding the strain mechanisms in these complex
nanoscaled systems is crucial for their future applications. In this
section, we demonstrate how axial strain of the flexible support
affects the electrical properties of LPE graphene films, and similar
mechanisms are to be expected for the coatings and films of other
2D materials, fabricated via solution processes.

LPE graphene films were prepared following the route
described in Ref. 28. 500 μm mesh high purity and high crystallin-
ity graphite powder was dispersed in N-methylpyrrolidone (15–20
mg/ml), sonicated in a low-power ultrasonic bath for 14 h, and
finally centrifuged at 300 rpm. The top part of the resulting solu-
tion (with 0.3–0.4 mg/ml graphene concentration) was drop casted
on the water surface, and the film formed on a water-air interface
was transferred to substrates by the Langmuir–Blodgett technique.
Figure 9(a) shows an AFM topography of the film’s edge deposited
on a SiO2/Si substrate. The film thickness was estimated from the
AFM cross-sections [as presented in Fig. 9(b)]), giving (4.0 ± 1.5)
nm thick films (including also batch-to-batch variations). Typical
Raman spectra of the deposited LPE graphene films on a SiO2/Si
substrate are presented in Fig. 9(c), for comparison also showing
the spectra obtained from the starting graphite powder (measured
within a single graphite flake). Raman spectra were obtained using
a TriVista 557S&I GmbH spectrometer (λ = 532 nm) under
ambient conditions. Intensity ratios of Raman active modes can be
used to estimate the quality of the film and to point out the types
of defects.82–85 For the samples used in this study, the I(D)/I(G)
ratio was found to be (0.6 ± 0.1). In particular, the I(D)/I(D0) ratio
of (2.8 ± 0.4) was observed, indicating that mainly it is the edges of
the flakes that contribute to D mode intensity observed in the
spectra.82

In order to examine the influence of the uniaxial strain on the
electrical conductivity of these LPE graphenes—in the same
manner as described above—the films were deposited onto flexible
polyethylene terephthalate (PET) foils. Figure 10 gives an example
of how LPE graphene films commonly respond to axial strain.

FIG. 9. 50 × 50 μm2 (z scale 10 nm)
of a LPE graphene film edge, depos-
ited on a SiO2/Si substrate. (b) shows
30 μm long height profiles on the film
and on the substrate, averaging 10 μm
in width. (c) Raman spectra of the LPE
graphene film (solid line) compared
with the starting graphite powder
(dashed line). Most relevant modes of
graphene/graphite are labeled. Spectra
are normalized to I(G) = 1.
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The film was exposed to uniaxial stretching through bending of the
PET support, as schematically presented in Fig. 9(a). For this
purpose, a micrometer screw was used and controlled by an inte-
grated step motor with the precision down to 10 μm, thus allowing
a precise control over the distance between the two fixed points of
the PET support. Axial strain that the LPE graphene film exhibits
in such a case depends on the bending curvature of the PET
support (expressed through geometrical parameters x, l, and d) and
the thickness of PET (200 ± 20) μm. The structure of the film
was investigated using atomic force microscopy [Fig. 9(b)],
showing how many small flakes overlap into a continuously con-
ducting film.

A clear fingerprint of stretching the hexagonal lattice of gra-
phene can be obtained from Raman spectroscopy.82–85 However, in
the presented case when many small flakes are deposited onto the
PET substrate, the substrate surface stretches but individual flakes
are not strained. This can be clearly seen from the lack of both the
shift and broadening of graphene’s characteristic Raman active
mode at ∼1580 cm−1 (G mode).82–85 By measuring Raman spectra
of graphene on PET, while bending the support, effective axial
strain was introduced up to ∼3%. Higher values of axial strain
during Raman spectroscopy measurements were not possible to
reach with a particular setup used in this study. Figures 10(c)
and 10(d) show examples of the G mode without and upon 3% of
axial strain. The presented spectra have been renormalized, and the
spectra of clean PET have been deduced. The G mode was fitted by
a single Lorentzian function [solid lines in Figs. 10(c) and 10(d)].
No significant shift (above local variations on the sample) or any

trend of either the mode frequency, intensity, or width was detected
within the applied stretching range.

Although individual flakes were not exposed to axial strain in
the bending experiments, sheet resistivity of the entire film exhibits
a strong dependence on axial strain. Since the main contribution to
the total resistance of LPE films comes from the points of overlap
between neighboring flakes,28 stretching the LPE graphene film
results in effective pulling apart of individual flakes, and thus an
increase in the sheet resistivity of the whole film. Figure 10(e) pre-
sents five repeated cycles of stretching and relaxing of the LPE gra-
phene film on PET.

Maximal axial strain applied to the films in the case presented
in Fig. 10(e) was estimated to be ∼4.3%. Figure 10(f ) shows the
dependence of relative sheet resistance increase (with respect to the
unstrained value) of the LPE graphene film as a function of axial
strain (ϵ). The data were obtained by measuring in a two-point
probe configuration by considering several films, with the length of
the films varying between 10 mm and 20 mm. The width of the
films was fixed to 10 mm. Contact resistance was determined by
varying the length of the films and found to be negligible, com-
monly being over two orders of magnitude smaller than the resis-
tance of LPE graphene films. A strong increase of sheet resistivity
was observed upon stretching of the films, increasing linearly by
∼10% for 1% of axial strain. These values are much larger than in
the case of CVD graphene,11 as expected, since the mechanism
behind the change in sheet resistance is fundamentally different.
Such a large change of resistance upon bending, with the opportu-
nity to further optimize the fabrication, opens up many possibilities

FIG. 10. (a) Scheme of the setup used for stretching of LPE graphene films. (b) Typical surface morphology of the films (5 × 5 μm2, z scale 40 nm). (c) and (d)
Normalized Raman spectra of graphene’s G mode without strain, and with 3% of axial strain, respectively. (e) Sheet resistance as a function of alternating axial strain
between 0.2% and 4.3%, showing five subsequent bending cycles. (f ) Relative sheet resistance (with respect to nominal values) as a function of axial strain, averaged
over several LPE films used in this study.
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to use LPE graphene films in sensing applications such as strain
gauges, pressure sensors, e-skin, and touch screens.86

IV. CONCLUSION

As we have outlined, strain engineering has an unprecedented
ability to manipulate the plethora of properties of low-dimensional
materials. Design of new materials with desired features, engineered
through the introduction of mechanical deformations, could lead
to the production of novel devices and the low-dimensional materi-
als offering a great possibility for manipulation and engineering,
especially with techniques that are not available in bulk materials.
As demonstrated in this paper, conductivity can be strongly
modified with strain. We have shown how electrical conductivity
can be tuned with the application of strain in one-dimensional
systems. For two-dimensional materials, we demonstrated a signifi-
cant effect of the biaxial strain on phonons and its drastic modifica-
tion of superconducting coupling in doped graphene and
isostructural MgB2-monolayer. We showed that critical temperature
of the superconducting state can be enhanced up to several times
by the application of strain in order to modify the electron-phonon
coupling. All proposed strains are within experimental reach;
however, they are beyond the scope of techniques used in this
research.

To further understand the effects of strain on realistic 2D
materials, we experimentally study an introduction of strain on gra-
phene samples. On two essentially different types of samples, we
demonstrate strain effects, both locally and macroscopically. This
concerns a possible strain engineering of monolayer graphene by
atomic force microscopy and the influence of an axial strain in
liquid phase exfoliated graphene films. Manipulation of properties
of these different nanomaterials in a controllable fashion through
strain engineering has been proven achievable and potentially
useful for the design of next generation devices. We showed that
AFM produced trenches in graphene could be an excellent platform
in order to study local changes in graphene conductivity due to
strain. Results of such a study could be related to our theoretical
prediction on the effects of strain on conductivity in the 1D-like
system. This opens the path for further research on this topic.
Application of strain of LPE films has a significant effect on their
predicted applications. The sheet resistivity in the entire LPE gra-
phene film exhibits a strong dependence on axial strain. Stretching
results in effective pulling apart of individual flakes, and thus an
increase in the sheet resistivity of the whole film. This could have a
significant impact on their use as flexible electrodes; however, it
will open the possibility for a new set of applications such as pres-
sure sensors and strain gauges.

All these results together indicate the effects of the application
of strain; tensile and compressive and uniaxial and biaxial strains
have significant effects on conductivity and have to be carefully
considered depending on the application or concept that we are
researching for.
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ABSTRACT: We present a detailed investigation of the crystal structure
of VI3, a two-dimensional van der Waals material of interest for studies of
low-dimensional magnetism. As opposed to the average crystal structure
that features R3̅ symmetry of the unit cell, our Raman scattering and X-ray
atomic pair distribution function analysis supported by density functional
theory calculations point to the coexistence of short-range ordered P3̅1c
and long-range ordered R3̅ phases. The highest-intensity peak, A1g

3 , exhibits
a moderate asymmetry that might be traced back to the spin−phonon
interactions, as in the case of CrI3.

■ INTRODUCTION

A well-known family of transition metal trihalides (TMTs)
MX3 (X = Cr, B, or I) have received a great deal of attention
due to potential existence of two-dimensional (2D) ferromag-
netism,1−6 which has been confirmed in CrI3.

7,8 The similar
crystal structure and magnetic properties of CrI3 and VI3
fostered a belief that the same might be found in the latter. In
fact, magnetization measurements revealed the 2D ferromag-
netic nature of VI3 with a Currie temperature (Tc) of around
50 K.9,10 Contrary to a layer-dependent ferromagnetism in
CrI3,

11 the first-principles calculations predict that ferromag-
netism in VI3 persists down to a single layer,9 making it a
suitable candidate for engineering 2D spintronic devices.
Resistivity measurements showed VI3 is an insulator with an
optical band gap of ∼0.6 eV.9,12

Whereas laboratory X-ray diffraction studies reported three
possible high-temperature VI3 unit cell symmetries,9,12−14

high-resolution synchrotron X-ray diffraction confirmed a
rhombohedral R3̅ space group.10 A very recently published
Raman spectroscopy study indicated that the VI3 crystal
structure can be described within the C2h point group.15 All
results agree on the existence of a phase transition at a
temperature of 79 K. However, the subtle12 structural changes
below 79 K are still under debate.
The long-range magnetic order in ultrathin 2D van der

Waals (vdW) crystals stems from strong uniaxial anisotropy, in
contrast to materials with isotropic exchange interactions
where order parameters are forbidden.16−18 2D vdW magnetic
materials are of interest both as examples of exotic magnetic
order19 and for potential applications in spintronic technol-
ogy.2,4,20,21

Atomically thin flakes of CrCl3 have a magnetic transition
temperature that is different from that of bulk crystals possibly

due to the different crystal structure of the monolayer and
ultrathin crystals when compared to bulk.22,23 Similar
observations were made on CrI3 monolayers.22,24,25 It has
been proposed23 that the second anomaly in heat capacity in
bulk CrCl3 arises due to regions close to the surface that host a
different crystal structure when compared to bulk;26,27

however, due to the substantial mass fraction detected in
heat capacity measurements, this could also reflect differences
between the short-range order and long-range crystallographic
order of Bragg planes. The short-range order is determined by
the space group that is energetically favorable for a monolayer
or a few layers, whereas the long-range crystallographic order is
established over large packing lengths.
In this paper, we present an experimental Raman scattering

study of the bulk VI3 high-temperature structure, supported by
density functional theory (DFT) calculations and the X-ray
atomic pair distribution function (PDF) analysis. The
comparison between the Raman experiment and DFT
calculations for each of the previously reported space groups
suggested that the high-temperature lattice vibrations of bulk
VI3 are consistent with a P3̅1c trigonal structure. Nine (2A1g +
7Eg) of 12 observed peaks were assigned on the basis of factor
group analysis (FGA) and DFT calculations. The PDF analysis
indicated the coexistence of two crystallographic phases at two
different interatomic distances, short-range ordered P3̅1c and
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long-range ordered R3̅, as two segregated phases and/or as
randomly distributed short-range ordered P3̅1c domains in the
long-range ordered R3̅ lattice. Raman data displayed a
moderate asymmetry of the A1g

3 phonon line. This behavior
was attributed to the spin−phonon interaction, similar to the
case for CrI3. The additional peaks in our spectra obey Ag
selection rules and can be described in terms of overtones, as
well as the A2g silent modes “activated” by the symmetry
breaking.

■ EXPERIMENTAL AND COMPUTATIONAL DETAILS
The preparation of single-crystal VI3 samples used in this study is
presented elsewhere.10 For the Raman scattering experiment, a Tri
Vista 557 spectrometer was used in the backscattering micro-Raman
configuration with a 1800/1800/2400 grooves/mm diffraction grating
combination. A Coherent Ar+/Kr+ ion laser with a 514 nm line was
used as an excitation source. Laser beam focusing was achieved
through the microscope objective with 50× magnification. The
direction of the incident (scattered) light coincides with the
crystallographic c axis. The sample, cleaved in open air, was held
inside a KONTI CryoVac continuous helium flow cryostat with a 0.5
mm thick window. Raman scattering measurements were performed
under high vacuum (10−6 mbar). All of the obtained Raman spectra
were corrected by the Bose factor. The spectrometer resolution is
comparable to the Gaussian width of 1 cm−1.
PDF and wide-angle X-ray scattering measurements were carried

out in capillary transmission geometry using a PerkinElmer
amorphous silicon area detector placed 206 and 983 mm downstream
from the sample, respectively, at beamline 28-ID-1 (PDF) of National
Synchrotron Light Source II at Brookhaven National Laboratory. The
setup utilized a 74.3 keV (λ = 0.1668 Å) X-ray beam.
Two-dimensional diffraction data were integrated using the Fit2D

software package.28 Data reduction was performed to obtain
experimental PDFs (Qmax = 26A−1) using the xPDFsuite software
package.29 The Rietveld and PDF analyses were carried out using
GSAS-II30 and PDFgui31 software packages, respectively.
Density functional theory calculations were performed using the

Quantum Espresso software package,32 employing the PBE exchange-
correlation functional33 and PAW pseudopotentials.34,35 All calcu-
lations are spin-polarized. The cutoff for wave functions and the
charge density were set to 48 and 650 Ry, respectively. The k-points
were sampled using the Monkhorst−Pack scheme, on a 6 × 6 × 6 Γ-
centered grid for R3̅ and C2/m structures and a 12 × 12 × 8 grid for
the P3̅1c structure. Optimization of the lattice parameters and atomic
positions in the unit cell was performed until the interatomic forces
were <10−6 Ry/Å. To obtain more accurate lattice parameters,
treatment of the van der Waals interactions is included using the
Grimme-D2 correction. The correlation effects are treated with the
Hubbard U correction (LDA+U), using a rotationally invariant
formulation implemented in QE,36 where U = 3.68 eV. Band structure
plots are calculated at 800 k-points on the chosen path over high-
symmetry points. Phonon frequencies were calculated with the linear
response method, as implemented in the -honon part of Quantum
Espresso.

■ RESULTS AND DISCUSSION

The first reported results for VI3, dating from the 1950s,37−39

indicated that VI3 adopts a honeycomb layer-type BiI3
structure described with space group R3̅, which is a structure
common in TMTs, also found in the low-temperature phase of
CrI3.

6,40

There have been several proposed unit cell symmetries for
VI3 in the literature: R3̅,12,13 C2/m,14 and P3̅1c.9 Schematic
representations of the P3̅1c, R3̅, and C2/m crystal structures
are depicted in Figure 1. The corresponding crystallographic
unit cell parameters, previously reported, are listed in Table 1.

Each of the suggested symmetries implies a different
distribution of Raman active modes.
According to FGA, eight (4Ag + 4Eg), 11 (3A1g + 8Eg), and

12 (6Ag + 6Bg) Raman active modes are expected to be
observed in the light scattering experiment for R3̅, P3̅1c, and
C2/m crystal structures, respectively. Wyckoff positions,
irreducible representations, and corresponding tensors of
Raman active modes for each space group are listed in Table 2.
The first step in determining the crystal symmetry from the

light scattering experiment is to compare the expected and
observed Raman active modes, shown in Figure 2. The red
solid line represents the spectrum measured in the parallel
polarization configuration, whereas the blue line corresponds
to the cross polarization configuration. Five of 12 observed
peaks emerge only in parallel, whereas five peaks and a broad
peak-like structure can be observed for both polarization
configurations. The emergence of the 123.4 cm−1 peak in the
cross polarization can be understood as a “leakage” of the A1g

3

mode due to a possible finite c axis projection and/or the
presence of defects.
Now the peaks that appear only for the parallel polarization

configuration can be assigned as either A1g or Ag symmetry
modes, assuming the light polarization direction along the
main crystal axis of the C2/m structure for the later. On the
basis of the FGA for possible symmetry group candidates, the
remaining Raman active modes can be either of Eg or Bg
symmetry. The selection rules (Table 2) do not allow
observation of the Bg symmetry modes for the parallel
polarization configuration. Consequently, the peaks that can
be observed in both scattering channels were recognized as Eg
modes. The absence of Bg modes in the Raman spectra rules
out the possibility of the AlCl3 type of structure (space group
C2/m). Two possible remaining crystal symmetries (R3̅ and

Figure 1. Schematic representation of the high-temperature (a) P3̅1c,
(b) R3̅, and (c) C2/m structures of VI3. Black solid lines represent
unit cells.
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P3̅1c) are difficult to single out on the basis of the Raman data
symmetry analysis alone. To overcome this obstacle, the DFT
method was applied for each of the suggested structures.
It was reported in the literature that P3̅1c VI3 can have two

possible electronic states9,14,41−43 that both can be obtained
using DFT+U calculations by varying the smearing and mixing
parameters. This approach resulted in a Mott-insulator state
having a lower energy making it the electronic ground state of
VI3. However, the total energy difference of these two states is
small and will not be mentioned further because it is outside of
the scope of our analysis. For the sake of completeness, both
sets of phonon energies obtained through DFT calculations for
these electronic states of the P3̅1c structure are listed in Table
3 together with the results for the R3̅ and C2/m space groups
as well as the experimental results measured at 100 K.
Now one can see that, even though the Raman mode

symmetries for the case of the R3̅ crystal structure can describe
our Raman spectra, there is a stronger mismatch in calculated
and experimentally determined phonon energies when
compared to the results obtained for the P3̅1c structure. The
deviation is largest for the calculated Ag

1 mode. The closest
mode in energy, which obeys the same symmetry rules as the
calculated Ag

1, is a peak at ∼64.1 cm−1, yielding a deviation of
∼30%. Also, the calculated energy of the Ag

4 mode could not be
identified within our spectrum, with the closest experimental
Ag peaks being within 20%. Such deviation in theory and
experiment, >20%, indicates that the room-temperature
phonon vibrations in VI3 do not originate predominantly
from the BiI3 structure type either, leaving P3̅1c as the only
candidate. This indication is further reinforced by the inability
to connect the experimentally observed Eg modes at ∼77 and
∼86 cm−1 with the R3̅-calculated modes.
Our experimental data (Table 3) are mostly supported by

the phonon energies obtained for possible electronic states of

Table 1. Previously Reported Experimental and Calculated Unit Cell Parameters for P3̅1c, R3̅, and C2/m Structures of VI3

P3̅1c R3̅ C2/m

calcd exp.9 calcd exp.12 calcd exp.14

a (Å) 6.87 6.89(10) 6.69 6.89(3) 7.01 6.84(3)
b (Å) 6.87 6.89(10) 6.69 6.89(3) 12.14 11.83(6)
c (Å) 13.224 13.289(1) 19.81 19.81(9) 7.01 6.95(4)
α (deg) 90 90 90 90 90 90
β (deg) 90 90 90 90 109.05 108.68
γ (deg) 120 120 120 120 90 90
cell volume (Å3) 559.62 547.74(10) 767.71 814.09(8) 563.33 533.66(36)

Table 2. Wyckoff Positions of Atoms and Their Contributions to the Γ-Point Phonons for the R3 ̅, C2/m, and P3̅1c Structures
and the Raman Tensors for the Corresponding Space Groups

space group P3̅1c space group R3̅ space group C2/m

atom irreducible representation atom irreducible representation atom irreducible representation

V (2a) A2g + A2u + Eg + Eu V (3a) V (4g) Ag + Au + 2Bg + 2Bu

V (2c) A2g + A2u + Eg + Eu V (6c) Ag + Au + Eg + Eu I (4i) 2Ag + Au + Bg + 2Bu

I (12i) 3A1g + 3A1u + 3A2g + 3A2u + 6Eg + 6Eu I (18f) 3Ag + 3Au + 3Eg + 3Eu I (8j) 3Ag + 3Au + 3Bg + 3Bu
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Figure 2. Raman spectra of the high-temperature VI3 single-crystal
structure measured in parallel (red solid line) and cross (blue solid
line) polarization configurations at 100 K. Peaks observed in both
spectra were identified as Eg modes, whereas peaks observed only in
the red spectrum were assigned as A1g modes. Additional peaks that
obey pure A1g symmetry are marked as P1−P3.
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the P3̅1c trigonal structure with deviations of around 10% and
15%. Nine of 11 Raman modes were singled out and identified,
with Eg

1 being not observable in our experimental setup due to
its low energy. The A1g

1 mode might be missing due to its low
intensity and/or the finite spectrometer resolution. The most
striking was the observation of the broad feature at ∼180 cm−1,
persisting up to 300 K in both scattering channels. Whereas its
line shape resembles those of the two-magnon type of
excitation, we believe that scenario is unlikely for a
ferromagnetic material. The energy region where the feature
was observed may also suggest the possibility of a two-phonon
type of excitation. However, their scattering cross sections are
usually small and dominated by overtones, thus mostly
observed for the parallel scattering configuration.45 For
example, such an excitation was observed at ∼250 cm−1

(Figure 2). Finally, the observed feature also falls into the
energy region where, as suggested by the numerical
calculations, observation of the Eg

7 and Eg
8 modes is expected.

We believe that it is actually a complex structure comprising Eg
7

and Eg
8 Raman modes, significantly broadened by the spin−

phonon interaction, that is particularly strong on these phonon
branches. The proximity of the two very broad, presumably
asymmetric peaks hampers their precise assignment.
Closer inspection of other Raman peaks revealed that some

of them also exhibit an asymmetric line shape. To further
demonstrate this virtue, we have quantitatively analyzed the
highest-intensity peak, A1g

3 , using the symmetric Voigt line
shape and convolution of a Fano profile and a Gausian.44−46

The asymmetric line shape (with a Fano parameter of |q| =
12.3) gives a slightly better agreement with the experimental
data, as depicted in Figure 3. Considering that the observed
asymmetry in similar materials was shown to reflect the spin−
phonon interaction,46,47 we propose it as a possible scenario in
VI3, as well.
Our findings, based on the inelastic light scattering

experiments, at first glance differ from those presented in ref
10. To resolve this discrepancy, we used synchrotron X-ray
Rietveld and PDF analysis. Typically, the short-range order

(SRO) contributes to diffuse scattering under the long-range
order (LRO) Bragg peaks when they coexist. Because the
diffuse scattering is subtracted as part of the background in the
Rietveld refinement, this method is more sensitive to the
average structure of materials. In contrast, PDF analysis is
performed on the sine Fourier transform of the properly
corrected diffraction patten, including both Bragg and diffuse

Table 3. Comparison between Calculated Values of Raman Active Phonon Energies for Insulating and Half-Metallic States of
the P3 ̅1c Structure and Experimentally Obtained Values (left)a and Phonon Symmetries and Calculated Phonon Energies for
the R3̅ and C2/m Structures of VI3

b

space group P3̅1c space group R3̅ space group C2/m

symmetry calcd (cm−1) calcd (cm−1) exp. (cm−1) symmetry calcd (cm−1) symmetry calcd (cm−1)

Eg
1 17.2 15.2 − Eg

1 45.2 Ag
1 58.1

A2g
1 (silent) 35.0 56.8 Eg

2 69.9 Bg
1 60.0

Eg
2 62.2 61.6 59.8 Ag

1 99.3 Ag
2 82.7

A2g
2 (silent) 69.4 72.3 Eg

3 99.8 Bg
2 82.9

Eg
3 74.1 75.9 77.2 Ag

2 105.1 Ag
3 85.7

A1g
1 83.3 84.2 − Ag

3 135.5 Bg
3 88.9

Eg
4 84.9 86.6 86.7 Ag

4 167.9 Ag
4 99.3

Eg
5 91.5 98.4 95.2 Eg

4 176.8 Bg
4 99.3

A2g
3 (silent) 92.2 96.3 Ag

5 122.3
Eg
6 97.4 108.3 100.4 Bg

5 149.9
A1g
2 113.2 119.3 116.8 Bg

6 161.0
A1g
3 117.1 123.9 123.4 Ag

6 164.0
A2g
4 (silent) 121.3 147.8

Eg
7 132.2 151.9 c

Eg
8 149.4 166.9 c

A2g
5 (silent) 185.9 212.1

aThe experimental values were determined at 100 K. The experimental uncertainty is 0.3 cm−1. bAll calculations were performed at 0 K. cSee the
text for an explanation.

Figure 3. Quantitative analysis of the A1g
3 mode. The blue solid line

represents the line shape obtained as a convolution of the Fano line
shape and the Gaussian, whereas the green one represents a Voigt
profile fitted to experimental data (□). For details, see refs 44 and 45.
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components. PDF is a real space function that provides a
histogram of interatomic distances, which contain information
regarding all length scales.48−51 The 1−10 and 11−30 Å PDF
length scales are more sensitive to SRO and LRO, respectively.
For the VI3 system, the best Rietveld fit was obtained using the
R3̅ space group (Figure 4a), in agreement with that previously

observed.10 Not surprisngly, LRO obtained from the Rietveld
refinement showed a good agreement on the PDF length scale
of 10−30 Å. However, the R3̅ space group gave a poor fit on
the length scale of 1.5−15 Å with refined δ1 to account for
correlated motion (Figure 4b). In contrast, P3̅1c gave a better
fit to SRO, but a poor fit to LRO. The best PDF fits were
obtained by refining a weighted two-phase structural model
containing ∼25 wt % SRO P3̅1c and ∼75 wt % LRO R3̅
phases. The refined correlation length of the SRO is ∼15−20
Å (Figure 4c). These results suggest two possible seanarios:
(1) coexistence of two segregated phases, LRO R3̅ and SRO
P3̅1c, and (2) randomly distributed short-range ordered P3̅1c
domains in the long-range ordered R3̅ lattice. A detailed
structural analysis is required to pinpoint scenario 1 and/or 2,
which is beyond the scope of this work.
In addition to the peaks already assigned to Γ-point Raman

active phonons of the P3̅1c crystal structure (Table 2), three

additional peaks at 64.2 cm−1 (P1), 110.1 cm−1 (P2), and
220.6 cm−1 (P3) are observed (see Figure 2). According to the
results of DFT, energies of these modes correspond well to
those calculated for silent A2g

2 , A2g
3 , and A2g

5 modes. Their
observability in Raman data may come from the release of the
symmetry selection rules by breaking of the (translation)
symmetry as suggested by the PDF in both scenarios.52−55

However, as previously discussed, these peaks obey A1g
selection rules, indicating the possibility for them to be
overtones in nature. In this less likely scenario, the phonon−
phonon coupling is enhanced by the spin−phonon interaction
and/or by the structural imperfections, thus enhancing the
Raman scattering rate for the two-phonon processes.45 Hence,
the observed Raman modes reflect the symmetry of phonon
vibrations related to the SRO.56,57 It is interesting to note that,
besides a possible short-range crystallography that is different
from the average, VI3 might also feature short-range magnetic
order above 79 K.14

■ CONCLUSION

In summary, room-temperature phonon vibrations of VI3 stem
from the P3̅1c symmetry of the unit cell. The PDF analysis
suggested the coexistence of two phases, short-range ordered
P3̅1c and long-range ordered R3̅, as two segregated phases
and/or as randomly distributed short-range ordered P3̅1c
domains in the long-range ordered R3̅ lattice. Nine of 12
observed peaks in the Raman spectra were assigned in
agreement with P3̅1c symmetry calculations. Three additional
peaks, which obey A1g symmetry rules, could be explained as
either overtones or as activated A2g silent modes caused by a
symmetry breaking. The asymmetry of one of the A1g phonon
modes, together with the anomalous behavior of Eg

7 and Eg
8,

indicates strong spin−phonon coupling, which has already
been reported in similar 2D materials.46,58
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Abstract: Magnesium diboride gained significant interest in the materials science community after the
discovery of its superconductivity, with an unusually high critical temperature of 39 K. Many aspects
of the electronic properties and superconductivity of bulk MgB2 and thin sheets of MgB2 have
been determined; however, a single layer of MgB2 has not yet been fully theoretically investigated.
Here, we present a detailed study of the structural, electronic, vibrational, and elastic properties of
monolayer MgB2, based on ab initio methods. First-principles calculations reveal the importance of
reduction of dimensionality on the properties of MgB2 and thoroughly describe the properties of this
novel 2D material. The presence of a negative Poisson ratio, higher density of states at the Fermi
level, and a good dynamic stability under strain make the MgB2 monolayer a prominent material,
both for fundamental research and application studies.

Keywords: magnesium diboride; 2D materials; density functional theory

PACS: 71.15.Mb; 74.70.Ad

1. Introduction

Magnesium diboride was first synthesized and had its structure confirmed in 1953 [1]. An interest
in its properties has grown ever since 2001, when it was discovered that MgB2 exhibits the highest
superconducting transition temperature Tc of all metallic superconductors. It is an inter-metallic s-wave
compound superconductor with a quasi-two dimensional character [2] and a critical temperature of
superconductive transition at Tc = 39 K. The experimental confirmation of the isotope effect [3] in
MgB2 indicated that it is a phonon-mediated BCS superconductor. A better definition would describe
MgB2 as self-doped semimetal with a crucial σ-bonding band that is nearly filled [4]. The basic aspects
of the electronic structure and pairing is in a rather strong coupling of high frequency boron–boron
stretch modes to the bonding electronic boron–boron states at the Fermi surface. The phonon-mediated
mechanism with different coupling strengths between a particular phonon mode and selected electronic
bands, boron σ- and π-bands [5–13], results in the presence of two superconducting gaps at the Fermi
level. MgB2 has already been fabricated in bulk, as single crystals, and as a thin film, and shows
potential for practical applications.
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The discovery of graphene in 2004 [14] sparked an interest in 2D materials and their properties.
A variety of new properties, which distinguished graphene from graphite [14–22], inspired a search
for other low-dimensional limits of layered materials and possibilities they offered. Interest in a
low-dimensional limit of MgB2 has arisen in past years, showing that it is superconductive even in a
monolayer [23,24].

MgB2 has a distinct layer structure, where boron atoms form a honeycomb layer and
magnesium atoms are located above the center of the hexagons, between every boron plane.
The boron layers alternate with a triangular lattice of magnesium layers. There is a noticeable
structural similarity of MgB2 to graphite-intercalated compounds (GICs), some of which also exhibit
superconductivity [25–29]. Both monolayer and two-layer graphene, decorated/intercalated with
atoms of alkali and alkaline earth metals, exhibit superconductivity and have been thoroughly studied
using ab initio methods and isotropic and anisotropic Eliashberg theory [30–32].

Furthermore, a similarity in the electronic structure between GICs and MgB2 exists. The peculiar
and unique property of MgB2 is a consequence of the incomplete filling of two σ bands corresponding
to strongly covalent sp2-hybrid bonding within the graphite-like boron layers [33].

Here, we present a comprehensive study of the electronic, vibrational, and mechanical properties
of MgB2 using ab initio methods, in order to provide its detail description.

2. Computational Details

MgB2 has a hexagonal unit cell and consists of graphite-like B2 layers stacked with the Mg
atoms in between, as shown in Figure 1. The first-principles calculations were performed within
the density functional theory (DFT) formalism, using a general gradient approximation (GGA) to
calculate the electronic structure. For all electronic and phonon structure, the Quantum Espresso
software package [34] was used with ultra-soft pseudopotentials and a plane-wave cutoff energy of
30 Ry. All calculated structures are relaxed to their minimum energy configuration, following the
internal force on atoms and stress tensor of the unit cell. We used the Monkhorst-Pack 48× 48× 48
and 40× 40× 1 k-meshes, for the calculations of the electronic structure of the MgB2 bulk and MgB2

monolayer, respectively. The phonon frequencies are calculated using Density Functional Perturbation
Theory (DPFT) on the 12 × 12 × 12 and 20 × 20 × 1 phonon wave vector mesh for the bulk and
monolayer structures, respectively. In two-dimensional systems, the van der Waals (vdW) interaction
was found to play an important role on the electronic structure [35]; however, as this is study on
monolayer MgB2, we do not treat vdW interactions, especially since, in this case, the effects are
minor and including them would add additional computational costs but would not yield more
accurate results.

Figure 1. Crystal structure of the MgB2 monolayer (a) and bulk MgB2 (b), with a hexagonal unit cell.
Green (orange) spheres represent Boron (Magnesium) atoms. Color online.

The crystal structure of MgB2 and the MgB2 monolayer are presented in Figure 1. The lattice
parameters for the bulk MgB2 are in agreement with the experimental results, a = 3.083 Å and
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c/a = 1.142 [9]. In order to avoid an interlayer interaction due to the periodicity and to simulate a 2D
material, an artificial vacuum layer was set to be 25 Å. When the monolayer is modelled, the structure
is geometrically optimized, allowing the atoms to reach a minimum potential energy state. The bond
length between neighbouring atoms remained to be 1.78 Å, but the distance from the boron layer to
the Mg atoms changed from h = 1.76 Å to h = 1.60 Å.

For the molecular dynamics (MD) study, the Siesta code was utilized [36]. The super-cell is
built by repeating the unit cell three times in both in-plane directions, whereas the lattice vector
in the perpendicular direction is 15 Å, providing a large enough vacuum space between the 2D
material and its periodic replica in order to avoid their mutual interaction. The lattice parameters
and the geometry of the unit cell are initially optimized using the conjugate gradient method.
The Perdew-Burke-Ernzerhof form of the exchange-correlation functional [37], the double-zeta
polarized basis set, and the Troulier-Martins pseudopotentials [38] were used in all MD calculations.

The second-order elastic constants were calculated using the ElaStic software package [39]. First,
the direction is projected from the strain tensor and total energies for each deformation are calculated.
Elastic constants are then calculated using the second derivatives of the energy curves, dependent on
the parameter η. In our calculations, the maximum positive and negative amplitudes of 5% Lagrangian
strain were applied, with a step of 0.1%.

For the 2D square, rectangular, or hexagonal lattices, the non-zero second-order elastic constants,
in Voigt notation, are c11, c22, c12, and c66. Due to symmetry, in hexagonal structures c11 = c22 and
c66 = 1

2 (c11 − c12); so, we have 2 independent elastic constants. The layer modulus, which represents
the resistance of a 2D material to stretching, is given as

γ =
1
4
(c11 + c22 + 2c12).

The 2D Young modulus Y for strains in the (10) and (01) directions, Poisson’s ratio ν and the shear
modulus G are obtained from the following relations,

Y =
c2

11 − c2
12

c11
, ν =

c12

c22
, G = c66.

Units for elastic constants and those parameters are N/m.

3. Results and Discussion

In order to determine the stability of a single layer of MgB2, we perform MD simulations based on
DFT and the super-cell approach. Besides the system with optimized (pristine) lattice parameters, we
also consider a biaxially stretched system (up to 3% of tensile strain) and biaxially compressed system
(up to 5% of compressive strain). The MD simulations are conducted in the range of temperatures
between 50–300 K, with a step of 50 K, using the Nosé–Hoover thermostat [40].

Figure 2a shows the average distance between Mg and B atomic layers, as evolved over a time of
1 ps. Throughout the simulation time, there is no further evolution of the z-coordinate and the Mg
atom shows only oscillatory movement around the equilibrium positions (as is shown in Figure 2)
Importantly, the separation indicates that the Mg atoms do not leave the surface of the MgB2 crystal.
The plane in which the Mg atoms reside shifts away from the plane of the B atoms on average by
0.09 Å in a compressed crystal, while the distance between the planes decreases on average by 0.42 Å
in the stretched system. This (relatively larger) shift in the latter case can be understood by analysing
the details of the MgB2 atomic structure. When the crystal is biaxially stretched, its Mg–B bond lengths
increase, which is partially compensated by the nesting of the Mg atoms in the hollow sites closer to
the B sublattice. Despite these atomic shifts, the MD simulations show the structural stability of the
system. The stability from the MD simulations can be further quantitatively derived from the global
Lindemann index, the dependence of which on temperature is shown in Figure 2b. It is calculated
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for the pristine crystal, with a compressive strain of 5% and a tensile strain of 3%, from the local
Lindemann indices, given by the formula

qi =
1

N − 1 ∑
j 6=i

√
〈r2

ij〉 − 〈rij〉2

〈rij〉
,

by averaging over all atoms. Here qi is the local Lindemann index of atom i, N is number of atoms, rij
is a separation between atoms i and j, and the angle brackets denote averaging over time (i.e., MD
steps) [41]. The linear behaviour of the Lindemann indices indicate that systems are stable, at least up
to room temperature.

（a）

（b）

Figure 2. (a): Average distance between the Mg and B atomic layers; and (b): the dependence of the
global Lindemann index as a function of temperature.

The calculated second-order elastic constants and other structural parameters for monolayer
MgB2 are given in Table 1. All elastic constants related to the bulk material (those that have 3, 4, or 5 in
their subscripts), are calculated close to zero, as is expected for the monolayer. Compared to similar
2D materials, the layer modulus of MgB2 of 30.18 N/m is relatively small (in the range of Silicene and
Germanene), roughly five times smaller than that of graphene or h–BN, for example [42,43]. Similar
results are obtained for the Young modulus. Compared to borophene (two-dimensional boron sheets
with rectangular structures) [44], which is a hard and brittle 2D material that exhibits an extremely
large Young’s modulus of 398 N/m along the a direction [45], the MgB2 monolayer has a significantly
smaller value of 63.29 N/m. The most interesting observation in the elastic properties of the MgB2
monolayer is that the c12 constant is negative, which gives a negative Poisson ratio in the a and b
directions, too—although, with a very small negative value of −0.05. However, compared to 2D
borophene, which has an out-of-plane negative Poisson’s ratio (that effectively holds the strong boron
bonds lying along the a direction and makes the boron sheet show superior mechanical flexibility along
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the b direction [46]), we obtain similar values [45]. For comparison, graphene has a Young modulus
of 352.2 N/m and a Poisson ratio of 0.185 [42]. After confirming its stability and determining the
elastic properties of the MgB2 monolayer, we study its electronic properties. In Figure 3, the electronic
structures of bulk MgB2 and the MgB2 monolayer are presented. The band structures for the bulk
along the high-symmetry points Γ-K-M-Γ-A-L, and for the monolayer along Γ-K-M-Γ were calculated.
The Fermi level is set to zero. The band structure of the bulk is in full agreement with previous
studies [10,47–49]. The two bands crossing the Fermi level play a crucial role in the electronic properties
of MgB2. The density of the states around E f are predominantly related to the B atoms and their
p-orbitals, whereas the Mg atom contribution is negligible in this region. Previous studies described
Mg as fully ionized and showed that the electrons donated to the system are not localized on the anion
but, rather, are distributed over the whole crystal [6]. A similarity to graphite can be observed, with
three σ bands, corresponding to the in-plane spx py (sp2) hybridization in the boron layer and two
π-bands of boron pz orbitals [33]. Boron px(y) and pz orbitals contribute as σ and π states. Analysing
projected DOS, one concludes that the σ states are considerably involved in the total density of states
at the Fermi level, while the π states have only a partial contribution. It is worth emphasizing that
the bulk bands of this material at the K-point above the Fermi level present a formation similar to the
Dirac cones in graphene.

In the monolayer, there is an increase in the total density of states at the Fermi level from N(E f )bulk
= 0.72 states/eV to N(E f )mono = 0.97 states/eV. In the same manner as in the bulk, the monolayer
Mg atoms negligibly contribute to the density of states at the Fermi level, and the main contribution
comes from the B p-orbitals. The characteristic Dirac cone-like structure is still present and closer to
the Fermi level. Dg77, as the symmetry group of the MgB2 monolayer, hosts a Dirac-like dispersion
in the vicinity of the K-point in the hexagonal Brillouin zone, if the orbital wave functions belong to
the 2D representation E of the C3v point group of the wave vector [50,51]. In the tight-binding case,
the px and py orbitals of two boron ions give rise to one E-representation (and to two one-dimensional
representations), while the s-orbitals form a basis for one E-representation and pz-orbitals form a basis
for one E-representation as well. This explains the presence of the Dirac cones at the K-point in the
band structure of the MgB2 monolayer (as shown in Figure 3b).

Figure 3. The electronic band structure and total density of states in bulk MgB2 (a) and the MgB2

monolayer (b). The blue and red colors represent the B and Mg atoms contributions to the electronic
dispersion, respectively.

Table 1. The calculated elastic stiffness constants, layer modulus γ, Young’s modulus Y, Poisson’s ratio
ν, and shear modulus G for the MgB2 monolayer. All parameters are in units of N/m.

c11 c12 c66 γ Y ν G

63.4 −3.1 33.3 30.18 63.29 −0.05 33.3

Figure 4 shows the phonon dispersions for both the bulk and monolayer. For the bulk
(in Figure 4a), there are four optical modes at the Γ point. Due to the light atomic mass of the B
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atoms and the strong B–B coupling, the two high-frequency modes almost have a pure boron character.
The in-plane stretching mode E2g and the out-of-plane mode (where the atoms move in opposite
directions B1g) are the boron atom modes. E2g is a doubly-degenerate Raman active mode and
experimental studies [6,9] showed that this mode is very sensitive to structural changes and it has a
strong electron-phonon coupling. The low-frequency modes (A2u) and double degenerate (E1u) are
infrared active and they do not involve changes on in-plane bonds. In Figure 4b, the phonon dispersion
of the MgB2 monolayer is presented. In the phonon spectrum there are no imaginary frequencies,
which confirms, once again, the dynamical stability of the system (also demonstrated earlier by the
MD calculations).

Figure 4. The phonon dispersion and the phonon density of states for the MgB2 bulk (a) and
monolayer (b). The blue and red colours represent the B and Mg atom contributions in the phonon
dispersion, respectively.

At the Γ point, there are three acoustic and six optical modes (from which two pairs are doubly
degenerate). The optical modes A1, B1, E1, and E2 are related to the optical modes of the parent material.
Two significant differences between the bulk and monolayer spectrum can be observed: The E1 and A1

mode become energy degenerate in the monolayer, resulting in either a slight softening (hardening)
of the modes which leads to nearly equal frequencies, which opens a gap in the phonon density of
states (DOS) between the acoustic and optical modes. A more significant effect concerns the softening
of the B1 mode and hardening of the E2 mode. As in the bulk E2g mode, the monolayer E2 mode is
strongly coupled to electrons, causing the superconductivity in the monolayer in a similar fashion as
in the bulk. In Figure 5, the vibrational frequencies and normal coordinates for the MgB2 monolayer
are presented. The symmetry group is C6v, and the acoustic modes are A1 and E1. The optical modes
at the Γ point are A1, B1, E1, and E2, where the infrared-active ones are A1 and E1. The Raman-active
modes are A1, E1, and E2, and B1 is silent. In Table 2, the Raman tensor for the MgB2 monolayer is
presented [52]. Similar to graphene, the phonon eigenvectors and the normal coordinates at the Γ-point
are determined by symmetry rules and, therefore, are a model independent.

Table 2. Raman tensor of the MgB2 monolayer.

Raman Tensors

MgB2-mono
Dg77 = TC6v

Oz ||C6
Ox || σv

A1 a 0 0
0 a 0
0 0 b


E1 0 0 c

0 0 0
c 0 0

 0 0 0
0 0 c
0 c 0


E2 d 0 0

0 −d 0
0 0 0

 0 −d 0
−d 0 0
0 0 0


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Figure 5. Vibrational frequencies (in wavenumbers) and the vibration normal coordinates at Γ for the
MgB2 monolayer.

4. Conclusions

The electronic band structure, density of states, phonon dispersion, and elastic constants have
been calculated for the MgB2 monolayer and compared to the bulk material, using first-principles
calculations within the DFT framework. We demonstrated an increase of electronic density of states at
the Fermi level in the monolayer (compared to the bulk) and determined its stability under various
strains. These two features are crucial for the enhancement of electron–phonon coupling and they
enable significant mechanical modification that increases the critical superconducting temperature.
Establishing stability and offering insight into this novel 2D material, we focus on the effects of
ultimate lowering of the dimensionality. The question of reduction of dimensionality to its limit,
a truly atomic-scale 2D system, and the consequences of this [53–61] are highly relevant, not only to
fundamental science but also to applications in nanotechnology.
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Abstract
Symmetry indicates that low energy spectra of materials could be richer than well-known
Dirac, semi-Dirac, or quadratic, hosting some unusual quasiparticles. Performing the
systematic study of exact forms of low energy effective Hamiltonians and dispersions in
high-symmetry points with fourfold degeneracy of bands, we found new, previously
unreported dispersion, which we named poppy flower (PF) after its shape. This massless
fermion exists in non-magnetic two-dimensional (2D) crystals with spin–orbit coupling
(SOC), which are invariant under one of the proposed ten noncentrosymmetric layer groups.
We suggest real three-dimensional (3D) layered materials suitable for exfoliation, having
layers that belong to these symmetry groups as candidates for realization of PF fermions. In
2D systems without spin–orbit interaction, fortune teller (FT)-like fermions were theoretically
predicted, and afterward experimentally verified in the electronic structure of surface layer of
silicon. Herein, we show that such fermions can also be hosted in 2D crystals with SOC,
invariant under additional two noncentrosymmetric layer groups. This prediction is confirmed
by density functional based calculation: layered BiIO4, which has been synthesized already as
a 3D crystal, exfoliates to stable monolayer with symmetry pb21a, and FT fermion is observed
in the band structure. Analytically calculated density of states (DOS) of the PF shows
semimetallic characteristic, in contrast to metallic nature of FT having non-zero DOS at the
bands contact energy. We indicate possibilities for symmetry breaking patterns which
correspond to the robustness of the proposed dispersions as well as to the transition from Dirac
centrosymmetric semimetal to PF.

Keywords: electronic dispersions, spin–orbit coupling, symmetry, new fermions

(Some figures may appear in colour only in the online journal)

1. Introduction

Electronic dispersion essentially determines crystal properties
and it is well known that it is assigned by quantum num-
bers of the underlying symmetry group. These are space,
layer (including wallpaper) or line groups, referring respec-
tively to dimensionality of crystals: 3D, quasi-2D (Q2D),
or quasi-1D. Probably the most famous example of a low-
dimensional material is graphene (there are also related single
layers, such as borophene [1], borophosphene [2], graphynes

3 Author to whom any correspondence should be addressed.

[3], etc), which hosts Dirac like (linear in quasi-momentum)
dispersion in the vicinity of high symmetry Dirac points. Such
shape of energy bands, besides being responsible for some
intriguing phenomena, provides material realization of rel-
ativistic electron. This triggered numerous investigations of
the connection between symmetry of materials and appear-
ance of Dirac and Weyl points in their band structures. These
points are attributed to existence of rotational [4], nonsymmor-
phic [5], mirror [6], space-time inversion [7, 8], time-reversal
plus fractional translation [9], and generalized chiral symme-
try [10]. There are also results on the search for Weyl and Dirac
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Figure 1. PF (up) and FT (bottom) dispersions (given by
equations (3.1)): from left to right are all bands, bands E±1,+1, bands
E±1,−1 and horizontal sections of the bands (iso-energetic lines).

points according to group theoretical criteria in Brillouin zones
(BZs) of all space [11], layer [12–14] or wallpaper groups
[15].

In addition, geometrical symmetries impose conditions that
lead to the emergence of unconventional quasiparticles in con-
densed matter systems. In 3D materials, enforced by space
groups, double Dirac points [16], three-component [17, 18]
or hourglass fermions [19] are found, inspiring further theo-
retical and experimental research [20–25]. Concerning Q2D
systems, besides Dirac (as in graphene [26]), there are also
semi-Dirac (Dirac-like in one direction, and quadratic in the
orthogonal one, as in black phosphorus [27]), quadratic (as in
molybdenum disulphide [28]), and fortune teller (FT) disper-
sions [29], which corresponds to the coexistence of a nodal
point and lines. Namely, symmetry analysis of the possible
completely linear dispersions in non-magnetic, Q2D materials
with negligible spin–orbit coupling (SOC) has shown that only
completely massless fermions appearing in layers are Dirac
and FT [29]. Recently, FT dispersion has been experimentally
confirmed in a surface layer of silicon [30].

A question arises whether new types of fermions are possi-
ble in Q2D materials by inclusion of SOC? With help of layer
double groups (LDGs) and time-reversal symmetry (TRS)
(i.e. gray LDG), we made a quite general search for linear
dispersions in the vicinity of high symmetry points (HSPs);
since no reference to nonsymmorphic symmetries is made,
the topological (hour-glass like) band crossing mechanisms
are not a priori assumed, as it is usual. Indeed, it turns out
that there are two peculiar types (figure 1) featuring twelve
nonsymmorphic and noncentrosymmetric groups: two groups
support previously predicted FT, and the remaining ones
poppy flower (PF) dispersion (generalizing both FT and Dirac
types).

After a brief overview of necessary group-theoretical meth-
ods, the obtained results are discussed on the basis of effec-
tive low-energy model, calculated densities of states and
symmetry breaking patterns. Also, a list of material can-
didates supporting the new dispersions is provided. The
predicted effect is justified by density functional based
relaxation and band structure calculation in BiIO4 mono-
layer. Synthesis of this layered 3D material was reported
around a decade ago [31]. Numerical band structure con-

firms our group theoretical prediction, which may be the
motivation for future laboratory synthesis of this material as
monolayer.

2. Method

Symmetry determines Bloch Hamiltonian in the vicinity
of high-symmetry BZ wave vector through the allowed
irreducible representations (IRs) of the little group [32].
Allowed IRs of LDGs are subduced from the correspond-
ing space groups IRs (found on Bilbao Crystallographic
Server [33]), and also independently constructed by POL-
Sym code [34]. Concerning LDGs with TRS, the dimen-
sions [33, 35] of the allowed IRs (actually co-representations)
are 1, 2 or 4, and for generic ones, giving bands degener-
acy, this is 1 or 2. Here we focus on the band structures
near quadruple points at high-symmetry momenta. Further,
we do not consider generically degenerate bands, giving dou-
ble degenerate Dirac dispersion (precisely, it consists of two
double spinfull degenerate cones meeting at one fourfold
degenerate point); this automatically excludes centrosymmet-
ric crystals, as Kramers degeneracy in them forbids non-
degenerate bands [36]. Among the remaining groups, only
twelve are with special points with four-dimensional allowed
(co)representation.

Analysis of all allowed IRs R of little groups G (k0) of
HSPs k0 in LDG lacking the inversion symmetry gives the
following conditions for quadruple point: k0 is time-reversal
invariant momentum, R is two-dimensional, either real or
complex IR. Therefore, we consider Ĥ(k) being Hamilto-
nian of the system Ĥ0 (including spin–orbit) in the basis
{|Ψ1〉 , |Ψ2〉 , |θΨ1〉 , |θΨ2〉}, where the spinors |Ψi〉 = |Ψi(k)〉
(i = 1, 2 counts two bands touching each other at k0 also in
the absence of TRS) belong to R at k0 and θ is an anti-unitary
operator of TRS, for which we used θ2 = −σ̂0, since spin-
full case is considered. Throughout the text σ̂0 is two-by-
two unit matrix, and σ̂1, σ̂2, σ̂3 are Pauli matrices. Denoting
the little group elements by � = (h|rĥ + b), where h is crys-
tallographic double point group element, while rĥ and b are
fractional and lattice translation, respectively, one gets the con-
ditions imposed by time-reversal and geometrical symmetries
on Ĥ(k0 + q) in the vicinity of k0 (therefore, the wavevector q
is small):

Ĥ∗(k0 + q) = T̂†Ĥ(k0 − q)T̂ , (2.1)

Ĥ(k0 + q) = D̂†(�)Ĥ(k0 + ĥ′q)D̂(�). (2.2)

Here, D̂ = diag(R̂, R̂∗), and ĥ
′
is an operator reduction of vector

representation ĥ to 2D BZ, while T̂ = −iσ̂2 ⊗ σ̂0 represents
the action of θ on the basis of spinors.

To focus on the terms linear in q, Hamiltonian is expanded

in the form Ĥ(k0 + q) ≈
∑

i=1,2 qi
∂Ĥ(k0+q)

∂qi
|q=0 (energy scale

is conveniently shifted such that Ĥ(k0) = 0). To incorporate
symmetry, the matrix elements of the Hamiltonian gradient
are arranged into the four-by-eight matrix Ŵ, which entries
wpq =

(
w1

pq w2
pq

)
are pairs wi

pq =
∂Hpq(k0+q)

∂qi
|q=0. The form
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Table 1. Groups providing dispersions (3.1). Notations for layer (columns 1 and 2) and space groups (columns 4, 5 and 6) are
according to [37, 38] respectively. IR notation in the eighth column is as in Bilbao Crystallographic Server [33]. Effective
Hamiltonian is indicated in the last column by the nonzero parameters (and their interrelations) of (2.5). For the last four
groups a = c while M̄6 and M̄7 are conjugated pair of IRs.

Layer double group Corresponding space double group

Group IR Group Plane IR Dispersion Nonzero vi
pq

21 p21212 S̄5 18 P21212 D3
2 z = 0 S̄5 (3.1a) v1

13, v1
23, v1

33, v2
11, v2

21, v2
31

25 pba2 S̄5 32 Pba2 C8
2v z = 0 S̄5 (3.1a) v1

13, v1
23, v1

33, v2
11, v2

21, v2
31

28 pm21b Ȳ5, S̄5 26 Pmc21 C2
2v y = 0 Z̄5, Ū5 (3.1a) v1

11, v1
21, v1

31, v2
10, v2

20, v2
30

29 pb21m Ȳ5, S̄5 26 Pmc21 C2
2v x = 0 Z̄5, T̄5 (3.1b) v1

02, v2
10, v2

20, v2
30

30 pb2b Ȳ5, S̄5 27 Pcc2 C3
2v x = 0 Z̄5, T̄5 (3.1a) v1

11, v1
21, v1

31, v2
10, v2

20, v2
30

32 pm21n Ȳ5 31 Pmn21 C7
2v y = 0 Z̄5 (3.1a) v1

13, v1
23, v1

33, v2
10, v2

20, v2
30

33 pb21a Ȳ5 29 Pca21 C5
2v y = 0 Z̄5 (3.1b) v1

33, v2
11, v2

21, v2
30

34 pb2n Ȳ5 30 Pnc2 C6
2v x = 0 Z̄5 (3.1a) v1

13, v1
23, v1

33, v2
10, v2

20, v2
30

54 p4212 (M̄6, M̄7) 90 P4212 D2
4 z = 0 (M̄6, M̄7) (3.1a)

⎧⎪⎪⎨
⎪⎪⎩

v1
02 = v2

02 = v1
31 = −v2

31

v1
10 = v2

10 = v1
23 = −v2

23

v1
13 = −v2

13 = −v1
20 = −v2

20

⎫⎪⎪⎬
⎪⎪⎭

56 p4bm (M̄6, M̄7) 100 P4bm C2
4v z = 0 (M̄6, M̄7) (3.1a)

58 p4̄21m (M̄6, M̄7) 113 P4̄21m D3
2d z = 0 (M̄6, M̄7) (3.1a)

60 p4̄b2 (M̄6, M̄7) 117 P4̄b2 D7
2d z = 0 (M̄6, M̄7) (3.1a)

Ŵ =

⎛
⎜⎜⎝
w11 w12 w13 w14

w∗
12 w22 w14 w24

w∗
13 w∗

14 −w11 −w∗
12

w∗
14 w∗

24 −w12 −w22

⎞
⎟⎟⎠ (2.3)

follows from the relation (2.1), together with wi
pq = wi∗

qp cor-

responding to the requirement that Hamiltonian Ĥ is a Hermi-
tian operator. Note that the form (2.3) of Ŵ leads to the trace-
less Hamiltonian: it excludes the scalar term (which imposes
the tilt of the bands). The geometrical symmetries are incorpo-
rated by (2.2), which is rewritten [11, 29] as an efficient fixed
point condition

∣∣∣Ŵ〉
= D̂ ⊗ D̂∗ ⊗ ĥ′

∣∣∣Ŵ〉
, (2.4)

on the column vector (32 × 1) form
∣∣∣Ŵ〉

of Ŵ . The

equation (2.4) is solved with help of the group projection oper-
ators for all of the twelve noncentrosymmetric groups hosting
quadruple points at high symmetry momenta; in this way, the
symmetry determines form of Ŵ. To explicate this, it is more
convenient to use another general expansion of the effective
low energy Hamiltonian,

Ĥ(q) =
3∑

p,q=0

2∑
i=1

qiv
i
pq σ̂p ⊗ σ̂q, (2.5)

and find the constraints imposed by symmetry on the real
coefficients vi

pq (simply interrelated with wi
pq).

3. Results and discussion

3.1. Symmetry adapted Hamiltonians and dispersions

Groups hosting new dispersions are listed in table 1. Besides
intrinsic layer group notation (the first part), the space group

of the system obtained by periodic repetition of the layer along
axis perpendicular to it (column plane) according to Bilbao
Crystallographic Server is also given (second part), where the
directions x, y and z are along axes of orthorombic/tetragonal
3D primitive unit cell. On the other hand, in POLSym approach
we used convention that layers are in xy-plane. Orthogonal lat-
tice vectors a1 and a2 span primitive rectangular/square 2D
unit cell, while reciprocal lattice vectors k1 and k2 satisfy
a j · kl = 2πδ j,l and q1, q2 are projections of q along k1 and
k2. Relevant BZs are in figure 2.

Effective Hamiltonians allowed by symmetry group in the
special points of Brillouin’s zone are presented in the last col-
umn of the table 1: the nonzero real coefficients vi

pq in the
expansion (2.5) are specified, together with the constraints
among them. The listed forms correspond to the group settings
(lattice vectors and coordinate origin) and double valued irre-
ducible co-representations obtained by POLSym code. In fact,
this enabled flexibility in the choice of generators (coordinate
system and translational periods), which finally results in the
form of irreducible co-representations. These are chosen such
to get the same form of the effective Hamiltonian whenever
it is possible (for different groups). Equivalent (but different)
settings (and co-representations) produce different (still equiv-
alent with respect to dispersions) Hamiltonian forms. Clearly,
the exact values of the nonzero coefficients vi

pq (listed in the
last column of the table 1) are material dependent. The groups’
generators and their representative matrices in the allowed
co-representations associated to the specified high-symmetry
points are in the table 2. It should be remarked that in all the
considered cases this point is fixed by the whole gray group,
i.e. the little group is the gray (double) group, and the allowed
co-representations of the little group are simultaneously the
irreducible co-representations of the gray group. The matri-
ces of the relevant co-representations are four-dimensional.
In all the cases time-reversal corresponds to the matrix T̂;
all other generators are represented by the block-diagonal
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Figure 2. BZs of the groups (listed in table 1) supporting dispersions (3.1). For layer groups 28, 29, 30, 32, 33 and 34 vector k2 is along
(screw) axis of order two.

matrices D̂ = diag(R̂, R̂∗), with mutually conjugated 2 × 2
blocks. Therefore, only this block, R̂, is given in the table 2.

The described technique leads to two new types of disper-
sions (figure 1; crossings are taken at E = 0). The first one is
PF, with four bands (obtained for u, v = ±1):

Ev,u(q) = v
√

aq2
1 + cq2

2 + u b |q1q2|. (3.1a)

The expression under the square root is non-negative since
a, b and c are positive quantities (functions of vi

pq) such that
b2 − 4ac < 0. For quadratic layer groups (54, 56, 58, 60)
c = a, and above dispersion degenerates to the isotropic
one Ev,u = v

√
aq2 + u b |q1q2|. Two groups, 29 and 33,

enforce b2 − 4ac = 0, hosting thus FT dispersions (with bands
counted by u, v = ±1):

Ev,u(q) = v | f |q1|+ u g |q2| |, (3.1b)

with f , g positive quantities, also functions of vi
pq. Note that

on the other side, the limit b → 0+ gives Dirac dispersion.

3.2. Density of states

Dispersions (3.1), differing from the well-known Dirac, semi-
Dirac or quadratic, impose specific physical properties. In this
context, one must take into account the range of validity of
these forms, describing the realistic band structures only in the
vicinity of high-symmetry point. In particular, corresponding
density of states (DOS) near E = 0 are:

ρSOC
PF =

2|E|
π
√

4ac − b2
, (3.2a)

ρSOC
FT ≈ L

4π2
√

f 2 + g2
. (3.2b)

Unlike to PF, but similarly to 3D nodal semimetals [39],
exact calculation of DOS of FT is prevented due to the non-
circular iso-energetic lines (figure 1). Thus, the last expression
corresponds to realistic situations where the horizontal parts
of band crossing lines are of the length L (this is an effective

range of approximation). In non-SOC case calculation of DOS
gives doubled results (3.2), since each energy is spin degener-
ate, which is then decoupled from the orbital one. Non zero
DOS of FT near E = 0 is in contrast to DOS of Dirac or PF
dispersions being proportional to |E|, as well as to semi-Dirac
which is proportional to

√
|E|. This affects many properties,

to mention only charge and spin transport. Further, it can be
shown that the electron effective mass, obtained from band
curvatures, for all dispersions (3.1) vanishes. Let us empha-
size that the higher order terms, neglected in derivation can-
not change the obtained band topology (figure 1), though may
distort bands slightly.

3.3. Symmetry breaking

Despite the obtained dispersions are essential, i.e. resistant to
symmetry preserving perturbation, an interesting additional
insight is gained by considering symmetry breaking. Herein,
taking into account group–subgroup relations, we discuss the
possibilities of robustness or switching between various dis-
persions at the same BZ-point by lowering the symmetry, e.g.
due to strain. It is expected that decreasing the number of sym-
metry elements leads to relaxing the constraints imposed on
Hamiltonians, and consequently increasing (or preserving) the
number of independent parameters. In this context, taking into
account the number of non-zero parameters vi

pq of (2.5) given
in table 1, it is meaningful to consider the transitions from FT
to anisotropic PF, as well as from isotropic PF to FT, when the
symmetry is lowered. Precisely, the allowed four-band model
Hamiltonian diagonalizing in PF dispersion have six real inde-
pendent parameters, which are reduced to three for quadratic
groups; similarly, there are 4 real independent Hamiltonian
parameters for FT. Before proceeding, let us take a brief look
into the robustness of FT and PF.

Regarding groups 29 and 33 supporting FT dispersion,
symmetry reduction in which either nonsymmorphic glide
plane or screw axis (but not both) is retained causes that FT at
the Y point splits into two non-degenerate conical dispersions.
Opposite out-of-plane shifts of the adjacent nuclei positioned
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Table 2. Allowed irreducible co-representations: for each group and
corresponding HSP, the generators are listed, and the block-diagonal part R̂ of
double valued co-representation D̂ representing these generators (in the same
order). Here, Cnn̂ is rotation for 2π/n around axis n̂ (which is x̂, ŷ, ẑ, or
ĉ = 1√

2
(x̂ + ŷ)), mn̂ is vertical mirror plane which contains n̂ axis, mh is

horizontal mirror plane, and Sn = Cn̂zmh.

Group HSP Generators R̂

21 S (C2x̂| 1
2 0) (C2̂y|0 1

2 ) σ̂3 σ̂1

25 S (mx̂| 1
2 0) (mŷ|0 1

2 ) σ̂3 σ̂1

28 Y (I|10) (C2̂y|0 1
2 ) mŷ σ̂0 −σ̂3 −iσ̂2

28 S (I|10) (C2̂y|0 1
2 ) mŷ −σ̂0 −σ̂3 −iσ̂2

29 Y (I|10) (C2̂y|0 1
2 ) mh σ̂0 −σ̂3 −iσ̂2

29 S (I|10) (C2̂y|0 1
2 ) mh −σ̂0 −σ̂3 −iσ̂2

30 Y (I|10) (mŷ|0 1
2 ) C2ŷ σ̂0 −σ̂3 −iσ̂2

30 S (I|10) (mŷ|0 1
2 ) C2ŷ −σ̂0 −σ̂3 −iσ̂2

32 Y (I|10) (mh| 1
2

1
2 ) mŷ σ̂0 −σ̂3 −iσ̂2

33 Y (mh| 1
2 0) (C2̂y|0 1

2 ) iσ̂3 σ̂1

34 Y (I|10) (mh| 1
2

1
2 ) C2ŷ σ̂0 −σ̂3 −iσ̂2

54 M (I|10) (C2̂c| 1
2

1
2 ) C4̂z −σ̂0 −iσ̂2 e−i 3π

4 diag(1, i)

56 M (I|10) (mĉ| 1
2

1
2 ) C4̂z −σ̂0 −iσ̂2 e−i 3π

4 diag(1, i)

58 M (I|10) (mĉ| 1
2

1
2 ) S4 −σ̂0 −iσ̂2 e−i 3π

4 diag(1, i)

60 M (I|10) (C2̂c| 1
2

1
2 ) S4 −σ̂0 −iσ̂2 e−i 3π

4 diag(1, i)

in the mirror plane, transforms mirror into a glide plane, while
doubling the lattice constant; this in turn halves primitive vec-
tor k1 of the reciprocal lattice. Group 29 reduces to 33 and
the S point in 29 becomes Y point in 33. Consequently, FT
in Y and S points in 29 are robust against lowering the sym-
metry to group 33. Similarly, concerning the PF, any homoge-
nous stretching along a1 or a2 axis deforms square primitive
cell to rectangular, reducing the symmetries of layer groups
54 and 58 (56 and 60) to the group 21 (25) and causes PF
to change from isotropic to anisotropic form, which implies
direction-dependent electronic and related properties.

Since PF is a generalized form of FT, one could expect that
the parameters of these dispersions can be interrelated by tun-
ing. However, continuous transformation from FT to PF at the
same point of the BZ is not possible, since neither of groups
supporting FT is a subgroup of any of groups allowing PF, nor
vice-versa. The expression (3.2a) for DOS of PF shows that the
changing parameters such that PF approaches to FT results in a
singularity at zero energy. In the other words, if opposite would
hold, arbitrarily small displacements of nuclei, being sufficient
to lower the symmetry, would cause a jump of (graphene-like)
negligible DOS of PF to a finite and constant DOS of FT,
which we found unlikely. At the same time, such obstruction
from DOS does not forbid the transition between Dirac (dou-
ble degenerate cones with four-fold degenerate point) and PF,
nor it forbids splitting of FT and PF into two non-degenerate
conical dispersions (with double degenerate point).

Following the above arguments, it is expected that transition
from Dirac cone to PF may be realized by lowering the sym-
metry, since Dirac dispersions has less independent parameters
than PF. According to [5] Dirac semimetals in time-reversal
invariant two-dimensional systems with strong SOC are pos-
sible in nonsymmorphic groups with inversion symmetry. E.g.
let us consider the layer group 46 (pmmn), hosting Dirac cones

at X, Y and S HSPs (the BZ is the same as this one given on
the left panel in figure 2). It is expected that the violation of the
inversion symmetry leads to Weyl points or node [5]. However,
listing all subgroups, it turns out that the two of the subgroups,
32 and 21, actually host PF in the points Y and S, respec-
tively. Indeed, in [46], using spinfull tight-binding model with
four sites (with s-orbitals) per unit cell, authors show that at
fillings 2, 6, system invariant under double layer group 21 is
semimetal, which hosts one fourfold degenerate and four Weyl
points. A plethora of such cases, where groups allowing PF
from the table 1 are subgroups of symmetry groups of Dirac
semimetals, indicates candidates for transitions between cen-
trosymmetric and noncentrosymmetric crystals with protected
four-fold band crossing point. Moreover, the existence of such
essential fourfold degenerate point simultaneously with double
degenerate Weyl points in the same system, makes that the lay-
ers from our list represent possible two-dimensional materials
suitable for the study of their interplay.

3.4. Material realization

Despite the fabrication of freestanding layers is not always
feasible, the above theoretical predictions required material
realizations, or at least numerical simulations. To find realis-
tic material with layer groups from table 1 we searched the
list [41] of 3D layered materials, synthesis of which has been
reported in the literature. In the table 3 we listed potential
material candidates with symmetry groups allowing the pre-
dicted peculiar dispersions. These are laboratory fabricated
3D crystals with layered structures, which could be easily or
potentially exfoliated into layers.

It is interesting to single out our group-theoretical findings
indicated that dispersions (3.1) are not preserved when SOC is
neglected, except for the LDG 33, which supports FT disper-
sion also in that case [29]. Inclusion of SOC moves FT from
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Table 3. Material candidates: layered systems with symmetry groups hosting
the dispersions (3.1). Layer and corresponding space groups are listed for
materials given by a formula and materials project ID. Abbreviations EE and PE
stand for easily and potentially exfoliable, respectively, according to [41].

Layer group Space group Formula ID EE/PE

21 p21212 18 P21212 As2SO6 mp-27230 EE
MgMoTeO6 mp-1210722 EE

25 pba2 32 Pba2 Au2Se2O7 mp-28095 EE
Re2S2O13 –I mp-974650 EE

28 pm21b 26 Pmc21 TlP5 mp-27411 EE
KO2H4F mp-983327 PE
NaGe3P3 mp-1104707 PE

29 pb21m 26 Pmc21 WO2Cl2 mp-32539 EE
32 pm21n 31 Pmn21 CuCOCl mp-562090 EE
33 pb21a 29 Pca21 BiIO4 mp-1191266 PE

KPSe6 mp-18625 EE
58 p4̄21m 113 P4̄21m LiReO2F4 mp-554108 EE

Figure 3. Crystal structure of BiIO4 mono-layer: elementary cell
(left) and a part of layer (right).

BZ corners to the Y-point. The material BiIO4 belongs to cor-
responding space group 29 and has layers parallel to the y = 0
plane. Consequently, it should exfoliate to layer group 33 so
we choose it for further DFT investigations, as an example of
achievements of our theory. Since IRs from table 1 are the only
extra IRs in these BZ points, the dispersions (3.1) are unavoid-
able for crystals with symmetry of these groups. On the other
hand, the position of Fermi level cannot be determined solely
by symmetry arguments, nor it can be guaranteed that no other
bands cross or touch the Fermi level.

We determined crystal (figure 3) and band structure
(figure 4) of BiIO4 mono-layer configuration using DFT cal-
culations: full relaxation and bands calculations were per-
formed by QUANTUM ESPRESSO software package [42],
full relativistic PAW pseudopotentials [43, 44], with the
Perdew–Burke–Ernzerhof exchange–correlation functional
[45]. The energy cutoff for electron wavefunction and charge
density of 47 Ry and 476 Ry were chosen, respectively. The
band structures were found in 500 k-points on selected path,
and 2500 k-points for 2D band structure plots in the vicinity of
HSPs.

Crystal structure of mono-layer is shown in figure 3. It
belongs to rectangular lattice of the group 33, with nearly equal
a1 = 0.566 nm and a2 = 0.575 nm. Band structure of BiIO4

Figure 4. Band structure of BiIO4 mono-layer without SOC (top)
and with SOC (bottom), with insets showing magnified FT and split
FT dispersions. The Fermi level is set to zero eV.

mono-layer with and without SOC is shown in figure 4. It
turns out that the system is insulating in undoped and ungated
regime. The closest to Fermi level FT state is at −0.9 eV.
When SOC is neglected energy at the point S is eightfold
degenerate (including spin), which gives electron filling of 8n
that is necessary for insulating systems [40]. With inclusion of
SOC the eightfold spinfull degeneracy at S is lifted, but sets
of eight non-degenerate bands each, form cat’s cradle struc-
ture along ΓX line, as predicted in reference [46]. This gives
again electron filling of 8n [46, 47]. Our electron filling of 184,
derived from DFT calculations, is indeed divisible by 8. Elec-
tron filling for DLG 33 prevents FT to be the only dispersion at
the Fermi level, while for remaining groups in table 1 the filling
condition necessary for Fermi surface consisting of isolated
points is ν = 4n + 2.
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Figure 5. Band structures of BiIO4 mono-layer without and with
SOC near points S and Y . Inclusion of SOC turns FT dispersion into
nodal lines in S, and degenerate Dirac line into FT in Y.

Behavior of FT states with inclusion of SOC is shown in
figure 5. In non-SOC case, two pairs of Dirac lines meet at the
point S and form the FT states. SOC splits eightfold degenerate
band at S into four double degenerate ones. Near point Y, SOC
splits fourfold spinfull degenerate Dirac line into one FT state.
Since SOC strength is proportional to the fourth power of the
atomic number [48], heavy elements in the material induced
observable splitting.

4. Conclusions

Characterized by band crossings (touching) points (lines)
at Fermi level from which energies disperse linearly, nodal
metals/semimetals take an important role in investigations
of various topological properties of crystals. Among them,
symmetry-enforced ones represent a class of materials host-
ing such dispersions in HSPs due to increased degeneracy.
In the language of group theory, while the spinless case
is described by the ordinary group of geometrical trans-
formations, the spinfull situation, when system is robust
on spin–orbit perturbation, needs double groups. Additional
inclusion of TRS leads to gray magnetic ordinary or dou-
ble group. The increased degeneracy of energy is enabled by
higher dimensional allowed irreducible (co)representations of
the corresponding underlying crystal symmetry.

New fermions in 2D materials revealed by application
of full gray double layer group symmetry contribute to the
interesting physical phenomena of layered systems: two new
types of dispersions beyond Dirac, PF and FT, accompany the
fourfold degeneracy of bands in high-symmetry points. Our
findings single out list of twelve nonsymmorphic and non-
centrosymmetric layer groups that support such unusual lin-
ear electronic dispersions. As the method is not based on the
topological mechanism (invoking nonsymmorphicsymmetry),
the result is general, verifying a posteriori the necessity of
nonsymmorphic elements for the considered dispersions. Pro-
viding this list, numerical simulations aimed to find material
realizations of the peculiar dispersions are facilitated, which is
of a great importance to achieve corresponding physical prop-
erties. PF dispersion occurs in ten groups; in particular, there

are single isolated HSP hosting it in the groups p21212, pba2
(point S), pm21n, pb2n (Y), and p4212, p4bm, p4̄21m, p4̄b2
(M), while the groups pm21b and pb2b have two such points
(Y, S). On the other hand, the FT type of dispersion in the group
pb21a is hosted in single (Y), and in the group pb21m in two
HSPs (Y, S).

Particularly interesting are groups pb21a, supporting FT
dispersion both with and without SOC, as well as pba2 and
p4bm, which are also wallpaper groups, preserved even when
perpendicular, homogenous electric field is applied (e.g. due to
gating). Moreover, coexistence of degenerate point and lines
at the same energy in FT dispersion may lead to some new
phenomena. FT dispersion has constant contribution to DOS,
manifested as a plateau nearby zero energy in FT. This may be
important in technological applications, especially when elec-
tron and/or spin transport are looked for, like materials for solar
cells [49], spintronic etc. On the contrary, PF dispersion, simi-
larly to Dirac ones, contributes by linear DOS with no states on
zero energy. It has both isotropic and anisotropic forms which
may be continuously transformed into each other by crystal
deformations.

Our numerical calculations show that layered BiIO4 3D
crystal, exfoliates to stable mono-layer having a symmetry
group from our list. Band structure of BiIO4 mono-layer con-
firms theoretical prediction, but further efforts are necessary in
order to place the Fermi level at right energy.
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M Damnjanović https://orcid.org/0000-0003-2806-253X

References

[1] Gupta S, Kutana A and Yakobson B I 2018 Dirac cones and
nodal line in borophene J. Phys. Chem. Lett. 9 2757–62

[2] Zhang Y, Kang J, Zheng F, Gao P-F, Zhang S-L and Wang L-W
2019 Borophosphene: a new anisotropic Dirac cone mono-
layer with a high Fermi velocity and a unique self-doping
feature J. Phys. Chem. Lett. 10 6656–63

[3] Zhang L Z, Wang Z F, Wang Z M, Du S X, Gao H-J and Liu. F
2015 Highly anisotropic Dirac fermions in square graphynes
J. Phys. Chem. Lett. 6 2959–62

7

https://orcid.org/0000-0001-7517-6439
https://orcid.org/0000-0001-7517-6439
https://orcid.org/0000-0002-3634-0301
https://orcid.org/0000-0002-3634-0301
https://orcid.org/0000-0002-0553-0858
https://orcid.org/0000-0002-0553-0858
https://orcid.org/0000-0002-8600-7187
https://orcid.org/0000-0002-8600-7187
https://orcid.org/0000-0002-7241-3248
https://orcid.org/0000-0002-7241-3248
https://orcid.org/0000-0003-2806-253X
https://orcid.org/0000-0003-2806-253X
https://doi.org/10.1021/acs.jpclett.8b00640
https://doi.org/10.1021/acs.jpclett.8b00640
https://doi.org/10.1021/acs.jpclett.8b00640
https://doi.org/10.1021/acs.jpclett.8b00640
https://doi.org/10.1021/acs.jpclett.9b02599
https://doi.org/10.1021/acs.jpclett.9b02599
https://doi.org/10.1021/acs.jpclett.9b02599
https://doi.org/10.1021/acs.jpclett.9b02599
https://doi.org/10.1021/acs.jpclett.5b01337
https://doi.org/10.1021/acs.jpclett.5b01337
https://doi.org/10.1021/acs.jpclett.5b01337
https://doi.org/10.1021/acs.jpclett.5b01337


J. Phys.: Condens. Matter 32 (2020) 485501 V Damljanovíc et al

[4] Fang C, Gilbert M J, Dai X and Andrei Bernevig B 2012
Multi-Weyl topological semimetals stabilized by point group
symmetry Phys. Rev. Lett. 108 266802

[5] Young S M and Kane C L 2015 Dirac semimetals in two
dimensions Phys. Rev. Lett. 115 126803

[6] van Miert G and Smith C M 2016 Dirac cones beyond the hon-
eycomb lattice: a symmetry-based approach Phys. Rev. B 93
035401

[7] Wang J 2017 Antiferromagnetic Dirac semimetals in two dimen-
sions Phys. Rev. B 95 115138

[8] Kim J, Baik S S, Jung S W, Sohn Y, Ryu S H, Choi H J, Yang
B-J and Kim K S 2017 Two-dimensional Dirac fermions pro-
tected by space-time inversion symmetry in black phosphorus
Phys. Rev. Lett. 119 226801

[9] Young S M and Wieder B J 2017 Filling-enforced magnetic
Dirac semimetals in two dimensions Phys. Rev. Lett. 118
186401

[10] Kawarabayashi T, Aoki H and Hatsugai Y 2019 Topologically
protected doubling of tilted Dirac fermions in two dimensions
Phys. Status Solidi B 256 1970025

[11] Mañes J L 2012 Existence of bulk chiral fermions and crystal
symmetry Phys. Rev. B 85 155118
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Abstract

We report temperature-dependent Raman scattering and magnetization stud-

ies of van der Waals ferromagnetic compound CrSi0.8Ge0.1Te3. Magnetic sus-

ceptibility measurements revealed dominant ferromagnetic interactions

below TC which shift to the lower values due to the presence of vacancies.

A Raman active mode, additional to the ones predicted by symmetry in the

parent compounds, has been observed. This Ag symmetry mode most likely

emerges as a consequence of the atomic vacancies on Si/Ge site. Presence of

the strong spin–phonon coupling at temperature around 210 K is indicated

by deviations from conventional phonon self-energy temperature dependence

of all analysed modes.

KEYWORD S

magnetism, phonons, raman spectroscopy, van der Waals materials

1 | INTRODUCTION

Considerable progress has been made in the field of
material science through developing new materials and
revealing their properties in the last decade. Namely, in
the recent years, large family of van der Waals materials
with inherent magnetism became the focus of experimen-
tal and theoretical research, because they seem suitable
for numerous technical applications.[1-7] The family
includes Fe3− xGeTe2 metallic materials with high
magnetic transition temperature,[8-10] semiconductors
CrXTe3 (X = Si, Ge, Sn) and CrX3 (X = Cl, Br, I) mono-
layers[2,11-13] and heterostructures.[14]

CrSiTe3 and CrGeTe3 are ferromagnetic (FM) semi-
conductors with band gap of 0.4 and 0.7 eV and Curie
temperatures (TC) of 32 and 61 K, respectively.[15-18] Twin-
ing of CrSiTe3 single crystals along c-axes was revealed by
X-ray diffraction experiment as well as Cr3+ ions magnetic
order.[15] Recently, through high-resolution angle-re-
solved photoemission spectroscopy (ARPES), it was possi-
ble to identify full electronic structure near the Fermi
level. Due to spin–orbit coupling, CrSiTe3 is a Mott-type
FM insulator.[19] Electronic structure of CrGeTe3 single
crystals was also investigated by ARPES.[20] It was shown
that the low-lying valence bands are centred around the Γ
point and are mainly formed from Te 5p orbitals.
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Raman scattering studies of CrSiTe3 reveal strong
spin–lattice coupling in the paramagnetic phase[15,21] as a
consequence of a short-range magnetic order in this com-
pound. In addition to renormalization of energies and
linewidths of observed Raman active modes, coupling of
doubly degenerate Eg mode with magnetic continuum
was found.[21] The coupling results in an asymmetric
phonon line shape up to 180 K. Besides the splitting of
two low-energy Eg modes in the magnetic phase of
CrGeTe3 and unconventional behaviour of phonon prop-
erties around transition temperature, experimental
results indicate spin–phonon coupling effect with mag-
netic quasi-elastic scattering.[22] Pressure-dependent
Raman scattering study of CrGeTe3 showed a decrease in
bond length, the deviation of Cr–Te–Cr angle, and reduc-
tion of phase transition temperature.[23]

Change of the carrier concentration plays an impor-
tant role in the physics of semiconducting materials as it
can lead to surprising physical properties. Very small var-
iations in dopant concentrations can lead to structural
modifications and considerable changes in magnetic
transition temperature. Here, we report a Raman scatter-
ing and magnetization studies of CrSi0.8Ge0.1Te3. Our
scanning electron microscopy (SEM) measurements
reveal 10% of Ge atoms concentration and 10% of vacan-
cies. Vacancies induced a decrease in TC was detected
within magnetic susceptibility measurements. In the
Raman scattering results, we identified three Ag and four
Eg symmetry modes. Additional peak of the Ag symmetry
is also observed in our spectra. This mode may be traced
to vacancies and possible inhomogeneous distribution of
Ge atoms substitution on Si atomic site at nano-scale.
Energies of modes predicted by symmetry analysis are
found between the experimental values of parent
compounds CrSiTe3 and CrGeTe3, reported previously in
Milosavljevi et al..[21] The presence of the strong
spin–phonon interaction at temperature around 210 K
is indicated in small deviations from conventional
temperature-dependent behaviour of the observed modes
energies and linewidths, including additional one.

2 | EXPERIMENT AND
NUMERICAL METHOD

CrSi0.8Ge0.1Te3 single crystals were grown as described
previously.[24] Magnetic properties were measured in a
Quantum Design MPMS-XL5 system.

SEM measurements were performed using FEI
HeliosNanolab 650. This microscope is equipped with an
Oxford Instruments energy dispersive spectroscopy (EDS)
system with an X-max SSD detector operating at 20 kV.
Measurements were performed on as-cleaved samples

deposited on a graphite tape. The elemental composition
EDS mapping was obtained on crystals that appeared to
be uniform for several tens of microns. The maps show
the presence of Cr, Ge, Te and Si.

For Raman scattering experiment, Tri Vista 557 spec-
trometer was used in the subtractive backscattering
micro-Raman configuration. The combination of gratings
was 1800/1800/2400 grooves/mm and the entrance slit of
80 μm. Solid state laser with 532-nm line was used as an
excitation source. In our scattering configuration, plane
of incidence is ab-plane, where |a|= |b| (∡ða,bÞ= 120∘ ),
with incident (scattered) light propagation direction
along c-axes. Samples were cleaved in the air before being
placed in vacuum. All measurements were performed in
high vacuum (10−6 mbar) using a KONTI CryoVac con-
tinuous Helium flow cryostat with 0.5-mm thick window.
Laser beam focusing was achieved using microscope
objective with ×50 magnification. All spectra were
corrected for Bose factor.

Spin-polarized density functional theory calculations
were performed in Quantum Espresso software pack-
age,[25] based on plane waves and pseudopotentials, using
Perdew–Burke–Ernzerhof (PBE) exchange-correlation
functional[26] and projector augmented wave (PAW)
pseudopotentials.[27,28] The cutoff for wavefunctions and
the charge density of 85 and 425 Ry were chosen, respec-
tively. The k-point were sampled using the Monkhorst-
Pack scheme, on 8 × 8 × 8 Γ centred grid used for both
structures. Optimization of the lattice parameters and
atomic positions in unit cell was performed until the
interatomic forces were minimized down to 10−6 Ry/Å.
Treatment of the van der Waals interactions is included
using the Grimme-D2 correction, in order to obtain the
lattice parameters more accurately. Phonon wave num-
bers were calculated within the linear response method,
as implemented in PHonon part of Quantum Espresso.

FIGURE 1 Energy dispersive spectroscopy (EDS) mapping on

a CrSi0.8Ge0.1Te3 single crystal [Colour figure can be viewed at

wileyonlinelibrary.com]
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3 | RESULTS AND DISCUSSION

In order to investigate uniformity and elemental composi-
tion of CrSi0.8Ge0.1Te3 sample, SEM measurements were
performed on as-cleaved crystals. EDS mapping presented
in Figure 1 shows that the ratio of Cr:Si:Ge:Te (averaged
over 10 measurements) is 1:0.8:0.1:3. This result reveals
the presence of 10% Ge atomic vacancies in the sample.

Figure 2a,b presents the temperature dependence of
zero-field cooling (ZFC) magnetic susceptibility χ(T) =M
(T)/H measured in 1-kOe magnetic field applied parallel
to a (a) and c (b) crystallographic axes. Curie–Weiss law
χ = C

T−θ fit at high temperatures yields Weiss tempera-
tures θa = 61(2) K, θc = 70(2) K and high temperature
paramagnetic moments μeff,a = 4.14(2)μB and μeff,c = 3.91
(2)μB for CrSi0.8Ge0.1Te3, consistent with dominant FM
interactions below Tc and in line with the observed FM
Tc and magnetic hystheresis loops.[13,24] The approximate
Tc value can be determined from the minima of the
dχ/dT curves insets in Figure 2(a,b). It should be noted

that, instead of monotonous rise, there is a weak but
discernible shift to lower temperature in dχ/dT in
CrSi0.8Ge0.1Te3 when compared with CrSiTe3. This small
reduction in FM transition temperature is likely induced
by the presence of vacancies, as suggested by the EDS
data. The presence of vacancies in this class of materials
usually disarrange magnetic exchange due to disorder
increment, which leads to the reduction of TC.

[29]

Isostructural parent compounds CrSiTe3 and CrGeTe3
crystallize in the rhombohedral crystal structure,
described with space group R3 (C2

3i).
[30] According to fac-

tor group analysis, five Ag and five double degenerate Eg

symmetry modes are expected to be observed in the light
scattering experiment. Detailed symmetry analysis, pho-
non mode distribution and selection rules for parent
compounds (CrSiTe3 and CrGeTe3) can be found in
Milosavljevi�c et al.[21] In our scattering configuration, the
plane of incidence is ab plane, where |a|= |b|
(∡ða,bÞ= 120∘ ) (inset in Figure 3), and the direction of
incident (scattered) light propagation is along c-axes.
According to the selection rules for this scattering
configuration,[21] all Raman active modes may be
observed, having in mind that Ag symmetry modes can
be detected only in parallel polarization configuration.
The Eg symmetry modes are expected to appear in both
the parallel and cross polarization configurations. Raman
spectra of CrSi0.8Ge0.1Te3, obtained by continuous change
of the angle between polarization vectors of incident and

FIGURE 2 Temperature dependence of zero-field cooling

(ZFC) χ=M/H for CrSiTe3, CrSi0.8Ge0.1Te3 and CrGeTe3 in 1-kOe

magnetic field applied in-plane (a) and along the c-axis (b). Insets

show transition temperatures of ferromagnetic orders (dχ/dT) and

magnetic hystheresis loops taken at 2 K

FIGURE 3 Raman spectra of CrSi0.8Ge0.1Te3 single crystal,

measured at 100 K, as a function of angle θ, between incident and

scattered light polarization. Inset: schematic representation of the

incident and scattered light polarization with respect to the crystal

orientation [Colour figure can be viewed at wileyonlinelibrary.com]
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scattered light, θ=∡ðei,esÞ , (0∘⩽θ⩽90∘ ) at 100 K, are
shown in Figure 3. It can be seen that by changing this
angle, starting from θ = 0�, the intensities of the peaks at
energies 80.2, 116.4 and 145.5 cm−1 continuously
decrease and completely vanish for polarization angle of
90�. Therefore, these excitations obey pure Ag symmetry.
On the other hand, the peaks at energies of 84.5, 88.3,
117.2 and 215.0 cm−1 are not influenced by change of
polarization angle, so they can be identified as Eg symme-
try modes.

Here, one should note that the feature observed at
around 117 cm−1 in both scattering configurations is
actually a two-peak structure comprising of 116.4-cm−1

Ag and 117.2-cm−1 Eg symmetry modes. Detailed analysis
of the structure for two scattering configurations is pres-
ented in Figure A1 of Appendix. Furthermore, closer
inspection of the data revealed that peak at energy of
145.5 cm−1, which obeys pure Ag symmetry, is also com-
posed of two modes, P1 (144.6 cm−1) and A3

g (146.7 cm
−1),

as shown in Figure A2 of Appendix.
Calculated optical phonon wavenumbers of the

parent compounds, CrSiTe3 and CrGeTe3, together with
their experimental Raman active values as well as Raman
mode energies of CrSi0.8Ge0.1Te3, are compiled in Table 1.
As expected, experimental values of CrSi0.8Ge0.1Te3
Raman active modes are found between the values of the
observed modes in parent compounds.[21] Figure 4a
shows compositional evolution of the peaks with highest

intensity, assigned as E3
g and A3

g symmetry modes in par-
ent compounds. The E3

g mode energy changes almost lin-
early (Figure 4b), as a consequence of change in lattice
parameters and “change of mass” effect. The observed
energy shift is followed by doubling of the linewidth,
dominantly induced by the significant crystalline disor-
der. The similar type of behaviour, with somewhat larger
increase in the linewidth, was also observed for the A3

g

symmetry mode. The most striking feature was the addi-
tional Ag symmetry mode (denoted as P1, see Figure A2
of the Appendix), observed in the doped sample. Gener-
ally, both the substitutional defects and vacancies may
have similar impact on the Raman modes energy and
linewidth. Here, the appearance of P1 peak can be under-
stood as a consequence of the presence of vacancies on
Si/Ge atomic site and their inharmonious distribution at
nano-scale. The mode “splitting” is detected only for the
A3
g but not for other observed modes, due to the fact that

different nature of these vibrations results in different
values of energy shifts. In the case of other modes, the
difference between the shifts for corresponding domains
is smaller than the spectral resolution of the instrument
(�1.8 cm−1), and therefore, the separate modes can not
be resolved.

Figure 5 shows CrSi0.8Ge0.1Te3 Raman scattering
spectra measured at various temperatures. For clarity,
spectra obtained for cross polarization configuration are

FIGURE A1 Decomposition of unresolved A2
g and E3

g

symmetry modes obtained by simultaneous modelling in parallel

and cross polarization configuration. Grey line represents the

measured data, Voigt line of A2
g mode is shown by green, and blue

lines represent the E3
g symmetry mode in parallel (upper panel) and

cross (lower panel) polarization. The orange line is the

superposition of these two lines [Colour figure can be viewed at

wileyonlinelibrary.com]

FIGURE A2 Decomposition of phonon mode in parallel

scattering configuration on two Ag symmetry modes. Open circles

represent the measured data and the blue one sum of two Voigt

profile line shapes. Data modelled with one Voigt profile line shape

(orange line) deviates significantly from measured data [Colour

figure can be viewed at wileyonlinelibrary.com]
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TABLE 1 Phonon symmetry, calculated (T= 0 K) and experimental (T= 100 K) Raman active phonon wavenumbers of parent

compounds CrSiTe3 and CrGeTe3.
[21] Experimental values for Raman active phonons of CrSi0.8Ge0.1Te3 at 100 K are shown in the last

column

Raman active modes

Calculations Experiment

Symmetry CrSiTe3 CrGeTe3 CrSiTe3 CrGeTe3 CrSi0.8Ge0.1Te3

A1
g 88.2 84.2 — — 80.2

E1
g 93.5 82.0 88.9 83.5 84.5

E2
g 96.9 90.8 — — 88.3

E3
g 118.3 114.2 118.2 112.2 117.2

A2
g 122.0 105.9 — — 116.4

A3
g 148.0 134.8 147.4 137.9 146.7

A4
g 208.7 200.3 — — —

E4
g 219.5 209.6 217.2 217.5 215.0

E5
g 357.4 229.8 — — —

A5
g 508.9 290.7 — 296.6 —

Note: All values are given in cm−1.

FIGURE 4 (a) Raman scattering spectra of E3
g and A3

g phonon

modes of CrSiTe3 (orange line), CrSi0.8Ge0.1Te3 (yellow line) and

CrGeTe3 (green line) at T = 100 K measured in cross (left panel)

and parallel (right panel) scattering configuration, respectively.

(b) Energy (grey line) and linewidth (red line) of these two

modes with respect to the percentage of Si atoms concentration.

Energy and linewidth of P1 mode are marked with black and red

star, respectively [Colour figure can be viewed at

wileyonlinelibrary.com]

FIGURE 5 Raman spectra of CrSi0.8Ge0.1Te3 single crystal

measured at various temperatures. The spectra were analysed by

using multiple Voigt peak functions and a single

χ00cont = aΓω=ðΓ2 +ω2Þ+ bω function, for parallel (θ = 0�, solid
coloured lines) and cross (θ= 90�, dashed coloured lines) scattering

configuration. For clarity, higher and lower energy ranges (left and

right panel) are multiplied by the factor of five [Colour figure can

be viewed at wileyonlinelibrary.com]
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only shown for the mid-energy range. Temperature
dependence of energies and linewidths of all the observed
Ag symmetry modes, including P1, are presented in
Figure 6. By heating the sample from 100 K to approxi-
mately 210 K, monotonous decrease in energy of all the
Ag symmetry modes is present, dominantly driven by
thermal expansion.[31] In the temperature region around
210 K, these modes' energy exhibit small deviation,
followed by a continuous decrease up to room tempera-
ture. In the same temperature region, deviation from
expected anharmonic type of behaviour is observed for
all the Ag symmetry modes linewidth. This effect is more
pronounced for higher energy modes where the
anharmonicity is expected to be higher. Similar response
of analysed Eg symmetry modes is present and shown in
Figure 7.

Concerning previously reported strong spin–phonon
coupling in CrSiTe3,

[15,21] which persists up to 180 K, we
believe that this unconventional behaviour of energies
and linewidths can be attributed to the coupling of the
phonon modes to the spin system.[32] Due to the doping
and presence of vacancies, strong magnetic correlations
in CrSi0.8Ge0.1Te3 are sustained up to 210 K.

4 | CONCLUSIONS

In summary, we presented temperature-dependent
Raman scattering and magnetization studies of doped
van der Waals ferromagnet CrSi0.8Ge0.1Te3. SEM mea-
surements revealed the presence of 10% vacancies on
Si/Ge atomic site. As a consequence, magnetization mea-
surements detected small but clear decrease in TC. Seven
out of 10 Raman active modes have been assigned in our
Raman spectra. Temperature dependence of all the
observed modes shows the persistence of magnetic corre-
lations up to 210 K. In addition, the results revealed the
appearance of the peak that obey pure Ag symmetry,
which is attributed to the possible inhomogeneous distri-
bution of Ge atoms and vacancies at nano-scale. This
study provides an insight into the impact of doping and
presence of vacancies on magnetic and lattice properties
in this class of materials.
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APPENDIX: A DECOMPOSITION OF
UNRESOLVED MODES

Analysing the spectra of CrSi0.8Ge0.1Te3 single crystal, in
different polarization configurations (Figure 3), in the
energy range around 117 cm−1, becomes clear that lower
energy part completely disappears in cross polarization
configuration, whereas higher energy part persists.
Enlarged part of this energy region is shown in
Figure A1, in parallel and cross polarization configura-
tion at temperature of 100 K. After simultaneous model-
ling of these spectra becomes clear that they consist of
the A2

g and E3
g modes, at energies 116.4 and 117.2 cm−1,

respectively. This is completely supported with theoreti-
cal calculations presented in Table 1.
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On the other hand, existence of P1 is not predicted by
theoretical calculations, as Raman active peak. Only
closer inspection and detailed analysis, presented in

Figure A2, shows that much better agreement with
experimental results gives modelling as a superposition
of two Voigt lines.
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Evidence of spin-phonon coupling in CrSiTe3
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We present Raman scattering results on the layered semiconducting ferromagnetic compound CrSiTe3. Four
Raman-active modes, predicted by symmetry, are observed and assigned. The experimental results are supported
by density functional theory calculations. The self-energies of the A3

g and the E3
g symmetry modes exhibit

unconventional temperature evolution around 180 K. In addition, the doubly degenerate E3
g mode shows a clear

change of asymmetry in the same temperature region. The observed behavior is consistent with the presence of
the previously reported short-range magnetic order and strong spin-phonon coupling.

DOI: 10.1103/PhysRevB.98.104306

I. INTRODUCTION

Trichalcogenides CrXTe3 (X = Si, Ge) belong to a rare
class of quasi-two-dimensional semiconducting materials
with a ferromagnetic order, band gaps of 0.4 eV for Si and
0.7 eV for Ge compounds, and Curie temperatures (TC) of
32 and 61 K, respectively [1–6]. Because of their layered
structure, due to van der Waals bonding, they can be exfoliated
to mono- and few-layer nanosheets, which, together with
their semiconducting and magnetic properties, make an ideal
combination for applications in optoelectronics and nanospin-
tronics [7–11]. This was further supported by the observation
of giant resistivity modulation of CrGeTe3-based devices [12].

From an x-ray diffraction study [1], it was revealed that
CrSiTe3 crystals are twined along c axes, the thermal expan-
sion is negative at low temperatures, and the thermal conduc-
tivity shows strong magnon-phonon scattering effects. A very
small single-ion anisotropy favoring magnetic order along c

axes and spin waves was found in CrSiTe3 by elastic and
inelastic neutron scattering [13]. Spin-wave measurements
suggest the absence of three-dimensional correlations above
TC, whereas in-plane dynamic correlations are present up to
300 K. First-principles calculations suggested the possibility
of graphenelike mechanical exfoliation for CrXTe3 (X = Si,
Ge) single crystals with conserved semiconducting and ferro-
magnetic properties [14]. The exfoliation of CrSiTe3 bulk to
mono- and few-layer two-dimensional crystals onto a Si/SiO2

substrate has been achieved [15] with a resistivity between
80 and 120 K, depending on the number of layers. Critical
exponents for CrSiTe3 were also determined from theoretical
analysis [16].

Spin-phonon coupling in CrGeTe3 was investigated in
Raman scattering experiments [17]. Splitting of the two
lowest-energy Eg modes in the ferromagnetic phase has been
observed and ascribed to time-reversal symmetry breaking by

*nenadl@ipb.ac.rs

the spin ordering. Furthermore, the significant renormaliza-
tion of the three higher-energy modes’ self-energies below TC

provided additional evidence of spin-phonon coupling [17].
The external pressure-induced effect on lattice dynamics and
magnetization in CrGeTe3 has also been studied [18].

The Raman spectrum of CrSiTe3 single crystals was re-
ported in Ref. [1], where three Raman-active modes have been
observed. Similar results have also been presented in Ref. [15]
for ultrathin nanosheets of CrSiTe3. Here, we report a Raman
scattering study of CrSiTe3 single crystals, with the main
focus on phonon properties in the temperature range between
100 and 300 K. Our experimental results are qualitatively
different from those previously reported [1,15] but consistent
with the results obtained for CrGeTe3 [17,18]. Furthermore,
our data reveal the asymmetry of the E3

g mode, which is
suppressed at higher temperatures. The A3

g and E3
g symmetry

modes exhibit nonanharmonic self-energy temperature depen-
dence in the region around 180 K, related to the strong spin-
lattice interaction due to short-range magnetic order [1]. Ener-
gies and symmetries of the observed Raman-active modes are
in good agreement with theoretical calculations.

II. EXPERIMENT AND NUMERICAL METHOD

Single crystals of CrSiTe3 and CrGeTe3 were grown as
described previously [19]. For a Raman scattering experi-
ment, a Tri Vista 557 spectrometer was used in the backscat-
tering micro-Raman configuration with a 1800/1800/2400
grooves/mm diffraction grating combination. A coherent
Verdi G solid-state laser with a 532-nm line was used as the
excitation source. The direction of the incident (scattered)
light coincides with a crystallographic c axis. Right before
being placed in the vacuum, the samples were cleaved in
the air. All measurements were performed in a high vacuum
(10−6 mbar) using a KONTI CryoVac continuous-helium-flow
cryostat with a 0.5-mm-thick window. Laser-beam focusing
was achieved through a microscope objective with ×50 mag-
nification, a spot size of approximately 8 μm, and a power

2469-9950/2018/98(10)/104306(7) 104306-1 ©2018 American Physical Society
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TABLE I. Calculated and experimental crystallographic lattice
parameters for CrSiTe3 (|a| = |b|), bond lengths, interlayer distance
(d), and van der Waals (vdW) gap.

CrSiTe3 Calculation (Å) Experiment (Å) [20]

a 6.87 6.76
c 19.81 20.67
Si-Si 2.27 2.27
Si-Te 2.52 2.51
Cr-Te 2.77 2.78
d 6.86 6.91
vdW gap 3.42 3.42

<2 mW on the surface of a sample. All spectra were corrected
for the Bose factor.

Density functional theory calculations were performed
in the Quantum Espresso software package [21], using the
PBE exchange-correlation functional [22], PAW pseudopo-
tentials [23,24], and energy cutoffs for wave functions and
the charge density of 85 and 425 Ry, respectively. For k-point
sampling, the Monkhorst-Pack scheme was used, with a �-
centered 8 × 8 × 8 grid. Optimization of the atomic positions
in the unit cell was performed until the interatomic forces
were minimized down to 10−6 Ry/Å. In order to obtain
the parameters accurately, treatment of the van der Waals
interactions was included using the Grimme-D2 correction
[25]. Phonon frequencies were calculated at the � point

within the linear response method implemented in Quan-
tum Espresso. Calculated crystallographic properties obtained
by relaxing the structures are in good agreement with x-
ray diffraction measurements [20]. A comparison between
our, calculated, and experimental results is presented in
Table I.

III. RESULTS AND DISCUSSION

A. Polarization dependence

CrSiTe3 crystallizes in the rhombohedral crystal structure,
described by R3 (C2

3i) [26]. Wyckoff positions of atoms,
together with each site’s contribution to phonons at the � point
and corresponding Raman tensors, are listed in Table II. The
phonon mode distribution obtained by factor-group analysis
for the R3 space group is as follows:

�Raman = 5Ag + 5Eg,

�IR = 4Au + 4Eu,

�Acoustic = Au + Eu.

Since the plane of incidence is ab, where |a| = |b| [�(a, b) =
120◦], and the direction of light propagation is along c axes,
from the selection rules, it is possible to observe all Raman-
active modes, i.e., five Ag modes and five doubly degener-
ate Eg modes. According to the Raman tensors presented
in Table II, Ag symmetry modes are observable only in
the parallel polarization configuration, whereas Eg symmetry

TABLE II. (a) Type of atoms, Wyckoff positions, each site’s contribution to the phonons at the � point, and corresponding Raman tensors
for the R3 space group of CrSiTe3. (b) Phonon symmetry, calculated optical phonon frequencies at 0 K, and experimental values for Raman-
active (at 100 K) and infrared (IR)-active (at 110 K) [1] CrSiTe3 phonons.

(a) Space group R3 (No. 148)

Atom(s) (Wyckoff positions) Irreducible representations

Cr, Si (6c) Ag + Eg + Au + Eu

Te (18f ) 3Ag + 3Eg + 3Au + 3Eu

(b) Raman tensors

Ag =
⎛
⎜⎜⎜⎝

a 0 0
0 b 0
0 0 c

⎞
⎟⎟⎟⎠ E1

g =
⎛
⎜⎜⎜⎝

c d e

d −c f

e f 0

⎞
⎟⎟⎟⎠ E2

g =
⎛
⎜⎜⎜⎝

d −c −f

−c −d e

−f e 0

⎞
⎟⎟⎟⎠

Raman active IR active [1]

Calc. Expt. Calc. Expt.
Symmetry (cm−1) (cm−1) Symmetry (cm−1) (cm−1)
A1

g 88.2 – A1
u 91.8 91.0

E1
g 93.5 88.9 E1

u 93.7 –

E2
g 96.9 – A2

u 116.8 –

E3
g 118.3 118.2 E2

u 117.1 –

A2
g 122.0 – A3

u 202.4 –

A3
g 148.0 147.4 E3

u 206.2 207.9

A4
g 208.7 – A4

u 243.7 –

E4
g 219.5 217.2 E4

u 365.8 370.4

E5
g 357.4 –

A5
g 508.8 –
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FIG. 1. Raman spectra of CrSiTe3 single crystals measured at
100 K in (a) parallel and (b) cross polarization configurations. The
gray line represents the TeO2 spectrum measured at 300 K. Inset:
Raman spectrum of CrGeTe3 in the parallel polarization configura-
tion measured at 100 K.

modes can be expected to appear for both in-parallel and cross
polarization configurations.

The Raman spectra of CrSiTe3 for two main linear po-
larization configurations, at 100 K, are shown in Fig. 1.
Four peaks can be observed in the spectra, at energies of
88.9, 118.2, 147.4, and 217.2 cm−1. Since only the peak at
147.4 cm−1 vanishes in the cross polarization configuration, it
corresponds to the Ag symmetry mode. The other three modes
appear in both parallel and cross polarization configurations
and, thereby, can be assigned as Eg symmetry modes (Fig. 1).

In order to exclude the possibility that any of the observed
features originate from the TeO2 [17,27], its Raman spectrum
is also presented in Fig. 1. It can be noted that no TeO2

contribution is present in our CrSiTe3 data. Furthermore, the
observed CrSiTe3 Raman spectra are also consistent with the
CrGeTe3 Raman spectra (see inset in Fig. 1), isostructural to
CrSiTe3. Five Raman-active modes have been observed for
CrGeTe3, two Ag modes, at 137.9 and 296.6 cm−1, and three
Eg modes, at 83.5, 112.2, and 217.5 cm−1, in agreement with
the previously published data [17,18]. The main difference in
the spectra of CrSiTe3 and CrGeTe3 arises from the change in
mass and lattice parameter effects that cause the peaks to shift.

Calculated and observed Raman-active phonon energies
are compiled in Table II, together with the experimental
energies of the infrared (IR)-active phonons [1], and are found
to be in good agreement. Displacement patterns of the Ag
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FIG. 2. (a) The E3
g mode Raman spectra of CrSiTe3 at four

temperatures measured in the cross polarization configuration. Blue
lines represent line shapes obtained as a convolution of the Fano
line shape and Gaussian, calculated to fit the experimetal data.
Temperature dependence of (b) the energy, (c) the line width, and (d)
the Fano parameter q of the E3

g mode. The dashed red line represents
standard anharmonic behavior [28,29]. All the parameters show a
change in tendency around 180 K.

and Eg symmetry modes are presented in Fig. 4, in the
Appendix.

B. Temperature dependence

After proper assignment of all the observed CrSiTe3

Raman-active modes we proceeded with temperature evolu-
tion of their properties, focusing on the most prominent ones,
E3

g and A3
g . Figure 2(a) shows the spectral region of the doubly

degenerate E3
g mode at an energy of 118.2 cm−1, at four

temperatures. Closer inspection of the 100 K spectra revealed
clear asymmetry of the peak on the low-energy side. The
presence of defects may result in the appearance of the mode
asymmetry [30], however, they would also contribute to the
mode line width and, possibly, the appearance of phonons
from the edge of the Brillouin zone in the Raman spectra [29].
The very narrow lines and absence of additional features in
the Raman spectra of CrSiTe3 do not support this scenario.
The asymmetry may also arise when the phonon is coupled
to a continuum [31]. Such a coupling of the E3

g phonon mode
would result in a line shape given by the convolution of a Fano
function and a Gaussian, the latter representing the resolution
of the spectrometer [29]. Comparison between the Fano line
shape convoluted with a Gaussian, the Voigt line shape, and
the experimental data at 100 K is presented in Fig. 5, in the
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FIG. 3. (a) A3
g mode Raman spectra of CrSiTe3 at four tem-

peratures measured in the parallel polarization configuration. Blue
lines represent Voigt line shapes. (b) Energy and (c) line-width
temperature dependence of the A3

g mode.

Appendix, with the former yielding better agreement with the
experimental data. Furthermore, it fully captures the E3

g mode
line shape at all temperatures under investigation [Figs. 2(a)
and 6].

Upon cooling of the sample, the E3
g mode energy hardens

[Fig. 2(b)] with a very small discontinuity in the temperature
range around 180 K. Down to the same temperature, the
line width monotonically narrows in line with the standard
anharmonic behavior [dashed red line in Fig. 2(c)]. Upon
further cooling, the line width increased, deviating from the
expected anharmonic tendency. This indicates activation of
an additional scattering mechanism, e.g., spin-phonon inter-
action. Figure 2(d) shows the evolution of the Fano param-
eter, |q|. Whereas in the region below 180 K, it increases
slightly but continuously, at higher temperatures it promptly
goes to lower values and the mode recovers a symmetric
line shape. We believe that the observed behavior of the
E3

g mode can be traced back to the short-range magnetic
correlations, which, according to Ref. [1], persist up to
150 K, and the strong spin-phonon coupling in CrSiTe3.
Similar behavior of the energy and line width, which dif-
fers from the conventional anharmonic, as well as the Eg

mode Fano-type line shape, was recently reported in α-RuCl3

and was interpreted as a consequence of the spin-phonon
interaction [32].

Unlike the E3
g mode, no pronounced asymmetry was ob-

served for the A3
g mode. As can be seen from Figs. 3(b) and

3(c) both the energy and the line width of the A3
g mode showed

FIG. 4. Unit cell of a CrSiTe3 single crystal (solid lines) with
the displacement patterns of the Ag and Eg symmetry modes. Arrow
lengths are proportional to the square root of the interatomic forces.

a similar change in tendency in the same temperature region
as the E3

g mode, most likely due to the spin-phonon coupling.

IV. CONCLUSION

The lattice dynamics of CrSiTe3, a compound isostruc-
tural to CrGeTe3, is presented. An Ag and three Eg modes
were observed and assigned. The experimental results are
well supported by theoretical calculations. The temperature
dependences of the energies and line widths of the A3

g and
E3

g modes deviate from the conventional anharmonic model
in the temperature range around 180 K. In addition, the E3

g

mode shows clear Fano resonance at lower temperatures. This
can be related to the previously reported short-range magnetic
correlations at temperatures up to 150 K [1] and the strong
spin-phonon coupling.

104306-4



EVIDENCE OF SPIN-PHONON COUPLING IN CrSiTe3 PHYSICAL REVIEW B 98, 104306 (2018)

Voigt

R2 = 0.96738

ei ⊥ es

R
χ'
'(
ar
b.
un
its
)

E3g
T = 100 K

R2 = 0.96317

Fano ⊗ Gaussian

110 120 130

ΔR
χ'
'

Raman shift (cm-1)

FIG. 5. Analysis of the E3
g asymmetry. Measured data are shown

as the black line. The solid blue line represents the line shape
obtained as a convolution of the Fano line shape and a Gaussian,
whereas the orange line represents a Voigt line shape, both calculated
to fit the experimental data. The Voigt profile deviates from the
experimental data at the peak flanks.
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APPENDIX

1. Eigenvectors of Raman-active modes

Figure 4 summarizes the Ag and Eg symmetry mode
displacement patterns of a CrSiTe3 single crystal (R3 space
group). Arrow lengths are proportional to the square root of
the interatomic forces.

2. Asymmetry of the E3
g line

The peak at 118.2 cm−1, which we assigned as the E3
g sym-

metry mode, at low temperatures shows a significant asym-
metry towards lower energies. The possibility of additional
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FIG. 6. The E3
g mode Raman spectra of CrSiTe3 at all temper-

atures measured in the cross polarization configuration. Blue lines
represent calculated spectra obtained as the convolution of the Fano
line shape and Gaussian.

defect-induced features in Raman spectra can be excluded,
since the modes are very narrow, suggesting high crystallinity
of the sample. Also, the theoretical calculations do not predict
additional Raman-active modes in this energy region. On the
other hand, coupling of the phonon mode to a continuum may
result in an asymmetric line shape described with the Fano
function. Due to the finite resolution of the spectrometer it has
to be convoluted with a Gaussian (�G = 1 cm−1). In Fig. 5 we
present a comparison of the line obtained as a convolution of
the Fano line shape and a Gaussian (blue line) and a Voigt line
shape (orange line) fitted to the experimental data. Whereas
the Voigt line shape deviates at the peak flanks, excellent
agreement has been achieved for convolution of the Fano line
shape and a Gaussian.

3. E3
g mode temperature dependence

Figure 6 shows Raman spectra of CrSiTe3 in the region of
the E3

g mode in the cross polarization configuration at various
temperatures. Solid blue lines represent the convolution of
the Fano line shape and Gaussian fitted to the experimental
data. The asymmetry is the most pronounced below 190 K.
Above this temperature, the asymmetry is decreasing, and at
high temperatures the peak recovers the fully symmetric line
shape.
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The vibrational properties of CrI3 single crystals were investigated using Raman spectroscopy and were
analyzed with respect to the changes of the crystal structure. All but one mode are observed for both the
low-temperature R3̄ and the high-temperature C2/m phase. For all observed modes the energies and symmetries
are in good agreement with DFT calculations. The symmetry of a single layer was identified as p3̄1/m. In
contrast to previous studies we observe the transition from the R3̄ to the C2/m phase at 180 K and find no
evidence for coexistence of both phases over a wide temperature range.

DOI: 10.1103/PhysRevB.98.104307

I. INTRODUCTION

Two-dimensional layered materials have gained attention
due to their unique properties, the potential for a wide spec-
trum of applications, and the opportunity for the development
of functional van der Waals heterostructures. CrI3 is a member
of the chromium-trihalide family which are ferromagnetic
semiconductors [1]. Recently they have received significant
attention as candidates for the study of magnetic monolayers.
The experimental realization of CrI3 ferromagnetic monolay-
ers [1] motivated further efforts towards their understanding.
CrI3 features electric field controlled magnetism [2] as well as
a strong magnetic anisotropy [3,4]. With the main absorption
peaks lying in the visible part of the spectrum, it is a great
candidate for low-dimensional semiconductor spintronics [5].
In its ground state, CrI3 is a ferromagnetic semiconductor with
a Curie temperature of 61 K [1,6] and a band gap of 1.2 eV
[6]. It was demonstrated that the magnetic properties of CrI3

mono- and bilayers can be controlled by electrostatic doping
[2]. Upon cooling, CrI3 undergoes a phase transition around
220 K from the high-temperature monoclinic (C2/m) to the
low-temperature rhombohedral (R3̄) phase [3,7]. Although
the structural phase transition is reported to be first order,
it was suggested that the phases may coexist over a wide
temperature range [3]. Raman spectroscopy can be of use here
due to its capability to simultaneously probe both phases in a
phase-separated system [8–10].

A recent theoretical study predicted the energies of all
Raman active modes in the low-temperature and high-
temperature structure of CrI3 suggesting a near degeneracy
between the Ag and Bg modes in the monoclinic (C2/m)
structure. Their energies match the energies of Eg modes in
the rhombohedral (R3̄) structure [7].

In this article we present an experimental and theoretical
Raman scattering study of CrI3 lattice dynamics. In both
phases all but one of the respective modes predicted by

symmetry were observed. The energies for all modes are
in good agreement with the theoretical predictions for the
assumed crystal symmetry. Our data suggest that the first-
order transition occurs at Ts ≈ 180 K without evidence for
phase coexistence over a wide temperature range.

II. EXPERIMENT AND NUMERICAL METHOD

The preparation of the single crystal CrI3 sample used in
this study is described elsewhere [11]. The Raman scatter-
ing experiment was performed using a Tri Vista 557 spec-
trometer in backscattering micro-Raman configuration with
a 1800/1800/2400 groves/mm diffraction grating combina-
tion. The 532 nm line of a Coherent Verdi G solid state laser
was used for excitation. The direction of the incident light
coincides with the crystallographic c axis. The sample was
oriented so that its principal axis of the R3̄ phase coincides
with the x axis of the laboratory system. A KONTI CryoVac
continuous helium flow cryostat with a 0.5-mm-thick window
was used for measurements at all temperatures under high
vacuum (10−6 mbar). The sample was cleaved in air before be-
ing placed into the cryostat. The obtained Raman spectra were
corrected by the Bose factor and analyzed quantitatively by
fitting Voigt profiles to the data whereby the Gaussian width
�Gauss = 1 cm−1 reflects the resolution of the spectrometer.

The spin polarized density functional theory (DFT) calcu-
lations have been performed in the Quantum Espresso (QE)
software package [12] using the Perdew-Burke-Ernzehof
(PBE) exchange-correlation functional [13] and PAW pseu-
dopotentials [14,15]. The energy cutoffs for the wave func-
tions and the charge density were set to be 85 and 425 Ry,
respectively, after convergence tests. For k-point sampling, the
Monkhorst-Pack scheme was used with a 8 × 8 × 8 grid cen-
tered around the � point. Optimization of the atomic positions
in the unit cell was performed until the interatomic forces
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were smaller than 10−6 Ry/Å. To treat the van der Waals
(vdW) interactions a Grimme-D2 correction [16] is used in
order to include long-ranged forces between the layers, which
are not properly captured within LDA or GGA functionals.
This way, the parameters are obtained more accurately, es-
pecially the interlayer distances. Phonon frequencies were
calculated at the � point using the linear response method
implemented in QE. The phonon energies are compiled in
Table III together with the experimental values. The eigen-
vectors of the Raman active modes for both the low- and
high-temperature phase are depicted in Fig. 5 of the Appendix.

III. RESULTS AND DISCUSSION

CrI3 adopts a rhombohedral R3̄ (C2
3i) crystal structure

at low temperatures and a monoclinic C2/m (C3
2h) crys-

tal structure at room temperature [3], as shown in Fig. 1.
The main difference between the high- and low-temperature
crystallographic space groups arises from different stacking
sequences with the CrI3 layers being almost identical. In the
rhombohedral structure the Cr atoms in one layer are placed
above the center of a hole in the Cr honeycomb net of the two
adjacent layers. When crossing the structural phase transition
at Ts to the monoclinic structure the layers are displaced
along the a direction so that every fourth layer is at the same
place as the first one. The interatomic distances, mainly the
interlayer distance, and the vdW gap, are slightly changed by
the structural transition. The crystallographic parameters for
both phases are presented in Table I. The numerically obtained
values are in good agreement with reported x-ray diffraction
data [11].

The vibrational properties of layered materials are typically
dominated by the properties of the single layers composing
the crystal. The symmetry of a single layer can be described
by one of the 80 diperiodic space groups (DG) obtained by

ICr(a)

(b)

ac

b

a

c

b a

c

b

a

bc b a

c

b a

cc

FIG. 1. Schematic representation of (a) the low-temperature R3̄
and (b) the high-temperature C2/m crystal structure of CrI3. Black
lines represent unit cells.

TABLE I. Calculated and experimental [11] parameters of the
crystallographic unit cell for the low-temperature R3̄ and high-
temperature C2/m phase of CrI3.

Space group R3̄ Space group C2/m

T (K) Calc. Expt. [11] Calc. Expt. [11]

a (Å) 6.87 6.85 6.866 6.6866
b (Å) 6.87 6.85 11.886 11.856
c (Å) 19.81 19.85 6.984 6.966
α (deg) 90 90 90 90
β (deg) 90 90 108.51 108.68
γ (deg) 120 120 90 90

lifting translational invariance in the direction perpendicular
to the layer [17]. In the case of CrI3, the symmetry analysis
revealed that the single layer structure is fully captured by the
p3̄1/m (D1

3d ) diperiodic space group DG71, rather than by
R3̄2/m as proposed in Ref. [7].

FIG. 2. (a) Compatibility relations for the CrI3 layer and the crys-
tal symmetries. Raman spectra of (b) the low-temperature R3̄ and
(c) the high-temperature C2/m crystal structure measured in parallel
(open squares) and crossed (open circles) polarization configurations
at 100 and 300 K, respectively. Red and blue solid lines represent fits
of Voigt profiles to the experimental data.

104307-2



LATTICE DYNAMICS AND PHASE TRANSITION IN CrI … PHYSICAL REVIEW B 98, 104307 (2018)

TABLE II. Wyckoff positions of the two types of atoms and their contributions to the �-point phonons for the R3̄ and C2/m as well as the
p3̄1/m diperiodic space group. The second row shows the Raman tensors for the corresponding space groups.

Space group R3̄ Diperiodic space group p3̄1/m Space group: C2/m

Atoms Irreducible representations Atoms Irreducible representations Atoms Irreducible representations

Cr (6c) Ag+Au+Eg+Eu Cr (2c) A2g +A2u+Eg+Eu Cr (4g) Ag+Au+2Bg+2Bu

2A1g+A1u+A2g I (4i) 2Ag+2Au+Bg+BuI (18f ) 3Ag+3Au+3Eg+3Eu I (6k) +2A2u+3Eg+3Eu I (8j ) 3Ag+3Au+3Bg+3Bu

Ag =
⎛
⎝

a

a

b

⎞
⎠ A1g =

⎛
⎝

a

a

b

⎞
⎠ Ag =

⎛
⎝

a d

c

d b

⎞
⎠

1Eg =
⎛
⎝

c d e

d −c f

e f

⎞
⎠ 2Eg =

⎛
⎝

d −c −f

−c −d e

−f e

⎞
⎠ 1Eg =

⎛
⎝

c

−c d

d

⎞
⎠ 2Eg =

⎛
⎝

−c −d

−c

−d e

⎞
⎠ Bg =

⎛
⎝

e

e f

f

⎞
⎠

According to the factor group analysis (FGA) for a single
CrI3 layer, six modes (2A1g + 4Eg) are expected to be ob-
served in the Raman scattering experiment (see Table II). By
stacking the layers the symmetry is reduced and, depending
on the stacking sequence, FGA yields a total of eight Raman
active modes (4Ag + 4Eg) for the R3̄ and 12 Raman active
modes (6Ag + 6Bg) for the C2/m crystal symmetry. The
correlation between layer and crystal symmetries for both
cases is shown in Fig. 2(a) [18,19].

Figure 2(b) shows the CrI3 single crystal Raman spectra
measured at 100 K in two scattering channels. According
to the selection rules for the rhombohedral crystal structure
(Table II) the Ag modes can be observed only in the parallel
polarization configuration, whereas the Eg modes appear in
both parallel and crossed polarization configurations. Based
on the selection rules the peaks at about 78, 108, and 128 cm−1

were identified as Ag symmetry modes, whereas the peaks
at about 54, 102, 106, and 235 cm−1 are assigned as Eg

symmetry. The weak observation of the most pronounced
Ag modes in crossed polarizations [Fig. 2(b)] is attributed to

the leakage due to a slight sample misalignment and/or the
presence of defects in the crystal. The energies of all observed
modes are compiled in Table III together with the energies
predicted by our calculations and by Ref. [7], and are found
to be in good agreement for the Eg modes. The discrepancy is
slightly larger for the low energy Ag modes. Our calculations
in general agree with those from Ref. [7]. The A4

g mode of
the rhombohedral phase, predicted by calculation to appears
at about 195 cm−1, was not observed in the experiment, most
likely due to its low intensity.

When the symmetry is lowered in the high-temperature
monoclinic C2/m phase [Fig. 2(c)] the Eg modes split into an
Ag and a Bg mode each, whereas the rhombohedral A2

g and A4
g

modes are predicted to switch to the monoclinic Bg symmetry.
The correspondence of the phonon modes across the phase
transition is indicated by the arrows in Table III. The selection
rules for C2/m (see Table II) predict that Ag and Bg modes
can be observed in both parallel and crossed polarization
configurations. Additionally, the sample forms three types of
domains which are rotated with respect to each other. We

TABLE III. Phonon symmetries and phonon energies for the low-temperature R3̄ and high-temperature C2/m phase of CrI3. The
experimental values were determined at 100 and 300 K, respectively. All calculations were performed at zero temperature. Arrows indicate the
correspondence of the phonon modes across the phase transition.

Space group R3̄ Space group C2/m

Symm. Expt. (cm−1) Calc. (cm−1) Calc. (cm−1) [7] Symm. Expt. (cm−1) Calc. (cm−1) Calc. [7] (cm−1)

E1
g 54.1 59.7 53 B1

g 52.0 57.0 52

A1
g 53.6 59.8 51

A1
g 73.33 89.6 79 A2

g 78.6 88.4 79

E2
g 102.3 99.8 98 A3

g 101.8 101.9 99

B2
g 102.4 101.8 99

E3
g 106.2 112.2 102 B3

g 106.4a 108.9 101

A4
g 108.3 109.3 102

A2
g 108.3 98.8 88 B4

g 106.4a 97.8 86

A3
g 128.1 131.1 125 A5

g 128.2 131.7 125

A4
g – 195.2 195 B5

g – 198.8 195

E4
g 236.6 234.4 225 A6

g 234.6 220.1 224

B6
g 235.5 221.1 225

aObserved as two peak structure.
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FIG. 3. Temperature dependence of the A1
g and A3

g phonon
modes of the rhombohedral structure and the corresponding A2

g

and A5
g modes of the monoclinic structure, respectively. (a) and (b)

Raman spectra at temperatures as indicated. The spectra are shifted
for clarity. Solid red lines represent Voigt profiles fitted to the data.
(c) and (d) and (e) and (f) Temperature dependence of the phonon
energies and linewidths, respectively. Both modes show an abrupt
change in energy at the phase transition at 180 K.

therefore identify the phonons in the C2/m phase in relation
to the calculations and find again good agreement of the
energies. The B3

g and B4
g modes overlap and therefore cannot

be resolved separately. As can be seen from the temperature
dependence shown below [Fig. 4(b)] the peak at 106 cm−1

broadens and gains spectral weight in the monoclinic phase in
line with the expectance that two modes overlap. The missing
rhombohedral A4

g mode corresponds to the monoclinic B5
g

mode, which is likewise absent in the spectra.
The temperature dependence of the observed phonons is

shown in Figs. 3 and 4. In the low-temperature rhombohe-
dral phase all four Eg modes as well as A1

g and A2
g soften

upon warming, whereas A3
g hardens up to T ≈ 180 K before

softening again. Crossing the first-order phase transition from
R3̄ to C2/m crystal symmetry is reflected in the spectra
as a symmetry change and/or renormalization for the non-
degenerate modes and lifting of the degeneracy of the Eg

modes as shown in Table II. In our samples, this transition
is observed at Ts ≈ 180 K. The splitting of the Eg phonons
into Ag and Bg modes at the phase transition is sharp (Fig. 4).
The rhombohedral A1

g and A3
g phonons show a jump in energy

and a small discontinuity in the linewidth at Ts (Fig. 3). Our
spectra were taken during warming in multiple runs after
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FIG. 4. Temperature dependence of the rhombohedral A4
g and Eg

modes. (a)–(c) Raman spectra in parallel (open squares) and crossed
(open circles) light polarizations at temperatures as indicated. The
spectra are shifted for clarity. Blue and red solid lines are fits of
Voigt profiles to the data. Two spectra were analyzed simultaneously
in two scattering channels with the integrated intensity as the only
independent parameter. (d)–(f) Phonon energies obtained from the
Voigt profiles. Each Eg mode splits into an Ag and a Bg mode above
180 K.

cooling to 100 K each time. We found that the temperature
dependence for the phonon modes obtained this way was
smooth in each phase. McGuire et al. [3,20] reported Ts in
the range of 220 K, a coexistence of both phases and a large
thermal hysteresis. However, they also noted that the first and
second warming cycle showed identical behavior and only
found a shift of the transition temperature to higher values for
cooling cycles. We therefore consider the difference between
the reported transition around 220 K and our Ts ≈ 180 K
significant. To some extent this difference may be attributed
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to local heating by the laser. More importantly, we find no
signs of phase coexistence in the observed temperature range.
The spectra for the low-temperature and high-temperature
phases are distinctly different (Fig. 2) and the Eg modes
exhibit a clearly resolved splitting which occurs abruptly at Ts.
We performed measurements in small temperature steps (see
Figs. 3 and 4). This limits the maximum temperature interval
where the phase coexistence could occur in our samples to
approximately 5 K, much less than the roughly 30 to 80 K
reported earlier [3,20]. We cannot exclude the possibility
that a small fraction of the low-temperature phase could still

coexist with the high-temperature phase over a wider tempera-
ture range, whereby weak peaks corresponding to the remains
of the low-temperature R3̄ phase might be hidden under the
strong peaks of the C2/m phase.

IV. CONCLUSION

We studied the lattice dynamics in single crystalline CrI3

using Raman spectroscopy supported by numerical calcu-
lations. For both the low-temperature R3̄ and the high-
temperature C2/m phase, all except one of the predicted
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-1A  = 88.4 cmg

-1B  = 97.8 cmg
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2 3 3
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(b)

FIG. 5. Raman-active phonons in CrI3 for (a) the monoclinic phase hosting Ag and Bg modes and for (b) the rhombohedral phase hosting
Ag and Eg modes. Blue and violet spheres denote Cr and I atoms, respectively. Solid lines represent primitive unit cells. Arrow lengths are
proportional to the square root of the interatomic forces. The given energies are calculated for zero temperature.
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phonon modes were identified and the calculated and experi-
mental phonon energies were found to be in good agreement.
We determined that the symmetry of the single CrI3 layers is
p3̄1/m. Abrupt changes to the spectra were found at the first-
order phase transition which was located at Ts ≈ 180 K, lower
than in previous studies. In contrast to the prior reports we
found no sign of phase coexistence over temperature ranges
exceeding 5 K.
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APPENDIX: EIGENVECTORS

In addition to the phonon energies we also calculated
the phonon eigenvectors which are shown in Fig. 5(a)
for the high-temperature monoclinic phase and in Fig. 5(b)
for the low-temperature rhombohedral phase. The energies,
as given, are calculated for zero temperature. The relative
displacement of the atoms is denoted by the length of the
arrows.
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We present Raman spectroscopy measurements of the van der Waals bonded ferromagnet Fe3−xGeTe2,
together with lattice dynamics. Four out of eight Raman active modes are observed and assigned, in agreement
with numerical calculations. The energies and linewidths of the observed modes display an unconventional
temperature dependence at about 150 and 220 K, followed by the nonmonotonic evolution of the Raman
continuum. Whereas the former can be related to the magnetic phase transition, the origin of the latter anomaly
remains an open question.

DOI: 10.1103/PhysRevB.99.214304

I. INTRODUCTION

A novel class of magnetism hosting van der Waals bonded
materials has recently become of great interest, since the
materials are suitable candidates for numbers of technical ap-
plications [1–5]. Whereas CrXTe3 (X = Si, Ge, Sn) and CrX3

(X = Cl, Br, I) classes maintain low phase transition temper-
atures [1,6–9] even in a monolayer regime [10], Fe3−xGeTe2

has a high bulk transition temperature, between 220 and 230 K
[11,12], making it a promising applicant.

The Fe3−xGeTe2 crystal structure consists of Fe3−xGe sub-
layers stacked between two sheets of Te atoms, and a van der
Waals gap between neighboring Te layers [13,14]. Although
the structure contains two different types of Fe atoms, it is
revealed that vacancies take place only in the Fe2 sites [13,15].

Neutron diffraction, thermodynamic and transport mea-
surements, and Mössbauer spectroscopy were used to analyze
the magnetic and functional properties of Fe3−xGeTe2, with
an Fe atom deficiency of x ≈ 0.1 and TC = 225 K. It is
revealed that at a temperature of 1.5 K, magnetic moments
of 1.95(5)μB and 1.56(4)μB are directed along the easy
magnetic c axes [16]. In chemical vapor transport (CVT)
grown Fe3GeTe2 single crystals, besides the ferromagnetic
(FM)-paramagnetic (PM) transition at a temperature of 214 K,
FM layers order antiferromagnetically at 152 K [17]. Close to
a ferromagnetic transition temperature of 230 K, a possible
Kondo lattice behavior, i.e., coupling of traveling electrons
and periodically localized spins, is indicated at TK = 190 ±
20 K, which is in good agreement with theoretical predictions
of 222 K [18].

Lattice parameters, as well as the magnetic transition tem-
perature, vary with Fe ion concentration. Lattice parameters
a and c follow the opposite trend, whereas the Curie temper-
ature TC decreases with an increase of Fe ion concentration
[15]. For flux-grown crystals, the critical behavior was inves-
tigated by bulk dc magnetization around the ferromagnetic
phase transition temperature of 152 K [13]. The anomalous
Hall effect was also studied, where a significant amount of
defects produces bad metallic behavior [19].

Theoretical calculations predict a dynamical stabil-
ity of Fe3GeTe2 single-layer, uniaxial magnetocrystalline
anisotropy that originates from spin-orbit coupling [20].
Recently, anomalous Hall effect measurements on single-
crystalline metallic Fe3GeTe2 nanoflakes with different thick-
nesses are reported, with a TC near 200 K and strong perpen-
dicular magnetic anisotropy [21].

We report Fe3−xGeTe2 single-crystal lattice dynamic cal-
culations, together with Raman spectroscopy measurements.
Four out of eight Raman active modes were observed and
assigned. Phonon energies are in a good agreement with theo-
retical predictions. Analyzed phonon energies and linewidths
reveal fingerprint of a ferromagnetic phase transition at a
temperature around 150 K. Moreover, discontinuities in the
phonon properties are found at temperatures around 220 K.
Consistently, in the same temperature range, the Raman con-
tinuum displays nonmonotonic behavior.

II. EXPERIMENT AND NUMERICAL METHOD

Fe3−xGeTe2 single crystals were grown by the self-flux
method as previously described [13]. Samples for scanning
electron microscopy (SEM) were cleaved and deposited on
graphite tape. Energy dispersive spectroscopy (EDS) maps
were collected using a FEI Helios NanoLab 650 instrument
equipped with an Oxford Instruments EDS system, equipped
with an X-max SSD detector operating at 20 kV. The surface
of the as-cleaved Fe3−xGeTe2 crystal appears to be uniform
for several tens of microns in both directions, as shown in
Fig. 4 of Appendix A. Additionally, the elemental composi-
tion maps of Fe, Ge, and Te show a distinctive homogeneity
of all the three elements (Fig. 5 of Appendix A).

For Raman scattering experiments, a Tri Vista 557 spec-
trometer was used in the backscattering micro-Raman con-
figuration. As an excitation source, a solid state laser with a
532 nm line was used. In our scattering configuration, the
plane of incidence is the ab plane, where |a| = |b| (�(a, b) =
120◦), with the incident (scattered) light propagation direction

2469-9950/2019/99(21)/214304(7) 214304-1 ©2019 American Physical Society
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TABLE I. Top panel: The type of atoms, Wyckoff positions, each site’s contribution to the phonons in the � point, and corresponding
Raman tensors for the P63/mmc space group of Fe3−xGeTe2. Bottom panel: Phonon symmetry, calculated optical Raman active phonon
frequencies (in cm−1) for the magnetic (M) phase, and experimental values for Raman active phonons at 80 K.

Space group P63/mmc (No. 194)

Fe1 (4e) A1g + E1g + E2g+A2u + E1u

Fe2 (2c) E2g+A2u + E1u

Ge (2d) E2g+A2u + E1u

Te (2c) A1g + E1g + E2g+A2u + E1u

Raman tensors

A1g =
⎛
⎝

a 0 0
0 a 0
0 0 b

⎞
⎠ E1g =

⎛
⎝

0 0 −c
0 0 c

−c c 0

⎞
⎠ E2g =

⎛
⎝

d −d 0
−d −d 0
0 0 0

⎞
⎠

Raman active modes

Symmetry Calculations (M) Experiment (M)

E 1
2g 50.2

E 1
1g 70.3

E 2
2g 122.2 89.2

A1
1g 137.2 121.1

E 2
1g 209.5

E 3
2g 228.6 214.8

A2
1g 233.4 239.6

E 4
2g 334.3

along the c axes. Samples were cleaved in the air, right before
being placed in the vacuum. All the measurements were
performed in the high vacuum (10−6 mbar) using a KONTI
CryoVac continuous helium flow cryostat with a 0.5 mm
thick window. To achieve laser beam focusing, a microscope
objective with ×50 magnification was used. A Bose factor
correction of all spectra was performed. More details can be
found in Appendix C.

Density functional theory (DFT) calculations were per-
formed with the QUANTUM ESPRESSO (QE) software package
[22]. We used the projector augmented-wave (PAW) pseu-
dopotentials [23,24] with the Perdew-Burke-Ernzerhof (PBE)
exchange-correlation functional [25]. The electron wave func-
tion and charge density cutoffs of 64 and 782 Ry were chosen,
respectively. The k points were sampled using the Monkhorst-
Pack scheme, with an 8 × 8 × 4 �-centered grid. Both mag-
netic and nonmagnetic calculations were performed, using
the experimentally obtained lattice parameters and the calcu-
lated values obtained by relaxing the theoretically proposed
structure. In order to obtain the lattice parameters accurately,
a treatment of the van der Waals interactions is introduced.
The van der Waals interaction was included in all calculations
using the Grimme-D2 correction [26]. Phonon frequencies in
the � point are calculated within the linear response method
implemented in QE.

III. RESULTS AND DISCUSSION

Fe3−xGeTe2 crystallizes in a hexagonal crystal structure,
described with the P63/mmc (D4

6h) space group. The atom
type, site symmetry, each site’s contribution to the phonons

in the � point, and corresponding Raman tensors for the
P63/mmc space group are presented in Table I.

Calculated displacement patterns of Raman active modes,
which can be observed in our scattering configuration, are
presented in Fig. 1(a). Since the Raman tensor of the E1g mode
contains only the z component (Table I), by selection rules,
it cannot be detected when measuring from the ab plane in
the backscattering configuration. Whereas A1g modes include
vibrations of Fe and Te ions along the c axis, E2g modes
include in-plane vibrations of all four atoms. The Raman
spectra of Fe3−xGeTe2 in the magnetic phase (M), at 80 K, and
nonmagnetic phase (NM), at 280 K, in a parallel scattering
configuration (ei ‖ es), are presented in Fig. 1 (b). As it can be
seen, four peaks at 89.2, 121.1, 214.8, and 239.6 cm−1 can be
clearly observed at 80 K. According to numerical calculations
(see Table I), peaks at 89.2 and 239.6 cm−1 correspond to
two out of four E2g modes, whereas peaks at 121.1 and
239.6 cm−1 can be assigned as two A1g symmetry modes. One
should note that numerical calculations performed by using
experimentally obtained lattice parameters in the magnetic
phase yield a better agreement with experimental values. This
is not surprising since the calculations are performed for the
stoichiometric compound as opposed to the nonstoichiometry
of the sample. Furthermore, it is known that lattice parameters
strongly depend on the Fe atom deficiency [15]. All calculated
Raman and infrared phonon frequencies, for the magnetic
and nonmagnetic phase of Fe3−xGeTe2, using relaxed and
experimental lattice parameters, together with experimentally
observed Raman active modes, are summarized in Table II of
Appendix D.

After assigning all observed modes we focused on their
temperature evolution. Having in mind finite instrumental
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FIG. 1. (a) Displacement patterns of A1g and E2g symmetry
modes. (b) Raman spectra of Fe3−xGeTe2 single crystal measured
at different temperatures in a parallel polarization configuration.

broadening, the Voigt line shape was used for the data analysis
[27,28]. The modeling procedure is described in detail in
Appendix B and presented in Fig. 6. Figure 2 shows the
temperature evolution of the energy and linewidth of the A1

1g,
E3

2g, and A2
1g modes between 80 and 300 K. Upon heating

the sample, both the energy and linewidth of A1
1g and A2

1g
symmetry modes exhibit a small but sudden discontinuity at
about 150 K [Figs. 2(a) and 2(e)]. An apparent discontinuity
in energy of all analyzed Raman modes is again present at
temperatures around 220 K. In the same temperature range
the linewidths of these Raman modes show a clear deviation
from the standard anharmonic behavior [27–31].

Apart from the anomalies in the phonon spectra, a closer
inspection of the temperature-dependent Raman spectra mea-
sured in the parallel polarization configuration reveals a
pronounced evolution of the Raman continuum [Fig. 3(a)].
For the analysis we have used a simple model including
a damped Lorentzian and linear term, χ ′′

cont ∝ a�ω/(ω2 +
�2) + bω [32], where a, b, and � are temperature-dependent
parameters. Figure 3(b) summarizes the results of the analysis
with the linear term omitted (most likely originating from a lu-
minescence). At approximately the same temperatures, where
phonon properties exhibit discontinuities, the continuum tem-
perature dependence manifests nonmonotonic behavior. The
maximum positions of the curve were obtained by integrating
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FIG. 2. Energy and linewidth temperature dependence of A1
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[(a) and (b)], E 3
2g [(c) and (d)], and A2

1g [(e) and (f)] phonon modes in
Fe3−xGeTe2.

those shown in Fig. 3(b). The inset of Fig. 3(b) shows the
temperature evolution of their displacements. This analysis
confirms the presence of discontinuities in the electronic con-
tinuum at temperatures around 150 and 220 K, which leaves
a trace in the phonon behavior around these temperatures
(Fig. 2). While we do not have evidence for the Kondo effect
in the Fe3−xGeTe2 crystals we measured, a modification of
the electronic background at FM ordering due to localization
or the Kondo effect cannot be excluded.

The temperature evolutions of the phonon self-energies and
the continuum observed in the Raman spectra of Fe3−xGeTe2

suggest the presence of phase transition(s). Magnetization
measurements of the samples were performed as described in
Ref. [13], revealing a FM-PM transition at 150 K. Thus, the
discontinuity in the observed phonon properties around this
temperature can be traced back to the weak to moderate spin-
phonon coupling. The question remains open regarding the
anomaly observed at about 220 K. As previously reported, the
Curie temperature of the Fe3−xGeTe2 single crystals grown
by the CVT method is between 220 and 230 K [11,12,14],
varying with the vacancy concentration, i.e., a decrease in the
vacancy content will result an increment of TC [15]. On the
other hand, the Fe3−xGeTe2 crystals grown by the self-flux
method usually have a lower Curie temperature, since the
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FIG. 3. (a) Raman spectra of Fe3−xGeTe2 at four temperatures
measured in a parallel polarization configuration. Solid lines rep-
resent the theoretical fit to the experimental data. (b) Temperature
evolution of the electronic continuum after omitting the linear term.
Inset: Displacement of the maximum of fitted curves.

vacancy content is higher [13,15]. Crystals used in the Raman
scattering experiment presented here were grown by the self-
flux method with a Fe vacancy content of x ≈ 0.36 [13]. This
is in good agreement with our EDS results of x = 0.4 ± 0.1,
giving rise to the FM-PM transition at 150 K. Nevertheless,

FIG. 4. SEM image of a Fe3−xGeTe2 single crystal.

FIG. 5. EDS mapping on a Fe3−xGeTe2 single crystal. (a) Sec-
ondary electron image of the crystal with the mapping performed
within the rectangle. (b)–(d) Associated EDS maps for Fe, Ge, and
Te, respectively.

an inhomogeneous distribution of vacancies may result the
formation of vacancy depleted “islands” which in turn would
result in an anomaly at 220 K similar to the one observed in
our Raman data. However, the EDS data (see Fig. 5) do not
support this possibility. At this point we can only speculate
that while the long-range order temperature is shifted to a
lower temperature by the introduction of vacancies, short-
range correlations may develop at 220 K.

IV. CONCLUSION

We have studied the lattice dynamics of flux-grown
Fe3−xGeTe2 single crystals by means of Raman spectroscopy
and DFT. Four out of eight Raman active modes, two A1g

and two E2g, have been observed and assigned. DFT cal-
culations are in good agreement with experimental results.
The temperature dependence of the A1

1g, E 3
2g, and A2

1g mode
properties reveals a clear fingerprint of spin-phonon cou-
pling, at a temperature of around 150 K. Furthermore, the
anomalous behavior in the energies and linewidths of the
observed phonon modes is present in the Raman spectra at
temperatures around 220 K with the discontinuity also present
in the electronic continuum. Its origin still remains an open
question, and requires further analysis.
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APPENDIX A: ELECTRON MICROSCOPY

In order to examine the uniformity of Fe3−xGeTe2, Scan-
ning electron microscopy (SEM) was performed on as-
cleaved crystals. It can be seen from Fig. 4 that the crystals
maintain uniformity for several tens of microns. Furthermore,
the elemental composition was obtained using EDS mapping,
as shown in Fig. 5. The atomic percentage, averaged over
ten measurements, is 47%, 17%, and 36% (±2%) for Fe, Ge,
and Te, respectively, with the vacancy content x = 0.4 ± 0.1.
The maps associated with the selected elements appear homo-
geneous, as they are all present uniformly with no apparent
islands or vacancies.

APPENDIX B: DATA MODELING

In order to obtain the temperature dependence of the
energies and linewidths of the observed Fe3−xGeTe2 phonon
modes, the Raman continuum, shown in colored lines in

TABLE II. Top panel: Comparison of calculated energies of
Raman active phonons using relaxed (R) and experimental [nonre-
laxed (NR)] lattice parameters for the magnetic (M) and nonmagnetic
phase (NM), given in cm−1. Obtained experimental values in the
magnetic phase at a temperature of 80 K are given in the last column.
Bottom panel: Comparison of calculated energies of infrared optical
phonons of Fe3−xGeTe2.

Raman active modes

Calculations

Sym. NM-R M-R NM-NR M-NR Experiment (M)

E 1
2g 28.4 49.6 33.9 50.2

E 1
1g 79.2 70.2 71.7 70.3

E 2
2g 115.5 121.0 100.0 122.2 89.2

A1
1g 151.7 139.2 131.7 137.2 121.1

E 2
1g 225.5 206.0 194.3 209.5

E 3
2g 238.0 232.6 204.9 228.6 214.8

A2
1g 272.0 262.6 235.7 233.4 239.6

E 4
2g 362.0 337.6 315.4 334.7

Infrared active modes

A1
2u 70.7 96.6 73.5 92.7

E 1
1u 112.5 121.2 89.4 121.6

A2
2u 206.0 162.5 183.1 153.7

E 2
1u 226.4 233.6 192.1 231.3

A3
2u 271.8 248.6 240.8 241.0

E 3
1u 361.1 336.6 314.7 334.7

Fig. 3(a), was subtracted for simplicity from the raw Raman
susceptibility data (black line). The spectra obtained after the
subtraction procedure are presented in Fig. 6 (black line) for
various temperatures. Because of the finite resolution of the
spectrometer and the fact that line shapes of all the observed
phonons are symmetric, the Voigt line shape (�G = 0.8 cm−1)
was used for data modeling. Blue, yellow, and green lines in
Fig. 6 represent fitting curves for A1

1g, E 3
2g, and A2

1g phonon
modes, respectively, whereas the overall spectral shape is
shown in the red line.

APPENDIX C: EXPERIMENTAL DETAILS

Before being placed in a vacuum and being cleaved, the
sample was glued to a copper plate with GE varnish in order to
achieve good thermal conductivity and prevent strain effects.
Silver paste, as a material with high thermal conductivity, was
used to attach the copper plate with the sample to the cryostat.
The laser beam spot, focused through an Olympus long-
range objective of × 50 magnification, was approximately
6 μm in size, with a power less than 1 mW at the sample
surface. A TriVista 557 triple spectrometer was used in the
subtractive mode, with a diffraction grating combination of
1800/1800/2400 grooves/mm and the entrance and second
intermediate slit set to 80 μm, in order to enhance stray light
rejection and attain good resolution.
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APPENDIX D: CALCULATIONS

In Table II the results of DFT calculations are pre-
sented for magnetic (M) and nonmagnetic (NM) relaxed
and experimental lattice parameters. For comparison, the

experimental results are shown in the last column. Since the
lattice parameters strongly depend on the Fe atom deficiency,
the best agreement with experimental results gives the mag-
netic nonrelaxed solution.
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[28] A. Baum, A. Milosavljević, N. Lazarević, M. M. Radonjić,
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We present a polarization-resolved, high-resolution Raman scattering study of the three consecutive charge
density wave (CDW) regimes in 1T -TaS2 single crystals, supported by ab initio calculations. Our analysis of
the spectra within the low-temperature commensurate (C-CDW) regime shows P3̄ symmetry of the system,
thus excluding the previously proposed triclinic stacking of the “star-of-David” structure, and promoting
trigonal or hexagonal stacking instead. The spectra of the high-temperature incommensurate (IC-CDW) phase
directly project the phonon density of states due to the breaking of the translational invariance, supplemented
by sizable electron-phonon coupling. Between 200 and 352 K, our Raman spectra show contributions from
both the IC-CDW and the C-CDW phases, indicating their coexistence in the so-called nearly commensurate
(NC-CDW) phase. The temperature dependence of the symmetry-resolved Raman conductivity indicates the
stepwise reduction of the density of states in the CDW phases, followed by a Mott transition within the C-CDW
phase. We determine the size of the Mott gap to be �gap ≈ 170–190 meV, and track its temperature dependence.

DOI: 10.1103/PhysRevB.103.245133

I. INTRODUCTION

Quasi-two-dimensional transition metal dichalcogenides
(TMDs), such as the various structures of TaSe2 and TaS2,
have been in the focus of various scientific investigations over
the last 30 years, mostly due to the plethora of charge density
wave (CDW) phases [1,2]. Among all TMD compounds 1T -
TaS2 stands out because of its unique and rich electronic phase
diagram [3–6]. It experiences phase transitions at relatively
high temperatures, making it easily accessible for investi-
gation and, mainly for the hysteresis effects, attractive for
potential applications such as data storage [7], information
processing [8], or voltage-controlled oscillators [9].

The cascade of phase transitions as a function of temper-
ature includes the transition from the normal metallic to the
incommensurate CDW (IC-CDW) phase, the nearly commen-
surate CDW (NC-CDW) phase, and the commensurate CDW
(C-CDW) phase occurring at around TIC = 554 K, TNC =
355 K, and in the temperature range from TC↓ = 180 K to
TC↑ = 230 K, respectively. Recent studies indicate the possi-
bility of yet another phase transition in 1T -TaS2 at TH = 80 K,
named the hidden CDW state [10–12]. This discovery led to a
new boost in attention for 1T -TaS2.

Upon lowering the temperature to TIC = 554 K, the normal
metallic state structure, described by the space group P3̄m1
(Dd

3d ) [13], transforms into the IC-CDW state. As will be

*Present address: Los Alamos National Laboratory, Los Alamos,
New Mexico 87545, USA.

demonstrated here, the IC-CDW domains shrink upon further
temperature reduction until they gradually disappear, giving
place to the C-CDW ordered state. This region in the phase
diagram between 554 and roughly 200 K is characterized by
the coexistence of the IC-CDW and C-CDW phases and is
often referred to as NC-CDW. At the transition temperature
TC , IC-CDW domains completely vanish [14] and a new lat-
tice symmetry is established. There is a general consensus
about the formation of “star-of-David” clusters with in-plane√

13a × √
13a lattice reconstruction, whereby 12 Ta atoms

are grouped around the 13th Ta atom [15,16]. In the absence of
any external strain fields, this can be achieved in two equiva-
lent ways (by either clockwise or counterclockwise rotations)
thus yielding domains [17]. Despite extensive investigations,
both experimental and theoretical, it remains an open ques-
tion whether the stacking of star-of-David clusters is triclinic,
trigonal, hexagonal, or a combination thereof [15,16,18–20].
The C-CDW phase is believed to be an insulator [3,21–23]
with a gap of around 100 meV [13]. Very recent theoretical
studies based on density-functional theory (DFT) find an ad-
ditional ordering pattern along the crystallographic c axis. The
related gap has a width of approximately 0.5 eV along kz and
becomes gapped at the Fermi energy EF in the C-CDW phase
[24,25].

Nearly all of the previously reported results for opti-
cal phonons in 1T -TaS2 are based on Raman spectroscopy
on the C-CDW phase and on temperature-dependent mea-
surements in a narrow range around the NC-CDW to
C-CDW phase transition [13,15,18–20]. In this paper we
present temperature-dependent polarization-resolved Raman
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measurements in the temperature range from 4 to 370 K
covering all three CDW regimes of 1T -TaS2. Our analysis
of the C-CDW phase confirms the symmetry to be P3̄, while
the NC-CDW phase is confirmed as a mixed regime of com-
mensurate and incommensurate domains. The Raman spectra
of the IC-CDW phase mainly project the phonon density of
states due to the breaking of translation invariance and sizable
electron-phonon coupling. The growth of the CDW gap upon
cooling, followed by the opening of the Mott gap, is traced via
the initial slope of the symmetry-resolved spectra. The size of
170–190 meV and the temperature dependence of the Mott
gap are directly determined from high-energy Raman data.

II. EXPERIMENTAL AND NUMERICAL METHODS

The preparation of the studied 1T -TaS2 single crystals
is described elsewhere [26–29]. Calibrated customized Ra-
man scattering equipment was used to obtain the spectra.
Temperature-dependent measurements were performed with
the sample attached to the cold finger of a He-flow cryostat.
The sample was cooled down to the lowest temperature and
then heated. In either case the rates were less than ±1 K/min.
All measurements were performed in a high vacuum of ap-
proximately 5 × 10−5 Pa.

The 575-nm laser line of a diode-pumped Coherent GEN-
ESIS MX-SLM solid state laser was used as an excitation
source. Additional measurements with the 458- and 514-nm
laser lines were performed with a Coherent Innova 304C
argon ion laser. The absorbed power was set at 4 mW. All
spectra shown are corrected for the sensitivity of the instru-
ment and the Bose factor, yielding the imaginary part of
the Raman susceptibility Rχ ′′, where R is an experimental
constant. An angle of incidence of �i = 66.0 ± 0.4◦ and
atomically flat cleaved surfaces enable us to measure at ener-
gies as low as 5 cm−1 without a detectable contribution from
the laser line since the directly reflected light does not reach
the spectrometer. The corresponding laser spot has an area of
roughly 50 × 100 μm2 which prevents us from observing the
possible emergence of the domains [17,30]. The inelastically
scattered light is collected along the surface normal (crystal-
lographic c axis) with an objective lens having a numerical
aperture of 0.25. In the experiments presented here, the linear
polarizations of the incident and scattered light are denoted as
ei and es, respectively. For ei horizontal to the plane of inci-
dence there is no projection on the crystallographic c axis. For
the low numerical aperture of the collection optics es is always
perpendicular to the c axis. Low-energy data up to 550 cm−1

were acquired in steps of �� = 1 cm−1 with a resolution
of σ ≈ 3 cm−1. The symmetric phonon lines were modeled
using Voigt profiles where the width of the Gaussian part is
given by σ . For spectra up to higher energies the step width
and resolution were set at �� = 50 cm−1 and σ ≈ 20 cm−1,
respectively. The Raman tensors for the D3d point group are
given in Table I. Accordingly, parallel linear polarizations
project both A1g and Eg symmetries, while crossed linear
polarizations only project Eg. The pure A1g response then can
be extracted by subtraction.

We have performed DFT calculations as implemented in
the ABINIT package [31]. We have used the Perdew-Burke-
Ernzerhof (PBE) functional, an energy cutoff of 50 Ha for the

TABLE I. Raman tensors for trigonal systems (point group D3d ).

A1g =
⎛
⎝a 0 0

0 a 0
0 0 b

⎞
⎠ 1Eg =

⎛
⎝c 0 0

0 −c d
0 d 0

⎞
⎠ 2Eg =

⎛
⎝ 0 −c −d

−c 0 0
−d 0 0

⎞
⎠

plane-wave basis, and we have included spin-orbit coupling
by means of fully relativistic Goedecker pseudopotentials
[32,33], where Ta-5d36s2 and S-3s23p4 states are treated as
valence electrons. The crystal structure was relaxed so that
forces on each atom were below 10 μeV/Å and the total
stress on the unit cell below 1 bar, yielding lattice parame-
ters a = 3.44 Å and c = 6.83 Å. Subsequently, the phonons
and the electron-phonon coupling (EPC) were obtained from
density-functional perturbation theory (DFPT) calculations,
also within ABINIT [34]. Here, we have used an 18 × 18 × 12
k-point grid for the electron wave vectors and a 6 × 6 × 4
q-point grid for the phonon wave vectors. For the electronic
occupation we employed Fermi-Dirac smearing with broaden-
ing factor σFD = 0.01 Ha, which is sufficiently high to avoid
unstable phonon modes related to the CDW phases.

III. RESULTS AND DISCUSSION

A. Lattice dynamics of the charge-density wave regimes

Temperature-dependent symmetry-resolved Raman spec-
tra of 1T -TaS2 are presented in Fig. 1. It is obvious that their
evolution with temperature is divided into three distinct ranges
(IC-CDW, NC-CDW, and C-CDW) as indicated. The lattice
dynamics for each of these ranges will be treated separately in
the first part of the section. In the second part we address the
electron dynamics.

1. C-CDW phase

At the lowest temperatures 1T -TaS2 exists in the com-
mensurate C-CDW phase. Here, the atoms form so-called
star-of-David clusters. Different studies report either triclinic
stacking of these clusters leading to P1̄ unit cell symme-
try [16], or trigonal or hexagonal stacking and P3̄ unit cell
symmetry [15,18–20]. A factor group analysis predicts 57
Ag Raman-active modes with an identical polarization de-
pendence for P1̄ unit cell symmetry, and alternatively 19
Ag+19 Eg Raman-active modes for P3̄ unit cell symmetry [13]
Our polarized Raman scattering measurements at T = 4 K,
measured in two scattering channels, together with the cor-
responding cumulative fits are shown in Fig. 2. As it can be
seen, we have observed modes of two different symmetries in
the related scattering channels. This result indicates trigonal or
hexagonal stacking of the star-of-David clusters. The symmet-
ric phonon lines can be described by Voigt profiles, the best fit
of which is shown as blue (for parallel light polarizations) and
red (crossed polarizations) lines. After fitting Voigt profiles
to the Raman spectra, 38 phonon modes were singled out.
Following the selection rules for Ag and Eg symmetry modes,
19 were assigned as Ag and 19 as Eg symmetry, meaning all
expected modes could be identified. The contribution from
each mode to the cumulative fit is presented in Fig. 2 as green
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FIG. 1. Symmetry-resolved Raman spectra of 1T -TaS2 at tem-
peratures as indicated. Both C-CDW (blue lines) and IC-CDW (red
lines) domains yield significant contributions to the Raman spectra
of the NC-CDW phase (green lines).

TABLE II. A1g and Eg Raman mode energies experimentally
obtained at T = 4 K.

no ωAg (cm−1) ωEg (cm−1)

1 62.6 56.5
2 73.3 63.3
3 83.4 75.3
4 114.9 82.0
5 121.9 90.5
6 129.5 101.1
7 228.7 134.8
8 244.1 244.0
9 271.9 248.9
10 284.2 257.5
11 298.6 266.6
12 307.2 278.3
13 308.2 285.0
14 313.0 292.9
15 321.2 300.5
16 324.2 332.7
17 332.0 369.2
18 367.2 392.6
19 388.4 397.7
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FIG. 2. Raman spectra at T = 4 K, i.e., in the C-CDW phase,
for parallel and crossed light polarizations. Red and blue solid lines
represent fits of the experimental data using Voigt profiles. Spectra
are offset for clarity. The short vertical lines depict central frequen-
cies obtained from the data analysis. The exact energy values are
presented in Table II.

lines, whereas the complete list of the corresponding phonon
energies can be found in Table II.

2. IC-CDW phase

At the highest experimentally accessible temperatures 1T -
TaS2 adopts the IC-CDW phase. Data collected by Raman
scattering at T = 370 K, containing all symmetries, are shown
as a blue solid line in Fig. 3. As 1T -TaS2 is metallic in this
phase [25] we expect the phonon lines to be superimposed on
a continuum of electron-hole excitations which we approxi-
mate using a Drude spectrum shown as a dashed line [35,36].

Since the IC-CDW phase arises from the normal metallic
phase, described by space group P3̄m1 [13,37], it is inter-
esting to compare our Raman results on the IC-CDW phase
to an ab initio calculation of the phonon dispersion in the
normal phase, shown as an inset in Fig. 3. Four different
optical modes were obtained at �: Eu at 189 cm−1 (double
degenerate), Eg at 247 cm−1 (double degenerate), A2u at 342
cm−1, and A1g at 346 cm−1. A factor group analysis shows
that two of these are Raman active, namely Eg and A1g [13].

We observe that the calculated phonon eigenvalues of the
simple metallic phase at � do not closely match the observed
peaks in the experimental spectra of the IC-CDW phase.
Rather, these correspond better to the calculated phonon
density of states (PDOS), depicted in Fig. 3. There are es-
sentially three different ways to project the PDOS in a Raman
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of the optical branches indicated through the color scale.

experiment and to overcome the q ≈ 0 selection given by the
small momentum of visible light: (i) scattering on impurities
[38], (ii) enhanced electron-phonon coupling [39], and (iii)
breaking of the translational symmetry in the IC-CDW phase.
(i) We rule out chemical impurity scattering, expected to exist
at all temperatures, as the low-temperature spectra (Fig. 2)
show no signs thereof. (ii) The additional scattering channel
may come from the electron-phonon coupling (EPC). The
calculated EPC, λ, in the optical modes (inset of Fig. 3) is
limited, yet not negligible, reaching maxima of ∼0.2 in the
lower optical branches around the Brillouin zone (BZ) points
� and A. The calculated atom-resolved PDOS shows the
acoustic modes to be predominantly due to Ta and the optical
modes due to S, as a result of their difference in atomic mass.
The acoustic modes display several dips that are signatures of
the latent CDW phases, for which the EPC cannot be reliably
determined. Significant EPC in the optical modes of 1T -TaS2

is furthermore supported by experimental results linking a
sharp increase in the resistivity above the IC-CDW transition
temperature to the EPC [37]. It also corroborates calculated
[14] and experimentally obtained [13] values of the CDW
gap, which correspond to intermediate to strong EPC [37].
(iii) Although EPC certainly contributes we believe that the
majority of the additional scattering channels can be traced
back to the incommensurate breaking of the translational in-

variance upon entering IC-CDW. Thus the “weighted” PDOS
is projected into the Raman spectrum [see Figs. 1(a) and 1(b)].
These “weighting” factors depend on the specific symmetries
along the phonon branches as well as the “new periodicity”
and go well beyond the scope of this paper.

3. NC-CDW phase

The nearly commensurate phase is seen as a mixed phase
consisting of regions of commensurate and incommensurate
CDWs [40,41]. This coexistence of high- and low-temperature
phases is observable in our temperature-dependent data as
shown in Fig. 1. The spectra for the IC-CDW (red curves) and
C-CDW phase (blue curves) are distinctly different, as also
visible in the data shown above (Figs. 2 and 3). The spectra of
the NC-CDW phase (235 K < T < 352 K) comprise contri-
butions from both phases. As 352 K is the highest temperature
at which the contributions from the C-CDW phase can be
observed in the spectra, we suggest that the phase transition
temperature from IC-CDW to NC-CDW phase is somewhere
in between 352 and 360 K. This conclusion is in good agree-
ment with experimental results regarding this transition [4–6].

B. Gap evolution

The opening of a typically momentum-dependent gap in
the electronic excitation spectrum is a fundamental prop-
erty of CDW systems which has also been observed in
1T -TaS2 [13,37,42]. Here, in addition to the CDW, a Mott
transition at the onset of the C-CDW phase leads to an
additional gap opening in the bands close to the � point
[21,43]. Symmetry-resolved Raman spectroscopy can provide
additional information here using the momentum resolution
provided by the selection rules. To this end, we look at the
initial slopes of the electronic part of the spectra.

As shown in Figs. 4(a)–4(c), different symmetries project
individual parts of the BZ [36,44]. The vertices given by the
hexagonal symmetry of 1T -TaS2 are derived in Appendix C.
The A1g vertex mainly highlights the area around the � point
while the Eg vertices predominantly project the BZ bound-
aries. The opening of a gap at the Fermi level reduces NF,
leading to an increase of the resistivity in the case of 1T -TaS2.
This reduction of NF manifests itself also in the Raman spectra
which, to zeroth order, are proportional to NF [35,44]. As
a result, the initial slope changes as shown Figs. 4(d) and
4(e), which zoom in on the low-energy region of the spec-
tra from Fig. 1. The initial slope of the Raman response is
R lim�→0

∂χ ′′
∂�

∝ NFτ0, where R incorporates only experimen-
tal factors [44]. The electronic relaxation �∗

0 ∝ (NFτ0)−1 is
proportional to the dc resistivity ρ(T ) [45]. If a gap opens up
there is vanishing intensity at T = 0 below the gap edge for an
isotropic gap. At finite temperature there are thermally excited
quasiparticles which scatter. Thus, there is a linear increase at
low energies [35]. The black lines in Figs. 4(d)–4(g) represent
the initial slopes and their temperature dependences. The lines
comprise carrier relaxation and gap effects, and we focus only
on the relative changes.

Starting in the IC-CDW phase at T = 370 K [Fig. 4(d)]
the initial slope is higher for the Eg spectrum than for A1g

symmetry. While the CDW gap started to open already at
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FIG. 4. Evolution of the gaps. (a)–(c) Squared Raman vertices
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sented in Appendix C. (d)–(g) Low-energy Raman spectra for A1g
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cated. The spectra shown are zooms on the data shown in Fig. 1. The
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554 K around the M points [43], which are highlighted by the
Eg vertex, the Fermi surface projected by the Eg vertex contin-
ues to exist. Thus, we may interpret the different slopes as a
manifestation of a momentum-dependent gap in the IC-CDW
phase and assume overall intensity effects to be symmetry
independent for all temperatures. At T = 352 K [Fig. 4(e)]
the slope for Eg symmetry is substantially reduced to below
the A1g slope due to a strong increase of the CDW gap in the
commensurate regions [43] which emerge upon entering the
NC-CDW phase. Further cooling also decreases the slope for
the A1g spectrum, as the Mott gap around the � point starts
to open within the continuously growing C-CDW domains
[40,41]. Below T = 270 K the initial slopes are identical for
both symmetries and decrease with temperature. Apparently,
the Mott gap opens up on the entire Fermi surface in direct
correspondence with the increase of the resistivity by ap-
proximately an order of magnitude [3]. Finally, at the lowest
temperature close to 4 K the initial slopes drop to almost zero
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FIG. 5. Raman spectra up to high energies for (a) parallel and
(b) crossed polarizations of the incident and scattered light at tem-
peratures as given in the legend.

[Fig. 4(g)], indicating vanishing conductivity or fully gapped
bands in the entire BZ.

Concomitantly, and actually more intuitive for the opening
of a gap, we observe the loss of intensity in the Raman spectra
below a threshold at an energy �gap. Below 30 cm−1 the in-
tensity is smaller than 0.2 counts(mW s)−1 [Fig. 4(g)] and still
smaller than 0.3 counts(mW s)−1 up to 1500 cm−1 [Fig. 4(h)].
For a superconductor or a CDW system the threshold is given
by 2�, where � is the single-particle gap, and a pileup of in-
tensity for higher energies, � > 2� [44]. A pileup of intensity
cannot be observed here. Rather, the overall intensity is further
reduced with decreasing temperature as shown in Figs. 5 and
6 in Appendixes A and B. In particular, the reduction occurs
in distinct steps between the phases and continuous inside the
phases with the strongest effect in the C-CDW phase below
approximately 210 K (Fig. 5). In a system as clean as 1T -TaS2

the missing pileup in the C-CDW phase is surprising and
argues for an alternative interpretation.

In a Mott system, the gap persists to be observable but
the pileup is not a coherence phenomenon and has not been
observed yet. In fact, the physics is quite different, and the
conduction band is split symmetrically about the Fermi en-
ergy EF into a lower and a upper Hubbard band. Thus in
the case of Mott-Hubbard physics the experimental signa-
tures are more such as those expected for an insulator or
semiconductor having a small gap, where at T = 0 there
is a range without intensity and an interband onset with a
band-dependent shape. At finite temperature there are ther-
mal excitations inside the gap. For 1T -TaS2 at the lowest
accessible temperature, both symmetries exhibit a flat, nearly
vanishing electronic continuum below a slightly symmetry-
dependent threshold (superposed by the phonon lines at low
energies). Above the threshold a weakly structured increase is
observed. We interpret this onset as the distance of the lower
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Hubbard band from the Fermi energy EF or half of the dis-
tance between the lower and the upper Hubbard band, shown
as vertical dashed lines at 1350–1550 cm−1 ≡ 170–190 meV
[Fig. 4(h)]. The energy is in good agreement with gap obtained
from the in-plane angle-resolved photoemission spectroscopy
(ARPES) [43], scanning tunneling spectroscopy [46], and
infrared spectroscopy [13] which may be compared directly
with our Raman results measured with in-plane polarizations.
Upon increasing the temperature the size of the gap shrinks
uniformly in both symmetries [Fig. 4(i)] and may point to
an onset above the C-CDW phase transition, consistent with
the result indicated by the initial slope. However, we cannot
track the development of the gap into the NC-CDW phase as
an increasing contribution of luminescence (see Appendix B)
overlaps with the Raman data.

Recently, it was proposed on the basis of DFT calcula-
tions that 1T -TaS2 orders also along the c axis perpendicular
to the planes in the C-CDW state [24,25]. This quasi-one-
dimensional (1D) coupling is unexpectedly strong and the
resulting metallic band is predicted to have a width of ap-
proximately 0.5 eV. For specific relative ordering of the star
of David patterns along the c axis this band develops a gap of
0.15 eV at EF [25], which is intriguingly close to the various
experimental observations. However, since our light polariza-
tions are strictly in plane, we have to conclude that the gap

observed here (and presumably in the other experiments) is
an in-plane gap. Our experiment cannot detect an out-of-plane
gap. Thus, neither a quasimetallic dispersion along the c axis
nor a gap in this band along kz may be excluded in the C-CDW
phase. However, there is compelling evidence for a Mott-like
gap in the layers rather than a CDW gap.

IV. CONCLUSIONS

We have presented a study of the various charge den-
sity wave regimes in 1T -TaS2 by inelastic light scattering,
supported by ab initio calculations. The spectra of lattice
excitations in the commensurate CDW (C-CDW) phase de-
termine the unit cell symmetry to be P3̄, indicating trigonal or
hexagonal stacking of the “star-of-David” structure. The high-
temperature spectra of the incommensurate CDW (IC-CDW)
state are dominated by a projection of the phonon density
of states caused by either a significant electron-phonon cou-
pling or, more likely, the superstructure. The intermediate
nearly commensurate (NC-CDW) phase is confirmed to be a
mixed regime of commensurate and incommensurate regions
contributing to the phonon spectra below an onset tempera-
ture TNC ≈ 352–360 K, in good agreement with previously
reported values. At the lowest measured temperatures, the
observation of a virtually clean gap without a redistribution
of spectral weight from low to high energies below TC argues
for the existence of a Mott metal-insulator transition at a
temperature of order 100 K. The magnitude of the gap is found
to be �gap ≈ 170–190 meV and has little symmetry, thus
momentum, dependence, in agreement with earlier ARPES
results [37]. At 200 K, on the high-temperature end of the C-
CDW phase, the gap shrinks to ∼60% of its low-temperature
value. Additionally, the progressive filling of the CDW gaps
by thermal excitations is tracked via the initial slope of the
spectra, and indicates that the Mott gap opens primarily on
the parts of the Fermi surface closest to the � point.

Our results demonstrate the potential of using inelastic
light scattering to probe the momentum dependence and en-
ergy scale of changes in the electronic structure driven by
low-temperature collective quantum phenomena. This opens
perspectives to investigate the effect of hybridization on col-
lective quantum phenomena in heterostructures composed of
different 2D materials, e.g., alternating T and H monolayers
as in the 4Hb-TaS2 phase [47].

ACKNOWLEDGMENTS

The authors acknowledge funding provided by the Institute
of Physics Belgrade through the grant by the Ministry of
Education, Science and Technological Development of the
Republic of Serbia. The work was supported by the Science
Fund of the Republic of Serbia, PROMIS, No. 6062656,
StrainedFeSC, and by Research Foundation-Flanders (FWO).
J.B. acknowledges support of a postdoctoral fellowship of
the FWO, and of the Erasmus + program for staff mobility
and training (KA107, 2018) for a research stay at the Insti-
tute of Physics Belgrade, during which part of the work was
carried out. The computational resources and services used
for the first-principles calculations in this work were provided
by the VSC (Flemish Supercomputer Center), funded by the

245133-6



PROBING CHARGE DENSITY WAVE PHASES AND THE … PHYSICAL REVIEW B 103, 245133 (2021)

FWO and the Flemish Government – department EWI. Work
at Brookhaven is supported by the U.S. DOE under Con-
tract No. DESC0012704. A.B. and R.H. acknowledge support
by the German research foundation (DFG) via Projects No.
Ha2071/12-1 and No. 107745057 – TRR 80 and by the
DAAD via the project-related personal exchange program
PPP with Serbia Grant No. 57449106.

APPENDIX A: RAW DATA

Figure 5 shows Raman spectra at temperatures ranging
from T = 4 to 370 K for parallel [Fig. 5(a)] and crossed
[Fig. 5(b)] in-plane light polarizations. The spectra were
measured in steps of �� = 50 cm−1 and a resolution of
σ ≈ 20 cm−1. Therefore neither the shapes nor the positions
of the phonon lines below 500 cm−1 may be resolved. All
spectra reach a minimum in the range from 500 to 1600
cm−1. At energies above 500 cm−1 the overall intensities are
strongly temperature dependent and decreasing with decreas-
ing temperature. Three clusters of spectra are well separated
according to the phases they belong to.

In the C-CDW phase (T � 200 K, blue lines) the spectra
start to develop substructures at 1500 and 3000 cm−1. The
spectra at 200 K increase almost linearly with energy. The
spectra of the NC- and IC-CDW phases exhibit a broad max-
imum centered in the region of 2200–3200 cm−1 which may
be attributed to luminescence (see Appendix B). For clarifi-
cation we measured a few spectra with various laser lines for
excitation.

APPENDIX B: LUMINESCENCE

Figure 6 shows Raman spectra measured with parallel light
polarizations for three different wavelengths λi of the incident
laser light. Figures 6(a) and 6(b) depict the measured inten-
sity I (without the Bose factor) as a function of the absolute
frequency ν̃ of the scattered light.

At high temperature [T = 330 K, Fig. 6(a)] a broad peak
can be seen for all λi which is centered at a fixed frequency
of 15 200 cm−1 of the scattered photons (gray shaded area).
The peak intensity decreases for increasing λi (decreasing en-
ergy). Correspondingly, this peak’s center depends on the laser
wavelength in the spectra shown as a function of the Raman
shift [Fig. 6(c)]. This behavior indicates that the origin of this
excitation is likely to be luminescence where transitions at
fixed absolute final frequencies are expected.

At low temperature [Fig. 6(b)] we can no longer find a
structure at a fixed absolute energy. Rather, as already in-
dicated in the main part, the spectra develop additional, yet
weak, structures which are observable in all spectra but are
particularly pronounced for blue excitation. For green and yel-
low excitation the spectral range of the spectrometer, limited
to 732 nm, is not wide enough for a deeper insight into the
luminescence contributions (at energies different from those
at high temperature) and no maximum common to all three
spectra is observed. If these spectra are plotted as a function
of the Raman shift, the changes in slope at 1500 and 3000
cm−1 are found to be in the same position for all λi, values
thus arguing for inelastic scattering rather than luminescence.
Since we do currently not have the appropriate experimental

tools for an in-depth study, our interpretation is preliminary
although supported by the observations in Fig. 6(d).

As shown in the inset of Fig. 6(d) we propose a sce-
nario on the basis of Mott physics. In the C-CDW phase the
reduced bandwidth is no longer the largest energy and the
Coulomb repulsion U becomes relevant [22] and splits the
conduction band into a lower and upper Hubbard band. We
assume that the onset of scattering at 1500 cm−1 corresponds
to the distance of the highest energy of the lower Hubbard
band to the Fermi energy EF. The second onset corresponds
then to the distance between the highest energy of the lower
Hubbard band and the lowest energy of the upper Hubbard
band. An important question needs to be answered: Into which
unoccupied states right above EF does the first process scatter
electrons? We may speculate that some DOS is provided by
the metallic band dispersing along kz or by the metallic do-
main walls between the different types of ordering patterns
along the c axis observed recently by tunneling spectroscopy
[46]. These quasi-1D domain walls would provide the states
required for the onset of scattering at high energy but are
topologically too small for providing enough density of states
for a measurable intensity at low energy [Fig. 4(g)] in a
location-integrated experiment such as Raman scattering.

APPENDIX C: DERIVATION OF THE RAMAN VERTICES

Phenomenologically, the Raman vertices can be derived
based on lattice symmetry, which are proportional to the Bril-
louin zone harmonics. They are a set of functions that exhibit
the symmetry and periodicity of the lattice structure proposed
by Allen [48]. These functions make the k-space sums and
energy integrals more convenient than that of the Cartesian
basis or the spherical harmonics basis, especially for those
materials who have anisotropic and/or multiple Fermi pock-
ets. The three Cartesian components of the Fermi velocity
vk are recommended to generate this set of functions since
they inherit the symmetry and periodicity of the crystal lattice
naturally. However, in most cases, we do not know the details
of band dispersion. A phenomenological method is needed to
construct such a set of basis functions. Here, we demonstrate
a method based on the group theory. The Brillouin zone har-
monics can be obtained by the projection operation on specific
trial functions.

For a certain group G with symmetry elements R and sym-
metry operators P̂R, it can be described by several irreducible
representations �n, where n labels the representation. For each
irreducible representation, there are corresponding basis func-
tions �

j
�n

that can be used to generate representation matrices
for a particular symmetry. Here, j labels the component or
partner of the representations. For an arbitrary function F , we
have

F =
∑
�n

∑
j

f �n
j �

j
�n

. (C1)

According to the group theory, we can always define a projec-
tion operator by the relation [49]

P̂�n = d

N

∑
R

χ�n (R) ∗ P̂R, (C2)
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TABLE III. Symmetry operations P̂R and corresponding charac-
ter table of theD3d point group.

P̂R x′ y′ z′ χ�n (R)

A1g Eg

E x y z 1 2
C1

3 − 1
2 x +

√
3

2 y −
√

3
2 x − 1

2 y z 1 −1
C−1

3 − 1
2 x −

√
3

2 y
√

3
2 x − 1

2 y z 1 −1
C′

2 x −y −z 1 0
C′′

2 − 1
2 x +

√
3

2 y
√

3
2 x + 1

2 y −z 1 0
C′′′

2 − 1
2 x −

√
3

2 y −
√

3
2 x + 1

2 y −z 1 0
I −x −y −z 1 2
S1

6
1
2 x −

√
3

2 y
√

3
2 x + 1

2 y −z 1 −1
S−1

6
1
2 x +

√
3

2 y −
√

3
2 x + 1

2 y −z 1 −1
σ ′

v −x y z 1 0
σ ′′

v
1
2 x −

√
3

2 y −
√

3
2 x − 1

2 y z 1 0
σ ′′′

v
1
2 x +

√
3

2 y
√

3
2 x − 1

2 y z 1 0

that satisfies the relation

P̂�n F =
∑

j

f �n
j �

j
�n

, (C3)

where d is the dimensionality of the irreducible representation
�n, N is the number of symmetry operators in the group, and
χ�n (R) is the character of the matrix of symmetry operator R
in irreducible representation �n. By projection operation on a
certain irreducible representation �n, we can directly get its
basis functions �

j
�n

.
The basis functions are not unique. In specific physical

problems, it is useful to use physical insight to guess an appro-
priate arbitrary function to find the basis functions for specific

problems. 1T -TaS2 belongs to the D3d point group. There are
12 symmetry operators in this group, i.e., E , C1

3 , C−1
3 , C′

2, C′′
2 ,

C′′′
2 , I , S1

6, S−1
6 , σ ′

v , σ ′′
v , σ ′′′

v . The coordinate transformations
after symmetry operations and the corresponding character
table are listed in Table III.

In order to simulate the periodicity of the Brillouin zone,
trigonometric functions are used as trial functions. According
to the parity of the irreducible representations, we can choose
an appropriate trigonometric function, e.g., a sine function for
odd parity representation and cosine function for even parity
representation. The combinations of them are also available.

Here, we use F = cos(kxa) as a trial function, where a is
the in-plane crystal constant. The basis function of A1g can be
derived as

�A1g(k) = 1

3

[
cos(kxa) + 2 cos

(
1

2
kxa

)
cos

(√
3

2
kya

)]
.

(C4)

With the same method, we obtain a basis function of Eg as

�E1
g
(k) = 2

3

[
cos(kxa) − cos

(
1

2
kxa

)
cos

(√
3

2
kya

)]
.

(C5)

Since the Eg is a two-dimensional representation, the projec-
tion operation provides only one of the two basis functions
of the corresponding subspace. The second function is found
based on the subspace invariance under the symmetry opera-
tions (e.g., if we operate �E1

g
with C1

3 symmetry, the result can
be presented as a linear combination of �E1

g
and �E2

g
). Thus

we obtain

�E2
g
(k) = 2 sin

(
1

2
kxa

)
sin

(√
3

2
kya

)
. (C6)
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A Raman scattering study covering the entire substitution range of the FeSe1−xSx solid solution is presented.
Data were taken as a function of sulfur concentration x for 0 � x � 1, of temperature and of scattering symmetry.
All types of excitations including phonons, spins, and charges are analyzed in detail. It is observed that the energy
and width of the iron-related B1g phonon mode vary continuously across the entire range of sulfur substitution.
The A1g chalcogenide mode disappears above x = 0.23 and reappears at a much higher energy for x = 0.69. In a
similar way the spectral features appearing at finite doping in A1g symmetry vary discontinuously. The magnetic
excitation centered at approximately 500 cm−1 disappears above x = 0.23 where the A1g lattice excitations
exhibit a discontinuous change in energy. The low-energy mode associated with fluctuations displays maximal
intensity at the nematostructural transition and thus tracks the phase boundary.

DOI: 10.1103/PhysRevB.106.094510

I. INTRODUCTION

Iron-based compounds are widely believed to host uncon-
ventional superconductivity, thus being similar to cuprates or
heavy fermion systems. All are characterized by competing
phases including magnetism, crystal symmetry breaking or
nematicity, and fluctuations of charge and spin prior to super-
conductivity [1–3]. While long-range magnetic ordering was
found in the majority of the compounds, it is absent in the
binary compound FeSe. Yet a nematic and structural phase
transition occurs simultaneously at 90 K [4–6]. Below Tc =
9 K superconductivity is observed [7]. Upon applied pressure
Tc increases to approximately 37 K [8]. By substituting sulfur
for selenium, the transition temperature to the nematic phase
is suppressed to zero for x ∼ 0.2 [9], suggesting the existence
of a quantum critical point (QCP), and a depression of Tc

to approximately 2 K. For x > 0.2, Tc increases again and
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reaches 5 K at x = 1 [10]. Surprisingly enough, FeS displays
a metallic variation of the resistivity and a high residual resis-
tivity ratio RRR of approximately 30, and neither structural
nor nematic phase transitions occur [11]. Thus, FeSe1−xSx

uniquely offers access to instabilities and critical points and
the disappearance thereof while superconductivity survives.

FeSe and FeS are isostructural, thus providing us with the
opportunity to probe the evolution of competing order by
isoelectronic substitution. We wish to address the question as
to which extent the properties and, specifically, superconduc-
tivity are interrelated with the other instabilities and how the
electronic properties affect the phonons. We employ inelastic
light scattering to probe evolution with composition of lattice
spin and charge excitations in FeSe1−xSx [12]. We identify the
A1g and B1g modes, a two-phonon scattering process as well as
additional modes that can be traced to either defect-induced or
second-order scattering. The obtained experimental results are
in good agreement with numerical calculations. Phonons self-
energy temperature dependence supports the results reported
in Refs. [13,14] where emerging short-range magnetic order
at approximately 20 K was reported.

II. EXPERIMENT

Single crystals of FeSe1−xSx were synthesized as described
elsewhere [15]. Before the experiment the samples were
cleaved in air.

Inelastic light scattering on phonons was performed us-
ing a Tri Vista 557 Raman spectrometer with the first

2469-9950/2022/106(9)/094510(9) 094510-1 Published by the American Physical Society
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FIG. 1. Crystal structure and selection rules for FeSe(S). Solid
and dashed lines represent the 1-Fe and the crystallographic 2-Fe
unit cell, respectively. The crystallographic axes are a and b. In FeSe
and FeS only one A1g and one B1g phonon is expected as indicated
by Aph

1g and Bph
1g , respectively. The symmetries projected with the

polarizations indicated symbolically with respect to the 1-Fe cell are
relevant for electronic and spin excitations. The symmetries of the
phonons are in brackets.

two monochromators coupled subtractively and the grating
combination 1800/1800/2400 grooves/mm. For excitation
a Coherent Verdi G solid state laser was used emitting at
532 nm. The samples were mounted in a KONTI CryoVac
continuous helium flow cryostat having a 0.5-mm-thick win-
dow. The vacuum was pumped to the range of 10−6 mbar
using a turbo molecular pump. The laser was focused to a spot
size of approximately 8 μm using a microscope objective lens
with ×50 magnification. The power absorbed by the sample
was Pa = 0.75 mW. In backscattering configuration as used
here, the incident and scattered photons propagate parallel to
the crystallographic c axis. All Raman spectra were divided
by the Bose factor.

Fluctuations and two magnon excitations were probed
with a calibrated scanning spectrometer. The samples were
attached to the cold finger of a He-flow cryostat having a
vacuum of better than 10−6 mbar. A diode-pumped solid state
laser emitting at 575 nm (Coherent GENESIS) was used as an
excitation source. The laser beam was focused on the sample
at an angle of incidence of 66◦ to a spot of 2rf ≈ 50 μm.
Polarization and power of the incoming light were adjusted
in a way that the light inside the sample had the proper
polarization state and a power of Pa = 4 mW independent of
polarization. The ratio Pa/rf is similar for the μ setup and thus
the local heating for both experiments can be estimated to be
in the range 3–5 K. All four symmetries of the D4h group, A1g,
A2g, B1g, and B2g, can be accessed using appropriate in-plane
polarizations of the incident and scattered light.

The selection rules are dictated by the crystal structure.
Here, only polarizations in the ab plane are relevant, as shown
in Fig. 1, with solid and dashed lines representing 1-Fe and
2-Fe unit cells, respectively. For the tetragonal system there
are six principal scattering geometries and each probes two
symmetry channels. We align our laboratory system with the
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FIG. 2. Phonon spectra of FeSe1−xSx measured at 100 K. We
show xx and xy spectra where x and y are rotated by 45◦ with respect
to the 2-Fe unit cell, as indicated in the inset, and project Aph

1g and Bph
1g ,

respectively. (a) Aph
1g spectra. Only for pure FeSe (x = 0), a single

line is observed at the A1g energy of 165 cm−1 expected from lattice
dynamics. Above x = 0.23 the Se(S) vibration becomes unobserv-
able and reappears only for x � 0.69 at a much higher energy of
approximately 290 cm−1 similar to that in pure FeS. The spectrum
at x = 0.48 was measured on the scanning spectrometer and is there-
fore shaded. There may be an indication of the Aph

1g phonon at about
290 cm−1. The peaks other than Raman-active phonons are labeled
P1–P5 with increasing energy. Those with asterisks correspond to
maxima in the phonon density of states (Fig. 6). Solid lines represent
the best fits to the data using Voigt profiles. (b) Bph

1g spectra. Energy
and linewidth vary continuously with sulfur content.

1-Fe unit cell. As a consequence, the B1g phonon (Bph
1g) is

observable in the xy configuration which corresponds to the
B2g symmetry channel in the 2-Fe cell (Fig. 1). We decided
to use this orientation since our main focus here is electronic
and spin excitations for which the 1-Fe unit cell is more
appropriate. Aph

1g is the fully symmetric in-phase Se(S) mode

with elongations along the c axis; Bph
1g corresponds to the

out-of-phase vibration of the Fe atoms parallel to the c axis.

III. RESULTS AND DISCUSSION

A. Lattice excitations

First, the focus is placed on lattice excitations observable
in the xx and xy scattering configuration projecting Aph

1g and

Bph
1g in the spectral range characteristic for phonons. Figure 2

shows the evolution of the spectra with doping x, where
x indicates the sulfur concentration. Additional spectra for
x = 0.48 and, for convenience, x = 1 are shown in Fig. 7.
In order to minimize the thermal broadening of the modes
while staying above the nematic phase transition, the spectra
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The Tc values of the corresponding solid solution are taken from
Ref. [16].

were recorded at 100 K. In pure stoichiometric compounds
only one Aph

1g and one Bph
1g phonon mode is expected (see

Fig. 1). This is indeed the case for FeSe [Fig. 2(a), bottom]
as described by Gnezdilov et al. [17] and corroborated here.
In contrast, in pure FeS (x = 1) additional modes exist in the
xx spectrum which were assigned to two-phonon scattering
(265 cm−1) and a projection of the phonon density of states
(PDOS) (∼300 cm−1) [18] as reproduced in Fig. 7(b). The xy
spectra show only the Bph

1g mode for all doping levels displayed
here [see also Fig. 7(a)]. It hardens monotonously and exhibits
a weak maximum of the linewidth at x = 0.69 and x = 0.93
highlighting the effect of disorder as summarized in Figs. 3(a)
and 3(b).

The xx spectra display a much more complex doping
dependence. Upon substituting only a small amount of sul-
fur (x = 0.05) for selenium an additional structure appears
at about 200 cm−1 [Fig. 2(a)]. Closer inspection of the
FeSe0.95S0.05 spectra reveals that this feature consists of two
peaks denoted as P1′ and P1′′. With increasing x, these
structures gain intensity and harden slightly, whereas the A1g

phonon softens, gradually loses intensity, and becomes unde-
tectable at concentrations above x = 0.23. It reappears as a
clear peak only for x � 0.69 at a much higher energy char-
acteristic for FeS [18] and possibly as a remnant structure in
the spectrum for x = 0.48 [Fig. 7(a)]. As in FeS the Aph

1g peak
overlaps with a weaker structure which is compatible with
the PDOS (P4). At x = 0.69 P4 is approximately as strong
as the A1g phonon. Here [and at x = 0.48, Fig. 7(a)] there is
also a broad feature at 340 cm−1 (P5). For x = 0.93 similar to
x = 1 there is another structure at 250 cm−1 (P3) which gains
intensity toward x = 0.69 where it has a weak companion at

235 cm−1 (P2) being present down to x = 0.23. As expected,
the increase of crystalline disorder due to substitution leads
to a broadening of all observed modes to some maximum
value before the trend reverses for compositions close to
pure FeS. The widths and energies of the stronger modes
are summarized in Fig. 3. As opposed to the Bph

1g phonon in
xy configuration, all modes in xx polarization including the
Raman-active phonon depend quasidiscontinuously on substi-
tution.

This dichotomy of the substitution dependence of the
phonon part in xx and xy configuration is the most remarkable
effect of this study. Whereas the continuous evolution of the
Fe B1g line by and large tracks the degree of disorder and lat-
tice contraction, the Se/S A1g mode varies counterintuitively.
Naively one would expect a continuous (not necessarily triv-
ial) increase in the phonon frequency and maximal broadening
for doping levels around x = 0.5 similar to what is observed
in isotopically substituted semiconductors [19]. However, the
line disappears after a continuous loss of intensity at approx-
imately x = 0.23 and 172 cm−1 and reappears (presumably)
at x = 0.48 slightly below 300 cm−1. At low doping the A1g

energy decreases by 4% although S is lighter than Se by a
factor of 2.13 and the lattice contracts. Above x = 0.48 the
energy of the A1g phonon varies as expected [see Fig. 3(b)].

The structures appearing in addition to the allowed
phonons are rather difficult to interpret in detail. There are es-
sentially two possibilities for intensity to appear in addition to
the phonons: defect-induced scattering projecting the PDOS
on the site of the defect or overtone (combination) scatter-
ing [20]. In FeS one of the peaks (P3) is in the gap between the
acoustic and the optical branches and was therefore assigned
to an overtone, whereas P4 may originate from the PDOS [18].
The two features depend in the same fashion on doping as the
A1g phonon, and the assignment may be maintained. This is
plausible on the basis of the PDOS (Fig. 6) although the PDOS
of a solid solution cannot be calculated straightforwardly. If
we argue that the extra lines vary as discontinuously as the
phonon, P1′ and P1′′ would have both an overtone and a PDOS
component. Interestingly, P1′ and P1′′ have the expected dop-
ing dependence [see Fig. 3(b)].

The anomalous doping dependence of the A1g phonon
may indicate an enhanced electron-phonon coupling which
manifests itself also in the linewidth (on top of the inho-
mogeneous broadening) [Fig. 3(a)]. The slightly enhanced
electron-phonon coupling may boost Tc a little bit until the
structure becomes unstable and Tc decreases rapidly for x >

0.16. There is, in fact, a kink in the c/a ratio at x = 0.23 which
may be related to the structural instability [15]. In a recent
preprint the collapse of Tc is almost precipitous and coincides
with the end of the nematic phase [21], and one may speculate
about the position of the quantum critical point and its impact.
Yet, further work is necessary to finally clarify the issue.

B. Spin excitations and fluctuations

Second, we focus on the electronic B1g symmetry channel
projected in the x′y′ (1-Fe) configuration. Figure 4 shows
the doping dependence of the high-energy Raman spectra at
approximately 4 K. The A2g contribution can be neglected
in these materials [22]. A broad excitation centered at about
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FIG. 4. Doping dependence of the high-energy spectra of
FeSe1−xSx in xy (2-Fe) configuration at 4 K, except for x = 0.33,
x = 0.39, and x = 0.48 which were obtained at 100 K. For the
electronic unit cell (full line in Fig. 1) relevant here the B1g and A2g

symmetries are projected where A2g is negligibly weak. The doping
levels are indicated. The inset compares the high-energy spectra of
pure FeSe [22] and FeS. The maximum in the range 500 cm−1

is compatible with two-magnon scattering [23], whereas the broad
shoulder around 2000 cm−1 appearing in three out of ten (including
all doping levels) spectra was identified as luminescence by using
various laser lines for excitation. The peaks in the range 700–1550
cm−1 observed only for the doping levels x = 0.33, x = 0.39, and
x = 0.48 may originate from either overtones of the phonon density
of states [20,24] or from magnetic excitations in the paramagnetic
state above the magnetic phase which was observed recently below
20–40 K [25,26]. Since the measuring temperature is well above the
magnetic transition the former is more likely.

500 cm−1 dominates the spectrum at x = 0 which was inter-
preted in terms of two-magnon scattering [22]. Since the ratio
of the nearest to the next-nearest-neighbor exchange coupling
J1 and J2 is close to 0.5 [27] the system is a nearly frustrated
antiferromagnet. Consequently the two-magnon Raman peak
is pushed to energies well below 3J1 [23]. No comparable
feature is observed in FeS (see inset in Fig. 4).

Upon doping, the two-magnon peak remains relatively ro-
bust up to x = 0.23 and is absent for higher doping levels.
This goes in line with the fact that for x = 0, the Fermi
velocity in the dxy band, v

(xy)
F , is significantly smaller than

v
(xz)
F or v

(yz)
F and increases by only 10% for x � 0.20. For x >

0.20 v
(xy)
F increases significantly towards FeS [28]. Generally,

v
(xy)
F in FeSe is smaller than v

(xy)
F in Ba(Fe1−xCox )2As2 for in-

stance [29], in agreement with theoretical predictions [30–32].
Thus FeSe is close to the localization limit, and the two-
magnonlike response may result from the rather slow carriers
on the dxy band. In contrast, the more itinerant carriers in
the pnictides condense into a stripelike spin density wave
(SDW) which becomes manifest in a gap and a coherence
peak [22,33].

In the energy region � < 200 cm−1 extra intensity is
observed for low temperatures. In FeSe it becomes clearly
visible below 200 K and fills the spectral gap below the
magnon at 500 cm−1. Below approximately 100 K an isolated
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FIG. 5. Phase diagram of FeSe1−xSx with Tfluct,max tracing TS in
the region where the two-magnon feature was observed in the Raman
scattering experiment. Tc taken from Ref. [15]. The full circle repre-
sents the lowest accessible temperature. Inset: Low-energy Raman
spectrum showing the temperature dependence of the fluctuation
contribution at x = 0.23. Spectra for all doping levels 0 � x � 0.23
are shown in Fig. 8.

peak may be observed for x = 0 which continuously softens
above the structural transformation at Ts = 90 K, fades away
below Ts, and almost vanishes at 21 K [22,34]. The line shape
and the temperature dependence above Ts can be described
quantitatively in terms of critical fluctuations in a similar
fashion as in Ba(Fe1−xCox )2As2 [22,33,35]. For increasing
doping, this extra intensity starts to develop at lower temper-
atures. However, remarkably enough the temperature where
this peak’s intensity is maximal, Tfluct,max, always coincides
with the respective transition temperature Ts(x). At x = 0.23
the fluctuation response gains intensity down to the lowest
accessible temperatures as presented in the inset of Fig. 5.
Thus, the phase transition line of the nematic phase can also be
tracked by the Raman response. For x = 0.33 (the next avail-
able doping level) the fluctuation response cannot be observed
any further. Concomitantly, the two-magnon excitation at 500
cm−1 becomes unobservable. The most likely explanation of
this coincidence is that the two phenomena have the same
origin and result from spin excitations. However, there is no
consensus on that view in the literature, and Zhang et al. [36]
and Chibani et al. [34] interpret the same experimental obser-
vation in terms of quadrupolar charge fluctuations. Yet, one
certainly has to answer the question as to why the fluctuations
are not found in the simulations [23].

Most probably, the length scale the simulations can deal
with limits the applicability of the exact diagonalization
method. Since it was intended to study the temperature de-
pendence the cluster had to be sufficiently small (4 × 4) to
keep the time for the simulations finite [23]. For the two-
magnon excitations, the 4 × 4 cluster is sufficient because
only nearest-neighbor spins are important. However, close to
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the transition the correlation length of fluctuations diverges
making them inaccessible for the small clusters tractable
numerically. Actually, well above the transition there is a
shoulder on the low-energy side of the two-magnon peak
which may be associated with the fluctuations but the shoul-
der is lost close to Ts. Thus, although there are experimental
arguments in favor of spin fluctuations at low energy there is
no theoretical support for this conjecture.

The last question we wish to address concerns the origin
of possible local or quasilocal spin order in FeSe1−xSx for
x < 0.3. It was observed a while ago that the width of the
various bands derived from the orbitals close to the Fermi
surface varies by approximately a factor of 3 or more. There
are itinerant yz and xz bands crossing the Fermi surface at
EF and a weakly dispersing xy band just below EF [29] on
which the nearly localized spins may reside [30,32]. It is an
important question to which extent the fluctuations at low
energy are related to these spins. As a matter of fact, Ba122
displays itinerant SDW magnetism as manifested by a gap
and a coherence peak along with fluctuations [22,33], whereas
FeSe exhibits signatures of local spins and also fluctuations at
low energies as shown here. In FeSe1−xSx both phenomena
disappear together above x > 0.23.

IV. CONCLUSION

Raman results covering the entire substitution range 0 �
x � 1 in FeSe1−xSx were presented. The main goal was the
study of the physics around the QCP where the nematic in-
stability approached zero transition temperature in the range
0.16 � x � 0.23. We find a striking signature of this transi-
tion in both the phonon and the electronic spectra. Whereas
the B1g phonon varies continuously with S substitution, the
A1g phonon and all structures in the xx spectra show a dis-
continuity above x = 0.23. Similarly, the electronic spectra
dominated by spin excitations change abruptly here. Both
the two-magnon excitations and the low-energy fluctuations
disappear. We argue that they are interrelated. Since we could
not observe gap excitation for x > 0, statements about the
evolution of the superconducting pairing are currently not
possible. Another issue is the exact position of the quantum
critical transition and its sharpness.
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APPENDIX A: PHONON DISPERSION AND DENSITY
OF STATES

We have performed density functional theory (DFT) cal-
culations as implemented in the ABINIT package [38]. We
have used the Perdew-Burke-Ernzerhof functional tailored
for solids [39] and optimized norm-conserving pseudopo-
tentials [40,41], where Fe 3s23p63d64s2, S 3s23p4, and Se
3d104s24p4 are treated as valence electrons. The energy cutoff
for the plane-wave basis was set to 50 Ha. The lattice pa-
rameters and atomic positions used in the calculations were
directly obtained from our x-ray diffraction measurements
(performed at 300 K). Following previous first-principles
studies on phonons in, for example, FeS [18], the crystal
structures were not further relaxed, to achieve optimal charac-
terization of the phonon frequencies. Here, both FeS and FeSe
adopt the simple tetragonal space group P4/nmm (No. 129),
where Fe occupies Wyckoff position 2a and S/Se position 2c.
The latter comprises an additional degree of freedom, namely,
the height of the chalcogen atoms S and Se with respect to the
Fe plane, denoted as z. An overview of the lattice parameters
that were used in the calculations is provided in Table I.

Subsequently, the phonon dispersions were obtained from
density functional perturbation theory (DFPT) calculations,
also within ABINIT. Here, we have used a 15 × 15 × 9 k-point
grid for the electron wave vectors and a 5 × 5 × 3 q-point grid
for the phonon wave vectors. For the electronic occupation
we employed Fermi-Dirac smearing with broadening factor
σ = 0.01 Ha.

The results of these calculations are shown in Fig. 6. FeS is
found to have phonon frequencies stretching up to 344 cm−1

[Fig. 6(a)], which is significantly higher than the maximum
phonon value of 273 cm−1 obtained for FeSe [Fig. 6(b)],
owing to the higher atomic mass of Se compared to S. The
atom-resolved phonon densities of states (DOS) of both com-
pounds reveal a mixture of iron and chalcogen contribution
throughout the entire phonon spectrum [Figs. 6(c) and 6(d)].
Interestingly, there is a change of dominant phonon character,
with the lower modes dominated by Fe in FeS, while the lower
modes have predominant Se character in FeSe. This reversal
can be understood from the fact that the atomic number of
Fe (Z = 26) lies in between those of S (Z = 16) and Se
(Z = 34). These differences in atomic masses lead moreover

TABLE I. Lattice parameters, obtained from x-ray diffraction
measurements, used in the DFT and DFPT calculations.

Compound a (Å) c (Å) z (units of c)

FeS 3.6795 5.0321 0.2578
FeSe 3.7707 5.5202 0.2671
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FIG. 6. Calculated phonon band structures of (a) FeS and (b) FeSe. Phonon DOS of (c) FeS and (d) FeSe, including partial contributions
from Fe and S/Se. The Brillouin zone of both structures depicted in black is shown in the inset of (d), with the irreducible Brillouin zone,
along which the band structures are plotted, in red [37]. The energies of the extra peaks in Fig. 7 are also indicated here by asterisks.

to a small energy gap between Fe- and S-dominated modes in
FeS (between 238 and 265 cm−1), which is entirely absent in
FeSe.

APPENDIX B: FeSe0.52S0.48 AND FeS

For convenience we show here additional doping levels
in Fig. 7. The spectrum for x = 1 in panel (b) was already
published elsewhere [18]. Note that for x′x′ both Aph

1g and Bph
1g

are projected and that the labels for the symmetry-forbidden
peaks P3 and P4 are different from those in the earlier pa-
per [18]. x = 0.48 [Fig. 7(a)] is in the middle between FeSe
and FeS, and one can therefore expect the strongest contri-
bution from defect-induced scattering. This interpretation is
supported by the presence of structures in both configurations.
All peaks resolved at x = 0.69 in xx configuration are also
observed here. In addition there are two lines marked by
asterisks which appear only at x = 0.48. Since they appear
also for x′x′ we interpret them in terms of contributions from
the PDOS as shown in Fig. 6 where the respective energies
correspond to a high DOS of either FeSe or FeS. Structure P5
may be related to the high-energy part of FeS.

APPENDIX C: FLUCTUATION RESPONSE

The Raman response from fluctuations was studied by
various authors [22,36,42]. While the experiments agree by
and large, the interpretation is still controversial. Here we
show that the fluctuations appear along with the two-magnon
excitations at approximately 500 cm−1 from a frustrated spin
system [22,23]. Above x = 0.23 we could neither observe
fluctuations nor two-magnon excitations (see Fig. 4). We
cannot entirely exclude that the fluctuations are masked by in-

sufficient stray-light rejection in the more disordered samples
but consider it unlikely.
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and the structures observed at the other doping levels there are two
relatively sharp lines (marked by asterisks) which we associate with
the PDOS. They may also arise from a nearly ordered superstructure
close to 50% doping.
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The temperatures are compiled in Fig. 5 and track the transition to the nematic phase.

If excitations are very close to zero energy one en-
counters two difficulties: (1) The experimentally accessible
quantity is the differential cross section, d2σ/(d� dω) ∝
S(q = 0, ω). The dynamical structure factor or Van Hove
function S(q = 0, ω) is related to the imaginary part of
the Raman response function Imχ (q = 0, ω) through the
fluctuation-dissipation theorem as S(q = 0, ω) = π−1{1 +
n(ω, T )}Imχ (q = 0, ω) [43]. The Bose factor 1 + n(ω, T ) in-
creases rapidly towards ω = 0 for h̄ω < kBT and conceals all
spectral features below kBT . Since the fluctuation-dissipation
theorem is derived on purely statistical arguments the re-
sponse function contains exactly the same information as the
structure factor but makes features at low energy visible. Thus
it is sensible to show Imχ (q = 0, ω) rather than S(q = 0, ω).
(2) If the surface is not atomically flat there is stray light from
insufficient rejection of the laser. The problem is aggravated

when atoms of the residual gas accumulate on the surface
at low temperature. In panels (a), (b), and (d) of Fig. 8 this
effect can be observed. Fortunately, it can be distinguished
from the desired response which always goes through zero
linearly for causality reasons. (a) In FeSe only the spectra at
10 K show a slight increase which, however, is separated from
the fluctuation peak at finite energy. (b) The increase at 10 K
is partially resulting from stray light but the maximal intensity
is already observed at 80 K. (c) There is little contribution
from stray light. (d) Here the stray light becomes strong below
20 K. In (e) and (f) the stray light is negligible.

Remarkably, the overall intensity of all spectra is ap-
proximately the same, whereas the maximal intensity in the
fluctuation peak is observed at different temperatures as in-
dicated in Fig. 8. These temperatures compare well with the
boundary of the nematic phase as shown in Fig. 5.
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The vibrational properties of ferrimagnetic Mn3Si2Te6 single crystals are investigated using Raman spec-
troscopy and density functional theory calculations. Eighteen Raman-active modes are identified, 14 of which
are assigned according to the trigonal symmetry. Four additional peaks, obeying the A1g selection rules, are
attributed to the overtones. The unconventional temperature evolution of the A5

1g mode self-energy suggests
a competition between different short-range magnetic correlations that significantly impact the spin-phonon
interaction in Mn3Si2Te6. The research provides comprehensive insight into the lattice properties, studies their
temperature dependence, and shows arguments for the existence of competing short-range magnetic phases in
Mn3Si2Te6.

DOI: 10.1103/PhysRevB.107.054309

I. INTRODUCTION

Layered magnetic van der Waals materials have lately
received widespread attention due to their potential appli-
cation in spintronics, magnetoelectronics, data storage, and
biomedicine [1–7]. Recent experimental confirmation of a
long-range magnetism persisting down to a monolayer in
CrI3 [8] further affirmed these materials as a platform for
magneto-optoelectronic devices [9], and as candidates for
studying low-dimensional magnetism [10].

Mn3Si2Te6 single crystals were first synthesized in
1985 [11]. However, few studies were carried out on this
compound since. It was only recently that the attention has
shifted to them, mainly through comparisons with quasi-two-
dimensional materials, specifically CrSiTe3. The vast majority
of recent studies were focused on explaining the magnetism
in Mn3Si2Te6 and determining its crystal structure. It was
revealed that Mn3Si2Te6 crystallizes in a trigonal structure
described by the P3̄1c (No. 163) space group [11,12]. Ac-
cording to various magnetization studies, Mn3Si2Te6 is an
insulating ferrimagnetic with Curie temperature Tc between
74 and 78 K [12–15]. First-principles calculations suggested
a competition between the ferrimagnetic ground state and
three additional magnetic configurations, originating from
the antiferromagnetic exchange for the three nearest Mn-Mn
pairs [15]. Additionally, both magnetization and diffuse neu-
tron scattering experiments point at the existence of strong
spin correlations well above Tc, which may be associated with

*Corresponding author: jelena.pesic@ipb.ac.rs
†Present address: Los Alamos National Laboratory, Los Alamos,

New Mexico 87545, USA.

short-range order or to the preserved correlated excitations in
the paramagnetic region [12,15].

Here, we present an experimental and theoretical Raman
scattering study of Mn3Si2Te6 single crystals, with the focus
on phonon properties in the temperature range from 80 to
320 K. Out of 18 observed modes, 14 (5A1g + 9Eg) are iden-
tified and assigned in agreement with the P3̄1c space group.
Phonon energies are in a good agreement with the theoretical
predictions. Two most prominent Raman modes, A4

1g and A5
1g,

are used to study the temperature evolution of phonon prop-
erties, and reveal three subsequent phase transitions at T1 =
142.5 K, T2 = 190 K, and T3 = 285 K. Furthermore, the A5

1g
mode exhibits strong asymmetry, most likely originating from
enhanced spin-phonon coupling. Interestingly, the A5

1g phonon
line is symmetric in the temperature range T1–T2, while be-
coming more asymmetric above T3, potentially indicating that
the strength of spin-phonon interaction changes with temper-
ature. We speculate that the observed phenomenon, shown
in the A5

1g phonon, originates from the shift in dominance
between competing magnetic states, that are found to be very
close in energy [15].

II. EXPERIMENTAL AND COMPUTATIONAL DETAILS

The Mn3Si2Te6 single-crystal samples used in this study
are prepared according to the procedure described in Ref. [12].
The Raman spectra have been obtained with a Tri Vista
557 spectrometer (Teledyne Princeton Instruments, Trenton,
NJ, USA) with a 1800/1800/2400 grooves/mm diffraction
grating combination in a backscattering configuration. The
514-nm line of a Coherent Ar+/Kr+ ion laser (Coherent,
Santa Clara, CA, USA) is utilized as the excitation source.
The direction of the incident (scattered) light coincides with
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TABLE I. Wyckoff positions of atoms and their contributions to
the �-point phonons together with the corresponding Raman tensors
for the P3̄1c space group of Mn3Si2Te6.

Space group: P3̄1c

Atoms Irreducible representations

Mn (2c) A2g + A2u + Eg + Eu

Mn (4 f ) A1g + A1u + A2g + A2u + 2Eg + 2Eu

Si (4e) A1g + A1u + A2g + A2u + 2Eg + 2Eu

Te (12i) 3A1g + 3A1u + 3A2g + 3A2u

+6Eg + 6Eu

Raman tensors

A1g =
⎛
⎝

a
a

b

⎞
⎠

1Eg =
⎛
⎝

c
−c d
d

⎞
⎠ 2Eg =

⎛
⎝

−c −d
−c
d

⎞
⎠

the crystallographic c axis. Laser-beam focusing is achieved
through a microscope objective with 50× magnification. The
temperature-dependent Raman scattering measurements have
been performed under high vacuum (10−6 mbar), with the
sample being placed inside of a KONTI CryoVac continuous
helium flow cryostat (CryoVac GmbH & Co. KG, Trois-
dorf, Germany) with a 0.5-mm-thick window. The samples
are cleaved in air before being placed into the cryostat. The
obtained Raman spectra are corrected by a Bose factor. The
spectrometer resolution is comparable to a Gaussian width of
1 cm−1.

The calculations are based on the density functional theory
(DFT) formalism as implemented in the Vienna ab initio
simulation package (VASP) [16–19], with the plane-wave basis
truncated at a kinetic energy of 520 eV, using the Perdew-
Burke-Ernzehof (PBE) exchange-correlation functional [20]
and projector augmented-wave (PAW) method [19,21]. The
Monkhorst and Pack scheme of k-point sampling is employed
to integrate over the first Brillouin zone with 12 × 12 × 10
at the �-centered grid. The convergence criteria for energy
and force have been set to 10−6 eV and 0.001 eV Å−1, re-
spectively. The DFT-D2 method of Grimme is employed for
van der Waals (vdW) corrections [22]. The vibrational modes
are calculated using density functional perturbation theory
implemented in VASP and PHONOPY [23]. Previous DFT results
found the energy of the ferrimagnetic state to be well above an
eV per Mn below that of the nonmagnetic state [15], thus this
configuration is considered in this study.

III. RESULTS AND DISCUSSION

A. Polarization measurements

Mn3Si2Te6 crystallizes in a trigonal P3̄1c crystal struc-
ture [11,12]. The Wyckoff positions of the atoms and their
contributions to the �-point phonons, together with the corre-
sponding Raman tensors, are listed in Table I. In total, there
are 16 Raman-active modes (5A1g + 11Eg) and 17 infrared-
active modes (6A2u + 11Eu). According to the Raman tensors
presented in Table I, in our scattering configuration and with

FIG. 1. Raman spectra of Mn3Si2Te6 single crystal measured
in two scattering geometries at T = 100 K (blue solid line) and
T = 300 K (red solid lines) with incident light being directed along
[100]. Peaks observed in both geometries are identified as Eg modes,
whereas peaks observed only for the parallel polarization configura-
tion are assigned as A1g modes. Gray line: TeO2 spectrum at 300 K,
scaled for clarity. The crystal structure of Mn3Si2Te6 viewed laterally
along the c axis is presented in the inset.

Raman scattering events within the crystallographic ab plane,
Eg symmetry modes can be observed in the Raman spectra
measured in both parallel and crossed polarization configu-
rations, whereas A1g modes arise only for those in parallel
polarization configuration.

As depicted in Fig. 1, nine phonon lines are observed in
a parallel polarization configuration only, and identified as
A1g symmetry modes. According to the symmetry analysis
only five A1g symmetry modes are expected, resulting in four
excess modes at 53.3, 57.9, 95.3, and 366.7 cm−1. These
modes may arise from infrared/silent phonons activated by
disorder and from the relaxation of the symmetry selection
rules [24–27]. However, it is more likely they are overtones.
Overtones, which are always observable in A symmetries,
but can also be observed in other symmetries, can become
observable in Raman spectra due to disorder and/or enhanced
coupling of the phonons to other excitations such as in the
case of spin-phonon coupling [28].

Aside from the discussed A1g symmetry modes, our spectra
host nine modes which obey the Eg selection rules. Therefore,
nine out of the expected 11 Eg modes have been singled
out and identified. The absence of two Eg modes might be
attributed to their low intensity and/or the finite resolution of
the spectrometer.

Calculated and experimental phonon energies are collected
in Table II, and are found to be in good agreement with each
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TABLE II. Phonon symmetries and phonon frequencies of
Mn3Si2Te6 phonons. The experimental values are determined at
100 K. All calculations have been performed at zero 0 K. The
experimental uncertainty is 0.3 cm−1.

Space group P3̄1c

n0 Symm. Expt. (cm−1) Calc. (cm−1)

1 E 1
g 53.1

2 P1 53.3

3 P2 57.9

4 E 2
g 58.7 58.5

5 E 3
g 62.6 61.8

6 A1
1g 64.2 62.3

7 E 4
g 80.4 82.7

8 P3 95.3

9 E 5
g 95.9 90.3

10 A2
1g 107.3 104.3

11 E 6
g 114.0 106.5

12 A3
1g 135.4 134.2

13 E 7
g 136.6 136.1

14 E 8
g 149.8 143.4

15 A4
1g 151.8 147.3

16 E 9
g 152.6 146.6

17 E 10
g 352.7

18 P4 366.7

19 E11
g 368.7 354.5

20 A5
1g 486.7 475.8

other, with the discrepancy being below 8% for all observed
modes.

Our data significantly differ from those presented in
Ref. [14] where two Raman-active modes were reported, one
at 118.4 cm−1 and the other at 136.9 cm−1, assigned as Eg and
A1g, respectively. The Eg and A1g modes in our spectra closest
(in terms of energy) to those reported in Ref. [14] are the peaks
at ∼114.3 and 135.4 cm−1 (Table II). Although the discrep-
ancy in phonon energy is not significant, the observed phonon
linewidths strongly deviate from those presented in Ref. [14].
A possible explanation for the discrepancy is the presence of
TeO2 in samples presented in Ref. [14], as the peaks reported
there match rather well with the Raman response of TeO2

(Fig. 1). In order to avoid potential contamination in our study,
measurements have been repeated on multiple crystals, and no
oxide traces have been identified in the spectra.

B. Temperature dependence

Some of the modes represented in Fig. 1 exhibit an
asymmetric line shape. Although the appearance of a mode
asymmetry can be attributed to the presence of defects [29],
this would have a significant impact also on the linewidths
of other modes in the spectrum, which is not the case here.
The asymmetry may arise from coupling between the phonon
and other elementary excitations [30–32]. The line shape
originating from such a coupling is given by the Fano

FIG. 2. Raman response as a function of the Raman shift. Quan-
titative analysis of the A5

1g mode at temperatures as indicated. (a) and
(b) The blue solid lines represent the line shape obtained as a con-
volution of Fano profiles and Gaussian, whereas the green solid
lines represent Voigt profiles. (c) Comparison between asymmetric
(deep blue) and symmetric (light blue) line shapes obtained as a
Fano-Gaussian convolution and a Voight profile. Experimental data
are represented by open squares.

profile [33–36]

I (ω) = I0
(q + ε)2

1 + ε2
,

where ε(ω) = 2(ω − ω0)/�. Here, ω0 is the phonon fre-
quency in the absence of interaction, � is the full width at half
maximum (FWHM), I0 is the amplitude, and q is the Fano
parameter. The Fano parameter and FWHM depend on the
interaction strength between the phonon and the elementary
excitation, and therefore can be used as its indicator. To in-
clude the finite spectral resolution of the experimental setup,
the Fano profile is convoluted with a Gaussian function as
demonstrated in Ref. [28].

The high-intensity peak at 486.7 cm−1, identified as the A5
1g

symmetry mode, does not overlap with any other mode. The
quantitative analysis of this peak is performed using both the
symmetric Voigt profile and the Fano-Gaussian convolution
mentioned above. The comparison between the two models
and the experimental data at 80 and 300 K are presented in
Figs. 2(a) and 2(b), respectively. The asymmetric line shapes
provide a satisfactory description of the measured phonon
line shape, suggesting the presence of an additional scattering
mechanism in Mn3Si2Te6.

The spectral region of the A5
1g Raman-active mode in the

temperature range of interest is presented in Fig. 3(a). The
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FIG. 3. (a) The spectral region of the A5
1g Raman-active mode

of Mn3Si2Te6 at indicated temperatures measured in the parallel
polarization configuration. Green solid lines represent line shapes
obtained as a convolution of the Fano line shape and Gaussian, calcu-
lated to fit the experimental data. (b) Temperature dependence of ac
susceptibility real part m′(T ) and its temperature derivative plotted
as a function of temperature with H ‖ ab. Temperature dependence
of (c) the energy of the A4

1g and A5
1g as well as (d) the linewidth, and

(e) the Fano parameter |q| of the A5
1g mode.

blue solid lines represent fits to the experimental data ob-
tained using the Fano-Gaussian line shape. The temperature
dependence of the phonon energy, linewidth, and the Fano
parameter |q| of the A5

1g mode are depicted in Figs. 3(c)–3(e),
respectively. By increasing the temperature above 80 K, the
A5

1g mode broadens and softens up to T1 = 142.5 K, where
it abruptly narrows and shifts to higher energies followed by
further softening and narrowing up to T ∗ = 160 K. Additional
heating leads to a broadening and hardening before the drop
in phonon energy at ∼T2 = 190 K. In the region T2 the mode
softens and broadens with an additional jump in phonon en-
ergy at T3 = 285 K. A similar trend is also observed for the
A4

1g mode, as evidenced in Fig. 3(b).
This intriguing temperature dependence is also manifested

in the asymmetry, i.e., the Fano parameter |q| [Fig. 3(d)] of the
A5

1g peak. At the lowest experimental temperature, 80 K, the
A5

1g mode exhibits strong asymmetry with a Fano parameter
|q| = 9.9. Upon heating the sample to ∼T1 a Fano parameter

remains nearly constant before the significant increase in the
temperature range between T1 and T ∗ resulting in a symmetric
line shape [|q| = 38, Fig. 3(c)]. A further temperature increase
leads to a strong decrease of |q| up to T2, where the asymmetry
is restored (|q| = 9.9), remaining almost constant up to T3. At
higher temperatures, the line shape becomes more asymmet-
ric, reaching |q| ∼ 8 at the highest experimentally accessible
temperature T = 320 K.

While the ferrimagnetic order in Mn3Si2Te6 is established
only at Tc = 78 K [12,14], the asymmetry of the mode can
be observed at all experimental temperatures. Based on the
research done on Mn3Si2Te6 and related materials, the most
probable scenario is the one in which the observed asymmetry
can be traced to an enhanced spin-phonon interaction related
to short-range correlations, that can survive up to tempera-
tures well above Tc [24,37–39]. We may speculate, according
to the results presented in Ref. [15], that these short-range
correlations are likely in terms of the antiferromagnetic ex-
change interaction between the three nearest Mn-Mn pairs (as
depicted in Fig. 1) in the paramagnetic background. However,
this alone cannot explain sudden changes in the properties
of the A5

1g phonon mode. Rather, the existence of compet-
ing short-range magnetic phases may be responsible for the
observed behavior of the phonon modes. The first phonon
mode anomaly at T3 = 285 K corresponds to the anomaly in
m′(T )ab [Fig. 3(b)] and can be seen as the outlet of additional
short-range order in the paramagnetic domains [40] and pos-
sibly change of their nature of previously established ones.
The onset in temperature with the magnetization anomaly near
330 K [14,41] is likely the consequence of local disorder. At
T2, Mn3Si2Te6 becomes locally magnetically frustrated, re-
sulting in the change in magnetostriction and a rapid decrease
of the spin-phonon interaction that is manifested in the strong
evolution of the phonon self-energy (Fig. 3). At this tem-
perature both the magnetoresistance and nonlinearity of Hall
resistance become observable [41]. In this scenario, by further
lowering the temperature, at T1 a new short-range magnetic
order and the strong spin-phonon interaction are established.
The new magnetic order is most likely antiferromagnetic [15].
In order to fully understand the complex evolution of the
short-range magnetic correlation in Mn3Si2Te6 that is mani-
fested through the anomalous temperature development of the
A5

1g mode, further investigations are required.

IV. CONCLUSION

The lattice dynamic in single-crystalline Mn3Si2Te6 using
Raman spectroscopy in analyzed. Five A1g modes and nine
Eg modes are observed and assigned according to the P3̄1c
symmetry group. Four additional peaks to the ones assigned
to the P3̄1c symmetry group, obeying A1g selection rules, are
attributed to overtones. There is a pronounced asymmetry of
the A5

1g phonon mode at 100 and 300 K. The unconventional
temperature evolution of the A5

1g Raman mode reveals three
successive, possibly magnetic, phase transitions that may sig-
nificantly impact the strength of the spin-phonon interaction
in Mn3Si2Te6. These are likely caused by the competition
between the various magnetic states, close in energy. This
paper provides comprehensive insight into the lattice prop-
erties, their temperature dependence, and shows arguments
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for the existence of competing short-range magnetic phases
in Mn3Si2Te6.
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[24] F. Jin, N. Lazarević, C. Liu, J. Ji, Y. Wang, S. He, H. Lei, C.
Petrovic, R. Yu, Z. V. Popović, and Q. Zhang, Phonon anoma-
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Abstract
Since the 1960s, Graphite intercalation compounds (GIC) have been extensively stud-
ied, showing many new properties and exotic physics. This inspired many to investigate 
a single or few-layer intercalated graphene. Intercalated graphene has many extraordinary 
properties and it is different compared to pristine graphene or bulk GICs, with great spec-
tra of characteristics induced by various intercalants. This method opens new possibili-
ties for research and applications in electronics and photonics. Here we present the results 
of a DFT study on electronic and vibrational properties of the graphene doped with Sr 
and Yb adatoms, taking into account that only their corresponding bulk compounds have 
been investigated so far. The calculations were performed in Quantum Espresso software 
package.

Keywords  Graphene · DFT · Electronic properties · 2D materials

1  Introduction

Since the experimental discovery in Novoselov et al. (2004), graphene has been attracting 
enormous attention. The relativistic behaviour of the low-energy excitations (the so-called 
Dirac fermions) leads to many interesting effects and the linear electronic dispersion of gra-
phene in the vicinity of the K-point mimics the physics of the massless fermions in quan-
tum electrodynamics, at speed 300 times smaller than the speed of light. Therefore, many 
unusual properties can be observed in graphene, such are the Klein paradox (Katsnelson 
et al. 2006) or the anomalous integer quantum Hall effect (Gusynin and Sharapov 2005; 
Neto et  al. 2006) which can be observed at room temperatures (Novoselov et  al. 2007). 
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Graphene has excellent thermal conductivity, high electron mobility (Bolotin et al. 2008) 
and transparency, and at the same time it is one of the strongest materials known (Lee 
et  al. 2008), about 200 times stronger than structural steel, yet very flexible and stretch-
able. With all its unique properties, graphene has various potential applications in almost 
all research fields, especially in electronics and optoelectronics (Ferrari 2015; Blake et al. 
2008; Todorović et al. 2015). With high electrical and optical conductivity, it is promising 
candidate for applications in energy storage (Bonaccorso et al. 2015), detectors (Sassi et al. 
2017; Liu et  al. 2014), or even for the flexible touch screen technology (Ahn and Hong 
2014; Bae et al. 2010). Ultra-thin graphitic films are also well researched for applications 
in photonics with high transparency and electrical conductivity (Matković et al. 2016).

Already extraordinary characteristics of graphene can be tailored and enhanced in 
many ways—by various types of disorders, controlling the type of edges (Peres et al. 2006; 
Wakabayashi et  al. 1996, 2009), number of layers, by doping, applying the strain (Levy 
et  al. 2010; Choi et  al. 2010; Settnes et  al. 2016; Masir et  al. 2013), etc. Among them, 
doping graphene is an excellent way to make graphene suitable for various applications 
(Sharma and Ahn 2013; Wang et  al. 2010; Qu et  al. 2010; Jeong et  al. 2011; Cui et  al. 
2011). Especially interesting is intercalation of various species in a few layer graphene (or 
doping a single layer graphene with adatoms), in a similar manner to the graphite inter-
calation compounds (GIC). This provides very high level of doping and leads to many 
interesting effects that are not present in pristine graphene, offering a new way to design 
various materials with magnetic, highly conductive or superconducting properties. Doping 
via adsorption is also very convenient, as the graphene can host various adatoms or small 
molecules while preserving its own structure, and at the same time drastically change its 
electronic properties. By covering the graphene sheet with the layer of adatoms, significant 
structural changes are avoided, as the dopant atoms are not fitted in the graphene lattice 
instead of the carbon atoms. However, adsorbed atoms can strongly affect the electronic 
properties of graphene, dominantly through the pz orbitals. Therefore, it is an excellent 
tool for tuning the properties of graphene in a wide range and obtain new effects. GIC 
have been extensively researched since the 1960s (Rüdorff 1959; Enoki et al. 2003; Dres-
selhaus and Dresselhaus 2002), but the interest for them has significantly raised with dis-
covery of the superconductivity in some of the alkali or alkaline earth metal intercalated 
graphite structures, among which are CaC

6
 and YbC

6
 (Weller et al. 2005) with relatively 

high critical temperatures of Tc = 11.5K and Tc = 6.5K . As research of 2D materials has 
raised in the last decade, the superconductivity in GIC imposed a question of investigating 
the monolayer graphene doped with alkali and alkaline earth metal adatoms, searching for 
the atomically thin superconductors. The electrical characteristics of the doped graphene 
depend strongly on the species of the used adatom. Reports on related structures suggest 
the occurrence of superconductivity in some of them, usually with alkali or alkaline earth 
metals doping, similar to the GICs. The explanation for the emergence of the superconduc-
tivity in the alkali doped graphene lies in the electron-phonon coupling that arises from 
the new intercalant-derived band and the graphene �-bands at the Fermi level. Among 
first researched doped graphene structures was Li decorated graphene (Profeta et al. 2012; 
Pešić et  al. 2015), which is superconducting with the critical temperature of T = 5.9K . 
It can also be enhanced by applying the strain (Pešić et al. 2014). The experimental evi-
dence of superconductivity in the Li doped graphene (Ludbrook 2015) inspired many to 
search for other 2D superconducting structures (Calandra et al. 2012; Penev et al. 2016; 
Shimada et al. 2017; Saito et al. 2016). Graphene doped with the Ca atoms is also reported 
to be superconducting as the doped monolayer (Profeta et  al. 2012) and bilayer interca-
lated graphene (Mazin and Balatsky 2010; Margine et al. 2016), there are also reports for a 
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few-layer potassium doped graphene (Xue et al. 2012). Among other similar structures, the 
heavily n-doped graphene was also predicted to be superconducting (Margine and Giustino 
2014), the combination of biaxial strain with charge doping, which leads to the supercon-
ductor with Tc estimated to be up to 30  K (Si et  al. 2013), or the hole-doped graphane 
which was predicted to be a high Tc superconductor, with a critical temperature in range 
60–80  K (Durajski 2015). However, many possible structures based on doped graphene 
with potential superconducting properties are not considered yet.

In this paper we studied the electronic and vibrational properties of Sr and Yb doped 
graphene using the density functional theory approach. We were motivated by the fact that 
both structures are known as superconductors in their corresponding bulk compounds, 
YbC

6
 with critical temperature of Tc = 6.5K (Weller et  al. 2005) and SrC

6
 with up to 

Tc = 3.03K (Calandra and Mauri 2006). We are first to report the results for a monolayer 
graphene doped with those adatoms.

2 � Computational details

All calculations were performed using the Quantum Espresso software package (Giannozzi 
et  al. 2009), based on the plane waves and pseudopotentials. We used norm-conserving 
pseudopotentials (Perdew and Zunger 1981) and LDA exchange-correlation functional. 
The plane wave energy cutoff is 120 Ry for SrC

6
-mono and 160 Ry for YbC

6
-mono. The 

unit cell for both structures is modelled as 
√

3 ×

√

3R30◦ supercell of the graphene unit 
cell, with adatoms positioned in the H-site. This is the favorable adsorption site for both 
adatoms, according to the DFT study (Nakada and Ishii 2011). The value of the hexagonal 
cell parameter a is 4.26Å taken theoretically, as there are no experimental realization of 
those structures. The top and side view of the structures are shown in Fig. 1. In order to 
avoid interactions between layers, the hexagonal cell parameter c of the unit cell was cho-
sen to be sufficiently large, c = 11.4 Å for SrC

6
-mono and 11.3 Å for YbC

6
-mono. Prior to 

any calculations, the ionic positions in systems are fully relaxed to their minimum energy 
configuration, using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. Obtained 
vertical distance between graphene layer and the adsorbed atom is h = 2.22Å for SrC

6
-

mono and h = 2.25Å for YbC
6
-mono. Phonon properties are obtained with the Density 

(a) (b)

Fig. 1   a Top view of the graphene structure with the adatoms adsorbed in the H-site. Unit cell is marked 
with the black line, b side view of the one hexagon with the adatom above
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Functional Perturbation Theory (DFPT) implemented in the PHonon part of the Quantum 
Espresso software.

3 � Results and discussion

As we said in Sect. 2, the unit cell for our H-site doped structures is enlarged compared to 
the pristine graphene. Due to the increase in the size of the primitive cell in direct space, 
basis vector lengths in reciprocal space are reduced. As a consequence, the K-point of the 
Brillouin zone of graphene is folded to the Γ point of the Brillouin zone of H-site doped 
graphene. Brillouin zones of the graphene unit cell and the H-site doped graphene are 
shown in Fig. 2.

3.1 � Electronic properties

Electronic dispersions along Γ-M-K-Γ high symmetry points for SrC
6
-mono and YbC

6
-

mono are shown in Fig. 3. Fermi level is set to zero in all figures. Folding the � and �∗ 
bands of graphene from K-point to Γ-point, the inner and outer carbon � and �∗ bands are 
obtained, crossing at the Γ point. For both structures, lower bands from the � bonds in the 
valence band are almost unaffected, as expected, and they are not shown in figures. The 
Fermi level is shifted up in both structures. By deposition of adatoms on top of graphene, 
new interlayer band derived from the Yb or Sr adatoms is formed around the Fermi level, 
showing a nearly free-electron-like dispersion. They are placed at 2.2 and 1.5 eV below 
the Fermi level in the YbC

6
-mono and SrC

6
-mono, respectively, being partially occupied. 

The density of states on Fermi level is also raised. The carbon � bands are not affected 
by the presence of the adatoms. Previously unoccupied �∗ bands now intersect the new 
up-shifted Fermi level and are strongly hybridized with the new band derived from the 
adsorbed atoms. In YbC

6
-mono, 4f orbitals coming from the Yb atoms form a set of flat 

non-dispersive bands, similar to the bulk YbC
6
 (Csányi et al. 2005). Those flat bands are 

characteristic for most lanthanides. They are localized at 0.7 eV below the Fermi level with 
the corresponding peak clearly observed in the density of states. As reported for the bulk 
YbC

6
 , calculations with the Hubbard+U corrections do not give significant changes and 

result only in slightly shifting down those bands, so the same is expected for the monolayer. 
The Dirac points from graphene are folded to the Γ point in the H-site doped graphene, and 

Fig. 2   Brillouin zones of 
graphene (black) and the H-site 
doped graphene (red). (Color 
figure online)
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they are now below the Fermi level. Due to the adatom presence, the symmetry is broken 
and a gap is opened. In the SrC

6
 , interlayer band is placed between the � and �∗ and a very 

small gap can be observed in the density of states, while in the YbC
6
-mono, the new inter-

layer band intersect the � band and the gap is closed.

3.2 � Phonon properties

The symmetry group of graphene with adatoms adsorbed in the H-site is Dg77 = T
�

C
6v , 

which is a subgroup of the diperiodic group of graphene, Dg80 = TD
6h (Damljanović et al. 

2014). In order to connect the phonon modes of the H-site doped graphene with the cor-
responding phonon modes of graphene, the corresponding irreducible representation of 
group Dg77 of graphene to its subgroup Dg80 (Damljanović et al. 2014). The modes from 
the Γ point, ΓE

2g and ΓB
1g correspond to ΓE

2
 and ΓB

1
 . For the modes of graphene in the K 

point, KA′

1
 corresponds to the modes A

1
 and B

2
 , KA′

2
 to A

2
 and B

1
 , KE′ and KE′′ to E

1
 and E

2
 

(Altmann and Herzig 1994; Damljanović and Gajić 2012). The modes A
1
 and E

1
 are both 

infrared and Raman active, while E
2
 modes are only Raman active. The symmetry classifi-

cation of optical modes and Raman tensors for H-site doped graphene are given in Table 1. 
The displacement patterns of the SrC

6
-mono and YbC

6
-mono, in the Γ point are shown in 

Fig. 4. Those modes have displacement patterns similar to those of graphene phonons at Γ 
and K points, which happens due to the Brillouin zone folding. As the K point of graphene 
is folded to the Γ point of the new Brillouin zone in the H-site doped graphene, the phonon 
modes in graphene at the Γ and K points correspond to the Γ modes in the H-site doped 

Fig. 3   Electronic dispersions 
of a SrC

6
-mono and b YbC

6

-mono. Thickness of the red lines 
is proportional to the the Sr/Yb 
character and the interlayer band 
is marked in green dotted line. 
(Color figure online)

(a)

(b)
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structures. This is valid for all H-site doped graphene structures as the unit cell is the type. 
As the Kohn anomaly is present in graphene at Γ and K points in E

2g and KA′

1
 modes, we 

expect it to be present in the H-site doped graphene structures for the modes related to 
these two. Modes with Kohn anomaly can not be calculated precisely using the density 
functional theory as the DFT is based on the adiabatic Born-Oppenheimer approximation 
which is in this case broken. Comparing the calculated phonon modes for graphene at K 
and Γ point, with the corresponding phonon modes at the Γ point of the SrC

6
 and YbC

6
 

monolayers, we can observe small differences in the corresponding frequencies. Some of 
these are lower than in pristine graphene and some frequencies are split. For example, fre-
quencies of E

2
 mode in Sr and Yb doped graphene are 1470 cm−1 and 1488 cm−1 , respec-

tively, while the frequency of E
2g in pristine graphene is 1550 cm−1 ; Frequency of E′ mode 

in graphene is 1200 cm−1 , and corresponding modes in doped graphene are E
2
 at 1180 cm−1 

and E
1
 at 1200 cm−1 ; E′′ mode in graphene is at 580 cm−1 , and corresponding modes in 

doped graphene are E
2
 at 495 cm−1 and E

1
 at 510 cm−1 for SrC

6
-mono and E

2
 at 477 cm−1 

and E
1
 at 500 cm−1 for YbC

6
-mono. This can be ascribed to the adatoms impact, and in 

general, it depends on the type of the adatom.

4 � Conclusion

Using the density functional theory approach, we calculated the electronic and phonon 
properties of the Sr and Yb doped graphene, in a similar manner to the GICs. Their cor-
responding bulk compounds have been studied so far and we are first to investigate the 
monolayer graphene doped with those adatoms. The electronic and phonon properties are 
of essential interest for electron-phonon coupling as well as the guidelines for experimental 
research. From the electronic band structure calculations, we can observe a new adatom-
derived interlayer band crossing the Fermi level in both structures, which hybridize strongly 
with the carbon pz orbitals. Density of states on the Fermi level is also raised. Those results 
can be indicating a possible superconductivity and can be inspiring for further research of 
those structures. Displacement patterns calculated in the Γ point are similar to those in the 
K and Γ point of the pristine graphene, as a consequence of the zone folding effect, but due 
to the adatoms impact we can observe some differences in frequencies and the splitting of 

Table 1   Raman tensors and symmetry classification of optical modes

Raman tensors

Graphene A1g E1g E2g

Dg80 = TD6h

Oz ∥ C6

Ox ∥ C
�

2

⎛

⎜

⎜

⎝

a 0 0

0 a 0

0 0 b

⎞

⎟

⎟

⎠

⎛

⎜

⎜

⎝

0 0 0

0 0 c

0 c 0

⎞

⎟

⎟

⎠   

⎛

⎜

⎜

⎝

0 0 − c

0 0 0

c 0 0

⎞

⎟

⎟

⎠

⎛

⎜

⎜

⎝

d 0 0

0 − d 0

0 0 0

⎞

⎟

⎟

⎠   

⎛

⎜

⎜

⎝

0 − d 0

−d 0 0

0 0 0

⎞

⎟

⎟

⎠

A� A1 E1 E2

Dg77 = TC6v

Oz ∥ C6

Ox ∥ �v

⎛

⎜

⎜

⎝

a 0 0

0 a 0

0 0 b

⎞

⎟

⎟

⎠

⎛

⎜

⎜

⎝

0 0 c

0 0 0

c 0 0

⎞

⎟

⎟

⎠   

⎛

⎜

⎜

⎝

0 0 0

0 0 c

0 c 0

⎞

⎟

⎟

⎠

⎛

⎜

⎜

⎝

d 0 0

0 − d 0

0 0 0

⎞

⎟

⎟

⎠   

⎛

⎜

⎜

⎝

0 − d 0

−d 0 0

0 0 0

⎞

⎟

⎟

⎠

Optical modes
A� �opt = 2A1 + A2 + 2B1 + B2 + 3E1 + 3E2
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(a)

(b)

Fig. 4   Displacement patterns of a SrC
6
-mono and b YbC

6
-mono. Acoustic modes ( � = 0 ) are not shown in 

pictures
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some modes. The results obtained in this paper are important base for further theoretical 
and experimental research of those two structures, as well for future research of similar 
structures of graphene doped with other metal adatoms.
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Abstract
We calculate the dielectric function within the framework of the random-phase approxima-
tion (RPA) based on DFT ground-state calculations, starting from eigenvectors and eigen-
values. The final goal of our theoretical work is a comparison to corresponding experimen-
tal data. We compare our computational results with optical measurements on MoS

2
 and 

WS
2
 nanoflakes. MoS

2
 and WS

2
 were exfoliated by ultrasonic treatment in high-boiling 

point organic solvent and characterized using UV–VIS spectrophotometry. We find that 
DFT-RPA yields a good, computationally inexpensive first approximation of the imaginary 
part of the dielectric function, although excitonic effects require more complex code and 
extra computing power.

Keywords  DFT optical properties · MoS2 and WS2 · 2D materials

1  Introduction

Even though graphene is being the most promising two-dimensional material, absence of the 
gap has imposed limitations of its applications in nanoelectronics and nanophotonics. Transi-
tion metal dichalcogenide crystals (TMDCs) emerged as important alternative as a layered 2D 
materials family with the finite gap and received considerable attention owing to their extraor-
dinary potential for applications in electronics and optics (Pospischil et  al. 2014; Baugher 
et al. 2014; Britnell et al. 2013; Koppens et al. 2014; Ross et al. 2014; Shi 2013; Zhang 2016; 
Huang 2016; He 2016; Szczesniak 2017). MoS2 and WS2 are part of the family of transition 
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metal dichalcogenide crystals. They display distinctive properties at a thickness of one and 
few layers (Butler et al. 2013; Wang et al. 2012; Xu et al. 2014) and very peculiar physics, 
ranging from trions (Mak et  al. 2013) to superconductivity (Szczesniak et  al. 2018). They 
have also attracted much interest for applications in optoelectronics as detectors, photovoltaic 
devices and light emitters (Pospischil et al. 2014; Baugher et al. 2014; Britnell et al. 2013; 
Koppens et al. 2014; Ross et al. 2014). MoS2 and WS2 are layered crystals in hexagonal struc-
ture, consisting of metal atoms sandwiched between two chalchogenide atoms, with covalent 
interaction within layer and van der Waals interaction between layers. For many applications 
knowledge of the optical properties is of fundamental importance. Spectroscopic techniques 
are among the most important methods for research in the field of nanoscience and nano-
technologies. Parallel with the development of experimental methods, computational science 
becomes a very valuable tool in pursuit for new low-dimensional materials and their charac-
terization. Employing high-end modeling codes, it is possible to simulate from first principles 
more than a few spectroscopic techniques. The most basic description of light-matter interac-
tions in TMDC thin layers is given by the materials complex dielectric function. Importance 
of the dielectric function is not only in understanding theoretical concepts underlying inter-
esting properties of TMDCs but it is crucial for the characterization of these materials i.e. 
the imaginary part of dielectric function is directly related to the absorption. The observed 
double-peak structure in the optical absorption spectra of monolayer TMDCs is connected 
to excitonic excitations. These excitons are due to the vertical transition at the K point of the 
Brillouin zone from a spin-orbit-split valence band to doubly degenerate conduction band 
(Zhu et al. 2011). For experimental approach, spectroscopic ellipsometry allows determina-
tion of material’s optical properties in nondestructive manner (Tompkins and McGahan 1999; 
Liu et  al. 2014). The liquid-phase exfoliation is a simple and effective method to exfoliate 
bulk layered materials into mono- and/or few-layer 2D nanosheets. In this work, high quality 
TMDC, MoS2 and WS2 were prepared in NMP with the similar procedure as our previous 
works (Matković et  al. 2016; Tomašević-Ilić et  al. 2016). UV–VIS spectroscopic measure-
ments effectively characterize dispersions by their absorbtion spectra. Using approaches based 
on density functional theory (DFT), implemented in the Quantum Espresso software package 
(Giannozzi et al. 2009), we study optical properties of low-dimensional materials, MoS2 and 
WS2 . We calculate the dielectric function within the framework of the random-phase approxi-
mation (RPA) (Brener 1975) based on DFT ground-state calculations, starting from eigen-
vectors and eigenvalues. Although the tight-binding approximation prove their efficiency and 
accuracy in describing low-dimensional bands and energy gaps in TDMC materials (Liu et al. 
2013; Shanavas et al. 2015; Szczesniak et al. 2016), even for study of the optical properties 
(Ghader et al. 2015) we relay on DFT based methods due to their applicability on large spectra 
of systems joint with simplicity of use. The final goal of this study is a comparison to cor-
responding experimental data provided by spectroscopic measurements of liquid exfoliated 
nanoflakes of MoS2 and WS2 . We use our results for analysis of optical properties of liquid 
phase exfoliated MoS2 and WS2 nanoflakes, as a proven method for analysis of basic optical 
properties of 2D materials (Pešić et al. 2016).

2 � Computational details

For presented analysis, Quantum Espresso (QE) code (Giannozzi et  al. 2009), 
based on DFT, was used. The approach is established on an iterative solution of the 
Kohn–Sham equations of the DFT in a plane-wave basis set. The ionic positions in the 
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cell are fully relaxed, in all calculations, to their minimum energy configuration using 
the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm. We modeled monolayer 
MoS2 and WS2 with hexagonal unit cell with 3 atoms per unit cell (Fig.  1). For pre-
sented analysis, GGA exchange-correlation functional, Perdew–Burke–Ernzerhof (PBE) 
(Krack 2005) was used. This parameter-free GGA functional, PBE, is known for its gen-
eral applicability and gives rather accurate results for a wide range of systems. Com-
pared to hybrid, PBE potential is significantly faster, hence more convenient for qualita-
tive description we aim in this discussion. Although LDA is computationally even more 
affordable, GGA (i.e. PBE) has proven to be closer to experimental results for spectra 
of properties in low-dimensional materials (Rasmussen 2015; Molina-Sanchez et  al. 
2015). Additional accuracy that would be obtained with addition of spin orbit correc-
tion, however it would lead to significant increase in computational costs (Rasmussen 
2015) making this approach obsolete, since we use it for its efficiency. Namely, many-
body calculations applying the GW approximation and Bethe–Salpeter equation give 
good agreement for optical properties, but their computational costs is great comparing 
to DFT + RPA. Our computationally inexpensive approach gives qualitatively satisfying 
description. The hexagonal cell parameter c was set to be very large (10–12 Å) in order 
to simulate vacuum and two-dimensional system and avoid an interaction due to perio-
dicity. The plane wave kinetic energy cutoff of 70 Ry was used and the uniform k-point 
grid was composed of 4096 points in the first Brillouin zone. In TMDCs van der Waals 
interaction (Lu et  al. 2017) have an important effect on the electronic structure, and 
in case of multilayer, structures were relaxed to their minimum position, with van der 
Waals interaction included to obtain proper interlayer distance (using Grimme scheme 
Grimme 2006). In case of monolayer, there was no need for inclusion of it. Dielectric 
function �(� ) was calculated, in the range 1–20 eV, within the framework of the RPA 
(Brener 1975) based on DFT ground-state calculations, starting from eigenvectors and 
eigenvalues, implemented in Quantum Espresso (QE) code as epsilon.x post-processing 
utility. Matrix elements were accounted only for interband transitions. RPA does not 
include the nonlocal part of the pseudo-potential and it is not able to include in the 
calculation the non-local field and excitonic effects. We are interested in the study of 
the optical properties of this two materials using DFT as a computational inexpensive 
method for the qualitative description. In QE implementation of the RPA, frequency 
dependence is computed from an explicit summation of dipole matrix elements and 
transition energies. Similar theoretical methods were already used to describe the bulk 
TMDCs (Molina-Sanchez et al. 2015, 2013).

Fig. 1   Structure of monolayer of WS
2
 and MoS

2



	 J. Pešić et al.

1 3

291  Page 4 of 9

3 � Synthesis of MoS2 and WS2 dispersions

Liquid Phase Exfoliation (LPE) is the physico-chemical process where thin sheets of van 
der Waals materials, ie. MoS2 and WS2 are exfoliated from their corresponding bulk mate-
rials by ultrasonic treatment in liquids such are organic solvents (Fig. 2). In liquid disper-
sion flakes mainly range from monolayer to few-layer flakes. For the fabrication of both 
MoS2 and WS2 dispersion, we followed the protocol described in earlier papers (Matković 
et al. 2016; Tomašević-Ilić et al. 2016; Panajotović et al. 2016; Vujin et al. 2016). An initial 
concentration of powders are: MoS2 powder (Sigma Aldrich, Product No. 69860) 24 mg/
ml and WS2 powder (Sigma Aldrich Product No.243639) was 12 mg/ml. The mixture was 
sonicated in a low power sonic bath (Bransonic CPXH Ultrasonic 8 Cleaning Bath) for 
14  h in N-Methyl-2-pyrrolidone (NMP) (Sigma Aldrich-328634) for both materials. In 
order to prevent reaggregation and reduce the amount of unexfoliated material, the solu-
tions were centrifuged for MoS2 1000 rpm for 30 min and WS2 15 min at 3000 rpm and 
second centrifuge 6000 rpm for 15 min after we decanted excess of liquid.

4 � Characterization of MoS2 and WS2 dispersions

Large quantities of TMDC flakes were observed as few-layer layered nanosheets, confirm-
ing the high quality of the prepared LPE samples. The aggregated nanosheets are absent in 
these SEM images (Fig. 3), which is in favor of quality of exfoliation procedure.

The UV–visible absorption spectra of the nanosheet dispersions in NMP was meas-
ured using the UV–VIS Spectrophotometer (Perkin-Elmer Lambda 4B). The quality of the 
obtained TMDC nanosheets was characterized by SEM (Tescan MIRA3 field-emission gun 
SEM). Two typical characteristic absorption peaks of MoS2 and WS2 are clearly observed 
at the region of 600 nm (Fig. 4, which correspond to the A1 and B1 direct excitonic transi-
tions of the TMDC originated from the energy split of valence-band and spin-orbit cou-
pling (Zhu et al. 2011; Coleman et al. 2011). Noteworthily, the splitting between A and B 
excitonic peaks of WS2 is larger than that of MoS2 because of the much heavier mass of the 
W atom (Shi 2013). These two peaks indicate that the TMDC are dispersed in NMP as the 
2H-phase. The Lambert-Beer law was applied to UV–VIS absorption spectra to calculate 
TMDCs concentration by estimating the absorbance at distinctive peak ( MoS2 at 672 nm 
and WS2 at 629 nm ) by using a cell length of 1 cm and the extinction coefficient of MoS2 
( � = 34.00mL mg−1 m−1 ), WS2 ( � = 27.56mL mg−1 m−1 ), in NMP solutions, which cor-
responds to previously reported values (Coleman et al. 2011). The concentration of exfoli-
ated MoS2 is 343 μg ml−1 and WS2 is 237 μg ml−1 .

Fig. 2   Procedure of liquid phase exfoliation
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5 � Results and Discussion

First we calculate the dielectric function for the MoS2 and WS2 monolayer (Fig. 5a). On 
example of MoS2 monolayer we shall discuss dielectric function. The imaginary part of the 

Fig. 3   MoS
2
 (up) and WS

2
 (down) flakes on Si/SiO2 substrate—Tescan MIRA3 field-emission gun SEM-

left. Photos of MoS
2
 and WS

2
 dispersions-right

Fig. 4   UV–VIS spectra were taken using Perkin–Elmer Lambda 4B UV–VIS spectrophotometer with 
quartz cuvettes
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dielectric function for the E vector perpendicular to the c axis is presented in the red color 
and E parallel to the c axis is presented in the green on Fig. 5. Four distinct structures on 
Fig. 5, at 1(2.7), 2(3.7), 3(4.2) and 4(5.3 eV) can be connected to the interband transitions, 
marked on the inset of the electronic band structure, with 1, 2, 3 and 4 as well. All the 
interband transition depicted here are mainly due to the transition from the p valence bands 
of sulfur to the d conduction bands of the molybdenium (Kumar et al. 2012). The peak 1 is 
determined by the interband transitions from the valence bands I, II below the Fermi energy 
to the conduction bands I, II and III above the Fermi energy along �M and K�  direction. 
The peak 2 is due the interband transitions from the valence bands II below the Fermi 
energy to the conduction bands II and III above the Fermi energy along �M direction and 
near the M. The peak 3 exists due to the interband transitions from the valence bands III 
below the Fermi energy to the conduction bands II and III above the Fermi energy along 
K�  direction. Peak 4 is determined by the interband transitions from the valence bands IV 
below the Fermi energy to the conduction band I above the Fermi energy in the vicinity of 
the M high symmetry point. Our calculations are in agreement with the other similar DFT 
studies (Kumar et al. 2012) and experimental research as well (Li et al. 2014). All TMDCs 
have similar band structure and corresponding analysis can be applied on WS2 monolayer. 
In Fig.  5 imaginary part of dielectric function of WS2 is presented. Same as for MoS2 , 
there are present four distinct peaks originating in same transitions as in MoS2.

Next we compare the imaginary part of the dielectric function in MoS2 and WS2 with 
experimental results. Figure 6 qualitatively compares experimental results of MoS2 and 
WS2 LPE with DFT+RPA calculations and results obtained using the Kramers–Kronig 
analysis (Li et al. 2014). The green line represent experimental results, UV–VIS spectra 
of LPE flakes. Violet lines are DFT + RPA model of MoS2 and WS2 . The red line is 

Fig. 5   The calculated imaginary 
part of the dielectric function for 
MoS

2
 and WS

2
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imaginary part of the dielectric function obtained using Kramers–Kronig analysis from 
the reference Li et al. (2014). Due to the nature of approximation, excitonic effects are 
not clearly visible in DFT+RPA calculation and characteristic A and B peaks are not 
present. However both for MoS2 and WS2 peaks at around 400 nm (which originate in 
electronic transitions) are well described.

After analysis of monolayer we proceeded with calculations of few layer structures to 
observe changes in the imaginary part of dielectric function with increase of number of 
layers. We compared monolayer with bilayer and 4-layer WS2 , Fig. 7 and conclude its 
thickness-dependent nature. It can be noticed that thicker structures have higher �2 in the 
low energy area. This regular change shows a good agreement with the variation ten-
dency of the density of WS2 films, as demonstrated in the XRD analysis in ref (Li et al. 
2017). Being aware of this effect, a referent model for various thicknesses of TMDCs 
sheets (ie. number of layers) could be made using DFT-based approach. It is planned 
to be used as a guide in comparison with UV–VIS spectrophotometry measurement for 
rapid assessment of thickness of nanoflakes in dispersion.

Fig. 6   The qualitative comparison of imaginary part of experimental results and theoretical calculations for 
MoS

2
 and WS

2
 . Asterisks corresponds to result for the reference Li et al. (2014)

Fig. 7   The calculated imaginary 
part of the dielectric function for 
few layers of WS

2
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6 � Conclusion

In this paper we studied optical properties i.e. the dielectric function of the monolayer 
MoS2 and WS2 as a monolayer TMDCs, using DFT based techniques. Many effects pre-
sent due to the exitonic effects demand detail and advanced approach based addition 
of GW approximation and Bethe–Salpeter equation (but computationally significantly 
more expensive, time-demanding and resource-consuming), in this kind of the calcula-
tions they have been complectly neglected. Thickness-dependent nature of MoS2 and 
WS2 dielctric function was revealed. However, we can conclude that DFT+RPA tech-
niques can be used for quick analysis of the optical properties of these and similar 2D 
materials, and they provide the reliable and computationally non-expensive solution for 
the suitable qualitative description.
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Abstract
Graphene, the first experimentally realized 2D material with outstanding mechanical and 
electrical properties as well an excellent optical transparency, is predicted to have many 
applications in various scientific fields. Furthermore, there are numerous ways for modifi-
cations of pure graphene that allow precise tuning of its properties or observation of some 
new effects, including the applied strain, various types of controlled defects, exposure to 
electrical or magnetic field, or doping. It is known that graphene with alkali metal atoms 
adsorbed on its surface becomes superconducting with due to enhanced electron–phonon 
coupling. The question remains what happens with optical and mechanical properties of 
such structures, can we preserve or enhance these superb properties while making gra-
phene superconducting at the same time. Here we investigate structures based on graphene 
doped with several metal atoms—Sr, and some transition metal atoms such are Y and Sc. 
Using the density functional theory, we analyze the optical and elastic properties of those 
structures, discussing the influence of adsorbed atoms on these properties and calculate the 
electron–phonon coupling related properties.

Keywords  Graphene · DFT · Superconductivity · Electron–phonon interaction · Optical 
properties · 2D materials

1  Introduction

Since the experimental discovery in 2004, graphene has been attracting enormous atten-
tion, not only as the first experimentally realised 2D material as the large scale samples, but 
mostly for its many unique properties. With this wide spectra of effects, graphene was also 
predicted to be suitable for various applications (Ferrari 2015; Blake et al. 2008; Todorović 
et al. 2015; Bonaccorso et al. 2015; Sassi et al. 2017; Liu et al. 2014). Monolayer graphene 
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formed on various metal surfaces was also extensively researched (Wintterlin and Boc-
quet 2009; Aizawa et al. 1990a, b; Taleb and Farías 2016) along with intercalation of these 
supported graphene systems (Gall et al. 1997; Shikin et al. 1998; Farías et al. 1999). Up 
to today, a couple of thousands papers about graphene are publicated and it is very well-
known today how special graphene is and how its characteristics can be tailored to be suit-
able for even more suitable use. But in the long list of graphene’s remarkable properties 
(Katsnelson et al. 2006; Gusynin and Sharapov 2005; Castro Neto et al. 2006; Lee et al. 
2008), there is one notable effect missing, the superconductivity, which is absent in pris-
tine graphene. Among many attempts to make graphene superconducting, a successful idea 
came from the so-called Graphite intercalation compounds (GICs). GICs are composed 
from graphite layers, with metallic atoms nested between. They were extensively studied 
since the 1960s, but with discovery of the superconductivity in some of the GICs ( CaC6 
with Tc = 11.5K and YbC6 with Tc = 6.5K ), an interest in those structures has raised 
again. The origin of superconductivity in GICs was debated for a long time, but most sug-
gested was that the pairing mediated by electron–phonon interactions as the mechanism 
(Mazin 2005; Calandra and Mauri 2005), which was later confirmed by experimental data. 
As it can be observed, in all superconducting GICs there is an intercalant Fermi surface 
at the Fermi level, and those electrons are strongly coupled to the phonons. As reported 
in several studies, similar effects are present when going down to the thinnest limit, case 
of monolayer graphene doped with alkali adatoms in a similar manner to GICs. The elec-
tron–phonon coupling constant, �,

is proportional to the density of states at the Fermi level and the deformational potential 
D, and inversely proportional to effective atomic mass M and the frequency of the phonon 
involved �ph . As the DOS on the Fermi level in graphene is zero and slowly growing in its 
vicinity, the superconductivity in pristine graphene can not be observed, similar to pristine 
bulk graphite. However, the situation is changed upon doping with metallic adatoms, simi-
lar as in GICs. In the presence of adatoms, new electronic band is formed, the number of 
carriers is enlarged and, if the interlayer band occurs at the Fermi level, the electron–pho-
non coupling � is enhanced and the coupling to carbon out-of-plane vibrations is promoted. 
Besides DOS, electron–phonon coupling constant also depends on the deformation poten-
tial D, which is inversely related to the distance between the graphene and adatoms. Hence 
for occurrence of the superconductivity it is favourable for adatoms to be closer to the gra-
phene plane. On the other hand, it was shown that too small distance would result in a com-
plete charge transfer between the graphene and the adatoms, so the interlayer band would 
be completely empty, as is the case with the bulk LiC6 where the strong confinement along 
the z axis leads to interlayer band to be completely unoccupied and the superconductivity 
is suppressed. In contrary, in the LiC6 monolayer, the quantum confinement is removed, 
resulting in partially occupied interlayer band and superconductivity with Tc up to 8K.

Motivated by these results, we wanted to explore graphene doped with Sr atoms and also 
with some transition metal atoms such are Sc and Y. Besides the electron–phonon proper-
ties crucial for the superconductivity, we were interested to investigate mechanical and optical 
properties also in order to study effects of added adatoms, questioning can we obtain super-
conducting material and preserve this superb graphene’s properties, which would be of great 
significance for many applications. Using the density functional theory, we analyse the elec-
tron–phonon interaction properties and predict the critical temperature in the framework of the 

(1)� =
N(0)D2

M�2
ph

,
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electron–phonon coupling theory. We analyse the mechanical and optical properties of these 
structures and discuss the influence of adatoms on these properties.

2 � Computational details

All calculations were performed in the Quantum Espresso software package (Giannozzi 
et  al. 2009), in the LDA approximation, which is proven to be suitable for graphene sys-
tems and often is used. We used norm-conserving pseudopotentials, with the energy cutoff 
for wavefunctions of 120 Ry, obtained with respect to the convergence test. The unit cell for 
all doped graphene structures is modelled as 

√
3 ×

√
3R30◦ supercell of graphene unit cell, 

with adatoms positioned above the centres of carbon hexagons, the so-called H-site, as it is 
the most favourable site for all three atoms, according to the DFT study (Nakada and Ishii 
2011). In order to avoid the interactions due to periodicity and to simulate a 2D system, the 
hexagonal c parameter was set to be sufficiently large, more than c = 10 Å . Prior to any fur-
ther calculations, the structures were relaxed to their minimum energy configuration, using the 
BFGS algorithm. The dielectric function was calculated within the framework of the random-
phase approximation (RPA), as implemented in epsilon.x code of QE, on the uniform k-point 
grid composed of 4096 k-points. The second-order elastic constants were calculated using the 
ElaStic code. First, the strain type and strength is chosen, and for each deformation, total ener-
gies are calculated. From the second derivatives of energy curves, elastic constants are calcu-
lated. Here we used amplitudes of 7% positive and negative Lagrangian strain.

The grid for electron–phonon coupling was used up to 48 × 48 × 1 electronic k-mesh and 
12 × 12 × 1 phonon-momentum mesh using the Monkhorst pack. The electron–phonon cou-
pling parameter � and the critical temperature Tc are obtained with the isotropic Eliashberg 
theory. The Eliashberg function is defined as

where N(0) is total density of states per spin, Nk and Nq are the total numbers of k and q 
points. g�

n�,m�+�
 is the electron–phonon matrix element, and electron eigenvalues and the 

band indexes are labelled with n and m, the wavevectors � and � + � , the phonon frequen-
cies with the mode number � and the wavevector � . From previous equation, the elec-
tron–phonon coupling coefficient is given as

The total electron phonon coupling is obtained for � → ∞ . The superconducting critical 
temperature is estimated using the Allen–Dynes formula,

(2)
�2F(�) =

1

N(0)NkNq

∑

n�,m�,�

|g�
n�,m�+�

|2

× �(�n�)�(�m�+�)�(� − ��
q
)

(3)�(�) = 2∫
�

0

�2F(�
�

)

�
�

d�
�

(4)Tc =
�log

1.2
exp

[
−1.04(1 + �)

�(1 − 0.62�∗) − �∗

]
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where �∗ is the screened Coulomb pseudopotential and

is the phonon frequencies logarithmic average.

3 � Results and Discussion

The atomic structure of SrC6 monolayer is consisted of graphene sheet covered with Sr 
adatoms positioned in the H-site, as shown in Fig. 1. Upon relaxing the systems, obtained 
distance between the graphene sheet and the adatom are h = 2.22 Å for SrC6 , h = 2.04 Å 
for YC6 , and h = 1.76 Å for ScC6 . Comparing to, for example the bulk SrC6 compound, 
where this distance is 2.475 Å , Sr atoms are closer to the graphene plane, more nested in 
the centres of carbon hexagons.

The electronic structure of SrC6 monolayer is discussed in details in our previous work 
(Šolajić et al. 2018). We have shown the interlayer band that is forming due to the pres-
ence of Sr atoms, positioned near the Fermi level, partially occupied. Carbon �∗ bands 
are strongly hybridized with new adatom-derived bands and also the DOS on Fermi level 
is significantly raised. Very similar are monolayers of ScC6 and YC6 , without almost any 
qualitative difference or significant difference in position of the Fermi level. Electronic 
structure of all three systems are shown in Fig. 2.

Motivated with those results, we proceeded to calculate the phonon dispersion and 
electron phonon coupling. In Fig. 3 the phonon dispersion of SrC6 and phonon density of 
states for all structures are shown. The adatom contribution to phonon modes is marked 

(5)�log = exp

[
2

� ∫
d�

�
�2F(�) log�

]

Fig. 1   The structure of graphene with atoms adsorbed on H-site. On the right, top view of structure is 
shown, with unit cell marked with black line
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with red circles. The phonon dispersions do not show any negative modes and they sug-
gest that systems are dynamically stable. Similar to other metal doped graphene structures, 
we can observe three distinguished regions. Lowest region belongs to adatom modes, in 
the middle region are positioned carbon out-of-plane modes, and highest modes are C–C 
stretching modes. Since the phonon dispersions show minor differences for all three struc-
tures, presented is only SrC6 . First two modes with lowest energies (degenerated one at 
≈ 70 cm−1 and one at ≈ 175 cm−1 ) are related to pristine graphene’s acoustic modes. That 
can be also seen in Fig 4. of our previous study (Šolajić et al. 2018), for the lowest mode 
at 70 cm−1 , the in plane displacements of carbon atoms are like TA and LA modes, with 
the adatom oscillating in opposite direction, and analogue case for the mode at 175 cm−1 , 
related to ZA graphene mode. This splitting of ZA-like mode from the lower two is simi-
lar to the case where graphene layer is formed on metal substrates, and the gap at the �  
point is introduced due to interaction of graphene with substrate [The shift of ZA mode is 
seen at 48 cm−1 in graphene on Cu(111) substrate (Taleb and Farías 2016) and at 282 cm−1 
for graphene on transition-metal carbides TaC(111), HfC(111) and TiC(111) (Aizawa et al. 
1990b)]. We can consider that the splitting of the ZA-like mode can be described in a simi-
lar way, representing the interaction between the graphene and adsorbed metal atoms. The 
formed gap depends on the strength of the graphene-substrate coupling and as given in the 
following models. For free-standing pristine graphene, the dispersion of the acoustic ZA 
mode in the vicinity of the �  point is given by Taleb et al. (2015):

where �2D = 7.6 × 10−8 g/cm2 is the two-dimensional mass density of graphene. Coupling 
to the substrate introduces a gap at a frequency �0 at the �  point and the dispersion relation 
is given by Amorim and Guinea (2013)

where �0 =
√
g∕�2D and g is the coupling strength between graphene and substrate. Fol-

lowing this model, we can approximate the similar interaction of graphene with adsorbed 
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metal layer and determine the g = 0.739 × 1019 N/m3 . This value is significantly smaller 
than for graphene on various substrates [from g = 5.7 × 1019 N/m3 for graphene on Cu 
(Taleb et al. 2015), to the order of 2 ×1021 for the (111) surface of transition metal carbides 
(Amorim and Guinea 2013)], as somewhat expecting given that the graphene is covered 
with not so dense placed Sr metal atoms and not suspended on a real surface.

The right side of Fig. 3 shows the phonon DOS for doped graphene structures. For all 
three structures, the phonon DOS is largest in the adatom region, as well in carbon in-plane 
modes area. As it can be seen in Eliashberg function, presented in Fig.  4, those modes also 
have significant contribution in electron–phonon coupling. The choice of adatom does not 
affect the phonon density of states and, in every of three systems, largest peaks are in low 
energy region and the highest ones with some minor difference in positions of peaks.

In the Eliashberg function calculated for SrC6 monolayer, shown in Fig.  4, three dis-
tinguished peaks are present as expected, one from the lowest adatom-related modes, one 
wide and narrow in the middle-energy region, and the highest peak at 1400–1500 cm−1 
related to the carbon in-plane modes. Although the C–C stretching modes are strongly cou-
pled with electronic states at Fermi level, the � parameter is enhanced most in the low 
energy region related to adatoms ( ≈ 0.18 ), given that it depends on the phonon energy 
inversely, so the low-energy modes have largest contribution to electron–phonon coupling 
constant. Comparing this to bulk SrC6 compound (Calandra and Mauri 2006), we can 
observe slightly softened Srz phonon mode, giving a larger peak in Eliashberg function. 
However, in the middle region, the contribution of carbon out-of-plane modes is signifi-
cantly smaller and the contribution to electron–phonon coupling is drastically lowered than 
in bulk. Very similar case is reported with CaC6 (Calandra and Mauri 2006; Profeta et al. 
2012) where the carbon out-of-plane vibrations are similar in bulk and the monolayer case 
but overall contribution to � is decreased in the monolayer. This is also an opposite to the 
LiC6 where the removal of confinement gives a rise to the �.

Overall electron–phonon coupling constant in SrC6-monolayer is � = 0.38 , with 
�log = 280.9 cm−1 . The superconducting transition temperature, estimated using the 
Allen–Dynes formula with �∗ = 0.112 is Tc = 0.9K , lower than in its bulk counterpart 
(3K). Both other structures have very similar electronic and phonon structure and enhanced 
electron–phonon coupling is expected, with critical temperatures in similar range. Further 
calculations of electron–phonon coupling parameter are needed to be confirmed.

Interested to see what happens with mechanical properties that are superb in gra-
phene, we calculated the elastic constants of our doped structures and compare them 

Fig. 4   Eliashberg function with 
integrated electron–phonon cou-
pling parameter for SrC6-mono
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with pristine graphene, which are shown in Table 1. 2D hexagonal, square and rectangu-
lar lattices have 4 non-zero second-order elastic constants, c11 , c12 , c22 and c66 , where 
due to symmetry, in case of hexagonal lattice, only two elastic constants are independ-
ent because c11 = c22 and c66 =

1

2
(c11 − c22) . In this case, the Young modulus and Pois-

son’s ratio are in defined according to Wei and Peng (2014) as Y =
c2
11
−c2

12

c11
 and � =

c21

c11
 . 

Obtained results for elastic properties of pristine graphene are overall in good agree-
ment with previous experimental and theoretical studies. Calculated elastic constants c11 
and c12 are both larger than in literature (estimated to be around 350 and 60 N/m, respec-
tively), so the Young Modulus is also larger (experimentally measured to 342 N/m in 
Politano et  al. 2012 and 340 N/m in Lee et  al. 2008). The Poisson’s ratio is however 
accurately obtained to 0.19, presumably due to both c11 and c12 similarly overestimated. 
Pristine graphene has extraordinary large values of elastic constants and also can be 
stretched up to roundly 20%. It is clearly observable that upon doping, elastic constants 
drop to almost half of the pristine graphene ones, as it is somewhat expected due to 
added adatoms on top of graphene surface. Still, that leaves these parameters very high 
in comparison to many other similar 2D materials. Moreover, parameters such is Young 
modulus remains exceptionally good. The elastic constants and Young modulus of 
doped graphene structures are in range of hBN and slightly larger than SiC (Andrew 
et  al. 2012; Zhang et  al. 2017), and still much larger than many other 2D structures, 
such are MgB2 (Pešić et  al. 2019) or silicene (Zhang et  al. 2017). This possibility to 

Fig. 5   Eliashberg function with integrated electron–phonon coupling parameter for SrC6-mono

Table 1   The calculated elastic 
constants, Young’s modulus Y, 
Poisson’s ratio � and the shear 
modulus G, for pristine graphene, 
ScC

6
 , YC

6
 and SrC

6
 monolayers

All parameters are given in units of N/m, except the Poisson’s ratio 
which is dimensionless

c
11

c
12

c
66

Y � G

Graphene 462.3 79.6 191.4 448.6 0.19 94.67
ScC

6
244.8 37.2 103.8 239.2 0.15 103.83

SrC
6

205.9 33.3 86.3 200.5 0.16 86.26
YC

6
239.7 38.2 100.8 233.6 0.16 100.77
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strain graphene can be also exploited for tuning superconducting properties, as previ-
ously was shown that certain types of strain can enhance the superconducting critical 
temperature significantly. Pešić et al. (2014).

Calculated imaginary part of dielectric function for our doped structures and pristine 
graphene, for the electric field vector perpendicular to the c axis, is shown in Fig.  5. 
Dielectric function of pristine graphene is discussed before (Marinopoulos et al. 2004) 
and we will not discuss it in details. Our calculations are in agreement with previous 
theoretical as well experimental studies, showing clear peaks at 4 eV and 14 eV, origi-
nating from � → �∗ and � → �∗ interband transitions. The singularity at zero frequency 
is present and shows metalicity of the system. Upon doping, two small differences can 
be observed. First, the first peak which is in pristine graphene at 4 eV is shifted to 
around 3 eV and it is lower intensity in all structures. The second peak ad 14 eV does 
not change position in energy, but drops to much lower intensity in all three structures. 
These lower intensities and changes in positions of the peaks can be related to Fermi 
level shift and an adatom influence on �∗ bands. Varying the type of dopants however 
does not make any significant changes in position or intensity of these peaks, except in 
case of ScC6 monolayer where intensity of first peak is slightly smaller than in pristine 
graphene. Moreover, none of the changes in dielectric function induced by adatoms is 
crucial for the quality of the optical properties and they remain superb as in pristine 
graphene.

4 � Conclusions

In this work we investigated the electron–phonon coupling and possibility of supecon-
ductivity in graphene doped with Sr, Y and Sc adatoms, as well their mechanical and 
optical properties. The bulk SrC6 which is superconducting with Tc = 3K , was studied 
theoretically as well experimentally. Moreover, previously studied electronic properties 
predict the monolayer as good candidate for occurrence of superconductivity. Here we 
expanded our research by doping with transition metals such are Sc and Y. The phonon 
dispersion of systems show they are dynamically stable, with no negative frequencies 
present. Using the isotropic Eliashberg theory, we calculated the total electron–phonon 
coupling parameter of SrC6 monolayer, � = 0.38 . As in bulk SrC6 compound, supercon-
ductivity is occurring, but with lower Tc , which is estimated as Tc = 0.9K using the 
Allen–Dynes formula with �∗ = 0.112 . Other two discussed structures have similar elec-
tronic structure and density of states, as well the phonon dispersion too and have poten-
tial to have superconducting properties with similar critical temperatures, and need fur-
ther investigation. Our calculations of elastic constants and mechanical properties show 
that upon doping graphene, elastic constants and other parameters like Young modulus, 
drop by half of pristine graphene’s, which is still extraordinary good in comparison to 
many similar structures. Calculated imaginary parts of dielectric constants show no sig-
nificant changes other than lower intensities of the peaks and slightly shifting in energy. 
This makes those structures an excellent candidates for potential applications.
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Abstract
The rich chemistries and unique morphologies of titanium carbide MXenes, made them 
strong candidates for many applications like sensors and electronic device materials. Dur-
ing the synthesis procedure, chemical etching, oxidation occurs and residual materials, like 
titanium-dioxide nanocrystals and nanosheets are often present in resulting material. As 
titanium-carbide MXenes are suggested to be used as additive in organic polymer matri-
ces for production of nanocomposites, it is essential to consider the presence of the oxides 
and other residuals together with MXene flakes in synthesis results, and consequently in 
produced nanocomposite. In this study we present structural and optical characterization 
of such polymer nanocomposite titanium carbide/PMMA (Polymethyl methacrylate) con-
sisting of Ti

3
C
2
 , TiC

2
 MXenes and TiC, and TiO

2
 residues of synthesis in PMMA matrix, 

as a multicomponent nanocomposite. Using XRD, infra-red and Raman spectroscopy, fol-
lowed by comparative study on the vibrational properties using density functional theory 
calculations, we characterize this nanocomposite. Further, the SEM measurements are per-
formed, demonstrating the produced titanium-carbide-based flakes in nanocomposite are 
well defined and separated to nanosized grains, allowing us to use Maxwell–Garnet model 
to analyse infrared spectrum. This enables us to determine the presence of the optical mod-
ification of polymer matrices corresponding to a volume fraction of 0.25.

Keywords  Titanium-carbide nanoparticles · PMMA composite · Multicomponent 
nanocompostite
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1  Introduction

Nanocomposites are the combination of two or more different materials where a minimum 
of one of the components has dimension less than 100 nm Twardowski (2007). The pol-
ymer nanocomposites are made of organic polymer matrix (in this research, polymethyl 
methacrylate—PMMA) and inorganic components (titanium carbide nanoparticles). The 
properties of the obtained nanocomposites depend on the individual properties of each 
component, morphology and the interface characteristics. In an attempt to improve the 
properties of conventional polymer materials and extend the fields of their applications, 
functionalization has emerged as important method in improvement of their not satisfac-
tory electronic, thermal and mechanical properties Tamborra et al. (2004); Hussain et al. 
(2006). In addition to typical advantages of polymers (such are light-weight, low cost, and 
good processability), the improvement of electrical properties (e.g., electrical conductiv-
ity) with the addition of a small amount of conductive fillers into polymer matrices have 
promoted polymer nanocomposites into versatile multifunctional materials. Many applica-
tions like household electronics, memory and microwave devices are potentially available 
with addition of metal oxide nanoparticles to polymer. This enables the modification of the 
polymer’s physical properties as well as the implementation of new features in the poly-
mer matrix creating new type of materials known as the polymer nanocomposites. PMMA 
as a thermoplastic polymer, has many extraordinary properties, like great transparency 
and ultraviolet resistance, high abrasion resistance, hardness and stiffness and making it 
widely used in many applications ranging from everyday items to high tech devices. Fur-
ther, PMMA is nondegradable and biocompatible which makes it an excellent candidate in 
medical applications like tissue engineering with typical applications such as fracture fixa-
tion, intraocular lenses and dentures Peppas and Langer (1994).

Multicomponent nanocomposites based of layered and 2D materials have drawn signifi-
cant attention in past decade with promises of various applications. Reduction of dimen-
sionality of the system to the truly atomic-scale 2D is related to the occurrence of all new 
amazing properties in low-dimensional material, since the reduction of available phase 
space and decreased screening lead to enhancement of quantum effects and increased cor-
relations. Low-dimensional materials have been studied intensively both for their funda-
mental properties and insight in basic principles of matter but as well for their colossal 
potential for applications. A discovery of true two-dimensional material graphene Novo-
selov et al. (2004) and its remarkable properties like and experimental observation of Klein 
tunnelling, quantum Hall effect and superconductivity Novoselov et al. (2004); Katsnelson 
et al. (2006); Zhang et al. (2005); Durajski et al. (2019); Pešić et al. (2014); Margine et al. 
(2016); Durajski et al. (2020) paved the way for investigation of a new family of materials 
in low-dimensional physics. The new field of two-dimensional materials research has arose 
and investigated not only graphene but many more crystal structures where, just like in gra-
phene, cells are connected in at least one direction by the van der Waals’ forces Novoselov 
et al. (2016).

Transition metal carbides are important group of materials for applications since they 
possess some desired characteristics such as thermal stability, wear and corrosion resist-
ance, electronic, magnetic as well as catalytic properties. Titanium-carbide powders are 
generally used for manufacturing cutting tools, used in treatment of metals and as abrasive-
resistant materials. In 2011 Naguib et al. (2011), the group of early transition metal car-
bides and/or carbo-nitrides labeled as MXenes. MXenes are produced by the etching out 
of the A layers from MAX phases Naguib et al. (2011, 2012, 2013). Name MAX phase 
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comes from its chemical composition: M n+1AXn , where M is an early transition metal, A 
is mainly a group IIIA or IVA (i.e., groups 13 or 14) element, X is carbon and/or nitrogen, 
and n = 1, 2, or 3.

During the synthesis of titanium-carbide MXenes by chemical etching, oxidation can 
occur which results in presence of TiO

2
 consisted of nanosheets and numerous TiO

2
 

nanocrystals Naguib et al. (2014). There are several studies Zhu et al. (2016); Gao et al. 
(2015) whose researched is focused in possible applications of TiO

2
-MXene structures. 

It is demonstrated the joint effects of Ti
3
C
2
 and TiO

2
 endowed TiO

2
-Ti

3
C
2
 nanocompos-

ites with excellent properties and improved functionalities Zhu et al. (2016). In this work 
we investigate the structural and optical properties of polymer nanocomposites prepared 
by the incorporation of titanium-carbide nanoparticles consisting of Ti

3
C
2
 , TiC

2
 TiC and 

TiO
2
 into the matrices of polymer PMMA. The sample of nanocomposite material was 

prepared, the PMMA matrix with titanium-carbide particles, PMMA/TiC. As for similar 
materials Shan et al. (2021, 2020, 2021); Tan et al. (2021); Jafari et al. (2020); Tan et al. 
(2021) proper understanding of composition of materials used in composite is crucial and 
XRD analysis for the titanium-carbide flakes. The structural and morphology studies of 
the nanocomposites were carried out by SEM and Raman spectroscopy. Infrared spectros-
copy is a very powerful technique in analysis of various nanoparticle and nanocomposite 
materials prepared in various techiques Dastan (2015); Dastan and Chaure (2014); Dastan 
et al. (2014); Dastan and Chaure (2017). To further understand properties of our inhomog-
enious nanocomposite we used infrared spectroscopy with Maxwell–Garnet model. To fur-
ther support optical characterization, calculations based on density functional theory were 
performed.

2 � Samples preparation and structural characterization

2.1 � Titan‑carbide/PMMA composite synthesis

In this work, titanium-carbide/PMMA nanocomposite sample was made from mixture of 
MXene based titanium-carbide nanoflakes in PMMA matrix. Production of layered titan-
carbide flakes is based on MXene synthesis by selective etching of Al atomic layers from 
Ti

3
AlC

2
 MAX phase, we used the so-called ’mild’ method with lithium fluoride (LiF) 

and hydrochloric acid (HCl) Tu et al. (2018). This method was described in Naguib et al. 
(2011). Procedure of composite preparation is described in Fig. 1.

Commercially available PMMA Acryrex CM205 (Chi Mei Corp. Korea, (Mw ≈ 90400 
g/mol, n = 1.49, � = 633 nm) pellets were used as a matrix for sample preparation. Ti

3
AlC

2
 

MAX phase was processed and kindly donated from Layered Solids Group, Drexel Uni-
versity. Titanium-carbide flakes were obtained by sonification in the water and drying the 
supernatant in a Petri dish in the oven for 30 minutes on 90◦C.

Composite was prepared with 10 wt% PMMA solution in acetone (Carlo Erbe Reagents, 
Spain) and added dried titanium-carbide flakes. After stirring the solution was poured in 
Petri dish Cao et al. (2017) and dried in oven 24h on 40 ◦ C. Content of titanium-carbide 
flakes in the sample was 1.7 wt%.

The morphology of the produced composite has been investigated by FESEM using 
high resolution electron microscope MIRA3 TESCAN. Samples display separated nano-
sized grains. Fig. 2a presents FESEM image of MXene flakes delaminated in water show-
ing morphology of obtained flakes, b FESEM image of the PMMA/titanium-carbide 
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nanocomposite. Characteristic layered structure of MXenes is visible on FESEM image 
and confirming success of delamination and exfoliation procedures. Obtained flakes dem-
onstrate multilayered structure with few �m in diameter. In Fig. 2b typical accordion like 
structure can be indicated in nanosize grain-like structures, clustered in PMMA matrix.

2.2 � XRD

X–ray diffraction powder (XRD) technique was used to determine structural characteristics 
of titanium-carbide based flakes to be used in composites. Philips PW 1050 diffractom-
eter equipped with a PW 1730 generator was used. The same conditions were used for all 
samples, 40 kV× 20 mA, using Ni filtered Co K � radiation of 0.1778897 nm at room tem-
perature. Measurements were carried out in the 2 � range of 20–80◦ with a scanning step 

Fig. 1   Schematic describing the 
synthesis process of MXenes 
from MAX phases and prepara-
tion of composite

Fig. 2   FESEM photos of a Flakes delaminated in water; b PMMA composite prepared with titanium-car-
bide flakes
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of 0.05◦ and 10 s scanning time per step. In Fig. 3 is presented XRD pattern for titanium-
carbide flakes, starting material for composite. The different phases of titanium carbide can 
be noticed from diffractogram—Ti

3
C
2
 , TiC and TiC

2
 together with TiO

2
 . TiO

2
 is widely 

present as anatase and rutile. All peaks obtained correspond to the structures of Ti
3
C
2
 , 

TiC, TiC
2
 , anatase and rutile and it is confirmed that they belong to space groups P6

3
/mmc 

(194), Fm3m (225) Fm2m (42), I4
1
/amd (141), P4

2
/mnm (136), respectively. The unit cells 

of MXene structures Ti
3
C
2
 , TiC and TiC

2
 are presented in Fig. 4. These structures were 

further used in DFT analysis of optical spectroscopy results in Sect. 3.3.

3 � Results and discussion

3.1 � Raman spectroscopy

The micro-Raman spectra were taken in the backscattering configuration and analyzed 
by the TriVista 557 system equipped with a nitrogen cooled charge-coupled-device 

Fig. 3   XRD pattern for titanium-
carbide flakes, starting material 
for PMMA/TiC composite

Fig. 4   Schematic representation 
of Titanum-carbide structures 
present at composite a Ti

3
C

2
 , b 

TiC and c TiC
2

b

ac

ba

c

a b

c

(b)(a)

(c)
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detector. As an excitation source, we used the 532 nm line of Ti:Sapphire laser. Excita-
tion energy is in the off-resonance regime for all the considered materials. The Raman 
spectra of the PMMA, PMMA/TiC, and titanium-carbide flakes, measured in the spec-
tral range of 100-1100 cm−1 at room temperature, are presented in Fig. 5.

The Raman spectrum of PMMA is presented in Fig. 5a. Intense modes at 235, 300, 
362, 400, 484, 560, 603, 660, 733, 815, 839, 864, 911, 967, 985, 1063 and 1091 cm−1 
were detected. The obtained results are in a good agreement with the values given in the 
literature Willis et al. (1969); Thomas et al. (2008); Ćurčić et al. (2020).

Fig. 5   Raman spectra with photo of the sample of a PMMA, b Titanium-carbide flakes, c PMMA/TiC com-
posite. Only titanium-carbide related peaks are marked in this spectrum. Unassigned peaks correspond to 
PMMA from a spectrum
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In Fig.  5b spectrum of titanium-carbide flakes after etching procedure is presented. 
Several characteristic peaks can be distinguished on 153 cm−1 , 204 cm−1 , 396 cm−1 , 514 
cm−1 and 627 cm−1 . Peaks at 153 cm−1 and 627 cm−1 correspond to doubly degenerated 
E 
2g modes of Ti

3
C
2
 . The frequency associated with E 

2g modes is calculated to be at 161 
cm−1 for the bare Ti

3
C
2
 . Since their main contribution is from in-plane vibrations of Ti and 

C atoms, it can be influenced by the vibrations of the terminal atoms (as a residue of syn-
thesis procedure) weaken the in-plane motion of the Ti and C atoms, hence there is shift to 
lower frequency. The terminal groups play significant roles for the vibrational modes: the 
terminal atoms weakening the motions in which the surface Ti atoms are involved while 
strengthening the out-of-plane vibration of the C atoms; the corresponding vibrational fre-
quencies dramatically change with the various terminal atoms Zhao et al. (2016). This is 
consistent with XRD results suggesting significant amount of TiO

2
 as a residue of synthe-

sis procedure as described in introduction. This can be also visible in Raman spectrum of 
titanium-carbide flakes on 204 cm−1 and 514 cm−1 . The doubly degenerated modes at 621 
cm−1 correspond to the in-plane vibration of the C atoms Hu et al. (2015). In Fig. 5c spec-
trum of PMMA/TiC is presented, only titanium-carbide related peaks at 204 and 786 cm−1 
are marked in this spectrum. Unassigned peaks correspond to PMMA peaks marked on a) 
panel.

As XRD analysis demonstrated, obtained flakes contain both MXene flakes and tita-
nium-dioxide as the residue of synthesis procedure. To further understand and assign this 
spectra we performed theoretical analysis of all materials identified in XRD pattern using 
density functional theory calculations. Calculations provided us a guide for identification 
of peaks and all results are summarized in Table 1.

3.2 � Far‑infrared spectroscopy

Far-infrared reflection spectra were measured at room temperature in the spectral range 
from 40 to 600 cm−1 , carried out with a BOMEM DA 8 spectrometer. The experimental 
data are represented at Fig. 6a and by circles at Fig. 6b–d. As expected, the reflection spec-
tra of nanocomposites are by intensity placed between the starting composites. In order 
to analyse far-infrared spectra we have used the classical oscillator model with free car-
rier contribution, as a base for Maxwell–Garnet effective medium approximation Abstreiter 
(1984); Carter and Bate (1971). The low-frequency dielectric properties of single crystals 
are described by classical oscillators corresponding to the TO modes, to which the Drude 
part is superimposed to take into account the free carrier contribution:

where �
∞

 is the bound charge contribution and it is assumed to be a constant, �2

TOk
 is the 

transverse optical-phonon frequency, �2

P
 the plasma frequency, �TOk is damping, ΓP is the 

plasmon mode damping coefficient, and Sk is the oscillator strength.
In general, the optical properties of an inhomogeneous material are described by the 

complex dielectric function that depends on 3D distribution of constituents. The investi-
gated mixture consists of two materials with two different dielectric components. One is 
treated as a host, and the other as the inclusions. The characterization of the inhomogene-
ous material by the two dielectric functions is not useful, since one need to know the exact 
geometrical arrangement of the constituents of the material. However, if the wavelength of 

(1)�s(�) = �
∞
+

l
∑

k=1

�
∞
Sk

�
2

TOk
− �2 − i�TOk�

−
�
∞
�
2

P

�(� + iΓP)
,
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the electromagnetic radiation is much larger than the size of inclusions, classical theories 
of inhomogeneous material presume that the material can be treated as a homogeneous 
substance with an effective dielectric function. In the literature, many mixing models can 

Fig. 6   Infrared analysis: a Infrared spectra of Titanium-carbide flakes (green) and composites PMMA/
TiC (blue) and pure PMMA (black), b, c, and d circles represent experimental data and solid lines are fit 
obtained by Maxwell–Garnet model as described in Sect. 3.2

Table 1   Raman and infrared 
spectrum analysis and modes 
assignation for synthesized 
titanium-carbide flakes and 
PMMA/TiC composite

Infrared modes fit is obtained by Maxwell–Garnet model. Modes 
assignation is performed using values obtained in DFT calculations

Titanium-car-
bide flakes

PMMA/TiC Description

Raman IR Raman IR

�1 62.4 66 Eu , Ti3C2

�2 85.8 81 B1 , TiO2 rutile
�3 119 127 A2u , Ti3C2 and B 1 TiC2

�4 153 Eg , Ti3C2

�5 204 200 204 195 E, TiO2 anatase
�6 396 A2 , TiC2 ; E, TiO2 anatase
�7 514 A1 , TiO2 anatase
�8 620 615 Eu , Ti3C2

�9 627 Eg , Ti3C2

�10 786 Ag , TiO2 rutile
�P 80 150
f 1 0.25
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be found for the effective permittivity of such mixture. Some are present in ref Sihvola 
(1999). Optical properties of such materials depend upon the properties of constituents, as 
well as their volume fraction. Since our samples are well defined and separated nanosized 
grains (as demonstrated on FESEM images, Fig. 2), we used Maxwell–Garnet model for 
present case. For the spherical inclusions case, the prediction of the effective permittivity 
of mixture, �eff  , according to the Maxwell–Garnet mixing rule is Garnett (1904):

Here, spheres of permittivity �
2
 (Titanium-carbide) are located randomly in homogeneous 

environment �
1
 (PMMA) and occupy a volume fraction f.

Solid lines in Fig. 6 are calculated spectra obtained by a fitting procedure based on the 
previously presented model. The agreement of the theoretical model obtained in this man-
ner with the experimental results is excellent.

To demonstrate the model, together with the  infrared spectrum of PMMA, Fig. 6b is 
given the theoretical spectrum of PMMA/TiC nanocomposites for f = 0.1. The properties 
of TiC structures are clearly visible. A larger share of TiC structures leads to the spectrum 
in Fig 6c, which was obtained for f = 0.25. In Fig. 6d, for f=1 of course there is no effect 
from PMMA.

3.3 � Discussion

In Table 1 are summarized results from spectroscopic measurements of obtained nanocom-
posites. As stated above, for infrared measurements the agreement of the theoretical model 
with obtained spectra is excellent and best fit parameters are presented in this table.

To further support our results we performed DFT based calculations and calculated 
vibrational frequencies in Γ point for all materials present after titanium-carbide flakes 
exfoliation, which we determined are present using XRD, Fig.  3. Obtained values are 
compared to experimental Raman and infrared spectrum and modes have been assigned. 
Results are summarized in Table 1. We presented only modes that can be assigned to peaks 
from the spectra. In infrared spectra we can notice good agrement with theoretical calcula-
tions, specially for low-energy E u and A 

2u mode of Ti
3
C
2
 which is present the composite 

spectrum (Fig. 6b, c) as in starting titanium-carbide material (Fig. 6d). As shown in XRD 
we notice peaks originating from TiO

2
 and TiC

2
 in mid-energy region. High-energy mode 

E u on 620 cm−1 is present in spectrum of PMMA/TiC. In Table 2 are summarized calcu-
lated optical modes for Ti

3
C
2
 with symmetry 194 group used in analysis.

DFT calculations were performed using the Quantum Espresso software package Gian-
nozzi (2009), based on the plane waves and pseudopotentials. The PBE (Perdew, Burke and 
Ernzehof) Perdew et  al. (1996) exchange-correlation functional was employed and PAW 
(Projector augmented waves) pseudopotentials were used. Energy cutoff for wavefunctions 
and charge density were set to 52 Ry and 575 Ry to ensure the convergence. The Brillouin 
zone was sampled using the Monkhorst-Pack scheme, with 8 ×8× 8 k-points mesh for TiC

2
 , 

8 ×8× 4 for Ti
3
C
2
 , 12×12× 12 for TiC, and 8 ×8× 8 for TiO

2
 (Rutile and Anatase structures). 

Phonon frequencies are calculated within the DPFT (Density Functional Perturbation The-
ory) implemented in Quantum Espresso Baroni et al. (2001). In order to obtain the lattice 
parameters more accurately, van der Waals forces were treated using the Grimme-D2 cor-
rection Grimme (2006)

(2)�eff = �
1
+ 3f �

1

�
2
− �

1

�
2
+ 2�

1
− f (�

2
− �

1
)



	 J. Pešić et al.

1 3

354  Page 10 of 13

Optical spectroscopy results supported with the DFT numerical calculation confirm that 
produced composites PMMA/TiC show optical modification comparing to pure PMMA. 
Our X-ray diffraction investigation of synthesized nanomaterials identified presence of Ti

3

C
2
 and TiC

2
 MXenes and residual TiO

2
 and TiC from the synthesis procedure, which can 

be also supported from the optical spectroscopy results.

4 � Conclusion

In this paper, we present results of optical and structural investigation of composite based 
on titanium-carbide nanoflakes (Ti

3
C
2
 , TiC

2
 TiC and TiO

2
)in PMMA matrix. X-ray dif-

fraction (XRD) investigation of synthesized nanomaterials identified presence of Ti
3
C
2
 and 

TiC
2
 MXenes and residual TiO

2
 and TiC from the synthesis procedure. The optical proper-

ties were studied by Raman and infrared spectroscopy at room temperature. The analysis of 
the Raman spectra was made by the fitting procedure. For analysis of infrared spectra we 
used Maxwell–Garnet model. In order to identify and assign vibrational modes, vibrational 
frequencies of all identified materials were calculated using density functional theory, 
and compared with experimental results. We confirmed optical modification in composite 
structure compared to pure PMMA. Further analysis that goes beyond the scope of this 
publication studies mechanical properties of composite materials, confirming improve-
ments compared to pure PMMA. The obtained composite showed enhanced hardness, elas-
tic modulus and tensile strength compared with pure PMMA Pesic et al. (2019).

Table 2   Vibrational modes for 
Ti

3
C

2
 with symmetry group 194, 

calculated from the measured 
data

Ti3C2 (P63/mmc)

cm−1 Symmetry Raman or 
IR active

65.0 Eu I
135.2 A2u I
160.6 Eg R
161.4 Eg R
229.9 A1g R
269.3 A1g R
271.1 Eu I
271.7 Eu I
371.4 A2u I
382.4 A2u I
549.1 A2u I
554.4 A2u I
611.2 Eg R
620.4 Eg R
624.1 Eu I
626.4 Eu I
653.2 A1g R
658.3 A1g R
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Abstract
Two-dimensional group III monochalcogenides have recently attracted quite attention for their
wide spectrum of optical and electric properties, being promising candidates for optoelectronic
and novel electrical applications. However, in their pristine form they are extremely sensitive
and vulnerable to oxygen in air and need good mechanical protection and passivization. In this
work we modeled and studied two newly designed van der Waals (vdW) heterostructures based
on layer of hexagonal boron nitride (hBN) and GaTe or InTe monolayer. Using density
functional theory, we investigate electronic and optical properties of those structures. Their
moderate band gap and excellent absorption coefficient makes them ideal candidate for broad
spectrum absorbers, covering all from part of IR to far UV spectrum, with particularly good
absorption of UV light. The hBN layer, which can be beneficial for protection of sensitive GaTe
and InTe, does not only preserve their optical properties but also enhances it by changing the
band gap width and enhancing absorption in low-energy part of spectrum. Calculated binding
energies prove that all three stacking types are possible to obtain experimentally, with H-top as
the preferable stacking position. Moreover, it is shown that type of stacking does not affect
any relevant properties and bandstructure does not reveal any significant change for each
stacking type.

Keywords: heterostructures, hBN, 2D materials, InTe, GaTe, light absorption, DFT

(Some figures may appear in colour only in the online journal)

1. Introduction

Enormous attention given to the exploration and researching
of two-dimensional materials in the past decade has started a
whole new era in materials science and countless possibilities
for novel devices emerged. After successful exfoliation and
experimental confirmation of graphene’s extraordinary prop-
erties, many van der Waals (vdW) layered materials were
regaining the attention, being extensively exploited in order
to find more possible 2D structures [1]—hexagonal boron
nitride [2, 3], silicene [4, 5], germanene [6, 7], transition

∗
Author to whom any correspondence should be addressed.

metal dichalcogenides (TMD’s) [8–13], MXenes [14, 15]. As
a result, many possibilities emerged for more innovations and
research of more complex systems such are 2D vdW hetero-
structures. Those layered structures often have new rich phys-
ics and enhanced properties, particularly attractive for count-
less applications in nanoelectronic [16–18] and optoelectronic
devices such are Light-emitting diodes based on vdW hetero-
structures [19], solar cells [20, 21] and flexible broad-spectrum
photodetectors [22, 23].

In last few years, two-dimensional group IIIa monochal-
cogenides have been extensively researched [24–27]. In their
bulk form, they are layered structures with weak vdW binding
forces, suitable for mechanical exfoliation down to a single
layer. With a wide spectrum of exceptional electronic and
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optical properties in their two dimensional form, they became
very desirable candidates for further research and applications.
One of the most outstanding materials in this 2D family,
InSe, exhibits very high electron mobility [28] and superb
optical properties. Previous work revealed it as very prom-
ising material for a highly stable field effect transistors [29].
Excellent absorption properties mark InSe favorable for use in
broad spectrum flexible photodetectors, covering wide range
from UV to the near IR region [30]. With the idea to fur-
ther enhance their properties to be more suitable for particular
devices, research of vdW heterostructures based on 2D group
IIIa monochalcogenides brought notable attention. Various
combinations of group III monochalcogenides and graphene
emerged as an effective and tunable Schottky barrier [31–35]
with many possible ways to precisely control the electronic
properties—via electric field, external strain or controlling the
interlayer distance. Recent work on heterostructures based on
InSe/hBN revealed them as excellent absorbers of the visible
and UV part of spectrum.

Two members of group III monochalcogenides were more
recently explored and theoretically proposed as new 2D
structures—monolayers of InTe and GaTe. Both materials are
indirect band gap semiconductors with moderate band gaps of
1.29 and 1.75 eV, respectively. In addition to good electrical
and optical properties [36–40], those materials also excel in
elastic properties, being able to sustain considerable values
of both tensile and compressive strain [36, 40, 41], which is
already proven as very effective and convenient way to pre-
cisely tune electronic and optical properties of 2D materials
[42–44]. Suitable for various applications in novel electronic
and optoelectronic devices, research of heterostructures based
on thosematerials is very attractive, with huge expectations for
achieving new effects or enhancing desired properties of the
2D structures alone. However, pristine monochalcogenides,
especially in form of thin films or as a single layer, are very
sensitive and vulnerable to oxygen in air—many studies reveal
that single layers are oxidized almost instantly after exposure
to the air [45–48]. The issue of their challenging stability can
be overcome by passivization with adequate material which
would ensure the safe encapsulation of monochalcogenides as
well as good mechanical protection. One of materials particu-
larly good and widely used for this purpose is hexagonal boron
nitride (hBN). Experimental studies confirmed it as effective
for protection and passivization of few layers InSe and GaSe,
while their electronic and optical properties are preserved or
even enhanced [49] hence the similar effects can be expec-
ted for different members of the group III monochalcogenide
family.

In the next sections, we present newly designed heterostruc-
tures, hBN/GaTe and hBN/InTe, based on a single layer of
GaTe or InTe and a layer of hBN. Using the density functional
theory (DFT), we explore their electronic and optical proper-
ties and analyze the influence of hBN layer on GaTe and InTe.
Given the facts stated in previous paragraphs, our motivation
was to model stable, mechanically protected structures based
on those materials, which would excel in their electronic and
optical properties in broad spectrum. Based on their lattice

parameters, we expect to obtain structures with good lattice
matching, suitable for experimental realization.

2. Theoretical methods

Results are obtained using DFT implemented in Quantum
Espresso (QE) software package [50], based on plane waves
and pseudopotentials. Perdew–Burke–Ernzerhof (PBE) func-
tional [51] and PAW pseudopotentials [52] were used in all
calculations. After convergence tests, the energy cutoff for
the wavefunction and the charge density were set to 44 Ry
and 364 Ry for hBN/InTe heterostructure, and 60 Ry and
480 Ry for hBN/GaTe heterostructure. The Monkhorst–Pack
of 16× 16× 1 mesh for k-point sampling is used in geomet-
ric optimization, total energy and phonon calculations. For
calculations of p-DOS and optical properties, refined mesh
of 64× 64× 1 is used. The bandstructure is calculated on
440 k-points along Γ–M–K–Γ direction. In order to simu-
late 2D structure, a vacuum of 20 Å was added along the z-
direction to avoid interactions between the layers. Geometry
optimization of both atom positions and lattice parameters is
performed using BFGS algorithm, with criteria for maximum
allowed forces between atoms of 10−6 RyÅ−1. As the GGA
functionals do not take into consideration long range forces as
the van der Waals force, Grimme-D2 correction was included
to obtain more accurate lattice constants and forces. Optical
properties were calculated using epsilon.x code in QE soft-
ware, based on the random phase approximation (RPA).

3. Results and discussion

Both GaTe (InTe) and hBN have hexagonal lattices with
D1

3h symmetry. Lattice constants obtained after the geomet-
ric optimizations of a= 4.371 Å for InTe, a= 4.047 Å for
GaTe and 2.515 Å for hBN are in agreement with previous
reports [25, 37, 40, 53]. The unit cell of In(Ga)Te/hBN hetero-
structure is modeled as a supercell which contain one layer of
InTe(1× 1) or GaTe(1× 1) on top of layer of hBN(

√
3×

√
3)

supercell, resulting in hexagonal unit cell with C1
3 sym-

metry. The lattice constant of
√
3×

√
3 supercell of hBN

is a= 4.347 Å. In case of hBN/InTe heterostructure, lattice
constants of InTe and hBN supercell are excellent matches
with close values of 4.371 and 4.347Å.After geometric optim-
ization, obtained lattice constant of formed heterostructure is
a= 4.336 Å. That results in almost ideal lattice matching with
induced strain of 0.8% on InTe layer and 0.3% on hBN layer,
making this heterostructure a great candidate for experimental
realization.With lattice constant of a= 4.047Å, monolayer of
GaTe is a less perfect match with a= 4.347 Å of hBN super-
cell. However, the obtained lattice constant of formed hBN/G-
aTe heterostructure is a= 4.309 Å which induces strains of
6.1% on GaTe layer and 0.8% on hBN, making them still pos-
sible for fabrication. Hence, both heterostructures are prom-
ising in terms of lattice matching and can be modeled with
proposed supercell. Phonon dispersion for both heterostruc-
tures is also calculated and presented in figure 1 in order to

2
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Figure 1. Phonon dispersion of (a) hBN/InTe and (b) hBN/GaTe.

Figure 2. Top view of three possible stacking types, (a) H-top, (b) N-top and (c) B-top.

confirm the structural stability. We do not observe imaginary
frequencies, except the small kinks near the Gamma point with
low negative values, which are often emerging in calculations
of phonons in 2D materials, being a numerical issue and not
the real instabilities.

Three possible stacking types are presented in figure 2, the
H-top (In/Ga atom being in the center of hBN hexagon), B-top

(In/Ga atom above the B atom of hBN) and N-top (In/Ga
atom above the N atom of hBN). We investigated all three
types of structure in order to determine the favorable stacking,
as well whether the properties are affected by type of stack-
ing, e.g. bandstructure. The optimal distance between the hBN
layer and InTe(GaTe) layers (d) for both heterostructures and
each of their stacking types are obtained previously during the
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Figure 3. Total energy of the system as a function of the distance between hBN and InTe(GaTe) for different stacking types for hBN/InTe
and hBN/GaTe.

geometry optimization, with resulting distances of 3.43–3.52
Å for different stacking positions of hBN/InTe and 3.45–3.52
Å for hBN/GaTe. Total energy of the structure in function of
the interlayer distance is shown in figure 3.

In order to confirm the stability of the structures and prove
they can be experimentally obtained, we calculated their bind-
ing energies (Eb) by the following equation:

Eb = Eheterostr. −EIn(Ga)Te−EhBN, (1)

where Eheterostr., EIn(Ga)Te and EhBN represent the total energy
of hBN/In(Ga)Te heterostructure, InTe or GaTe monolayer
and hBNmonolayer, respectively. Binding energies, interlayer
distance and lattice parameters obtained for each configuration
of hBN/InTe and hBN/GaTe heterostructures are summarized
in table 1. Negative values of binding energies suggest that
both heterostructures are energetically feasible in all stacking
configurations. The favorable stacking type for both hBN/InTe
and hBN/GaTe heterostructures is H-top with the lowest value
of binding energy, but also the total energy of H-top configur-
ation for both heterostructures is≈8 and≈17 meV lower than
in N-top and B-top configurations, respectively. However, the
total and binding energies for H-top, N-top and B-top stack-
ing configurations differ just for 10 meV, making all systems
convenient for fabrication.

From our calculations, both InTe and GaTe monolayers
have an indirect band gap of Eg = 1.38 eV and Eg = 1.75 eV
respectively, while hBN has a large direct band gap of 4.63 eV.
These results are in agreement with previous theoretical res-
ults obtained using the PBE functional [24, 36, 37, 40]. As
the PBE functional underestimates the band gap in semicon-
ductors, hybrid functionals such as Heyd–Scuseria–Ernzerhof
(HSE)must be used in order to obtain accurate electronic prop-
erties. Reports on similar structures show that employing the
HSE functional does not change the bandstructure qualitat-
ively, the most significant difference comes from shifted bands
above the Fermi level and thus an enlargement of the band
gap. Large difference in band gap of InTe(GaTe) and hBN

Table 1. Lattice parameters, distance between hBN and In(Ga)Te
layers (d) and binding energy for all three possible stacking types of
hBN/InTe and hBN/GaTe.

hBN/InTe

H-top N-top B-top

a (Å) 4.346 4.337 4.337
d (Å) 3.429 3.523 3.479
Eb (meV) −269.64 −255.49 −259.63

hBN/GaTe

H-top N-top B-top

a (Å) 4.309 4.309 4.311
d (Å) 3.451 3.516 3.503
Eb (meV) −255.62 −241.76 −246.61

as well their alignment of bands make both systems a type-
I heterojunctions. This can be also confirmed from the dens-
ity of states of pristine single layer hBN, InTe and GaTe and
projected density of states for both heterostructures, presen-
ted in figure 4. As in similar heterostructures [54], the band-
structure does not change with the stacking almost at all—
zones near the Fermi level are nearly identical, the band gap
does not change and only minor differences can be observed
e.g. slightly changed position of some zones below the Fermi
level and far above the Fermi level. Bandstructure plots for all
three stacking types are shown in figure 5. In further discus-
sion we will focus on the H-top stacking in both hBN/InTe and
hBN/GaTe heterostructures.

Atom-decomposed bandstructures of hBN/InTe and hBN/
GaTe are presented in figures 6 and 7, alongside their pristine
monolayer compounds, InTe and GaTe for easier comparison.
Fermi level is set to zero and shown in green line in all figures.
Both GaTe and InTe pristine monolayers are indirect band gap
semiconductors with valence bandmaxima close to theΓ point
and conduction band minima (CBM) at the M point for GaTe
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Figure 4. Projected density of states for (a) single layer hBN, InTe and GaTe, (b) hBN/InTe heterostructure and (c) hBN/GaTe
heterostructure. The contribution from hBN is shown in red lines and red shaded area, while dark blue and turquoise lines and area represent
contribution from InTe and GaTe, respectively.

and Γ and M points for InTe. After stacking into heterostruc-
ture, the band gap is slightly changed from original GaTe and
InTe structures. CBM are shifted to the Γ point in both het-
erostructures. In the hBN/InTe band gap is slightly enlarged,
from 1.38 eV in pure InTe monolayer to 1.54 eV in the hetero-
structure. This change in band gap is barely visible and bands
near the Fermi level have the same shape as in pristine InTe.
Hence, upon forming the hBN/InTe heterostructure, there are
no important differences in the band structure. States around
the Fermi level are almost completely formed by InTe, while
the hBN contributions are observed below −2 eV and above
3 eV, similar as in pristine hBN.

More changes can be observed in the second structure—gap
of single layer GaTe is 1.59 eV, but after the heterostructure
is formed, band gap is reduced to just 0.79 eV. Upon form-
ing the heterostructure, in the vicinity of the Γ point, there are
many mixed states around −1 eV, originated from 5p states
of Te atoms and 2p states of N atoms, as result of interaction
between the hBN and GaTe layers. In addition, valence band
is heavily lifted, separating previously grouped states around
the Γ point for more than 0.5 eV and significantly reducing the
band gap.

The reduction of band gap along with interfacial states
can be useful for applications in optoelectronics so we pro-
ceeded to analyze the optical properties of these hetero-
structures. We calculated the absorption coefficients, expect-
ing both structures to have good absorption properties. The

complex dielectric function ϵ(ω)+ ϵR(ω)+ iϵI(ω) is obtained
from calculations in the RPA framework. From these res-
ults, we can obtain the absorption coefficient α(ω) as the
following:

α(ω) =
√
2
ω

c

√√
ϵ2R(ω)+ ϵ2I (ω)− ϵI(ω). (2)

Results are shown in figure 8 for hBN/InTe and figure 9
for hBN/GaTe heterostructures, both plotted alongside their
pristine monolayer compounds. Both structures have very
good absorption properties, being able to absorb visible, near
and far UV spectrum—the absorption of hBN/GaTe even
slightly extends to the IR spectrum. As the PBE functional
underestimates band gap, some shift in energy would be
noticed compared to HSE calculations. The results though
would not be significantly changed, only the reduction in cap-
abilities of absorbing the IR and red part of the visible light is
expected.

The highest peaks in absorption function are near 6 eV,
primarily originating from the InTe/GaTe, at 11 and at 14 eV as
a contribution from hBN layer, with peaks up to 8× 105 cm−1.
As a result of smaller band gap in hBN/GaTe heterostructure,
slightly enhanced absorption is observed in very low energy
region of 1–2 eV. The difference is though, not significant,
which is not unexpected as the bandstructures of hBN/InTe
and hBN/GaTe do not differ much qualitatively, and band gap
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Figure 5. Bandstructure for different types of stacking for (a) hBN/InTe and (b) hBN/GaTe heterostructure.

Figure 6. (a) Projected bandstructure of hBN/InTe heterostructure and (b) bandstructure of InTe monolayer. The size of circles on the left
graph indicate the magnitude of projections of wavefunctions over atomic orbitals—contribution from different atomic orbitals are
presented in different colors as shown in the legend.

in GaTe/hBN is primarily reduced due to one single shifted
band below the Fermi level. In addition, results obtained using
RPA calculations have contribution just from transitions in
ground state, any exciton effects cannot be observed. In energy
range from 3 to 15 eV, both heterostructures have exceptional
values of absorption of 2–8× 105 cm−1, giving them a huge
potential for light absorbers in near and far UV spectrum.
This makes both heterostructures excellent candidates for

light absorption-relevant photoelectric applications, such are
modern photodetectors. Further, we calculated the reflectance
for our heterostructures. The real and imaginary part of dielec-
tric function are related with a complex index of refraction
n∗(ω) = n(ω)+ iκ(ω) by:

ϵR = 2nκ, ϵI = n2−κ2. (3)
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Figure 7. (a) Projected bandstructure of hBN/GaTe heterostructure and (b) bandstructure of GaTe monolayer. The size of circles on the left
graph indicate the magnitude of projections of wavefunctions over atomic orbitals—contribution from different atomic orbitals are
presented in different colors as shown in the legend.

Figure 8. Absorption coefficient of (a) hBN, (b) InTe, (c) hBN/InTe
heterostructure for in-plane (αxx) and out-of-plane (αzz)
polarizations.

The reflectance is now given by:

(n− 1)2 +κ2

(n+ 1)2 +κ2
. (4)

Figure 10 presents calculated reflectance of hBN/InTe and
hBN/GaTe heterostructures. Reflectance of both materials are
no larger than 30% for any energy, and are especially low
in the low-energy region with 10%, confirming that only a

Figure 9. Absorption coefficient of (a) hBN, (b) GaTe,
(c) hBN/GaTe heterostructure for in-plane (αxx) and out-of-plane
(αzz) polarizations.

small amount of light is being reflected at any incidence angle.
As both heterostructures have qualitatively similar bandstruc-
tures, their reflectances are not much different. However, for z
polarization, the small peak at 2.5 eV is flattened in hBN/GaTe
dropping to nearly constant values of around 10% in region up
to 5 eV, while the peak at 6 eV is narrowed and higher than
in hBN/InTe. That can be ascribed as a result of differences
in shape and positions of certain bands and different values of
band gap.
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Figure 10. Reflectance of (a) hBN/InTe heterostructure and
(b) hBN/GaTe, for in-plane (αxx) and out-of-plane (αzz)
polarizations.

4. Conclusions

We report the study of two new heterostructures based on
hexagonal boron nitride and InTe/GaTe, by employing first
principle calculations. We confirm the structural stability of
those systems and show that stacking type does not affect
any of the relevant properties and all types of stacking are
feasible for fabrication. We investigate their electronic and
optical properties, showing the benefit of forming heterostruc-
tures of InTe/GaTe with hBN layer. Formation of heterostruc-
ture slightly changes the band gap in comparison with pristine
monolayer InTe and GaTe, which also enhances absorption
in the low-energy region of the spectrum. Both heterostruc-
tures have good broad spectrum absorption, with exception-
ally good absorbing of the UV light. Hence, their electronic
and optical properties reveal them as excellent candidates
for field effect transistors based on vdW heterostructures, or
modern optoelectronic devices such are flexible broad spec-
trum photodetectors, solar cells . From the previous studies,
the hBN layer is also proven to be beneficial for mechan-
ical protection of sensitive and vulnerable single layers of
monochalcogenides like InTe and GaTe, while as we showed,
electronic and optical properties are not only preserved but
even enhanced. Of special interest is hBN/InTe heterostruc-
ture for its remarkably good lattice constant matching between
InTe and hBN layers which yields less than 1% of induced
strain between the layers. This places hBN/InTe beneficial
over similar studied heterostructures with comparable elec-
tronic and absorption properties (e.g. hBN/InSe) with sig-
nificant advantage for future fabrication and experiments as
well for their further mechanical manipulation. As both InTe
(GaTe) and hBN can withstand a moderate strain, electronic
and optical properties can be tuned by applying the strain
on the heterostructure or by including electric field, giv-
ing these materials a huge value for further research and
applications.

Data availability statement

All data that support the findings of this study are included
within the article (and any supplementary files).

Acknowledgments

The authors acknowledge funding provided by the Institute of
Physics Belgrade through the grant by the Ministry of Educa-
tion, Science and Technological Development of the Republic
of Serbia. DFT calculations were performed using computa-
tional resources at Johannes Kepler University (Linz, Austria).

ORCID iDs
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