Beorpag, 15. aBrycr 2022. roguse

Ilpeamer: Mos6a 3a moKpeTame NOCTyNKa 3a CTHI{ake 3Bamha

HCTPa)XXMBay capaJHUK

C 063upom Ha To Ja Mcrymaeam cBe npesBuljeHe ycnose y cknagy ca [IpaBUIHHMKOM O CTHLaby
MCTPOKMBAYKMX M HAYYHHMX 3Barba, MNMPOIMCAHe Of CTpaHe MMHKMCTapCTBa NpOCBeTe, Hayke u
TEXHOJIOIIKOr pasBoja, MommMm HayuHo Behe WHctuTyTa 3a ¢usuky y Beorpaay za TIOKpeHe
TIOCTYTaK 3a MOj U300p y 3Bare HCTPAKMUBAY CapajIHUK.

Y nipusnory focTaB/bam:

1. Muuuberme pykoBoauola 1aboparopuje ca npeziorom KOMMCHje 3a U360p y 3Bame;

2. Crpyuny 6uorpadujy;

3. Tlpernes HayuHe aKTUBHOCTY;

4. Crnmcak 06jaB/beHUX HAyUHHX PaioBa;

5. YBepeme 0 yNHCAHOj TOAWHH, MOTOKEHHM MCIIUTHMA H TIPOCEYHO] OLIeHH Ha JOKTOPCKUM
CTyAHjama;

6. Komujy aunoma 0CHOBHHX M MacTep aKaZeMCKHX CTyAHja;

7. IloTBpAy O MpHXBaTamy TEMeE JOKTOPCKe Aucepraryje;

8. Komnwuje objaB/beHux pazosa.

C nouroBamem,
[Terap Mutpuh

HUCTPa’>XKHUBau MpUIPaBHUK
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Hayunom Behy UHcTuTyTa 32 pH3uky y beorpany

beorpan, 08. aBryct 2022. roaune

Ilpeamer: Muubewe pykoBoauona Jabopatopuje o wu3bopy Ilerpa
MuTtpuha y 3Bame HCTPa)KUBA4 CAPAAHUK

[Terap Mutpuh je 3anocned y JlabGopaTopuju 3a nmpuMeHy pauyHapa y Haylu, Y
OKkBHpY HauuoHanHOr LEHTpa M3y3eTHHUX BPEIHOCTH 3a M3yyaBame KOMIJIEKCHUX
cuctema HMHucrutyta 3a ¢usuky y beorpany. [lon pykoBoactBom ap [lapka
TanackoBuha paau Ha JOKTOPCKOj AMCEpTaLMju U3 00J1aCTH €IeKTPOHCKMX 0COOMHA
jako kopenucanux cucrema. C o03MpoM 1a ucnywaBa cBe MpejaBulieHe yciose y
ckyiaZy ca 3akOHOM O Hayuu W MCTpakuBawuMa M [lpaBUIHHMKOM O cTHUamy
MCTpaXKMBAaUYKUX U HayuHuX 3Bawa MITHTP, carnacan cam ca nokperamwem nocryrnka
3a u36op [letpa Mutpuha y 3Batbe UCTpakMBay capajiHHK.

3a cacraB komucuje 3a uzbop [lerpa Murpuha y 3Bame UCTpaxkuBau capaaHHK
npeia}em:

(1) ap Hapko TanackoBuh, , HayuHu caBeTHUK, MHCTUTYT 3a dusuky y Beorpany
(2) ap Henan BykmupoBuh, HayuHu caBeTHUK, MHCTUTYT 3a dusmky y beorpany
(3) ap 'Bophe CnacojeBuh, penoBuu npodecop Dusnukor dakyarera

VYHusep3utera y beorpany
Wﬂﬂ«w

ap AHTYH banax
HAay4YHU CaBETHUK
PykoBoaunau Jlabopatopuje 3a npuMeHy pauyHapa y Haylu



Bbuorpadwuja Kanguaara

[Terap Murpuh je pohjen 23. aBrycra 1995. roguHe y Beorpagy. OcHoBHy Ikony ,,/lecaHka
MakcumoBuh” 1 MaremMaTHuKy r'MMHa3ujy 3aBpIIMO je Kao AoO0uTHUK Bykose auriiome. IlIkoscke
2014/2015. roguHe je ymnMcao OCHOBHe CTyauje Ha PusnukoMm ¢GakyliTeTy YHUBep3WTeTa ¥
beorpapny, cmep Teopujcka U ekcriepuMeHTanHa ¢usuka. OcBojuo je Harpaay ,J[Ilpod. np Hophe
JKuanoBuh” 3a jemHor o Hajoo/ba fABa cTyzeHTa Tpehe roauHe, Kao W Harpagy CrymeHT
reHepaiyje YHuBep3uTera y beorpasmy Ha kKpajy cryauja. duruiomupao je 2018. rogune ca
ripoceyHoMm orjeHoM 9,97. Ha ucrtom cdakynrery 3aBpiivo je mactep cryauje 2019. roauHe, ca
npoceuHoM orjeHoM 10,00. Macrep pag, ,,KaHOoHCKa cTpyKTypa TesieniapasienHe (GopMmysaLjyje OMiITe
Teopuje penaTUBHOCTU® ypajJivio je Tof, pyKoBoACTBOM /ip bpanucnaBa LlBeTkoBuha, y capajmu ca

Ap MunytuHom bnarojesuhem.

HoxkTopcke cryauje Ha u3nukoM ¢akynTeTy YHuBep3utera y beorpasy ymucao je HoBem6Opa 2019.
roguHe, Ha cMepy ®PusrkKa KOH/J|eH30BaHe MaTepHje M CTaTUCTUUKa (ur3vKa. [1of pykoBOACTBOM Jp
INapka TaHackoBuha 0aBM Ce TeOpHjOM eIeKTPOHCKUX OCOOMHA jako KopenucaHux cucrema. Of
2019. roauHe 3ariocieH je y MHcTUTyTy 3a (U3uKy y beorpasly kao MCTpa)kvBad MPUITPABHUK Y
Jlaboparopuju 3a TIpUMeHy padyHapa y Hayly, y OKBHPY HalMOHa/HOT LIeHTpa HW3y3eTHUX
BpPeZIHOCTU 3a M3yuyaBalke KOMIUIeKCHUX cucTeMa. bUO je aHrakoBaH Ha IIpPOjeKTy OCHOBHUX
vcrtpaxuBawa OH171017 Mogenupawke ¥ HyMepuuke CHMYyJaliije CJI0KeHUX BUIIeUeCTUUHUX

cucreMa MUHHMCTApCTBa MPOCBETe, Hayre W TeXHOJIOUIKOT pa3Boja Pemy6srike Cpouje.



HPEI‘JIEA Hdy4YH€ dKTUBHOCTH KdHAUAATad

[Terap Mutpuh ce y cBOM [ocajaiimbeM HayyHOM pafy 0aBHO TMpOyuaBameM eyleKTPOHCKUX U
TPAHCIIOPTHUX 0COOMHA y TEOpUjCKMM MoOfearMa ToaynpoBoAHMKa. OBaj mpaBal] MCTpaXkKUBamba
HapoOuMTO je 3HauajaH 300T merope IIOTeHIMja/lHe TIPUMEHe 3a /[IuW3ajHHpame HOBUX U
ONTUMM3ALMjy MOCTOjehrX MOMyNpOBOJHUUYKUX eeKTPUUHUX KoMroHeHTH. Ilocrojeha 3Hama u3
oBe 00/1aCTH joIl yBeK HHWCY ZOBOJ/bHA Aa Ou ce, mosazehu M3 KpucTasHe CTPYKType, IOy3aJHO
TEOPUjCKU TpeJBU/e/ie BaKHe Mep/bUBE (PU3MUKe BeJMYMHE TOMYT MOKPeT/bMBOCTH, 3a LUIMPOKY
K/IaCy peaslHUX MaTepHjaia. 3aloBo/baBajyhu pe3ysiTaTv 100MjaHU Cy CaMO y PeXXKHUMY T3B. cjiabe
WHTepakijije, y KojeM je mepTypOaTWBHM TPUCTYI oOmpaBiaH. AKTyeqHa TeMa JaHallmbUX
VICTpakKUBama je pa3BUjame alpOKCHMMAaTUBHUX HYMEPUUKUX MeToJa y peKMMKMa ymepeHe U jake
MHTepakilje. 3a cBeoOyXBaTHY aHa/M3y Oricera Bakeka pa3IuUTHUX MeTOo/la U ’lbUXOBY HyMePUUKY

OITHMMHU3aLIYjy, MOTOJHO je PAJUTH Y KOHTPOJIMCAHUM yCI0BMMa MO/IE/IHUX XaMU/ITOHHjaHa.

[lenTpanHa TeMa MCTpakuBamwa KaHJWJaTa 3aCHMBA Ce Ha U3yuyaBawy XOJILLTajHOBOI MOZesa KOju
npefcTaB/ba TeOPUjCKYy WJeanu3alyjy cabo [omupaHHX TIOMYNPOBOAHMKA 6e3 TpHCyCTBa
HeurcToha. Pe3ynraty y oBoM Mozeny Cy ZloHeZiaBHO 6UaM [o6ujaHU camo TpU arcoayTHOj HyMU
Temneparype. Tek Noc/ie[mUX HEKOJUKO FOAMHA Cy IOYeIM Ja Ce II0jaB/byjy IIPeLU3HH, aau

N3y3eTHO HYMEDHUUKHU 3aXTeBHH, PE€3y/ITaTU Ha KOHAYHKWM TeMIlepaTypamMad.

Kao pesynrar Hay4yHOr pajja KaHAujara MoKasaHo je Ja AUHaMUUKa TeopHja Cpefmer IMosba (eHr.
Dynamical Mean Field Theory — DMFT) pnaje 3aauBbyjyhe pesynatare y LIMPOKOM OIICEry
TeMIiepaTypa, jaunHa UHTepakLyje u (peKBeHIMja OCLM/IALMja KPUCTaIHe peleTke, 6e3 063upa Ha
Opoj [AuWMeH3uja cCHCTeMa. YCremHo Cy OTK/IOWeHe HyMepuukKe HeCcTabWIHOCTH OBOT
aripOKCMMATHBHOT Y HemnepTypbaTMBHOT MeToJla, UMMe je OH CBPCTaH y Kjacy HYMepUYKH
edukacHux U jehtuHux Metoza. [lopes cBOr HernocpegHOTr 3Hauaja Ha OBaj lle3JeceTak rofvHa
crap mipoOsieM, W3/I0KEHW pe3y/TaTd Tpe[CTaB/bajy 3HauajHy I0/la3HY OCHOBY 3a pa3BHUjambe

HYMEPHUUKHUX METOJd ITIPUMEH/BUBUX Y Ped/ITHUM MaTePI/Ij d/InMad.

Merto/, KyMy/iaHaTa Mpe/iCTaB/ba jOII jeflaH alpOKCUMAaTUBHU METO/l, TOCeOHO TIoro/iaH 3a IPUMeHY
y peasHUM MarepujamumMa. Oricer Bakemha OBOT MeTo/ja 10 CaZia je 61o Hero3Hat 300T HeJOBOJLHOT
Opoja moy3maHuX pe3ysiTaTta ca Kojuma 6u morao outu nopehen. HaBegenu DMFT pesynratu cy
ynpaBo OTBOpWIM 0By MoryhHocT. KaHguzjar je pa3BMO HymepuuKy mMpolefypy 3a edukacHy
TIpUMeHy MeTo/ia KymyJsiaHaTa y XOJIITajHOBOM MO/iely Y U3BPIIMO JeTa/bHO nopehjewe ca DMFT

pe3y/TaTuma.



Cnucak o0jaB/beHHX pafioBa KaH/ U/ aTa

PanoBu y MmehyHapogHuM YaconmucuMa H3Yy3€THUX BPeIHOCTH

(kaTeropuja M21a):

P. Mitri¢, V. Jankovi¢, N. Vukmirovi¢, and D. Tanaskovi¢, Spectral Functions of the Holstein

Polaron: Exact and Approximate Solutions, Phys. Rev. Lett. 129, 096401 (2022). [IF(2021)=9.185]



Peny6nnka Cp6uja
Yuusepsuter y beorpany
Dusnyku dakynrer
.6p.2019/8009

Hatym: 24.06.2022. roauue

Ha ocnosy unana 161 3akona o onuwtem ynpasiom nocTynky H cayxbene epHacHumMje H3aaje ce

YBEPEILE

Mutpuh (Muoapar) Ilerap, 6p. nunexca 2019/8009, pohen 23.08.1995. roaune, beorpaa, Cascku
BeHal, Peny6anka CpOuja, ynucan wikoncke 2021/2022. roauue, y crarycy: puHancuparwe u3 Gyyera;
THI CTYAHja: JOKTOPCKE aKafieMCKe CTyAuje; CTyAnjcky nporpam: dusnka,

[1pema CratyTy dakynrera ctyauje Tpajy (6poj roauHa): TpH.
Pox 3a 3aBpuIeTak CTyaHja: y ABOCTPYKOM Tpajarby CTYH]a.

Ogo ce yBepeme Moxe ynoTpeGuTH 3a perynucame Bojie o6aBese, H3gaBarme BH3€, IPaBa Ha A€YHjH AOAATAK, NOPOJHYIHE
NCH3Hje, HHBATMACKOT I0/1aTKa, N06Ujamka 3IpaBCTBEHE KIbIIKHLE, IETHTHMALM ¢ 3 noenamheHy BOXY H CTHCHIM]e,




PenyGnuka CpGuja
Yuupepauter y beorpany
Duinukn pakynrer
Bpoj muaekca: 2019/8009
Harym: 15.06.2022.

Ha ocnony wnana 29. 3akona o onwTeM ynpasiom nocTynky u cayxGere esuaeHmje H3aje ce

YBEPEIHE O ITIOJIOXKEHUM UCITUTUMA

Merap Mutpuh, ume jeaxor poanrena Muoapar, pohen 23.08.1995. roaune, Beorpaa, Cascku Benan, Peny6nuka
Cp6uja, ynucan wxoncke 2019/2020. rogune Ha JOKTOpCKe akaaeMcke CTyaHje, mkoncke 2021/2022. roguue ymucan Ha
cratyc ¢unancupamwe u3 Gyyera, cryamjckn nporpam (H3IHKa, TOKOM CTYAHja MOMAOKHO je McmHTe M3 caeachmx
npeamera:

P.6p. Iudpa  [Hanp mpeamera : : Ouena ECIIB Goux wacopa** | - l[n}yu‘ v

1. [ICI5KM7 duivka MareeTHIMa 10 (mecer) 15 [[:(8+0+0) 13.01.2020.

2 lnciskmz f::;?: TeopHja Mosba y GHIHUN HHCKOIHMCH3HOHATHHX 10 (aecer) 15 [L(8+0+0) 23.06.2020.
1:(0+0+12)

3. |ACIS®PHAI Pan na noktopary 1. aeo 1. 30 11:(0+0+12)

4. |ACISKMIS ENeKTPOHCKM TPAHCTIOPT Y jaKO KOPETHCAHUM CHCTEMHMA 10 (necet) 15  [I11:(8+0+0) 16.06.2021.

5. [ACISKM14 Teopuja pyHkumonana rycture 10 (necer) 15 |II1:(8+0+0) 27.08.2021.
11:(0+0+12)

i 150
6. |ACIS®OPH/12 Paa na pokropary 2. aco I. 30 1V-(0+0+12)

* - exBHBANCHTHPAI/NPHINAT HCNNT,
** . ®ona wacosa je y dopmarty (npeaasarma+pexbetoctanc).

Onurty yenex: 10,00 (aecer 1 00/100) , no roaunama cryanja (10,00, 10,00, /).

Crpana 1 oa |
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Peaydnuka Cpduja
Ynusepsuiieiu y beoipagy
Ocnusay: Peitydnuxa Cpduja

Hoasony 3a pag dpoj 612-00-02666/2010-04 og 12. oxitiodpa 2011.
yB iogune je usgano Munuciiapciiso iipocseitie u Hayxe PeitySnuxe Cpduje

Qusuuxu akynitieii, beoipag
OcHusay: Peitydnuka Cpduja
Ho3ssony 3a pag dpoj 612-00-02409/2014-04 og 8. ceiiitiemdpa 2014. iogure je usgano
Muruciapcitiso dpocaeiiie, Hayke u iexHonowxoi passoja PeaySnuxe Cpduje

Iletiap, Muogpai, Muitipuh

polen 23. asiycitia 1995. iogue, Beoipag, PeitySnuxa Cpduja, yiucan wixoncke 2014/2015.
1ogute, a gana 10. jyna 2018. iogure 3aspuiuo je ocHoBHe akagemcke ciiyguje, apBoi
Cilletiena, Ha ciygujckom iipoipamy Teopujcka u excilepumeHiiania guauka, oSuma

240 (gseciua veipgeceit) ogosa ECIIB ca iipoceurom oyerom 9,97 (geseisi u 97/100).

Ha ocHosy itioia usgaje my ce osa guunoma o citie4eHOM BUCOKOM 05pa3oBary U Cilipy4HoM Ha3usy

guiunoMmuparyu gusuyap

Bpoj: 9862100
Y Beoipagy, 29. ox@odpa 2019. iogune

Hexan Pexiaop
ITpod. gp Usan Benua Ipocp. gp Meanxa IMoiosuh

Wesfe juArs

00098885



Peaydnuka Cpduja
Yuusepauiueini y Feoipagy
Ocrusay: Peityénuxa Cpduja
YB Hossony sa pag époj 612-00-02666/2010-04 og 12. oxiwodpa 2011.
logune je usgano Munucigapciwiso iipocseiiie u Hayxe Peitydnuxe Cpduje

Qusuuxu paxynivein, beoipag

Ocnusay: PeiySnuxa Cpduja .
Hoasony sa pag dpoj 612-00-02409/2014-04 og 8. ceiritiemSpa 2014. iogunre je usgano
Munucitiapciiiso ipocseiiie, ayxe u iGexHonowxkoi passoja Peiydnuxe Cpduje

Iettiap, Muogpai, Muitipuh

|
pohen 23. asiyciia 1995. iogune, Beoipag, Peitydnuxa Cpduja, yitucar wxoncke 2018/2019.

/
iogume, a gana 16. ceiitiemdpa 2019. iogure 3aBpuiuo je Macitiep akagemcke ciayguje,
/ /

| gpyioi clueleHa, Ha ciaygujckom apoipamy Teopujcka U excilepuMeHmanHa ¢puauka,

oduma 60 (wesgeceir) dogosa ECIIb ca HpQCeHHOM OYeHOM 10,00 (gecein u 0/100).

Ha ocHoBy fWoia u3gaje My ce 08a guilznoma o CiliefeHoM BUCOKOM 00pa3oBarsy U aKagemckom Hasusy

macitep pusuqap

Bpoj: 10528700 )
Y Beoipagy, 10. atpuna 202. iogurie

Hexan Pexitiop
IMpodcp. gp Hoan Benva Mpod. gp Msanxa IToidosuh
) S ey A
X - P /14/‘4

00105909




OOKTOPCKE CTYAUIE

NMPEANOT TEME JOKTOPCKE ANCEPTALMUIE
KONEMMJYMY OOKTOPCKUX CTYAUIA

Metap

LLIkoncka roguHa
2021/2022

HayuHa obnact aucepraumje

Mpe3nme MuTtpuh

Bpoj nuaekca | 8009/2019 J

®du3nKa KOHAEH30BaHe MaTepuje
W CTaTUCTUYKA PU3nKa

HayuHa obnact
Ume Oapko
¢ 3Batbe
MNpesume TaHackosuh
NHCcTUTYumMja

Hacnos

®un3nKa KOHAEH30BaHE maTtepuje

Hay4YHU CaBeTHUK

MHCTUTYT 33 duU3nKy y Beorpaay

Spectral functions and mobility of the Holstein polaron

CnektpanHe QyHKLUMje M NOKPET/bUBOCT XONLWTajHOBOTr N0NapPOHa

cnepeha AOKymeHTa:

1. CemuHapcku pag (ayxuHe go 10 cTpaHuua)
2. KpaTky cTpyuHy 6uorpadujy nucany y Tpehem auuy jeaHuHe
3. ®doTOoKONUjy MHAEKCA Ca AOKTOPCKMUX CTyAuja

Y3 npujaBy TemMe AOKTOPCKe aucepTaumje Konernjymy LOKTOPCKUX CTyaunja, NOTPe6HO je NpuaoxuTy
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Odatym
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N oc 222

HWje NpuxBaTno [j

HakoH o6pasnoxetrba Teme aoKTOpCKe Aunceptaumje Konernjym LOKTopcKux CTyauja je Temy

MpoaekaH 3a Hayky ®u3nyKkor dakynteta
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PHYSICAL REVIEW LETTERS 129, 096401 (2022)

Spectral Functions of the Holstein Polaron: Exact and Approximate Solutions

Petar Mitri¢®, Veljko Jankovi¢®, Nenad Vukmirovi¢®, and Darko Tanaskovic¢
Institute of Physics Belgrade, University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia

® (Received 10 January 2022; revised 2 May 2022; accepted 5 August 2022; published 22 August 2022)

It is generally accepted that the dynamical mean field theory gives a good solution of the Holstein model,

but only in dimensions greater than two. Here, we show that this theory, which becomes exact in the weak

coupling and in the atomic limit, provides an excellent, numerically cheap, approximate solution for the

spectral function of the Holstein model in the whole range of parameters, even in one dimension. To

establish this, we make a detailed comparison with the spectral functions that we obtain using the newly

developed momentum-space numerically exact hierarchical equations of motion method, which yields

electronic correlation functions directly in real time. We crosscheck these conclusions with our path

integral quantum Monte Carlo and exact diagonalization results, as well as with the available numerically

exact results from the literature.

DOI: 10.1103/PhysRevLett.129.096401

The Holstein model is the simplest model that describes
an electron that propagates through the crystal and interacts
with localized optical phonons [1]. On the example of this
model, numerous many-body methods were developed and
tested [2]. The Holstein molecular crystal model is also very
important in order to understand the role of polarons
(quasiparticles formed by an electron dressed by lattice
vibrations) in real materials [3]. This is still a very active field
of research fueled by new directions in theoretical studies
[4—12] and advances in experimental techniques [13].

The Holstein model can be solved analytically only in
the limits of weak and strong electron-phonon coupling
[14-16]. Reliable numerical results for the ground state
energy and quasiparticle effective mass were obtained in the
late 1990s using the density matrix renormalization group
(DMRG) [17,18] and path integral quantum Monte Carlo
(QMC) methods [19], and also within variational appro-
aches [20-22]. At the time, numerically exact spectral
functions for one-dimensional (1D) systems were obtained
only within the DMRG method [17,18]. The main drawback
of the QMC method is that it gives correlation functions in
imaginary time and obtaining spectral functions and dy-
namical response functions is often impossible since the
analytical continuation to the real frequency is a numerically
ill-defined procedure. Interestingly, at finite temperature the
spectral functions were obtained only very recently using
finite-7' Lanczos (FTLM) [23] and finite-T DMRG [24]
methods. All these methods have their strengths and weak-
nesses depending on the parameter regime and temperature.
As usually happens in a strongly interacting many-body
problem, a complete physical picture emerges only by
taking into account the solutions obtained with different
methods.

The hierarchical equations of motion (HEOM) method is
a numerically exact technique that has recently gained

0031-9007/22/129(9)/096401(6)

096401-1

popularity in the chemical physics community [25-28].
It has been used to explore the dynamics of an electron
(or exciton) linearly coupled to a Gaussian bosonic bath.
Within HEOM, we calculate the correlation functions
directly on the real time (real frequency) axis [29].
Nevertheless, the applications of the HEOM method to
the Holstein model [30-34] have been, so far, scarce
because of the numerical instabilities stemming from the
discreteness of the phonon bath on a finite lattice.

Along with numerically exact methods, a number of
approximate techniques have been developed and applied to
the Holstein model [35-38]. The dynamical mean field
theory (DMFT) is a simple nonperturbative technique that
has emerged as a method of choice for the studies of the Mott
physics within the Hubbard model [39,40]. It can also be
applied to the Holstein model giving numerically cheap
results directly on the real frequency axis [41]. This method
fully takes into account local quantum fluctuations and it
becomes exact in the limit of infinite coordination number
when the correlations become completely local. It was
soon recognized [42,43] that the DMFT gives qualitatively
correct spectral functions and conductivity for the Holstein
model in three dimensions. In low-dimensional systems the
solution is approximate as it neglects the nonlocal correla-
tions and one might expect that the DMFT solution would
not be accurate, particularly in one dimension. Surprisingly,
to our knowledge, only the DMFT solution for the Bethe
lattice was used in comparisons with the numerically exact
results for the ground state properties in one dimension
[20,44]. The quantitative agreement was rather poor, sug-
gesting that the DMFT cannot provide a realistic description
of the low-dimensional Holstein model due to the impor-
tance of nonlocal correlations [16,20,44].

In this Letter, we present a comprehensive solution of the
1D Holstein model: (i) We solve the DMFT equations in all

© 2022 American Physical Society
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parameter regimes. At zero temperature we find a remark-
able agreement of the DMFT ground state energy and
effective mass with the available results from the litera-
ture in one, two, and three dimensions. (ii) For interme-
diate electron-phonon coupling, we obtain numerically
exact spectral functions using the recently developed
momentum-space HEOM approach [45]. For strong cou-
pling we calculate the spectral functions using exact
diagonalization (ED). We find a very good agreement with
DMEFT results and therefore demonstrate that the DMFT is
rather accurate, in sharp contrast to current belief in the
literature. (iii) We crosscheck the results with our QMC
calculations in imaginary time. Overall, we demonstrate
that the DMFT emerges as a unique method that gives close
to exact spectral functions in the whole parameter space of
the Holstein model, both at zero and at finite temperature.

Model and methods.—We study the 1D Holstein model
given by the Hamiltonian

H = —ZOZ(C;LCH1 +H.c.)

- gzni(aj +a;) + wozajai- (1)

Here, clT (aj) are the electron (phonon) creation operators,
to is the hopping parameter, and n; = cjc,-. We consider
dispersionless optical phonons of frequency @, and g
denotes the electron-phonon coupling parameter. f,, A, kg,
and lattice constant are set to 1. We consider the dynamics
of a single electron in the band. It is common to define
several dimensionless parameters: adiabatic parameter
¥ = w,/2t,, electron-phonon coupling 1 = ¢>/2ty®,, and
a = g/w,. These parameters correspond to different physi-
cal regimes of the Holstein model shown schematically in
Fig. 1(a).

In order to obtain reliable solutions in the whole para-
meter space, we use two approximate methods and three
methods that are numerically exact. In the Holstein model,
the DMFT reduces to solving the polaron impurity problem
in the conduction electron band supplemented by the self-
consistency condition [41]. The impurity problem can be
solved in terms of the continued fraction expansion, giving
the local Green’s function on the real frequency axis (see
Ref. [41] and Supplemental Material (SM) [46], Sec. I, for
details). A crucial advantage of the DMFT for the Holstein
model is that it becomes exact in both the weak coupling
and in the atomic limit, and that it can be easily applied in
the whole parameter space both at zero and at finite
temperature. The DMFT equations can be solved on a
personal computer in just a few seconds to a few minutes
depending on the parameters. On general grounds, the
DMFT is expected to work particularly well at high
temperatures when the correlations become more local
due to the thermal fluctuations [47,48]. We will compare
the DMFT with the well-known self-consistent Migdal
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FIG. 1. (a) Schematic plot of different regimes in the (y, 1)

parameter space. The white (black) circles correspond to para-
meters for which both HEOM and QMC (just QMC) calculations
were performed. The DMFT results are obtained in practically
whole space of parameters. (b) Comparison of the DMFT and
DMRG (taken from Refs. [17,20]) renormalized electron mass at
T = 0. (c) Comparison of the ground state energy from the
DMEFT and the global-local variational approach (taken from
Ref. [20]) at T = 0.

approximation (SCMA) [49], which becomes exact only in
the weak coupling limit; see Sec. II of SM [46].

We have recently developed the momentum-space
HEOM method [45] that overcomes the numerical insta-
bilities originating from the discrete bosonic bath. Within
this method we calculate the time-dependent greater Green’s
function G~ (k, ), which presents the root of the hierarchy
of the auxiliary Green’s functions. The hierarchy is, in
principle, infinite, and one actually solves the model by
truncating the hierarchy at certain depth D. The HEOM are
propagated independently for each allowed value of k up to
long times (@t ~ 500). The propagation takes 5 to
10 hours on 16 cores per momentum k. The discrete
Fourier transform is then used to obtain spectral functions
without introducing any artificial broadening. Numerical
error in the HEOM solution can originate from the finite-size
effects since the method is applied on the lattice with N sites,
and also from the finite depth D. We always use N and D, as
given in SM [46], which correctly represent the thermody-
namic limit. Generally, for larger g we need smaller N and
larger D. This is why the ED method with a small number of
sites could be a better option in the strong coupling regime.
The ED method can be used more efficiently after the initial
Hamiltonian is transformed by applying the Lang-Firsov
transformation; see SM [46], Sec. III.

In the QMC method, we calculate the correlation func-
tion Cy(7) = <ck(1)c,t>m in imaginary time. The thermal
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expectation value is performed over the states with zero
electrons and c¢;(7) = e ce™™. We use the path integral
representation, the discretization of imaginary time, and
analytical calculation of integrals over the phonon coor-
dinates. We then evaluate a multidimensional sum over the
electronic coordinates by a Monte Carlo method. This
method is a natural extension of early works where such
approach was applied just to thermodynamic quantities
[50-52]. Details of the method are presented in Ref. [45].

Results at zero temperature.—In Fig. 1(b), we show the
DMEFT results for the electron effective mass at the bottom
of the band, m*/my = 1 — dReZ(w)/dw|; (Where X(w) is
the self-energy), over a broad range of parameters covering
practically the whole parameter space in the (y,1) plane.
We see that the mass renormalization is in striking agree-
ment with the DMRG result [17,20] that presents the best
available result from the literature. Small discrepancies are
visible only for stronger interaction with small @wy. A
similar level of agreement can be seen in the comparison
of the ground state (polaron) energy E), in Fig. 1(c). Here,
the results obtained with variational global-local method
[20,21] are taken as a reference. While the agreement in the
weak coupling and in the atomic limit could be anticipated
since the DMFT becomes exact in these limits, we find the
quantitative agreement in the crossover regime between
these two limits rather surprising, having in mind that the
DMFT completely neglects nonlocal correlations. It is also
interesting that this was not observed earlier. The only
difference from the standard reference of Ciuchi ef al. [41]
is that we applied the DMFT to the 1D case, as opposed to
the Bethe lattice. This is, however, a key difference.
Otherwise the DMFT provides only a qualitative descrip-
tion of the Holstein model [3,16,20,44,53]. From the
technical side, the only difference as compared to the case
of the Bethe lattice is in the self-consistency equation. For
obtaining a numerically stable and precise solution, it was
crucial to use an analytical expression for the self-
consistency relation (see Sec. IB in SM [46]). We have
also calculated the effective mass for two- and three-
dimensional lattices (see Sec. IC in SM [46]) and the
agreement with the QMC calculation from Ref. [19] is
excellent. This was now expected since the importance of
nonlocal correlations decreases in higher dimensions. A
comparison with the Bethe lattice effective mass is illus-
trated in SM [46], Sec. ID.

The next step is to check if the agreement with the
numerically exact solution extends also to spectral func-
tions. Typical results at k = O are illustrated in Fig. 2. We
note that at 7 = 0 the DMFT quasiparticle peak is a delta
function (broadened in Fig. 2), while satellite peaks are
incoherent having intrinsic nonzero width. In HEOM, the
peak broadening due to the finite lattice size N and finite
propagation time #,,,, is generally much smaller than the
Lorentzian broadening used in the insets of Figs. 2(a)-2(d).
The weights of the DMFT and HEOM quasiparticle peaks

1.0
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| o=V
2t i
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4 -2 0 2

FIG. 2. (a)~(d) Integrated HEOM, DMFT, SCMA, and ED
spectral weight, I(w) = [“_ dvA;(v), for k =0 and T = 0. The
insets show comparisons of the spectral functions. I(®) is
obtained without broadening, whereas A(w) is broadened by
Lorentzians of half-width n = 0.05.

correspond to the mg/m* ratio. The satellite peaks are also
very well captured by the DMFT solution in all parameter
regimes. For g = 1 we can see two small peaks in the first
satellite structure of the HEOM solution. We find very
similar peaks also in the DMFT solution when applied on a
lattice of the same size, which is here equal to 10 (see SM
[46], Sec. IV). Hence, we conclude that these peaks are an
artefact of the finite lattice size. In the strong coupling
regime wy = 1, g = 2, the DMFT is compared with ED
since the thermodynamic limit is practically reached for
N = 4; see SM [46], Sec. IV. Here, we notice a pronounced
excited quasiparticle peak [22,23] whose energy is below
E, + wy. This peak, which consists of a polaron and a bound
phonon, is also very well resolved within the DMFT solu-
tion. For parameters in Fig. 2(d) the lattice sites are nearly
decoupled, approaching the atomic limit (7y < g, @), when
the DMFT becomes exact (see Sec. V in SM [46]). For a
comparison, we show also the SCMA spectral functions. As
the interaction increases, the SCMA solution misses the
position and the weight of the quasiparticle peak and the
satellite peaks are not properly resolved. Further compar-
isons of zero temperature spectral functions are shown in
Sec. VI of SM [46].

Results at finite temperature.—Reliable finite-T" results
for the spectral functions of the Holstein model have been
obtained only very recently using the FTLM [23] and
finite-7 DMRG methods [24]. Here, we calculate the
spectral functions using HEOM or ED and compare them
extensively with the DMFT. The results are crosschecked
using the QMC results in imaginary time.

Typical results for the spectral functions are shown in
Fig. 3, while additional results for other momenta and other
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FIG. 3. (a)-(h) Spectral functions at 7 > 0 for k = O and k = x.
In panels (e)—(f) only the ED results are broadened by Lorent-
zians of half-width n = 0.05, while all the curves are broadened
in (g)—(h) with the same 5. All insets are shown without
broadening.

parameters are shown in Sec. VII of SM [46]. We see
that for 7 > O the satellite peaks appear also below the
quasiparticle peak. The agreement between the DMFT and
the HEOM (ED) spectral functions is very good. The
agreement remains excellent even for g =2 where the
electrons are strongly renormalized m*/mg ~ 10, which is
far away from both the atomic and weak coupling limits,
where the DMFT is exact. A part of the difference between
the DMFT and the HEOM (ED) results can be ascribed to
the small finite-size effects in the HEOM and ED solutions,
as detailed in SM [46], Sec. IV. In accordance with the
presented results, it is not surprising that the self-energies
are nearly k independent, as shown in SM [46], Sec. VIIIL.
It is also instructive to examine the difference between
the SCMA and DMFT (HEOM) solutions. For moderate
interaction [Figs. 3(a) and 3(b)], the weight of the SCMA
quasiparticle peak is nearly equal to the DMFT (HEOM)
quasiparticle weight, and the overall agreement of spectral
functions is rather good. This is not the case for stronger
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FIG. 4. (a), (b) Comparison of DMFT, HEOM, and finite-7

DMRG and FTLM (taken from Ref. [24]) spectral functions at
T = 0.4. All the lines are here broadened by Lorentzians of half-
width # = 0.05. (c), (d) DMFT, QMC, HEOM, and SCMA
imaginary time correlation functions at 7 = 0.4 (T’ =1 in the

insets). Here, g = V2, wy = 1.

electron-phonon coupling [Figs. 3(c)-3(h)] where the
SCMA poorly approximates the true spectrum.

We observe that for g = /2 and k = 7 the DMFT and
HEOM satellite peaks are somewhat shifted with respect to
one another; see Figs. 3(c) and 3(d). This is the most
challenging regime for the DMFT, representing a crossover
(4 = 1) between the small and large polaron. Nevertheless,
the agreement remains very good near the quasiparticle peak
for k = 0, which will be the most important for transport in
weakly doped systems. In order to gain further confidence

into the details of the HEOM spectral functions for g = v/2,
we compare them with the available results obtained within
the finite-7T DMRG and Lanczos methods. We find an
excellent agreement, as shown in Figs. 4(a) and 4(b).

The DMFT and HEOM results are crosschecked with the
path integral QMC calculations. The quantity that we
obtain in QMC is the single electron correlation function
in imaginary time, which can be expressed through the
spectral function as Cy(7) = [% dw e *"A;(w). Typical
results are illustrated in Figs. 4(c) and 4(d), while extensive
comparisons are presented in Sec. IX of SM [46]. At T =
0.4 we can see a small difference in C,(7) between the
DMFT and QMC (HEOM) results. At T = 1, both for
k = 0 and k = z, the difference in C(z) is minuscule, well
below the QMC error bar, which is smaller than the symbol
size. This confirms that nonlocal correlations are weak.
Similarly, as for the spectral functions, the SCMA corre-
lation functions show clear deviation from other solutions.
We, however, note that great care is needed when drawing
conclusions from the imaginary axis data since a very small
difference in the imaginary axis correlation functions can
correspond to substantial differences in spectral functions.
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Conclusions.—In summary, we have presented a com-
prehensive solution of the 1D Holstein polaron covering all
parameter regimes. We showed that the DMFT is a
remarkably good approximation in the whole parameter
space. This approximation is simple, numerically efficient,
and can also be easily applied in two and three dimensions.
We successfully used momentum-space HEOM and ED
methods for comparisons with the DMFT spectral func-
tions both at zero and at finite temperature. The compar-
isons showed an excellent agreement between the spectral
functions in most of the parameter space. For parameters
that are most challenging for the DMFT, a very good
agreement was found around k = 0 and a reasonably good
agreement was obtained at larger values of k. All of the
results are crosschecked with the imaginary axis QMC
calculations and with the available results from the liter-
ature. Both the DMFT and HEOM methods are imple-
mented directly in real frequency, without artificial
broadening of the spectral functions. This will be crucial
in order to calculate dynamical quantities and determine a
potential role of the vertex corrections to conductivity by
avoiding possible pitfalls of the analytical continuation,
which we leave as a challenge for future work.
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Here we present numerical results that complement the
main text and we also show some technical details of
the calculations. The Supplemental Material is orga-
nized as follows. The DMFT for the Holstein polaron
is briefly reviewed in Sec. I. Numerical implementation
of the DMF'T self-consistency loop is presented in detail
and it is used to calculate the mass renormalization in
one, two and three dimensions and for the Bethe lattice
as well. In Sec. II the self-consistent Migdal approxima-
tion is briefly reviewed and used as a benchmark for the
DMFT in the weak-coupling limit. Sec. III presents the
ED method. In Sec. IV we investigate how the results
depend on the chain length N and on hierarchy depth D.
Sec. V examines the DMFT solution close to the atomic
limit. Additional DMFT, SCMA, ED and HEOM results
for the spectral functions at T'= 0 and T > 0 for various
parameter values and for different momenta k are shown
in Secs. VI and VII, respectively. The k-dependence
of the self-energies is shown in Sec. VIII. A detailed
comparison of the DMFT, HEOM and QMC correla-
tion functions is presented in Sec. IX. Sec. X presents
a numerical procedure that was used for the calculation
of the integrated spectral weight. In Sec. XI we show
that the different definitions of spectral functions used
by various methods are all in agreement.

I. DMFT FOR THE HOLSTEIN POLARON

The DMFT solution for the Holstein polaron on the
infinitely-connected Bethe lattice was presented by
Ciuchi et al. in 1997 [S1]. Interestingly, to our knowl-
edge, this method has not been so far implemented on
a finite-dimensional lattice. Details of the implementa-
tion in 1d and in arbitrary number of dimensions are the
main content of this Section.

A. Physical content of the DMFT approximation

The DMFT was developed in the early 1990’s in the
context of the Hubbard model [S2] and has since signif-
icantly contributed to our understanding of the systems
with strong electronic correlations [S3]. The DMFT is
a non-perturbative method that fully takes into account
local quantum fluctuations. It becomes exact in the limit

Gy = initial guess

Y = impurity solver(Gy)

o} €)de
G(w) = [%2, 75—

IG5** — Goll < eta?

FIG. S1. DMEFT self-consistency loop.

of infinite coordination number [S2], while it can be con-
sidered as an approximation in finite number of dimen-
sions that keeps only local correlations by assuming that
the self-energy ¥ (w) is k-independent.

In practice, the DMFT reduces to solving the (Anderson)
impurity problem in a frequency dependent Weiss field
Go(w) that needs to be determined self-consistently. The
bare propagator (Weiss field) Go(w) is responsible for
the electron fluctuations between the impurity and the
reservoir (conduction bath). On-site correlation is taken
into account through the self-energy. The connection
with the lattice problem is established by the require-
ment that the impurity self-energy 3imp(w) is equal to
the lattice self-energy 3;;(w) (while the nonlocal compo-
nents ¥;;(w) are equal to zero within DMFT) and that
the impurity Green’s function Gimp(w) is equal to the
local lattice Green’s function Gyi(w) = + Yy Gk(w).
The DMFT equations are solved iteratively as shown



Y= &+£ﬁi+i%?+---

FIG. S2. First few DMFT Feynman diagrams of the self-
energy in the expansion over Gp.

schematically in Fig. S1. For a given bare propagator
Gy an impurity solver is used to obtain the self-energy,
and then the self-consistency is imposed by the Dyson
equation. The subscripts for the impurity and the lo-
cal lattice Green’s function are omitted since these two
quantities coincide when the self-consistency is reached.

The DMFT solution for the Holstein polaron follows the
general concepts introduced for the Hubbard model with
an important simplification which comes from the fact
that we consider the dynamics of just a single electron.
We briefly review some key aspects and for details we
refer the reader to Ref. [S1].

The self-energy for the polaron impurity, which is cou-
pled to the reservoir by the bare propagator Go(w), can
be simply expressed in a form of the continued-fraction
expansion (CFE), which is in a sharp contrast with the
Hubbard model where the numerical solution of the An-
derson impurity model is the most difficult step. Here,
the self-energy at T' = 0 is simply given by

2
B(w) = .

Gy (w — wo) —

2g2

2

Gal(w — 2wg) — W

(S1)
(For a derivation and generalization to T > 0 see
Ref. [S1].) This expansion has an infinite number of
terms and in practice it needs to be truncated. In order
to understand which condition needs to be fulfilled for a
truncation, we will look at the diagrammatic expansion
of the self-energy.

For a single electron (i.e. in the zero density limit) the
Feynman diagrams of the self-energy consist of a single
electron line accompanied by the lines that describe the
emission and the absorption of phonons. There are no
bubble diagrams and hence there is no renormalization
of the phonon propagator. As an illustration, a diagram-
matic expansion over Go(w) up to the order g* is shown
in Fig. S2. These diagrams are included if we keep the
terms up to the second stage in the CFE.

There are two important implications from this diagram-
matic expansion. First, if we keep in the expansion terms
up to the order gV then only the phonon states |n)
with n < N appear as intermediate states. Therefore,
since the importance of the multiphonon effects can be
estimated by the parameter o? = ¢%/w? [S4], we need
to keep N > a? terms in the CFE. Second, we see

that the vertex corrections (involving the phonons on
the same site in the real-space representation [S5]) are in-
cluded in the DMFT solution. This should be contrasted
with the self-consistent Migdal approximation (SCMA)
which completely neglects the vertex corrections in the
self-energy. However, we note that one should be care-
ful in making a direct comparison to the SCMA, since
the DMFT diagrams are expanded using Gy, unlike the
SCMA.

B. Numerical implementation of the DMFT loop

We will now discuss step by step the self-consistency
loop shown in Fig. S1. The DMFT loop starts by guess-
ing the solution for the free propagator Go(w). Better
guesses lead to fewer number of iterations, so depend-
ing on the parameter regime we take Go(w) to be either
the Green’s function in the Migdal approximation (S20)
or the Green’s function in the atomic limit (S25), since
both of these expressions are analytically known. They
correspond to the cases of very weak coupling and van-
ishing hopping, respectively. Next, the self-energy X (w)
is calculated using the impurity solver (S1) and its gen-
eralization to finite temperatures [S1]. In practice these
are implemented using the recursion relations, which at
finite temperature read as:

S(w) = Gylw) — G (W), (S2a)

0 o —wo/T\,—nwo/T
G =3 Ggl((lw) . A5?/> (L) ! B;P)(w), (s2b)
Aglp) (w) = Gal(w n (p(—T: 1_)2():); _2A’Elp+1) (w)7 (S2¢)
B = Gytw— EZ ++ f);?g B (w)’ i
AP (W) =0, Bf(w)=0. (S2e)

Quantities A%p ) and B,(Lp ) are determined recursively,
starting from (S2e) and going back to (S2d) and (S2c).
Then, G(w) is calculated using (S2b), which enables us
to use Dyson Eq. (S2a) to obtain ¥(w). For T' = 0 the
equations simplify and the self-energy can be written as
Y(w) = B(()O)(w), which coincides with Eq. (S1). The
physical interpretation of the quantities in Eq. (S2) is
the following: G(w) is the interacting Green’s function
of the impurity. The quantity A (w) is just a finite
fraction that takes into account the emission of phonons.
Similarly, BY (w) is an infinite continued fraction, which
takes into account the absorption of phonons. The infi-
nite fraction Bgo)(w) can be calculated accurately even
if we truncate it B (w) =0, taking N to be a number
much larger than . The infinite series (S2b) can also be



truncated by using the number of terms 1. => T/wo
[S1].

Next step in the DMFT loop is calculating the local
Green'’s function of the lattice using the self-energy X (w)
from the impurity solver. It is calculated as

[~ p(€)de
G(w)_/mw—E(w)—e’ (83)

where p(e€) is the noninteracting density of states. This
integral is convergent since we are integrating below the
complex pole € = w — X(w), as a consequence of the
causality Im ¥(w) < 0. However, numerical instabilities
can arise due to the fact that the complex pole can be
arbitrarily close to the real axis. Hence, the numeri-
cal integration of Eq. (S3) requires additional care. In
Sec. IB 2 we present a numerical procedure which solves
this problem. However, in the 1d case these numerical
instabilities are completely avoided since Eq. (S3) admits
an analytical solution, as shown in Sec. IB 1.

Following the DMFT algorithm from Fig. S1, we now
calculate the next iteration of the free propagator using
the Dyson equation

Go™(w) =[G (w) + D). (54)

We check if |GEY (w) — Go(w)| < &0 (for each w), where
€tol 18 the tolerance parameter that we typically set to
€tor ~ 1074 or smaller. If this condition is satisfied,
the DMFT loop terminates and 3, Gy and G are found.
Otherwise, GV is used in the impurity solver and the
procedure is repeated until convergence is reached.
After the DMFT loop has been completed, we can use
the calculated self-energy ¥ (w) to find the retarded
Green’s function of our original problem

1

G = S5
k(@) w—X(w) —ex (S5)
The spectral function is then simply given by
1
Ak (w) = ——ImGk(w). (S6)
m

1. Self-consistency equation for the local Green’s function
in one dimension

Let us now show how the local Green’s function (S3)
can be analytically evaluated in a 1d system with near-
est neighbor hopping tg. The noninteracting density of
states reads as

0(4t3 — €2)

ple) = 0722» (S7)

my/4tG — €
where 0 is the Heaviside step function. Equation (S3)
can be rewritten using the substitution € = 2ty sinx
1 4 dx
~ 4tom J_. B —sinx’

G(w) (S8)

where we introduced
B = (w—X(w))/2tp. (S9)
Additional substitution z = e*® leads us to

Gw) =

1 dz
2w CZ{ (z—2p)(z—22) (510)

where this represents the counterclockwise complex in-
tegral over the unit circle C and z+ =iB++v1— B2 In
order to apply the method of residues, we first need to
find out if z4 are inside the complex unit circle |z| = 1.
Causality implies that Im 3(w) < 0 which means that
Im B > 0. In this case one can show that |z;| < 1 and
|z—| > 1, which means that only the pole at z; gives a
non-vanishing contribution to the Eq. (S10)

—1 1
B Qtomi 2to B 1_%'

G(w) (S11)

In Eq. (S11) we wrote the solution in two ways. They
are completely equivalent in our case when Im B > 0,
but can otherwise give different results. Since B can be
arbitrarily close to the real axis, it is important to en-
sure additional numerical stability by requiring that the
expression for G(w) satisfies that the Im B = 0 solution
coincides with the solution in the limit Im B — 0. This
is not satisfied by the expressions in Eq. (S11), but it
can be achieved by combining their imaginary and real
parts

1

2toaB\/1— 35

2. Self-consistency equation for the local Green’s function
in arbitrary number of dimensions

G(w) = Re +il (812)

—i
m-——.
2t0a\/ 1— B2

Here we present a numerical procedure for the calcu-
lation of the local Green’s function (S3) for arbitrary
density of states p(e), that completely eliminates the po-
tential numerical singularity at € = w — ¥(w). This is
particularly important since the techniques presented in
Sec. IB1 fail when the dispersion relation even slightly
changes. It is also relevant in the higher-dimensional
systems where the density of states is not necessarily
analytically know.

Let us suppose that the self-energy and the density
of states are known only on a finite, equidistant grid
wo,w1...wN—1, where Aw = w;y; — w;. Further, sup-
pose that the density of states is vanishing outside some
closed interval [Dy, D] and that the grid is wide enough
so that there are at least a couple of points outside



that closed interval: p(wg) = ... = p(ws) 0 and
plwn—1) = ... = p(wny—4) = 0. These are quite gen-
eral assumptions that are always satisfied in the systems
we are examining. The local Green’s function can now
be rewritten as

ple)

N=2 pwipa
G(w):i;/w dem. (S13)

At each sub-interval [w;,w;11] the density of states is
only known at the endpoints, so it is natural to approx-
imate it using a linear function

ple) = a; + bi(e — w;), (S14)
where a; = p(w;), b; = (p(wit1) — p(w;))/Aw. Intro-
ducing a shorthand notation £ = w — X(w), we evaluate
Eq. (S13) analytically

N—2
Gw) = )  bi(wi —wiy1)
v
+ a; [In(§ —w;) — In(€ — w;t1)]
v
+ bi(§ —w;) [In(§ —w;) — In(§ —wig1)].
i=0

(S15)
The first line is just a telescoping series that is vanishing

N—-2

Z bi(wi —wit1) = p(wo) — plwn-1) = 0.

K2

(S16)

The last two lines in Eq. (S15) can be transformed by
shifting the indices ¢ + 1 — 4, taking into account that a
few boundary terms are vanishing and using the identity
a; — ai—1 = (w; —wi—1)bi—1

Gw) = Z p(wit1) — 2/20:;) + p(wi_1)

X (w—w; —Xw))In(w—w; — X(w)). (S17)
This expression now has no numerical instabilities. This
is most easily seen from the fact that it has the form
z In x which is well defined even in the limit x — 0, where
it vanishes. Of course, the results were obtained by using
the linear interpolation of the density of states. This is
completely justified if p(e) is smooth or has finitely many
cusps. However, the presence of van Hove singularities
in p(e) may require some special analytical treatment
around them.
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FIG. S3. (a) Continuous-time QMC (taken from Ref. S6)

vs. DMFT mass renormalization in 1d, 2d and 3d, with wo =
1. (b) Comparison of the DMFT mass renormalization on
different lattices.

C. Effective mass in 1d, 2d and 3d

The DMFT mass renormalization is calculated in one,
two and three dimensions. These are then compared to
the continuous-time path-integral quantum Monte Carlo
(QMC) results from Ref. S6. In that paper it was
noted that the numerical accuracy of the QMC method
is 0.1% — 0.3%. The results are presented in Fig. S3(a).

We note that the definition of A and + is slightly different
than the one we gave in the main text. Here

92

OJ()W/Q;

wo

V= W/27

A= (S18)

where W/2 is the half bandwidth. This coincides with
our previous definition in 1d, but gives an extra normal-
ization in higher dimensions.
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FIG. S4. 1d vs Bethe DMFT local spectral functions.

D. Comparisons with the Bethe lattice results

In the main text we emphasized that the misconception
about the validity of the DMFT in 1d appeared since
only the DMFT results on the Bethe lattice were used in
comparisons with other methods [S7, S8]. In this section
we illustrate why such comparison is inappropriate.
The main difference in practical implementation, com-
pared to 1d, can be ascribed to the self-consistency con-
dition for the Bethe lattice (corresponding to the semi-
elliptic density of states) which can be formulated using
a simple algebraic equation [S1]

(W/2)?
, G(w))

In Fig. S3(b) we compare the DMFT mass renormaliza-
tion on different lattices using the same half-bandwidth.
There is a clear discrepancy between the 1d and the
Bethe lattice results, in accordance with the already
mentioned earlier works.

-1

Go(w) = <w - (519)
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FIG. S5. 2d vs Bethe DMFT local spectral functions.

The Bethe lattice lacks a dispersion relation since it
has no translational symmetry. Therefore in Fig. S4
we compare only the local spectral functions A(w)
—1ImG(w) = —1Imy 3, Gi(w) of the Bethe and 1d
lattice. For small couplings, the spectral functions re-
semble the noninteracting density of state and we find
a large discrepancy, as shown in panels (a) and (b). In
contrast, close to the atomic limit in Fig. S4(f) spectral
functions become more alike. We note that the regimes
at panels (c)-(f) are the same as in Fig. 3 from the main
text.

It is rather surprising that there is a striking agreement
between the effective mass for 2d and the Bethe lattice
as shown in Fig. S3(b), even though the noninteracting
density of states are different, Fig. S5(a). Interestingly,
we can see from Fig. S5 that the local spectral functions
become very similar already for moderate interactions.



II. WEAK-COUPLING LIMIT

In this section we introduce the self-consistent Migdal
approximation (SCMA) and use it as a benchmark for
the DMFT in the weak-coupling limit, where SCMA is
exact. More importantly, we can examine a deviation
of SCMA from DMFT for stronger couplings, which is
shown in the main text and in the following sections of
the SM.

A. Migdal approximation

The Migdal approximation [S9], as shown in Fig. S6,
is defined by taking into account only the lowest order
Feynman diagram in the perturbation expansion of the
self-energy.

a; Un
Sie(iton) = o kg

FIG. S6. Feynman diagrams of the self-energy in the Migdal
approximation

Due to its simplicity it can be evaluated analytically

Yre(w) = g2 (b+1)S(w — wo) + g*b S(w +wp), (S20)

where b = b(wp) = (e°/T —1)~! and

S(w) = (W —42)"Y? forw >0,

while the solution for w < 0 can be obtained by noting
that ImS(w) and ReS(w) are symmetric and antisym-
metric functions, respectively. However, this solution
is accurate only for very small coupling g. For larger
coupling a much better solution is obtained within the
self-consistent Migdal approximation.

B.

N
TN R

FIG. S7. Feynman diagrams in the SCMA approximation.

Self-consistent Migdal approximation

>

In the SCMA, free fermionic propagator from Fig. S6
is replaced with the interacting propagator, as shown in
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Fig. S7. The corresponding equation for the self-energy
can be written as

Yr(w) = ¢2(b+ 1)G(w — wp) + g0 G(w + wp), (S21)

where G(w) = % 3, Gr(w) is the local Green’s function.
Equation (S21) needs to be solved self-consistently, since
the Green’s function can be expressed in terms of the
self-energy (via the Dyson equation).

Using the expansion with respect to the free propagator,
the formal solution for the self-energy can be written
as an infinite series of non-crossing diagrams, as shown
in Fig. S7. We see that the first term represents the
Feynman diagram in the Migdal approximation. It is
thus not at all surprising that the SCMA range of validity
is much larger than the one-shot Migdal approximation.

We note that the SCMA self-energy is momentum-
independent, which follows from Eq. (S21), making this
method numerically cheap.

C. DMFT vs. SCMA in the weak coupling limit

A comparison of the DMFT and SCMA spectral func-
tions in the weak coupling limit is shown in Fig. S8.
Results almost fully coincide. As the electron-phonon
coupling increases, the SCMA spectral functions starts
to deviate from the exact solution, as we see from the
main text and from the remaining part of the Supple-
mental Material.
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IIT. STRONG COUPLING: EXACT
DIAGONALIZATION

In the strong coupling regime we can approach the solu-
tion in the thermodynamic limit by using a small number
of lattice sites. In SM Sec. IV we show that for g = 2,
wo = 1 we are close to thermodynamic limit by consid-
ering a chain of just N = 4 sites. In this case we can
reach a solution using the exact diagonalization (ED). In
the following we describe our implementation of the ED
method.

We calculate the spectral function by diagonalizing
the Holstein Hamiltonian in the space spanned by the
vectors Uc;r |[ning...ny), where n; is the number of
phonons at site ¢ € {1,..., N}, satisfying Y . n; < nmax,
while U is the unitary operator of the Lang-Firsov trans-
formation [S10] given as

0 o Sicleforal) (522)

Both NV and nnyax need to be increased until convergence
is reached. The spectral function is then calculated as

1
Ak(w) = - D e PN " S(w+ By — Eo)| (plexle) |,
- -

(523)
where |p) denotes purely phononic states, the energy of
which is E,, |e) denotes the states with one electron and
arbitrary number of phonons, the energy of which is F,
and Z, = Zp e AF» is the phononic partition function.

We found that convergent results for the spectral func-
tion when g = 2, wg = 1, N = 4 could be obtained
for nmax = 16. The results are shown in Figs. S16-
S21, as well as in Figs. 2(b) and 3(e)-(f) of the main
text. The spectral functions at k points different than
k= Qﬁi, 1 €{0,...,N — 1} were obtained by employing
so-called twisted boundary conditions, that is by chang-
ing the terms in the Hamiltonian tocjciH — toei‘bcjci“
and toczﬂci — toe’wchlci. The spectral function ob-
tained from such a modified Hamiltonian corresponds
then to the spectral function at k + ¢.

14



IV. FINITE-SIZE EFFECTS AND HEOM
DEPTH

The numerically exact HEOM, QMC and ED methods
are implemented on a 1d lattice of length N. Results
which are representative of the thermodynamic limit can
be obtained by taking large enough N. Furthermore,
the hierarchy of HEOM needs to be truncated using
sufficient depth D. In the ED method the number of
phonons in the Hilbert space need to be specified. All
of these parameters should be as large as possible, but
the practical numerical implementation is restricted by
the available computer memory. Finite-N and finite-D
analysis was performed in all parameter regimes where
we have HEOM results. In Figs. S9, S10, and S11 we
briefly illustrate such analysis in the intermediate and
strong coupling regime.

The optimal value of D strongly depends on the interac-
tion strength and temperature. For large interaction we
need large D since many phonon states are populated
even at 1" = 0. Similarly, larger temperature also re-
quires larger HEOM depth. As illustrated in Fig. S9(a)-
(b), for wp =1, g = 1 the convergence is nearly reached
already for D = 6. For g = v/2 (Fig. S10(a)-(b)), we
need slightly larger D. However, in the strong-coupling
regime for ¢ = 2 we need much larger D, and from a
comparison with the ED results for N = 4 in Fig. S11
we can conclude that the HEOM result has rather well
converged only for D = 17. We can also observe that the
results at k = 0 typically converge faster with respect to
D than the results at k = .

The value N for which the spectral functions correspond
to those in the thermodynamic limit also depends on the

4l @) o D=8 || o D=8 (b)
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w

FIG. S9. Finite-N and finite-D effects in the HEOM method
at intermediate coupling wo = 1, g = 1, T' = 0, which is the
same regime as in Fig. 2(a) of the main text. Here we use
Lorentzian broadening with n = 0.05.
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FIG. S10. Finite-N and finite-D effects in the HEOM at
intermediate coupling wo = 1, g = v/2, T = 0, which is the
same regime as in Fig. 2(c) of the main text. Here we use
Lorentzian broadening with 7 = 0.05.

parameter regime: for larger interaction g and for higher
T the chain length N can be smaller, while for smaller g
and lower T" we need larger N. In panels (¢) and (d) of
Figs. S9 and S10 we see that for intermediate coupling
there is some difference in spectral functions for N = 6
and N =10 (N = 8). At k = 0 it is particularly visible
in the first satellite structure for ¢ = 1. Remarkably,
the DMFT on a finite lattice N = 6 (N = 10) predicts
very similar satellite structure as HEOM for the same V.
This indicates that the correct satellite peak in Fig. 2(a)
of the main text should be closer to DMFT, while HEOM
results have some artefacts because of the finite lattice
size. On the other hand, for ¢ = 2 it is enough to set
N =4, as we now demonstrate.

It is very efficient to analyze the finite-size effects using
the DMFT applied on a finite system with IV sites. This
is very simple to implement in the DMFT loop. The only
difference is in the self-consistency equation: instead of
the integral over the density of states, the local Green
function is obtained as an average over the k vectors

N
G(w) = % Z Gy, (w). (S24)

We can see from Fig. S12 that there is very little dif-
ference between N = 4, N = 6 and thermodynamic
limit for ¢ = 2, wy = 1. We showed only the results
for T'= 0.4, but we checked that the conclusions remain
true even for T' = 0. Therefore, setting N =4 in HEOM
and ED calculations is enough. This left enough com-
puter memory to use large D = 17 in HEOM calcula-
tions. Then all three methods give very similar spectral
functions as seen in Fig. S11.

Fig. S13 shows the DMF'T finite-size effects close to the
atomic limit, both for the spectral function Ag(w) and



for the self-energy Y(w). The spectral functions are not >
strongly N-dependent. On the other hand, the details

of the self-energy are much more sensitive to finite-size ’5

effects. Finite N results show a kind of a stripe pattern, =1r K
while N = oo results are smoother. <
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FIG. S11. Finite-N and finite-D effects in the strong cou-
pling regime wo = 1, g = 2, T = 0.4, which is the same
regime as in Figs. 3(e)-(f) of the main text. ED spectral func-
tions (N = 4) are shown using Lorentzian broadening with
n = 0.05, while other methods are shown without broaden-
ing. DMFT results are in thermodynamic limit.

0.8

FIG. S12. DMFT spectral functions for different N.
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V. ATOMIC LIMIT

Here we investigate the DMFT solution close to the
atomic limit. For decoupled sites (t¢ = 0), using the
Lang-Firsov transformation [S4, S10], the Green’s func-
tion at T'= 0 is given by

Glw) = i atre=’ L (S250)
—~ nl w-—nw— E,+i0"’
and at T >0
o

I, (2&2 b(b+ 1))
Glw) = Z w—nwy — B, +1i0T

n=—oo

67(2b+1)o¢2+nw0/2T

(S25b)
Here E, —g%/wo is the ground-state energy, I, are
the modified Bessel functions of the first kind and b =
b(wo) = (e*o/T—1)~1. We see that the atomic limit spec-
trum consists of a series of delta functions at a distance
wp from each other. At T'= 0 the lowest energy peak is
at w = FE,, which corresponds to the ground-state (po-
laron) energy. At finite temperatures more delta peaks
emerge even below the polaron peak.

The integrated DMFT spectral weight at 7' = 0 is shown
in Fig. S14 and compared to the exact atomic limit. It
was calculated using the numerical procedure introduced
in Sec. X. I(w) features jumps at frequencies where A(w)
has peaks and the height of those jumps is equal to the
weight of the peaks. Nonzero hopping in the DMFT so-
lution introduces small momentum dependence of Iy (w),
which is why Fig. S14 shows the result averaged over all
momenta. A more detailed comparison is presented in
Table S1. It shows the numerical values of the DMFT
I(w) at the positions of delta peaks (for a given k and
averaged over many k) in comparison with the analytical
to = 0 result from Eq. (S25a). These delta peaks, posi-

tioned at nwo+ E),, have the weights equal to a2ne=e’ /n!
forn=0,1...

For T' > 0, the peaks are located both below and above
E,. The DMFT spectra averaged over k are shown in
Fig. S15. They have a characteristic fork-shaped form
at low T, which is the consequence of the 1d density of
states. The weight of the peaks are very close to the ana-
Iytical result I, (202 /b(b + 1))e~(2+De’ tnwo/2T  Thege
spectral weights, averaged over momenta k, are given in
Table S2.
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FIG. S14. DMFT integrated spectral weight for to = 0.05

(shaded) and to = 107" (red dashed line) averaged over all
momenta, I(w) = % >, [“__ Ax(v)dv, in comparison to the

exact to = 0 result (blue solid line).

TABLE S1. Integrated spectral weight I(w) for wo =1, g =
1 at T = 0. The exact atomic limit corresponds to to
0.00. For to = 1075 the DMFT solution has no k-dependence
within the specified accuracy. We denote the k-values to be
‘av.” if the answer is averaged over all momenta.

k Y2 -1 0 1 2 3
to
0.00 10.00 0.37 0.74 0.92 0.98 1.0
all [107°]0.00 0.37 0.74 0.92 0.98 1.0
av. | 0.05 10.00 0.37 0.73 0.92 098 1.0
0 0.05 10.00 0.40 0.76 094 099 1.0
7T/2 0.05 10.00 0.37 0.74 092 098 1.0
s 0.05 10.00 0.33 0.71 091 0.98 0.99
35
30 T=1.4
251~ a l I l A A
T=1.2
—~20= A I I l A A
3 I T=1.0
< 15 | | l l A A
=0.8
10 n I l . A .L
> N H T=04
(0= - ; ; I L ;
-3 -2 -1 0 1 2 3
w

FIG. S15. DMFT spectral functions A(w) = & >, Ax(w) for
wo =1, g=1, to = 0.05, at several temperatures.



TABLE S2.

mula. Here wo =1, g =1.

Spectral weights of the peaks
w = nwo + Ep for n = —2,-1,0,1,2,3. The DMFT spec-
tra, obtained for to = 0.05, are averaged over k. The atomic
limit values (to = 0.00) are obtained from the analytical for-

located at

T

w
to

—2

-1

0

1

2

3

0.4

0.00

0.03

0.34

0.35

0.19

0.07

0.02

0.4

0.05

0.03

0.34

0.34

0.18

0.07

0.02

0.6

0.00

0.06

0.30

0.33

0.19

0.08

0.02

0.6

0.05

0.06

0.30

0.33

0.19

0.08

0.02

0.8

0.00

0.09

0.27

0.30

0.19

0.09

0.03

0.8

0.05

0.09

0.27

0.30

0.19

0.09

0.03

1.0

0.00

0.10

0.25

0.28

0.19

0.09

0.04

1.0

0.05

0.10

0.25

0.28

0.19

0.10

0.04

1.2

0.00

0.11

0.23

0.26

0.19

0.10

0.04

1.2

0.05

0.11

0.23

0.26

0.19

0.10

0.04

1.4

0.00

0.12

0.21

0.24

0.19

0.11

0.05

1.4

0.05

0.12

0.21

0.24

0.19

0.11

0.05
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VI. SPECTRAL FUNCTIONS AT T = 0:

ADDITIONAL RESULTS

Spectral functions and integrated spectral weights at
T =0 for £k = 0 are shown in Fig. 2 of the main text.
In Figs. S16 - S18, we show the results for additional
momenta. We note that the integrated spectral weight
was calculated without broadening, using the numerical
scheme described in Sec. X. The spectral functions are
shown with a small Lorentzian broadening 7,

1/ gy AW
Tr — 00

n?+ (w—v)?
We see that there is a very good agreement between
DMFT and HEOM/ED results. In every regime where
HEOM was implemented, we checked that the results
were well converged with respect to the lattice size N
and the maximum hierarchy depth D. These values are
shown in Table S3.

We note that the HEOM/ED method imposes the peri-
odic boundary conditions on a finite lattice. This means
that the HEOM/ED spectral functions are available only
for a discrete values of momenta, unlike the DMFT which
is calculated in the thermodynamical limit. Results for
additional k-values are obtained using twisted boundary
conditions.

Ap(w) (526)

FIG. S16.  Integrated spectral weight at 7" = 0 with no
broadening. The insets show spectral functions with n = 0.05
Lorentzian broadening. Different panels have the following
values of the momenta: (a) k = 52, (b) k=%, (c) k = T,

25
) k=1

19

FIG. S17.  Integrated spectral weight at T = 0 with no
broadening. The insets show spectral functions with n = 0.05
Lorentzian broadening. Different panels have the following

values of the momenta: (a) k= 28Z, (b) k= 2%, (c) k = 3¢,
(d) k= 2.
1.0
(a)
305 5
= 3
<
0,014
-270
0.0-=F"
1.0
(©) (d) s
i g=Vv12
305 /
3
! < .,
0 ‘
i -0 s
0.0 0 510
w
FIG. S18.  Integrated spectral weight at T = 0 with no

broadening. The insets show spectral functions with n = 0.05
Lorentzian broadening. Every panel is calculated for k = .

TABLE S3. Lattice size N and the maximum hierarchy
depth D used in the HEOM calculations which correspond
to Figs. S16-S18 and Fig. 2 from the main text.

Parameters N D
wp=1 g=1 10 6
wo=1 ¢g=+2 8 7
wo=3 ¢g=+12 6 9




VII. SPECTRAL FUNCTIONS AT T > 0:

ADDITIONAL RESULTS

Spectral functions for kK = 0 and k = 7, shown in Fig. 3
of the main text, are supplemented with the results for
different £ in Fig. S19. Overall, the agreement of DMFT
and HEOM/ED spectra is very good which confirms that
the nonlocal correlations are not pronounced. Results for
different temperatures are shown in Figs. S20 and S21.
We checked that the HEOM results are well converged
with respect to lattice size N and maximum hierarchy
depth D. The values of N and D, used in the calcula-
tions, are shown in Table S4.

TABLE S4. Lattice size N and the maximum hierarchy
depth D used in the HEOM calculations which correspond
to Figs. S19 - S21 and Fig. 3 from the main text.

Parameters N D
wp=1g=1 T=0.7 10 6
wp=1g9g=1 =1 10 6
w=1¢g=v2 T=04 8 8
wo=1g=v2 T=06 8 7
wo=1g=v2 T=08 8 7
wy=1g= T=04 4 17
wo=3 g=+V12 T = 6 9

It is common to present the spectral functions as color
plots in the k —w plane. In Fig. S22 we show the DMFT
color plot for parameters as in Figs. S19 - S21. For com-
parison purposes, in Fig. S23 we also show the DMFT
color plot for the same parameters as in the finite-T
Lanczos results from Fig. 2 of Ref. [S11]. Small differ-
ence in DMFT vs. Lanczos method color plots is due to
the more pronounced peaks in the DMFT spectra.

20

FIG. S19. HEOM, DMFT, SCMA and ED spectral functions
for different parameters. On the left panels 7/4 < k < 7/3,
whereas 7/2 < k < 37/4 on the right. The integrated spec-
tral weight is presented in the insets without broadening. In
panels (g) and (h) Lorentzian broadening with n = 0.05 is
used for all spectral functions, while only ED is broadened in
(e) and (f) using the same 7.



FIG. S20. HEOM, DMFT, SCMA and ED spectral func-
tions for different parameters. On the left panels & = 0,
whereas £ = m on the right. The integrated spectral weight
is presented in the insets without broadening. The Lorentzian
broadening with n = 0.05 is used only for ED spectral func-
tions.

21

FIG. S21. HEOM, DMFT, SCMA and ED spectral functions
for different parameters. On the left panels 7/4 < k < 7/3,
whereas 7/2 < k < 37/4 on the right. The integrated spec-
tral weight is presented in the insets without broadening.
The Lorentzian broadening with n = 0.05 is used only for
ED spectral functions.



(wo,9,T)=(1,1,0.7) . (wo,9,7T)=(1,1,1)
(b)

0,9, T)=(1,V2,04
N

29, T) = (1, 2, Oy

(f) —

,T)=(1,V2

FIG. S22. The DMFT spectral functions Ay (w) for param- FIG. S23. The DMFT spectral functions Ay (w) for param-
eters as in Figs. S19 - S21. The same color coding is used in eters as in Fig. 2 of Ref. [S11]. The same color coding is used
all plots. in all plots.
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VIII. HEOM SELF-ENERGIES

The results for the spectral functions, as well as for
the effective mass and ground state energy, have shown
that the DMFT gives an excellent approximate solu-
tion of 1d Holstein model in the whole parameter space.
This indicates that the self-energy is approximately local
which we explicitly demonstrate in this Section. Since
Yk (w) = _j(w) we will show only the results for k& > 0.

In Fig. S24 we present the HEOM and DMFT self-
energies in the intermediate coupling regime. Panels (a)
and (b) of Fig. S24 show that the self-energies are nearly
local, whereas the DMFT solution interpolates in be-
tween. The self-energy is approximately local also for
g = /2, Fig. S24(c)-(d). There is a visible discrepancy
only at higher momenta, which reflects in a shift of the
spectral functions with respect to the DMFT solution in
Fig. 3(d) of the main text.

The results for the strong coupling are presented in
Fig. S25. The DMFT solution for Im3 falls to zero
between the peaks, as opposed to the HEOM solution
where such behavior is observed only for the first few
peaks. This is why, for the sake of clarity, the DMFT
self-energy is omitted. This is consistent with Fig. S11
where the HEOM results feature the dips, while DMFT
solution has gaps. Nevertheless, the presented HEOM
results are enough to conclude that the self-energy is
nearly local. This is particularly important conclusion
since these parameters correspond to strongly renormal-
ized effective mass, m*/m = 10.

The regime close to the atomic limit is investigated in
Fig. S26. Panels (c¢) and (d) show that the results are
nearly local, but have a kind of stripe pattern, unlike the

4
3
k=72x2
1
(d) 0
0 4
W w

FIG. S24. HEOM and DMFT self-energies for intermediate
coupling.

“a§ T
Il
ON

S R
w

a | ]

No-
(o)

FIG. S25. HEOM self-energies for strong coupling. Here
N =4 and D =17.

FIG. S26. Panels (a) and (b) show HEOM and DMFT self-
energies close to the atomic limit wo = 3, g = V12, T = 1.
Panels (c)-(d) show the same HEOM results as in (a)-(b) but
shifted for different values of momenta k.

DMF'T solution which is in thermodynamic limit. This is
here just a consequence of the finite-size effects, as shown
in Fig. S13. As discussed in Sec. IV, even though the



finite-size effects are visible as stripes in the self-energies,
they will not significantly affect the spectral functions.
This is why we see a very good agreement between the
DMFT and N = 6 HEOM spectral functions in panels
(g) and (h) of Fig. 3 in the main text.
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IX. CORRELATION FUNCTIONS

Here we present a detailed comparison between QMC,
HEOM and DMF'T correlation functions. The QMC cor-
relation function is defined by

Ci(7) = (er(T)c}) 10, (527)
where ¢ (1) = eHepe™™ and 0 < 7 < 1/T. In
Sec. XID we proved the following relation

Cr(1) = / dwe T A (w). (S28)

Eq. (S28) can now be used to check whether the spectral
functions that we calculated using other methods are
consistent with the QMC results. A calculation of the
spectral functions from the QMC data would assume an
analytical continuation which is an ill-defined procedure,
particularly problematic when the spectrum has several
pronounced peaks. Therefore, we have to settle for a
comparison on the imaginary axis.

Fig. S27 shows the imaginary time QMC, DMFT and
HEOM correlation functions and their deviation from
the QMC result, for parameters as in Fig. 4 of the main
text. We see that the deviation is very small, the rel-
ative discrepancy being just a fraction of a percent at
T = 1. The discrepancy between the DMFT and QMC
increases at lower temperatures when the nonlocal cor-
relations are expected to be more important, but it re-
mains quite small even at T = 0.4. As we can see, the
DMEFT gives better results at kK = 0 than at k = 7.

In Fig. S28 we present the correlation function compari-
son over a broad set of parameters. The DMFT, HEOM
and QMC are in excellent agreement, with the relative
discrepancy of the order of one percent for 7 ~ 1/T. The
SCMA results are also included for comparison.

From Eq. (S28) we see that the correlation function un-
evenly treats different frequencies from the spectral func-
tion. Because of the exponential term, it takes into
account low-frequency contributions with much larger
weight. Thus, the correct DMFT and HEOM predictions
about correlation function reveal that the low-frequency
parts of the corresponding spectral functions behave ap-
propriately and fall off fast enough. This is very im-
portant property for calculating quantities where the
low-frequency part gives large contribution to the result,
which would be the case for optical conductivity.

Let us now estimate how much a Gaussian centered at
frequency a,
W _(w-a?
A,?(w) = e ,

202
ovV2T

(S29)

would contribute to the correlation function. Here W
is the spectral weight and o is the standard deviation
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FIG. S27. DMFT, HEOM and QMC correlation functions
for wo =1, g =+v2at k=0 and k = 7 at several tem-
peratures. The right panels show the relative discrepancy
between DMFT and HEOM results with respect to QMC.

of the Gaussian. This could model a tiny peak present
due to the noise, or a real physical contribution. The
corresponding part of the correlation function C’,? can
be singled out since Eq. (S28) is linear in Ag. It can be
evaluated analytically, giving

7,2

CS(r) = We™3

T, (S30)
We see that the spectral weight contributes linearly,
while the position of the delta peak contributes expo-
nentially (note that a can be negative). The width of
the Gaussian o, as well as the imaginary time 7, are
quadratic inside the exponential. Hence, Eq. (S30) ex-
plicitly shows that precise calculation of the correlation
function requires very accurate spectral functions at low
frequencies. Even a small error or noise can produce a
completely wrong result. Reliable comparison of Cy(7)



was made possible only due to the high precision of both
DMFT and HEOM calculations.
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FIG. S28. Comparison of DMFT, HEOM, QMC and SCMA correlation functions over a wide range of parameters. The
HEOM results are not available for the parameters in the last row.
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X. TECHNICAL NOTE: NUMERICAL
CALCULATION OF THE INTEGRATED
SPECTRAL WEIGHT

We describe a numerical scheme for calculating the in-
tegrated spectral weight. Integrated spectral weight is
defined as

() = /7 Y A, ($31)

where Ag(v) is the spectral function. Straightforward
numerical integration of Eq. (S31) can sometimes lead
to the conclusion that the spectral sum rule Ij(co) =1
is violated. This happens because the numerical repre-
sentation of Ay (v) on a finite grid does not detect the
possible presence of delta function peaks without intro-
ducing artificial broadening. This is why our numeri-
cal scheme calculates I (w) directly from the self-energy
Y(w).

Let us suppose that the self-energy data {¥g, 21...8n_1}
are known on a grid {wp,wr..wny—1}. The integrated
spectral weight can then be rewritten as

1I /“” dv
P oo V= X(V) — &g

-1

1 Wat dv
1 A
ﬂm;/w v—X(v) —ek

q

Ik(wl)

Q

(S32)

The delta peaks in Eq. (S32) occur whenever our subin-
tegral function is (infinitely) close to the singularity, i.e.
when Im¥(v) — 0~ and v — ReX(v) — 1, &= 0. These are
most easily taken into account by using the linear inter-
polation of the denominator in Eq. (S32) and evaluating
the integral analytically

1 -1
I;C(wl) =~ 7;11112/

q=0"%a
-1
Ly g [ o B
s q:OI—Ef] Wq — €k — g ’

(933)

Wqg+1

dv
V—¢Ep— [Eq + Zfz(zx — wq)}

where ¥f = (X411 — ¥¢)/(wg1 — wy). In the last line
of Eq. (533) we used that Inz — Iny = In(x/y), which
holds since Im¥, < 0 (for every q).

In the limit when Aw; = wg+1 — wq is small, Eq. (S33)
predicts that the contribution which corresponds to the
interval (wg, wq+1) is equal to

1 1
TSt 1-g,%) (S34)
Wq+1—Wq
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if the interval contains a delta peak, whereas it is

. {A“’Q} (S35)
T Wq — €k — Xg

otherwise. The analytical result for the contribution of
the delta peak coincides with Eq. (S34), while Eq. (S35)
is exactly the term we would get using the standard Rie-
mann sum. Having in mind that the Riemann sum ap-
proach is completely justified in the absence of delta
peaks, we conclude that the integration scheme pre-
sented in Eq. (S33) is perfectly well-suited for the calcu-
lation of the integrated spectral weight.



XI. TECHNICAL NOTE: EQUIVALENCE OF
SPECTRAL FUNCTIONS FROM DIFFERENT
DEFINITIONS

Throughout this paper we compared spectral and cor-
relation functions obtained with various methods. Each
method uses different definition of the spectral function.
The purpose of this Section is to show that all of them
are equivalent in the case we are considering, which is a
single electron in a system. We also present the relation
which connects the spectral function with the imaginary-
time correlation function obtained from QMC calcula-
tion.

A. Spectral function from greater Green’s function

In the HEOM method, the most natural starting point
is the greater Green’s function [S12]

;
Ck>To'

)

Gz () =i (536)

Here ¢y and CL are the electron annihilation and creation
operators, while
a (t) = eiey (0) e M1,

The notation (...),., denotes the thermal overage over
the space of states containing zero electrons

>, (ple ™/ Talp) 1
ZP

(@)=

—Hpn/T
e T .
O T U I I

P
(S37)
Here |p) denotes the states containing no electrons and
arbitrary number of phonons, Hpy is purely phononic
part of the Hamiltonian and Z,, is the phononic partition
function. The spectral function is now defined as

A (@) = —%ImGi ), (S38)
where
G (W) = / dt e G2 (1). ($39)

These expressions can be cast into explicit form using
the Lehmann spectral representation (using the basis of
energy eigenstates H|n) = E,|n))
Gy (1) = 5+ e B/ Te ! plae) e (elep)
P e

(540)
where |e) denotes the states containing one electron and
an arbitrary number of phonons. The spectral function
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can now be obtained by taking the Fourier transform of
previous expression and using Eq. (S38)

1 _
Aic(w) = 5 DTN T8 (w0t By — Eo) | (plele) .
Py o
(S41)
B. Spectral function from retarded and

time-ordered Green’s function

In the DMFT/SCMA, we can start from the time-
ordered Green’s function [S1] with just a single electron
inserted into the system
G (t) = —i(Ter(t)el)ro. (S42)
As in the case of the greater Green’s function, here we
average only over the phonon degrees of freedom. This
means that (S42) gives nonvanishing contribution only
fort >0
Guclt) = —i0(t) (ex(t)ef) 7o (343)
In our case of a single electron in the system, this coin-
cides with the retarded Green’s function. Ref [S1] ex-
plains in detail how is this connected to the polaron

impurity problem. Now, the spectral function can be
obtained as

A(w) = —%ImGk(w), (S44)

where

lim dt et Gy (1)

e—=0t ) _o

Gk (w) (S45)

Let us now check whether the definitions of spectral func-
tions from Secs. XI A and XIB are in agreement with
one another. This can be easily checked by utilizing the
Lehmann spectral representation

—i0 (t -
Gu (1) = Zp( LS e B T BB ()
p,e

(S46)
The spectral function is now obtained by performing
the Fourier transform, using Eq. (S44) and the Plemelj-
Sokhotski theorem Imlim_ o+ -5 = —md (z). We ob-
tain the result which coincides with (S41). Furthermore,
these results also coincide with Eq. (523). This confirms
that all of these approaches are consistent with one an-

other.



C. Spectral function from grand canonical

ensemble

It is also quite common to work within the grand canoni-
cal ensemble, not restricting ourselves explicitly to a sin-
gle electron in a system. Here we use the usual definition
of the retarded Green’s function

—if (¢) <{ck (1) ,cL}>T,

G (t) (S47)

where

Ck(t) _ eiKtcke—iKt’

(548)
K = H — uN and N being the electron number oper-
ator. The notation (...)r denotes the average value in
the grand canonical ensemble and {, } is the anticommu-
tator. The spectral function is obtained by substituting
Gk (t) from (S47) into Egs. (S45) and (S44). A more
explicit form can be obtained using the Lehmann spec-
tral representation (using the basis of energy eigenstates
Kln) = Ko|n))

1

~ 0 e mileng) 6 (Ko, — K, + )

2
||| 6 (0, ~ o +0)]
(S49)

where Z = Tr(e_ﬁK) is the partition function. Let us
now consider what happens in the case we are interested
in, which is the zero density limit. This corresponds to
W — —00.

We note first that the dominant terms in the partition
function Z in this limit are from the states with zero

electrons
Z = Ze‘ﬁK” = Ze_BKP = Zp.
n

p

The states containing a larger number of electrons in-
troduce an additional term e®#N which is exponentially
small when 4 — —oo. Consequently, we have shown that
Z from Eq. (S49) is the same as Z, from Eq. (S41) in
the limit u — —oo.

Next, we consider the sum in Eq. (S49). Due to the
e BKn1 factor, the dominant contribution to the sum
over ny comes from the states |ni) containing zero elec-
trons. The states containing a larger number of electrons
introduce an additional term e®#V which is exponentially
small when p — —oo. Therefore, the sum over n; in Eq.
(S49) can be replaced by a sum over p, where |p) denote
the states containing no electrons. The second term con-
taining (n1|cL|n2) in Eq. (S49) is then zero, while the
first term containing (ni|ck|ne) is different from zero

(S50)
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only when |n2) is the state containing one electron. The
sum in Eq. (S49) then reads as

1 _
Aic(w) = 5 D2 e | plade) 8 (K, — K. + ),
P pe
(S51)
We further note that the last equation can be also ex-
pressed in the form

Ak (w—p) = Zi ZQ_BEP | <p|ck|e>|2 6 (Ep — Ee +w).
P e

(S52)
The right hand side in previous equation coincides with
Eq. (S41). This proves that the spectral function within
the grand canonical formalism needs to be considered in
the limit 4 — —oo and also the result needs to be shifted
Ak (w) = Ax(w—p) if we want our result to coincide with
Eq. (S41).
All of these results give us to flexibility to work within
different formalisms knowing that all of them give the
same result. Hence, we proved that the definitions of
spectral functions within HEOM, DMFT, SCMA and
ED are all in agreement.

D. Relation between the spectral function and
imaginary-time correlation function

In QMC we calculate the quantity

Ck(7) = (ex(T)ef)T0, (S53)

where

al(r) = e Hee H, (S54)

Again, using the Lehmann spectral representation in
Eq. (S53) we get

1

0 e (plexe) PerEr B,
P pe

Cx(T)

(S55)

By performing straightforward integration, one then
finds from Egs. (S41) and (S55)

O(7) = / " dwe T A(w). (S56)

This proves Eq. (S28), which connects the correlation
functions from QMC with spectral functions, obtained
from other methods.
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