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Self assembling cluster crystals from DNA based
dendritic nanostructures
Emmanuel Stiakakis 1✉, Niklas Jung2, Nataša Adžić 3, Taras Balandin 4, Emmanuel Kentzinger 5,
Ulrich Rücker 5, Ralf Biehl 6, Jan K. G. Dhont1,7, Ulrich Jonas2 & Christos N. Likos 3✉

Cluster crystals are periodic structures with lattice sites occupied by several, overlapping

building blocks, featuring fluctuating site occupancy, whose expectation value depends on

thermodynamic conditions. Their assembly from atomic or mesoscopic units is long-sought-

after, but its experimental realization still remains elusive. Here, we show the existence of

well-controlled soft matter cluster crystals. We fabricate dendritic-linear-dendritic triblock

composed of a thermosensitive water-soluble polymer and nanometer-scale all-DNA den-

drons of the first and second generation. Conclusive small-angle X-ray scattering (SAXS)

evidence reveals that solutions of these triblock at sufficiently high concentrations undergo a

reversible phase transition from a cluster fluid to a body-centered cubic (BCC) cluster crystal

with density-independent lattice spacing, through alteration of temperature. Moreover, a rich

concentration-temperature phase diagram demonstrates the emergence of various ordered

nanostructures, including BCC cluster crystals, birefringent cluster crystals, as well as hex-

agonal phases and cluster glass-like kinetically arrested states at high densities.
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Crystals are orderly states of matter in which particles with
sizes ranging from sub-nanometer to micron are arranged
in a periodic lattice. Crystalline solids epitomize the notion

of rigidity, lying at the antipode of fluidity that is embodied by
liquids. Accordingly, hybrid, exotic phases that combine crystal-
linity with (super-)fluidity have fascinated researchers both in the
classical realm of soft matter physics1–5 and in the quantum
domain6–10. In usual crystals, the lattice constant a and the
particle concentration c obey the proportionality a∝ c−1/3, dic-
tated by the condition that the (conventional) unit cell be
populated by a fixed number of particles determined by the lattice
geometry. Cluster crystals, a newer concept, are unconventional
states of matter whose lattice sites are occupied by clusters of fully
or partially overlapping particles rather than single
ones1–3,6–8,11,12. In these states, the number of overlapping par-
ticles within a cluster, the lattice-site occupancy Nocc, is a fluc-
tuating quantity, with its expectation value scaling with
concentration as Nocc∝ c and thus resulting in a concentration-
independent lattice constant, the latter being the salient structural
characteristic of both cluster crystals1–3 and cluster
quasicrystals13,14.

Cluster crystals were first discovered in a simple model of
penetrable spheres11 and thereafter it was established that they
are stabilized in general in any system of classical particles
interacting by means of soft, bounded potentials whose Fourier
transform has negative parts1,3. The interaction can be purely
repulsive, leading thereby to the counterintuitive result of clus-
tering in the absence of attractions5,15. This is a physical
mechanism distinct to the one that leads to cluster formation in
colloidal systems with diverging interactions combined with a
strong, short-range attraction and a weak, long-range
repulsion16–19. The clustering criterion has since then been
generalized also to interactions featuring a hard core20, and
clustering phenomena have been experimentally observed in
quasi-two-dimensional systems of core-softened magnetic
colloids21, whereas similar phenomenology has been observed in
simulations of cell colonies22. Concrete suggestions for realizing
cluster-forming building blocks in the soft matter have been made
in computer simulation models on the basis of effective
potentials23, and for concentrated solutions in full, monomer-
resolved simulations6,24,25.

Soft matter cluster crystals bear striking analogies with the
supersolid state of matter in the quantum regime8–10. Scientific
breakthroughs in atomic physics have made it possible to create
artificial interatomic potentials by exploiting collective matter-
light interactions in cavities26,27 or by weakly coupling a Rydberg
state to the ground state using laser light28–32. Theoretical
investigations have demonstrated that the resulting core-softened,
repulsive interactions stabilize cluster- and supersolid phases with
remarkable similarities to soft matter cluster crystals29,30,33–38.
There has been growing experimental evidence for the existence
of (metastable) quantum cluster- or supersolids in the last few
years39–41 but no experimental realization of the soft matter
cluster crystals has been reported thus far. Here, we show theory-
informed, suitably designed DNA-based dendritic triblock are
appropriate soft-matter building blocks unambiguously leading to
the formation of stable cluster crystals whose properties conform
to earlier theoretical predictions.

Results and discussion
Building blocks design. We synthesized and studied the self-
assembly of DNA-based dendritic-linear-dendritic triblock.
Neutral bifunctional Poly(2-oxazoline)-based copolymers (Poxa)
chains that possess lower critical solution temperature behavior
(TLCST≅ 33 °C in 150mM NaCl aqueous salt solutions) were

end-capped with all-DNA charged stiff dendrons42,43 of first and
second generation (Fig. 1). Poxa is a thermoresponsive polymer
that exhibits a reversible and sharp coil-to-globule phase transi-
tion in water by increasing the temperature above the TLCST44.
The conformational change of the individual Poxa chains is
accompanied by partial dehydration, suggesting that Poxa alters
hydrophilicity and hydrophobicity abruptly in the vicinity of
TLCST (see measurements of the cloud point of Poxa in Supple-
mentary Method 3). The dendrons’ free-ends were terminated by
a non-sticky single-stranded DNA (ssDNA) dangling tail in order
to ensure that possible intermolecular base-stacking interaction
between blunt-ended DNA helices is prohibited45. We refer to the
DNA-based triblock build up from first and second-generation
dendrons as the G1-P-G1 (Fig. 1a) and G2-P-G2 (Fig. 1b),
respectively. Non-denaturing gel electrophoresis was employed to
confirm the successful assembly of the DNA-polymer archi-
tectures which are schematically depicted in Fig. 1a–c (see
Fig. 1d). The gyration radii Rg are 6.4 nm and 9.8 nm for G1-P-G1
and G2-P-G2, respectively. More details regarding the synthesis
and the molecular characterization are given in the Methods,
Supplementary Methods 1–3, and Supplementary Note 1.

Our choice of the experimental building blocks is guided by
computer-based design ideas for dendritic-type molecules whose
effective interactions satisfy the prerequisites for cluster crystal
formation6,23,25. The (electrostatically) repulsive dendrimer
coronae give rise to a repulsive interaction, which increases as
the separation between the dendrimers’ centers of mass
diminishes. This trend is tempered by the effective mutual
attraction between the thermosensitive polymers in the core of
the molecule. In this way, a core-softened repulsion results6,23,25.
Due to the decreasing solubility of bare Poxa at higher
temperatures, we expect that the propensity to cluster formation
will become stronger as the temperature increases23. Similarly,
since the electrostatic repulsion between the terminal DNA-
dendrons is enhanced at higher generations, the clustering ability
of the G2-P-G2 blocks is anticipated to be weaker than that of
their G1-P-G1 counterparts. The key structural features of the
proposed dendritic-like building blocks are their open structure
and the chemical dissimilarity between the flexible Poxa chains

Fig. 1 Schematics and characterization of the tethered all-DNA dendrons.
a First generation of dendritic-linear-dendritic triblock (G1-P-G1). b Second
generation of dendritic-linear-dendritic triblock (G2-P-G2). c First
generation of dendritic-linear diblock (G1-P). d Non-denaturing
polyacrylamide gel electrophoresis (PAGE) analysis. 10% PAGE: Lane M
contains 50 base-pair (bp) DNA markers. Lanes 1–4 contain G1, G1-P-G1,
G1-P, and G2-P-G2, respectively.
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and the stiff all-DNA dendrons. By linking together two stiff and
highly charged dendritic blocks (all-DNA dendrons) through a
long and flexible polymer chain (Poxa), in combination with the
microphase separation mechanism driven by the immiscibility
between the DNA and polymeric blocks46, we allow the centers of
masses of different DNA-based constructs to coincide, without
significant interpenetration of the dendrons. We shall demon-
strate that the degree of segregation between all-DNA dendron
and Poxa blocks can be temperature-controlled within the weak
limit47, owning to Poxa’s LCST and triblock’s macromolecular
architecture. The beneficial effect of this is reflected by the
emergence of stimuli-responsive cluster crystals by altering the
temperature, leading to intriguing phase transition pathways. All
experiments were carried out in 1xTris/Na buffer (10 mM Tris,
pH: 8.0, 150 mM NaCl).

Absence of a micellization mechanism in DNA dendritic-based
triblock. The tendency of particles to form stable clusters in the
absence of attractions is a phenomenon clearly distinct from
micellization, which is common for block copolymers in selective
solvents48–50, polymeric amphiphiles51–57, and small molecule
amphiphile surfactant sytems58. A conventional block-copolymer
amphiphilie, a system most relevant to our DNA dendritic-based
triblock, is commonly composed of a hydrophilic and a hydro-
phobic segment that are covalently linked. The hydrophobic part
can be a synthetic polymeric block51,52,54,59 or different types of
moieties (such as long-carbon alkyl chains, lipid molecule and
fluorescent dyes)53,55,57. These amphiphiles can be assembled
into micelles (aggregates) with rich morphological and size
diversity at room temperature at low critical micelle concentra-
tion (cmc); with the latter obtained at extremely low concentra-
tions, and in particular many orders of magnitude below the
overlap concentration (c*) of amphiphiles in solution. In addition,
temperature-dependent hydrophobic blocks, similar to the Poxa
employed in this study, can result in a thermoresponsive cmc,
allowing micelle assembly and disassembly upon a change in
temperature. This means that the segregation strength between
the blocks forming this type of polymeric amphiphiles can be
externally controlled, allowing access from the weak- to strong-
segregation regime47.

However, the segregation strength of the above-mentioned
system and consequent its cmc behavior is strongly dependent on
the position of the thermoresponsive block relative to the
hydrophilic block in the block-copolymer amphiphilie. By
comparing the dilute self-assembly behavior of the dendritic-
based triblock (G1-P-G1) and diblock (G1-P), we show that the
encapsulation of the Poxa block in an effective shell of two all-
DNA dendrons results in the absence of micellar aggregates at
temperatures well above the TLCST of Poxa. Static light scattering
(SLS) and dynamic light scattering (DLS) measurements were
employed to determine the presence and hydrodynamic radius
(RH) of aggregates. Figure 2 presents the temperature-dependent
self-assembly behavior of the G1-P-G1 and its linear-dendritic
analog (G1-P, Fig. 1c) in dilute aqueous solutions at a
NaCl concentration of 150 mM containing buffer (Methods and
Supplementary Note 1). For the G1-P system (red-symbols in
Fig. 2), the temperature dependence of RH and the SLS intensity I
(at fixed scattering angle θ= 90o, q= 0.0187 nm−1) indicate the
formation of large aggregates with a narrow distribution in size at
a temperature slightly above the Poxa’s TLCST (RH= 175.3 nm,
see Supplementary Fig. 1a). Such a molecular aggregation is
clearly absent in the case of G1-P-G1, as illustrated in Fig. 2
(black-symbols); with the scattering intensity and hydrodynamic
radius to be virtually unaffected within the range of 15 °C to 50 °C
(see also DLS data for the G2-P-G2 at temperature well-above the

TLCST in Supplementary Fig. 1a). In full agreement with the LS
data, the G1-P-G1 and G2-P-G2 form-factors, as probed by
small-angle X-ray scattering (SAXS) experiments reveal that their
global size (radius of gyration, Rg) and internal structure is
temperature-insensitive (see Supplementary Fig. 1b, c). The Rg
and RH values of the G1-P-G1 and G2-P-G2 systems are listed in
the Methods, (“System parameters” section).

From the above results, it becomes evident that the
temperature-dependent solvophobicity of the Poxa-block does
not act as an effective short-range attraction in the interaction
potential of our DNA-based triblock that could initiate their
aggregation into stable clusters. The lack of a critical concentra-
tion and/or temperature for the G1-P-G1 and G2-P-G2
micellization is intimately related to the absence of enthalpically
driven aggregation processes. However, the change of tempera-
ture allows the external steering of the microphase separation
between the two chemically incompatible blocks forming the
proposed DNA dendritic-based triblock, but only within the
weak-segregation limit. We shall demonstrate that this property
will emerge as a key factor for the rich phase behavior of G1-P-G1
and G2-P-G2 which is encountered at DNA concentrations above
their overlap values c* (see methods, “system parameters”
section).

In the present case, the building blocks have a repulsive
effective interaction with one another and the formation of
clusters occurs at concentrations close to their overlap value, in
agreement with theoretical predictions11. The normal liquid thus
crosses over gradually to a cluster liquid15,24 as the overlap
density is approached, and at even higher concentrations the
cluster fluid undergoes a first-order phase transition to the cluster
crystal2,3. This self-assembly pathway is sketched in Fig. 3a–c by
depicting representative simulation snapshots from the model of
Ref. 2. Together, in Fig. 3d–f, the corresponding concentration-
dependent cluster-forming scenario for the G1-P-G1 system is
depicted.

Phase diagrams of cluster-forming dendrimers. SAXS mea-
surements served as the basis for determining the phase behavior
of the dendritic-like constructs presented in Fig. 1a–b. A

Fig. 2 Dilute solution properties of G1-P-G1 and G1-P. Temperature-
dependent static light scattering (SLS) intensity (left-axis, circles) at a
scattering angle of θ= 90 °, and hydrodynamic radius (RH, right-axis,
triangles), normalized with respect to their values at T= 15 °C, of dilute G1-
P-G1 (black curves) and G1-P (red curves) aqueous solutions (with DNA
concentration c equal to 5.0 mg/ml and 3.0 mg/ml, respectively) using
1xTris/Na buffer (10mM Tris-HCl, pH: 8.0, 150mM NaCl). The gray-zone
indicates the temperature window where the concentrated G1-P-G1 and
G2-P-G2 self-assembled phase behavior is investigated.
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representative series of one-dimensional (1D)-SAXS patterns at
20 °C, a temperature well below the Poxa’s LCST, is shown in
Fig. 4a for various concentrations of aqueous solutions of G1-P-
G1 containing 150 mM NaCl. By increasing the DNA con-
centration, a rich phase transition pathway from disordered to

various ordered phases is observed. Over the concentration range
156.5 mg/ml ≤ c ≤ 255.7 mg/ml (bottom panel of Fig. 4a), the
SAXS patterns indicate that the G1-P-G1 solution undergoes
gradually a transition from a usual fluid to a disordered state of
clusters with strong positional correlations between the dendritic-

Fig. 3 Simulation snapshots and schematic representations of cluster-forming particles at different concentrations. Top panel: the snapshots were
produced by performing Monte Carlo simulations of point particles interacting by the model, cluster-forming potential vðrÞ ¼ ε exp½%ðr=σÞ4& at temperature
kBT/ε= 0.6, and densities ρσ3 as follows: a ρσ3= 1.0, where a normal fluid is stable; b ρσ3= 3.8, where a cluster fluid forms; c ρσ3= 4.1, resulting into a
cluster body-centered cubic (BCC) crystal. Each sphere represents a single building block. Bottom panel: schematic representation of the proposed
concentration-dependent mechanism for the G1-P-G1 clustering in the absence of attractions, and, finally, the G1-P-G1 clusters crystallization into a BCC
cluster crystal structure: d G1-P-G1 fluid; e polydisperse G1-P-G1 clusters with a core-shell architecture, in coexistence with non-aggregated species; f BCC
crystal formed by monodipserse G1-P-G1 clusters. The characteristic lengths are also illustrated (Rc: cluster core radius; ds: cluster shell thickness; aBCC:
BCC lattice constant; dNN: the nearest neighbor distance along with the room diagonal). Different colors for the Poxa block are added to assist in identifying
individual G1-P-G1 molecules.

Fig. 4 Self-assembly of G1-P-G1. a 1D-SAXS profiles at 20 °C for the G1-P-G1, with DNA concentrations from the bottom to the top panel (solid-lines):
156.5 (black), 188.2 (gray), 216.9 (cyan), 255.7 (violet), 287.7 (red), 322.9 (blue), 337.7 (orange) and 356.2 (magenta) mg/ml. The corresponding image
of the sample between cross-polarizers is also illustrated for selected concentrations at the right side of the panels. In the bottom panel, the 1D-SAXS
profiles for the G1 system (dashed-lines) are included, at the same total DNA concentration as for the G1-P-G1. Also, selected profiles are shifted along the
intensity axis for clarity. The intensity shift factors are presented on the left side of the profiles. In the second panel from the top, the expected reflections
for a BCC lattice based on the position of the first intense peak in the 1D-SAXS profile are shown. b Temperature-dependent SAXS profiles of the G1-P-G1
at concentration c= 255.7 mg/ml. For each 1D-SAXS profile, the corresponding type of phase behavior is indicated (BCC: Body-Centered Cubic with Im!3m
space group symmetry, BCCLC cluster: Liquid Crystalline BCC-like cluster crystal, HPC (P6/mm): Hexagonally Packed Cylinders with P6/mm space group
symmetry. The vertical solid-lines indicate the positions of the first seven possible reflections for the stated morphologies. The most right black dashed-line
is guide for the temperature- and concentration-dependence of the qDNA-peak.
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based building blocks. The latter is evidenced by the presence of a
pronounced peak with the maximum of the scattered intensity
located around the scattering wave vector value qc≅ 0.33 nm−1,
which corresponds to a spatial correlation value
dc= 2π/qc≅ 19.0 nm and represents the average inter-cluster
separation. The prediction from simulation24,25 is dc≅ 3Rg; using
the value Rg= 6.4 nm for the G1-P-G1 blocks at hand (Methods
and Supplementary Note 1), we obtain dc= 19.2 nm, in excellent
agreement with the experiment. The SAXS profile in the fluid
phase (Fig. 4a, bottom panel, black solid-line, c= 156.5 mg/ml)
displays a weak and broad Bragg reflection at q > 1.0 nm−1. The
position of this correlation peak, qDNA, is related to the average
distance between neighboring DNA helices60,61. Above the fluid
phase, at DNA concentration c= 188.2 mg/ml (Fig. 4a, bottom
panel, gray solid-line), the SAXS pattern shows the existence of an
additional broad peak qc, which becomes progressively more
intense and narrow with increasing G1-P-G1 concentration
(Fig. 4a, bottom panel, cyan and purple solid-lines); simulta-
neously the peak moves to noticeable lower q-values.

These observations evidence the presence of stable clusters
consisting of finite aggregates of G1-P-G1 molecules, as their
concentration approaches its overlap value, c*≅ 196.0 mg/ml (see
Methods, “System parameters” section). The existence of such a
cluster fluid phase is further corroborated by the SAXS patterns
obtained from the G1 system, at the same total DNA
concentrations as for the G1-P-G1 system (Fig. 4a bottom panel,
dashed-line profiles), which reveal the absence of such cluster-
induced interference peak. This allows us to assign the qc peak to
cluster-cluster correlations mediated by electrostatic interactions
between the charged clusters, whereas the qDNA-peak, contrary to
the fluid phase, corresponds to positional correlations of the DNA
segments within a single cluster. Such a peak interpretation can
offer a plausible explanation for the opposite concentration
dependence of the qDNA- and qc-peak shifts within the cluster
fluid regime (bottom panel, black and gray arrows, Fig. 4a). The
very open structure of our dendritic-based macromolecules allows
the centers of masses of different G1-P-G1 to lie on top of each
other, thus forming spherical aggregates with a core-shell
architecture, with the DNA dendrons (G1) located within the
shell region (see Fig. 3e). On increasing the DNA concentration,
clusters with such an internal structure can progressively grow by
further aggregation, however, with a slight change in their overall
size avoiding significant overlapping of the charged dendrons.
The above intra-cluster packing scenario implies a simultaneous
increase of the cluster’s shell DNA density and charge. Both
effects are reflected in the qc- and qDNA-peak shifts with
increasing concentration (see arrows at the bottom panel of
Fig. 4a), respectively. The stability of the cluster fluid phase is in
agreement with theoretical predictions2,15,24.

At the vicinity of the G1-P-G1’s overlap density, the above
clustering-forming mechanism is spontaneously triggered to
counter high levels of packing frustration owing to excluded-
volume constraints at the molecular level6,25. A complete overlap
and penetration of a dendritic-linear-dendritic triblock with a few
others becomes energetically preferable over partial overlaps with
many neighbors as a consequence of its open-internal structure.
Additionally, the entropic penalty that the Poxa chains experience
as they possibly overstretch in an attempt to increase the
aggregation number inside the cluster is effectively counter-
balanced by the inherent tendency of the flexible Poxa and the
stiff all-DNA dendrons to minimize their unfavorable contacts at
the inter-cluster level, similar to classical block copolymers62.

The cluster fluid phase persists up to a DNA concentration of
255.7 mg/ml (Fig. 4a, violet solid-line), however, with the qc-peak
accompanied by an emerging, broad peak at slightly higher q-
values. This indicates that the cluster fluid phase becomes more

structured, signaling the onset of a disorder-to-order transition by
increasing the G1-P-G1 density. Indeed, strikingly different is the
appearance of small-angle (q < 1.0 nm−1) scattering peaks for a
DNA concentration of 287.7 mg/ml, as can be seen from the
second panel from the bottom in Fig. 4a. An intense and sharp
principal peak, at a scattering wave vector value q*≅ 0.31 nm−1,
slightly below the qc-peak, and several higher-order reflections
appear, offering an unambiguous determination of the lattice
structure and lattice constant based solely on the location of these
Bragg peaks. The finding q*≲ qc is consistent with the predictions
from simulations2,6,25 that upon ordering on a crystalline
arrangement, the clusters become less polydisperse and more
compact, thereby slightly increasing their inter-cluster separation.
The corresponding SAXS profile displays six distinguishable
peaks centered at q=q' ¼ 1 :
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lines), providing conclusive evidence that the G1-P-G1 clusters
have self-assembled into a body-centered cubic (BCC) crystal
(space-group Im!3m) with significant long-range order and a
conventional unit cell of size aBCC ¼

ffiffiffi
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lattice topology in the right cartoon of the bottom panel in Fig. 3c.
The faint presence of the fourth reflection at q=q' ¼

ffiffiffi
4

p
is due to

the minimum in the cluster’s form-factor (blue curve in
Supplementary Fig. 2a and discussion in Supplementary
Notes 2.2–2.3). The reported cubic phase is also attested by the
absence of optical birefringence, as clearly illustrated in the
corresponding depolarized image of Fig. 4a (second panel from
the bottom, right image). Upon further compression
(c= 322.9 mg/ml, third panel from the bottom in Fig. 4a), the
1D-SAXS profile shows that all the reflections are preserved and
shifted to lower q-values. The blue vertical lines above the
intensity profile indicate the locations of Bragg peaks with a BCC
lattice constant of 30.7 nm. However, surprisingly, the corre-
sponding depolarized image of the sample reveals a counter-
intuitive uniform birefringence (Fig. 4a liquid crystalline BCC-
like, BCCLC), since one would expect that a cubic phase will be
optically isotropic.

Ultimately, increasing the G1-P-G1 concentration leads to a
number of significant changes in the scattering and birefringence
patterns. At DNA concentration c= 337.7 mg/ml, the sample
under crossed polarizers shows a vivid colorful birefringence,
with the principal q*-peak becoming noticeably wider; it also
shifts to lower q-values (second panel from the top, Fig. 4a). In
contrast, the shape of the higher order reflections is distorted,
with their positions being concentration-independent. The above
observations, in combination with the clear disagreement
between the observed peaks and the allowed reflections (orange
vertical lines) for a BCC crystal based on the primary and most
intense reflection at q*, are indicative for a mechanically unstable
crystal phase. Eventually, upon further increase of the DNA
concentration to c= 356.2 mg/ml, (top panel of Fig. 4a), the G1-
P-G1 solution undergoes a structural phase transition to a
hexagonal packed cylinders morphology (HPC with P6/mm
space-group symmetry), as evidenced by the three clear
reflections at ratios q=q' ¼ 1 :
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From the primary peak, the inter-column distance dHPC ¼
4π=ð

ffiffiffi
3

p
q'Þ is calculated to be 26.8 nm.

The spontaneous cluster crystallization is clearly demonstrated
by the temperature-dependent 1D-SAXS profiles of the G1-P-G1
at DNA concentration c= 255.7 mg/ml, which are presented in
Fig. 4b. By increasing the temperature, a phase transition from
(cluster) fluid to BCC crystal with aBCC= 28.2 nm is observed,
similar to the concentration-dependent manner presented in the
two bottom panels of Fig. 4a (a more detailed discussion
regarding the SAXS profiles of Fig. 4b is presented in
Supplementary Note 3). It is particularly important to emphasize
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that this fluid-to-crystal transition occurs within a narrow
temperature range (between 20 and 23 °C) which is noticeably
lower than the LCST of Poxa. Interestingly, heating the sample up
to 38 °C, a temperature well above the LCST of Poxa, produces
identical scattering patterns compare to those at 23 °C. The latter
is in accordance with the temperature-independent behavior of
G1-P-G1 in dilute conditions. Therefore, the results in Fig. 4b
undoubtedly supports our claim for the absence of a micellization
mechanism in the reported DNA-based dendritic building blocks.

The influence of dendron generation on the clustering ability of
these DNA-based dendritic-linear-dendritic triblock and their
subsequent self-assembly to cluster crystals is demonstrated in
Fig. 5, where the concentration- and temperature-dependent
phase behavior of G2-P-G2 (Fig. 1b) are presented. Both
encompass the same type of cluster fluid-to-crystal transition,
with the increase of dendron size to be consistently reflected in
the measured BCC lattice constant, aBCC= 42.0 nm at DNA
concentration c= 220.5 mg/ml (fourth panel from the bottom of
Fig. 5a and, at for temperatures above 23 °C, Fig. 5b). Also, the
BCC crystal shows temperature- and concentration-independent
lattice constants, as witnessed by the Bragg peaks positions over a
relatively broad range of DNA densities (190.8 ≤ c ≤ 220.5 mg/ml
at T= 38 °C, Fig. 5a) and temperatures (25 °C ≤ T ≤ 38 °C at
c= 220.5 mg/ml, Fig. 5b). However, contrary to the G1-P-G1
where the concentration increase revealed a rich phase transition
pathway from cluster fluid to various crystalline phases, the G2-
P-G2 BCC cluster crystal becomes unstable at high DNA
densities, leading to a disordered solid. This is illustrated in the
scattering profiles of the two top panels of Fig. 5a, both of which
demonstrate that the sharp principal peak and higher orders
reflections are replaced by two broad peaks which systematically
move toward lower q-values with increasing concentration. These
intensity profiles demonstrate an intriguing similarity with the
one obtained from the cluster fluid phase (Fig. 5b, T= 23 °C),
suggesting that the observed disordered phases are reminiscent of
cluster glass-like structures (Cluster G). These findings are in
agreement with simulation results based on monomer-resolved

models6,25. Indeed, in contrast to simplified models based on
pairwise additive effective interactions3, for real dendrimers the
cluster population cannot grow indefinitely with concentration
and thus the clean theoretical prediction Nocc∝ c eventually
breaks down at some system-specific crossover concentration c×.
For values c≳ c×, distortions of the lattice constants, anisotropic
phases and even glassy behavior have also been seen in
simulations of such systems6,25. Interestingly, the cluster-
forming SAXS signature can be easily detected in the 1D-SAXS
profiles of Fig. 5a as indicated by the blue arrows, suggesting that
clusters persist over the concentration-dependent phase transition
pathway from cluster fluid to cluster BCC crystal and finally to a
disordered solid. Finally, it is important to underline that the
disorder-to-order cluster transition is fully reversible with
temperature (Supplementary Fig. 3), and therefore it reflects
thermodynamic equilibrium morphologies.

Further analysis of the 1D-SAXS profiles corresponding to the
G1-P-G1 (Supplementary Fig. 2a) and G2-P-G2 (Supplementary
Fig. 2b) BCC cluster crystals show that the global cluster size of
the G1-P-G1 and G2-P-G2 is noticeably larger than the radius of
gyration of a single particle, implying the formation of clusters
with moderate occupancy (details on the fitting procedure of 1-D
SAXS profiles are given in Supplementary Notes 2.1–2.2). A
schematic of the cluster model is depicted in Fig. 3c (bottom
panel, right cartoon). Indeed, from the total DNA concentration
and BCC lattice constant, absolute values of an average cluster
occupancy number Nocc can be estimated (see Methods, “System
parameters” section), leading to Nocc= 29 for both G1-P-G1 and
G2-P-G2. In addition, the fitting values for the nearest neighbor
distance dNN along the body diagonal of the formed BCC crystals
(left cartoon in Fig. 4f) indicate that the dendritic-based cluster
crystals almost reach the close-packed configuration (see table for
the fitting parameters in Supplementary Note 2.1 and relevant
analysis in the Supplementary Note 2.2). The lattice constants
correspond to a ratio aBCC/Rg≅ 4.3 (27.9 nm/6.4 nm and
42.0 nm/9.8 nm for G1-P-G1 and the G2-P-G2, respectively), in
excellent agreement with simulations of generic similar models25,

Fig. 5 Self-assembly of G2-P-G2. a 1D-SAXS profiles at 38 °C for the G2-P-G2, with DNA concentrations from the bottom to the top panel: 177.2 mg/ml
(gray); 190.8, 204.7, 220.5 mg/ml (red); 234.08, 250.6mg/ml (purple). b Temperature-dependent SAXS profiles of the G2-P-G2 at a concentration
c= 220.5 mg/ml. The blue arrows denote the presence of the cluster form-factor feature in the corresponding 1D-SAXS profiles (see also Supplementary
Fig. 2). For each 1D-SAXS profile, the corresponding type of phase behavior is indicated (BCC: body-centered cubic with Im!3m space group symmetry and
Cluster G: Non-birefringent Glass-like. The vertical solid-lines indicate the positions of the first seven possible reflections for the stated morphologies. The
most right black dashed-line is guide for the temperature- and concentration-dependence of the qDNA-peak.
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in which the ratio aBCC/Rg≅ 4.1 was found for broad density
ranges.

The phase diagrams of G1-P-G1 and G2-P-G2 as a function of
the temperature and the total DNA concentration are presented
in Fig. 6. A combination of the above-mentioned SAXS
measurements and depolarized images of the samples allow us
to identify most of the formed phases. Both systems, at
sufficiently high densities, form stable clusters in the fluid phase,
which upon further compression self-organize into cluster BCC

crystals in a temperature-dependent manner. The independence
of the peak positions on concentration, the bottom panel of
Fig. 7a, points to the density-independent lattice constant, top
panel of Fig. 7b. In contrast to the G1-P-G1 case, the phase
diagram of G2-P-G2 displays one type of crystal phase (BCC
cluster) with its thermodynamic stability restricted in a noticeable
narrower region in the plane of temperature versus concentration
(red areas in Fig. 6a-b), as previously anticipated. While G2-P-G2
exhibits only an optically isotropic glass-like (Cluster G, purple

Fig. 6 Phase diagrams of G1-P-G1 and G2-P-G2. A concentration-temperature phase diagram of aqueous solutions of G1-P-G1 (a) and G2-P-G2 (b). The
following phases are indicated: Fluid (black circles), cluster fluid (gray circles), BCC cluster crystal (red triangles), liquid crystalline BCC-like cluster crystal
(BCCLC cluster, blue triangles), liquid crystalline glass-like (GLC, brown triangles), non-birefringent glass-like (Cluster G, purple triangles) and hexagonal
packed cylinder (HPC, magenta squares). The corresponding background colors are added to assist in identifying the various phases. The structural
assignment of the orange region in the G1-P-G1 phase diagram based solely on the SAXS data was not possible. The green-dashed lines indicate the DNA
overlap concentration c* of G1-P-G1 and G2-P-G2 (see Methods, “System parameters” section).

Fig. 7 Cluster phases and extracted lattice parameters at various concentrations. a 1D-SAXS profiles at 38 °C for the G1-P-G1, with DNA concentrations
from the bottom to the top panel: 188.2, 216.9, 255.7, 287.7 (red profiles), 300.8, 322.9, 337.7 (blue profiles) and 356.2 (brown profile) mg/ml. The
vertical solid-lines indicate the positions of the first seven allowed reflections for a BCC crystal. In the middle panel, the gray circles indicate the appearance
of the fourth diffraction peak. The black dashed-line is guide for the concentration-dependence of the qDNA peak. The profiles presented in the bottom and
middle panels are shifted along the intensity axis for clarity. The intensity shift factors are presented on the left side of the profiles. b The BCC lattice
constant aBCC (top panel) and the cluster occupancy Nocc (bottom panel) against G1-P-G1 concentration at 38 °C. The dashed lines are guides for the
concentration-dependence of aBCC (red-line) and Nocc (blue-line) within the non-birefringent regime. Top panel inset: Depolarized images of selected G1-P-
G1 samples at 38 °C. DNA concentration from the left to the right: 287.7, 300.8, 322.9 and 337.7 mg/ml. c Schematic of the proposed arrangement and
deformation of the G1-P-G1 clusters within the optically anisotropic BCC-like phase (Liquid Crystalline (LC)-"cubic” phase).
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area in Fig. 6b and SAXS profiles in Fig. 5a) behavior at higher
DNA densities, the G1-P-G1 demonstrates a rich structural
polymorphism involving birefringent crystals and birefringent
glass-like phases (GLC, brown region in Fig. 6a, and SAXS profile
in the top panel of Fig. 7a). This is not surprising given the
increased dendron size which is employed for the fabrication of
the G2-P-G2 triblock. Although the underlying physical mechan-
ism that drives the emergence of clustering is identical for G1-P-
G1 and G2-P-G2, the latter encounters higher levels of dendron
packing frustration since the length of the polymeric tether (Poxa
chain) has remained unchanged. The correct length of the Poxa
chain can lead to not only a widening of the region where the
BCC cluster crystal is stable but also allow liquid crystalline
morphologies (BCCLC and HPC in Fig. 6a) to become stable.
Therefore, the G2-P-G2 phase diagram highlights the key role of
the open architecture of the building blocks for the stabilization of
cluster crystals with an intriguing structural diversity.

In the phase diagram of G1-P-G1 (Fig. 6a), a stable phase (blue
region), which retains the diffraction features of a BCC structure
and shows unexpected optical anisotropy (BCCLC), is observed at
DNA densities above the ones where the cluster BCC crystal
phase (red region) occurs. This birefringent phase is stable over a
remarkable wide range of concentrations and temperatures. In
addition, the phase transition from BCC-to-BCCLC can also be
reversibly driven through the alteration of temperature (at DNA
concentration c= 300.8 mg/ml in Fig. 6a, see also Supplementary
Fig. 4), in accordance with the thermodynamic stability of this
phase. The concentration-dependent series of SAXS profiles
acquired at 38 °C (Fig. 7a), together with the corresponding
depolarized images of the samples (top panel inset of Fig. 7b)
offer a qualitative insight into the possible molecular origin of the
BCCLC and its clustering character (a more detailed discussion is
presented in Supplementary Note 4). A molecular packing
scenario for the BCCLC phase based on orientationally ordered
ellipsoidal-like clusters occupying the sites of the BCC lattice is
schematically shown in Fig. 7c.

Taken together, our work on self-assembly of purely repulsive
all-DNA dendritic-based triblock unambiguously demonstrate
the experimental realization of the long-anticipated equilibrium
cluster crystal structure at high densities. The experimental
discovery of this unconventional crystalline state of matter is
based on five pillars which constitute the key and unique
identifying properties of cluster crystals, namely: the absence of
micellar aggregates in dilute conditions; the emergence of clusters
in the fluid phase at c≲ c*; the stability of the clusters in the
absence of attractions; the crystallization of the cluster fluid into a
cluster crystal; and finally the crystal’s remarkable adaptability in
crowded conditions, as reflected by the density-independent
lattice constants (top panel of Fig. 7b) and the scaling Nocc∝ c
(bottom panel of Fig. 7b), that holds over a broad concentration
range. The latter is the most prominent hallmarks of cluster
crystals predicted by theory1–4 and hereby experimentally
confirmed.

An intriguing aspect of this study is that the building block
design, reliant on the block copolymer paradigm, confers our
DNA-based triblock with temperature-responsiveness, resulting
to cluster crystal structures with unexpected optical anisotropy
and self-assembly transition pathways that can readily be
controlled by altering the temperature. This confluence of self-
assembly approaches from block copolymers62 and DNA
nanotechnology63 has already been shown to be capable of
furnishing temperature-regulated nanoscale structures with high
levels of self-assembled structural complexity46. Given its versatile
and robust character, the synthetic scheme reported here can
easily be applied to any kind of all-DNA nanoscale architecture.
We foresee that the present developments in the design and

construction of DNA nanostructures with arbitrary complexity in
the research field of structural DNA nanotechnology can provide
unprecedented freedom in cluster crystal engineering through
careful design of the tethered all-DNA geometry, and therefore
opens up the possibility of steering the macroscopic properties of
the system in a predictive manner.

Methods
Synthesis of DNA-polymer hybrids. Custom, phosphorylated and dibenzylcy-
clooctyne (DBCO)-modified oligonucleotides were purchased from Biomers and
purified by HPLC. The DNA sequences used for the fabrication of all-DNA den-
drons of first (G1) and second (G2) generation were adapted from previous work
with a slight modification in order to suppress the base-stacking attraction between
the dendrons’ blunt-ends43. To assemble the reported DNA-based dendritic
nanostructures, a strain-promoted alkyne-azide cycloaddition (SPAAC, copper-
free click chemistry) reaction was employed46. To construct G1-P and G1-P-G1, a
three-arm DNA junction (G1) having one arm terminated with a DBCO and a
mono- or di-azide (N3) end-functionalized Poly(2-oxazoline)-based copolymer
Poxa were dissolved in 1xTris/Na buffer (10 mM Tris-HCl, pH 8.0, 150 mM NaCl)
and homogenized, respectively. The optimal ratio of reacting compounds (DBCO/
N3) was found to be close to 4:1. The reactions are carried out at room temperature
overnight. A detailed description of the azide-functionalized Poxa polymer
synthesis procedure and its characterization is provided in Supplementary
Methods 2–3.

For the fabrication of G2-P-G2, a core G1-P-G1 with its free-ends terminated
with a phosphorylated non-palindromic 4-base single-stranded overhang (sticky
end) is employed. This tetra-functional dendritic-polymer core was hybridized with
four other G1 molecules with sticky-ends complementary to the G1-P-G1 in order
to finally assemble the G2-P-G2. The post-assembly ligation of the G2-P-G2 is
performed by the T4 DNA ligase (Promega). The three-arm DNA junctions
involved in the construction of the G1-P, G1-P-G1 and G2-P-G2 were formed by
hybridizing three partially complementary to each other synthetic ssDNA strands
in a 1:1:1 stoichiometric ratio in 1xTE/Na buffer (10 mM Tris-HCl, pH 7.5, 0.1 mM
EDTA and 150 mM NaCl)42. The final concentration was 15 μM for each strand.
The DNA concentration was determined by measuring the absorbance at 260 nm
with a micro-volume spectrometer (NanoDrop 2000). The oligo mixtures were
cooled slowly from 90 °C to room temperature in 10 L water placed in a styrofoam
box over 48 h to facilitate strand hybridization. The detailed construction scheme
and sequence of DNA oligos used to assemble G1-P, G1-P-G1 and G2-P-G2
systems are listed in Supplementary Method 1. Nondenaturating polyacrylamide
gel electrophoresis (PAGE) experiments were employed to confirm the successful
assembly of G1, G1-P, G1-P-G1, and G2-P-G2. As shown in Fig. 1, the desired all-
DNA and DNA-based dendritic constructs migrate as single sharp bands, with the
dendritic-linear-dendritic triblock to demonstrate decreasing mobility with
increasing generation.

System parameters. The radius of gyration (Rg) is obtained from small-angle X-
ray scattering (SAXS) and hydrodynamic radius, (RH) is obtained from DLS. The
corresponding values for the G1-P-G1 and G2-P-G2 are 6.4 nm and 9.8 nm for Rg;
4.9 nm and 7.9 nm for RH, respectively (more details in Supplementary Note 1).
The DNA overlap concentration (c*) of the employed dendritic-linear-dendritic
triblock (G1-P-G1 and G2-P-G2) was estimated using the equation
c' ¼ Mw=ð43 πR

3
HNAÞ, where Mw represents the DNA molecular weight of the tri-

block (MG1%P%G1
w ¼ 58:09 KDa;MG2%P%G2

w ¼ 170:36 KDa), RH the hydrodynamic
radius at T= 38 °C, and NA Avogadro’s number. The average cluster occupancy
Nocc is calculated using the relationship Nocc ¼ cNAa

3
BCC=ðMwf Þ, where c is the

total DNA concentration, aBCC the edge length of the BCC conventional unit cell,
and f is the number of clusters per unit cell (f= 2 for a BCC lattice). The molecular
weight of the Poxa chains is 15.9 KDa for the G1-P-G1, G2-P-G2, and 19.6 KDa for
the G1-P. The concentrated DNA solutions were prepared using 1xTris/Na buffer.

Purification of G1-P-G1 and G2-P-G2. To purify desired dendritic-linear-
dendritic structures, reactions products were separated by size-exclusion chroma-
tography (SEC) on Superdex 200 Increase 10/300 GL. The column was developed
at the flow rate of 0:2 mL=min in 1xTris/Na buffer. The reaction mixture was
diluted in the same buffer to the final concentration of 2.0−4.0 mg/mL and injected
into the column by 0.3−0.4 mL portions per run. Two major peaks were collected
and the corresponding fractions were analyzed by PAGE. The first peak corre-
sponded to the DNA-based dendritic triblock and the second one to not react to
three-arm DNA junctions. Fractions eluted from 10.0−11.0 mL were pooled
together and concentrated by ultrafiltration (Amicon-Ultra 15 mL centrifugal fil-
ters). For the purification of G1-P, an anion exchange chromatography column
HiPrep DEAE Fast Flow16/10 (GE Healthcare) was used46.

Light scattering (LS) experiments. DLS and static light scattering (SLS) experi-
ments were performed by employing an ALV goniometer setup equipped with a
Helium-Neon laser operating at λ= 632.8 nm. The Brownian motion of the G1-P-
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G1, G2-P-G2 and G1-P was recorded in terms of the time autocorrelation function
of the polarized light scattering intensity, G(q, t), employing an ALV-5000 multi-
tau digital correlator. In DLS experiments, the intermediate scattering (field)
function Cðq; tÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðGðq; tÞ % 1Þ=β

p
at several scattering wave vectors q ¼

ð4πn=λÞ sinðθ=2Þ is obtained, where β is an instrumental factor related to the spatial
coherence constant and depends only on the detection optics, n the refractive index
of the solvent, and θ the scattering angle. To analyze C(q, t), an inverse Laplace
transformation using the CONTIN algorithm was applied. The average relaxation
time was determined from the peak of the distribution of relaxation times Lðln τÞ43
(see Supplementary Fig. 1a).

Small-angle X-ray scattering (SAXS). SAXS experiments were carried out at the
high brilliance Galium Anode Low Angle X-ray Instrument (GALAXI) of the Jülich
Center for Neutron Science (JCNS, Germany)64. A Dectris-Pilatus 1M detector
with a resolution of 981 × 1043 pixels and a pixel size of 172 × 172 μm2 was
employed to record the 2D SAXS scattering patterns. The 2D SAXS patterns were
integrated using FIT2D software. Bragg peaks indexing in 1D SAXS profiles was
performed using the Scatter computer program65. 1D SAXS profiles fitting was
done using Jscatter66 (more details on the fitting procedure are given in Supple-
mentary Note 2). The DNA solution was thoroughly homogenized (up to 3 days
for the more viscous samples) ensuring the absence of spatial concentrations
gradients before loading into capillaries (2 mm thickness borosilicate, Hilgenberg)
for SAXS experiments. The capillaries were sealed and stored at 4 °C for at least
1 month before being used for X-ray experiments. Long term stability and
reproducibility were confirmed by repeating SAXS measurements on selected
samples almost 6 months later (G1-P-G1 system, Supplementary Fig. 5).

Data availability
The relevant data sets generated during and/or analyzed during the current study are
available from the corresponding authors on reasonable request.
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ABSTRACT: We investigate the effects of crowding on the conformations
and assembly of confined, highly charged, and thick polyelectrolyte brushes
in the osmotic regime. Particle tracking experiments on increasingly dense
suspensions of colloids coated with ultralong double-stranded DNA (dsDNA)
fragments reveal nonmonotonic particle shrinking, aggregation, and re-
entrant ordering. Theory and simulations show that aggregation and re-
entrant ordering arise from the combined effect of shrinking, which is
induced by the osmotic pressure exerted by the counterions absorbed in
neighbor brushes and of a short-range attractive interaction competing with
electrostatic repulsion. An unconventional mechanism gives origin to the
short-range attraction: blunt-end interactions between stretched dsDNA
fragments of neighboring brushes, which become sufficiently intense for
dense and packed brushes. The attraction can be tuned by inducing free-end backfolding through the addition of monovalent
salt. Our results show that base stacking is a mode parallel to hybridization to steer colloidal assembly in which attractions can
be fine-tuned through salinity and, potentially, grafting density and temperature.
KEYWORDS: blunt-ends, colloids, dna, polyelectrolytes, order transitions

Polyelectrolyte brushes, which consist of charged
polymer chains grafted to a planar or curved surface,
have found key applications due to their unique

properties.1,2 Among their applications are the ability to
prevent protein absorption, called an antibiofouling effect3,4

and exploited in biomedical applications and tissue engineer-
ing.5 Conversely, at low ionic strength the opposite effect is
observed, i.e., strong protein absorption.6 The two effects can
be combined to obtain a protein delivery mechanism.7 In
addition, spherical polyelectrolyte brushes (SPBs) can be used
as nanoreactors for the synthesis of metallic nanoparticles with
strong catalytic activity.8 Polyelectrolyte brushes also present
an exceptionally low mutual friction,9,10 which arises from the
huge osmotic pressure generated by counterions absorbed
within the brush in low ionic strength environments and can be
controlled through the addition of multivalent ions.11,12 The
ultralow friction of polyelectrolyte brushes is essential in
biolubrication, for example, for the correct operation of
synovial joints13 and the production of coatings for medical
implants.14 In the context of polyelectrolyte-mediated
lubrication effects, the interactions between contacting brushes
and the resulting polymer conformations play a fundamental
role: compression or interpenetration can change friction by

orders of magnitude.11 Such interactions and conformations
are decisively influenced by the packing of brushes, in
particular, in crowded conditions, an aspect which is especially
relevant in biological systems. These deformations under
crowding, which constitute one of the main issues of the
present work, have not been fully explored to date.
DNA is a highly charged polyelectrolyte whose properties

have been used to develop nanotechnologies such as
electrochemical sensors,15 field-effect transistors,16 and smart
surfaces.17 Being highly customizable with molecular precision,
DNA is thus the ideal building block for the systematic
investigation of polyelectrolyte brush interactions in crowded
systems. In addition, the specificity of DNA interactions can be
exploited to precisely control assembly. Complex DNA
structures can be assembled through Watson−Crick base
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pairing of sticky ends,18 the programmable folding of long
single strands (DNA Origami and “brick” assembly),19 or
supramolecular interactions,20 including blunt-end base
stacking.21−23 DNA can be also used to direct the assembly
of colloidal micro- and nanoparticles, which can confer to
materials desired optical, electrical, or mechanical proper-
ties.24,25 For colloidal systems, base-pairing interactions
between sticky ends have been the main tool used to construct
the desired structural arrangements.26,27 Blunt-end interac-
tions, while scarcely considered,28 provide a parallel route to
colloidal assembly that exploits base stacking instead of base-
pairing. The effective interaction between a collection of blunt-
end of dsDNA fragments grafted onto two facing colloidal
particles can be fine-tuned through ionic strength and ion type
and, potentially, grafting density and temperature.
In this work, we demonstrate that the combination of strong

osmotic forces from the neighboring SPBs and the blunt-end
DNA attractions leads to unconventional re-entrant ordering
phenomena and to the emergence of stringlike patterns in
concentrated DNA-brush solutions. To this end, we combined
microscopy experiments, theory, and simulations to systemati-
cally investigate the interactions and correlations between
thick, densely packed SPBs in quasi-2D confinement. In these
experiments, the structural organization and the dynamics of
thick spherical dsDNA brushes grafted onto latex beads were
determined. Two main effects of the brush−brush interactions
were found: a progressive reduction of the interparticle
effective interaction range (distance of closest approach)
with increasing packing and a complex, unusual aggregation

behavior, with a re-entrant ordering as a function of packing
fraction. By developing a detailed microscopic model of the
effective interactions, which incorporates electrostatic, en-
tropic, and osmotic free energy contributions, as well as the
concentration-dependent blunt-end attractions, we determined
the conformations of single and contacting SPBs. Moreover,
we established that the decrease of the interparticle distance is
associated with a size reduction that origins from the pressure
exerted on a brush by the absorbed, noncondensed counter-
ions of neighbor brushes. This mechanism significantly differs
from that of charged microgels, in which the free counterions
surrounding the particles are controlling the deswelling
behavior.29,30 The size reduction is accompanied by a very
limited particle interdigitation. The experimentally observed
aggregation phenomena were reproduced in simulations of
particles interacting with a short-range attraction in addition to
the mild, long-range repulsion associated with electrostatics.
The origin of the attractive interaction, which is atypical for
polyelectrolyte brushes, could be attributed to base stacking
interactions. These become significant in the osmotic regime
where dsDNA fragments are stretched, and the blunt-ends of
neighbor brushes face each other at a short distance. These
blunt-end interactions could be tuned by acting on chain
conformations through the addition of monovalent salt.

RESULTS AND DISCUSSION
Experiments: Effect of Packing on the Brush Size. We

present in this section the evolution of the conformation and
interactions of increasingly packed SPBs extracted from the

Figure 1. Experimental setup and analysis of the radial distribution function. (A) (Top) Sketch of the experimental setup showing dsDNA-
coated particles confined between two microscope coverslips separated by 10 μm spacers. The relative sizes of the core (RPS) and brush (LC)
are represented in the zoomed image on the left side of the sketch, where for clarity a single dsDNA fragment is shown. The coverslips were
coated with a hydrophobic material to avoid particles sticking to the glass. (Bottom) Exemplary portion of a bright field microscopy image of
a dispersion of dsDNA-coated colloids with packing fraction η = 0.14. The PS cores are visible. The overall size of the particles is indicated
by the red circle. (B) Radial distribution functions g(r) of dispersions with different packing fractions η, as indicated. In each panel curves
with larger packing fractions have been shifted vertically by 1 with respect to the previous curve for clarity. Dashed lines indicate the position
of the first peak for each curve. In the top panel, the expected positions of the peaks and the corresponding values of the ratios ri/r1 for a 2D
hexagonal lattice are reported, with ri and r1 the positions of peak i and 1, respectively. (C) Position of the first peak of g(r) in units of the
particle diameter in dilute conditions, as a function of packing fraction. Symbols: experiments, solid line: theory. Red arrows highlight the
nonmonotonic behavior of the experimental data. The progressive size reduction as a function of packing fraction is represented in the
cartoon.
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analysis of the radial distribution function g(r) of quasi-2D
dispersions of dsDNA-coated polystyrene (PS) particles. A
sketch illustrating the quasi-2D confinement is shown in
Figure 1A: particle dispersions are contained in a channel
formed by a microscope slide and a glass coverslip, separated
by 10 μm using spacers. The radial distribution function
g(r) = N(r)/(2πnrΔr), with N(r) being the number of
particles in a thin shell of thickness Δr at distance r from a
selected particle and n = ⟨Np/A⟩ the average particle number
surface-density, was determined from particle coordinates
extracted from bright-field microscopy experiments. This
contrast technique was chosen to avoid possible damages of
the DNA fragments due to prolonged exposure to intense laser
irradiation in fluorescence-based techniques using labeled
DNA.31 In addition, fluorescent labeling of the dsDNA chain
ends can alter their interactions.32 In bright field contrast only
the PS cores are visible. Dense dsDNA brushes were formed by
grafting f ≈ 105 dsDNA fragments of length equal to 10
kilobase-pairs (kbp) on PS particles with radius RPS = 0.49 μm.
In what follows, we will also employ the term functionality to
denote the number f of grafted dsDNA fragments. As shown in
previous work,33,34 in water solution without any added salt the
dsDNA chains assume a fully stretched configuration resulting
in a brush thickness equal to the contour length LC = 3.4 μm,
corresponding to a brush-core size ratio LC/RPS ≈ 6.9, i.e., a

starlike architecture.35 Figure 1A shows an exemplary portion
of an image of a dispersion, with indication of the overall size
of the particles. Details of the synthesis, the preparation of
dispersions, and the quasi-2D confinement of the system are
reported in the Methods. The g(r) functions of systems with
increasing packing fraction η = nπσ02/4, shown in Figure 1B,
evidence significant structural variations, indicated by changes
in the number of the observed peaks, their height, and their
position. Note that η is calculated using the particle diameter
in dilute solution σ0 = RPS + LC and thus reflects the increase in
particle number density without accounting for the particle
shrinking discussed later. A clear nonmonotonic variation of
the height of the first peak with increasing η is evident and will
be discussed later together with variations of the local order
parameter. Here, we focus instead on the variations of the
position of the first peak of the g(r), rp, indicated by the dashed
lines in Figure 1B, which represents the shortest interparticle
distance. For monodisperse hard spheres, this quantity
presents a minimum value equal to the particle diameter
when particles are in contact.
For dense dispersions of soft particles, rp can be smaller than

the particle diameter measured in dilute solution due to
particle interpenetration, compression (shrinking), or defor-
mation (and combinations of them). It can be therefore used
to measure morphological changes of the particles with

Figure 2. Theoretical and simulation models, fraction of noncondensed counterions. (A) Schematic model of a SPB of total radius R = RPS +
L, enclosed in a spherical Wigner-Seitz cell of radius RW. N1, N2, and N3 are the numbers of condensed, noncondensed, and free counterions,
respectively. (B) Snapshot of coarse-grained MD simulation of miniature SPB (N = 40, RPS = 10 nm), which presents the same grafting
density as the experimental system. (C, D) Fraction of counterions N3/Nf that escape the SPB, where f is the functionality and N is the chain
length. This fraction as a function of functionality f (C) and as a function of Wigner-Seitz radius RW scaled with the radius Rm of a chain
monomer (D). For more information on the simulations of the miniature brushes, see the Supporting Information.
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increasing crowding. Starting from rp ≈ 1.05σ0 for η = 0.14,
when the packing fraction is increased the interparticle
distance decreases monotonically until η = 0.40, for which rp
≈ 0.88σ0. Interestingly, for η = 0.56 the position moves back to
a slightly larger value, indicating a re-entrant behavior. For η =
0.68, the value of rp decreases again. Note that for this sample
also the position of the second peak shifts to significantly
smaller values compared to the previous sample, indicating a
sudden compaction of the particle neighborhood. The
minimum value of rp is registered for η = 0.73, while for η =
0.87 it increases slightly and significantly more for η = 1.20.
For this value of η, the system crystallizes into a 2D hexagonal
lattice, as demonstrated by the position of the peaks of the g(r)
(Figure 1B). The trend of rp as a function of η is reported
separately in Figure 1C. The nonmonotonic trend discussed in
detail above can be observed for packing fractions η around
0.7, even if not particularly pronounced. Overall, the values of
rp lie between 1.05σ0 and 0.7σ0. The fact that rp values are, for
the majority of samples, smaller than the particle diameter and
decreasing with increasing η indicates that the dsDNA brushes
were shrinking, interpenetrating, and/or mechanically deform-
ing. Interpenetration could be excluded in this case according
to experimental evidence provided in previous work33 through
confocal fluorescence microscopy images of packed, free-end
labeled brushes. The absence of interpenetration was
attributed to the large osmotic pressure generated by the
absorbed counterions. In the next section, we present a
theoretical model that confirms this speculation and explains
the physical origin of the observed decrease of rp in terms of
particle shrinking which results from the osmotic pressure
generated by absorbed, noncondensed counterions. We will
also show in the last section that the particle dynamics even at
large packing fractions never fully stop. This finding further
supports shrinking as the origin of the reduction of rp: if an
increasingly large number of particles would be able to pack
through deformation, particle movements should be strongly
suppressed. This finding marks a clear difference with the
results of previous work33 in which particle deformation was
observed at high packings: the distinct response can be
attributed to the significantly different conditions of the
experiments in the two studies. In this work, the packing
fraction of the whole macroscopic sample was progressively
increased, while in the work of Zhang et al. only a fraction of
particles of a dilute suspension was concentrated in a limited
portion of space using magnetic forces. Shrinking, deformation,
and interpenetration due to crowding have been intensively
studied in microgel suspensions.30,36−42 For neutral microgels
three regimes were recognized: A first regime, below space
filling, where no significant shrinking, interpenetration, or
deformation are observed; a second, above space filling, in
which particle deformation and interpenetration occur; a third
at even larger packing fractions in which deformation and
interpenetration saturate and particles shrink (deswell).39,41

Instead, for ionic microgels shrinking was found to be the main
mechanism acting above space filling.42 Note that the behavior
of the system investigated here is clearly different from the two
cases just discussed: a significant shrinking is observed well
before space filling and interpenetration is negligible also at
large packing fractions.
Theory: Modeling the dsDNA Brush Configurations

as a Function of Packing. The primary dependence of the
interaction diameter σ of SPBs on their packing fraction η is a
monotonic decrease, represented, roughly, by the solid line in

Figure 1C. Since the SPBs are complex macromolecular
aggregates, their conformations and interactions depend
crucially on a diverse variety of physical parameters, bringing
forward their hybrid polymer/colloid character. An under-
standing of the effective interactions between SPBs requires
analysis of their conformations, which result from a
minimization of a suitable free energy F, as we elaborate below.
We build a cell model of a SPB of which the geometry is

schematically illustrated in Figure 2A. The brush consists of a
hard core having a radius RPS, surrounded by a brush of
thickness L, which consists of f PE chains comprising N
monomers each. Correspondingly, for each chain there are N
monovalent counterions, which are contained in a Wigner-
Seitz cell with radius RW, related to the overall packing fraction
η by the requirement that a single SPB is contained within the
volume of one cell. Since the experiment has shown that the
size of SPBs can be highly density dependent, we explicitly
differentiate between the density dependent brush size R = RPS
+ L, and the brush size in unperturbed dilute conditions R0 =
σ0/2 = RPS + LC, where LC stands for the brush height at
infinite dilution. We assume that the SPB is dissolved in a
solvent with electric permittivity ε at temperature T. Because
of the high bare charge of the DNA fragments, many of the
counterions will be condensed along them, the number of
which, N1, can be approximated with the Manning parameter
ξ, which we define as the ratio of the Bjerrum length, λB = e2/
4πεkBT, and the distance b between each charge, giving ξ = λB/
b, with kB being Boltzmann’s constant. Using this parameter,
we estimate that the number of condensed counterions is

= − ξ( )N 1Q
e1

1bare , where Qbare = −efN is the total bare

charge of a brush.43 With this estimation we presume that the
counterions condense in such a way that there remains only
one net charge per Bjerrum length. Here, we neglect the effect
other nearby chains exert because their electrostatic
interactions are screened by the counterions in the brush.
The remaining f N − N1 counterions are subdivided into two
populations N2 and N3, representing those that are free to
move within the brush and those that are free outside of the
brush. In order to find the number of free counterions within
the brush (N2) and outside of the brush (N3), as well as the
brush thickness L, we set up a variational free energy F(N3,L)
and minimize it to find the equilibrium values of N3 and L. The
remaining population is now easily calculated with the charge-
neutrality condition N1 + N2 + N3 = Nf. We explicitly minimize
for the brush thickness L as well to qualitatively capture the
significant decrease of the location of the first peak of the radial
distribution function g(r) that was found in the experimental
system as shown in Figure 1C.
In this free energy F, we include six contributions and

express F as

= + + + + +F U F F S S FH el Fl 2 3 p (1)

We present more information and explicit calculations in the
Supporting Information, limiting ourselves to a more concise
description in what follows.
The first contribution (UH) approximates the electrostatic

energy modeling the Coulombic interactions between all the
charged PE-monomers and counterions. We use a Hartree type
expression

∫ ∫πε
ρ ρ= ′ ′
| − ′|U r r r r
r r

1
8

d d ( ) ( )
H (2)
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where ρ(r) is the expectation value of the total charge density
resulting from the sum of the counterion charges and the
charges on the PE chains and where the integrations run over
the entire Wigner−Seitz cell. Theory, simulation, and experi-
ments agree that the chains of isolated, dense PE brushes in a
salt-free environment are completely stretched, meaning that
the charged monomer density falls of as r−2 inside the
brush.33,44,45 Because counterions are inclined to neutralize the
charged monomers, we assume that the distribution of
counterions within the brush also has this functional form.
Furthermore, we model the free counterions outside the brush
as homogeneously dispersed. The charge density resulting
from the sum of the counterion and the monomer density is
now given by

ρ π

π
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− ≤ ≤
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< <
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in which the prefactors ensure charge neutrality.
The second term (Fel) in the free energy models the

entropic elasticity of the PE chains, which adds a penalty for a
highly stretched chain configuration45

=F
k T

fL
Nb

3
2

el

B

2

2 (4)

Here, b is the equilibrium length of the bonds between chain
monomers.
The third (FFl) is a Flory self-avoidance term that models

the excluded-volume interactions between the chain mono-
mers. We choose to set the excluded volume equal to the
volume of a monomer with radius Rm and obtain44

=F
k T

f N R
L2

Fl

B

2 2
m
3

3 (5)

The form of this contribution to the free energy is strictly only
applicable if the radius of the central colloid is much smaller
than the total brush radius RPS ≪ R. Similarly, we implicitly
assume that the chain monomer density within the brush is
homogeneous, meaning that the PE chains can fully explore
the volume of the brush and are not attached to the central
colloid. However, because we are mainly interested in
predicting the way in which the brush size L changes with a
change in the relevant parameters, we expect that these
simplifications do not disqualify our findings.
The next two terms model the entropic free energy S2 of the

noncondensed counterions within the brush and that of the
free counterions outside the brush, S3. We leave out the
entropy of the condensed counterions as it will drop out in the
minimization since the number of these counterions is kept
constant. However, we do take into account that the presence
of the PE chains limits the available free volume to the
counterions in the brush. Defining the local number densities
ni(r), i ∈ {2,3}, and the counterion diameter d, we can estimate
the entropic contributions to the free energy with

∫=S k T rn r n r dd ( ) ln( ( ) )i
V

i iB
3

i (6)

in which we omit the usual characteristic length-scale term as it
will yield a constant contribution to the free energy.45

The final contribution (Fp) to the free energy takes into
account the effects of the surrounding SPBs in a concentrated
solution on the size of any given SPB. Following the arguments
put forward for the related case of star polymers,46 we
introduce Fp as the free energy cost of insertion of a SPB of
radius R in a concentrated solution of the same. Such an
insertion results into the expulsion of the remaining SPBs from
a region of size R and the associated free energy cost can be
estimated as the product between the volume taken up by the
SPB, R3, and the osmotic pressure Π(RW) of the remaining
solution at packing fraction η, parametrized through the
Wigner−Seitz radius RW. This osmotic pressure, in turn, is
dominated by the trapped counterions46 and is estimated by
the product of the number of entropically active counterions
N2 in each brush, the thermal energy kBT, and the number
density of the brushes ∝ RW

−3. Summarizing, we obtain

=
F

k T
N R
R

p

WB

2
3

3
(7)

and can only be considered in the limit that N2 ≫ N3, which
we justify later in this section.
The role of the various terms is antagonistic: some of them

favor large SPB sizes whereas others would favor the shrinking
of the same; thus, their competition leads to a value that
minimizes the total free energy. The sum of these
contributions is numerically minimized with respect to L and
N3. In Figure 2C,D, we show for miniature brushes (N = 40,
RPS = 10 nm) the effect of varying the functionality f and the
SPB density on the osmotic power of the brushes, i.e., on the
fraction of counterions the brush absorbs. The name miniature
is used to indicate that the simulated brushes are a scaled
version of the experimental system presenting the same
grafting density (but smaller fragment length, see Figure 2B).
We validate the results of this procedure with coarse-grained
molecular dynamics simulations of these small brushes (see the
Supporting Information), finding excellent quantitative agree-
ment between the theoretical cell model and simulations for
the fraction of the nonabsorbed counterions (Figure 2C,D).
We show that as the functionality increases, a decreasing
fraction of counterions manages to escape the brush (Figure
2C). This is due to the increased relative influence of the
electrostatic energy.
Since the functionality f, i.e., the number of grafted dsDNA

fragments of an experimental brush, is rather large ( f ∼ 105),
we expect these to be highly osmotic, releasing very few
counterions. Indeed, using the geometric parameters of the
large experimental brushes, our cell model predicts that the
fraction of released counterions is of the order of 10−5,
indicating that virtually all available counterions are being
absorbed. On the other hand, we see that an increase in the cell
size RW, related to the volume fraction by η = R0

3/RW
3 , tends to

decrease the osmotic power of the brushes. This is to be
expected, of course, since an increase in the available volume
for each brush increases the entropy of released counterions.
Applying the model to brushes with the same geometry as

that from the experiments results in a concentration-dependent
size given by the solid line in Figure 1C, which describes very
well the progressive reduction of the position of the first peak
of the experimental g(r). For the large experimental brushes,
we find that especially the contribution Fp has a very significant
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influence on the density dependence of the brush size. Even
though the model captures well the experimentally observed
density-driven shrinkage of the brushes, it does not manage to
accurately predict the absolute size of the experimental
brushes, underestimating it by roughly 40%. On the other
hand, such deviations are not unusual in scaling-type theories
that seek to establish general trends and regimes and do not
aim at detailed quantitative accuracy. We remark that an
experimental verification of the theoretically predicted particle
shrinking presented in this work, which is also related to
previous contributions,45 was not presented to date.
Even though the SPBs shrink as the local colloid density

increases, at constant density the effective interactions between
two such particles can be expected to be very strongly repulsive
as they start overlapping. In particular, Jusufi et al. showed that
the effective interactions between colloidal particles similar to
SPBs scale linearly with the number of absorbed counterions.45

To confirm that these findings extend to our system as well, we
perform a similar analysis for miniature SPBs of which we
present the results in the Supporting Information. Since the
number of absorbed counterions in the experimental brushes
must be of the order of Nf ≈ 109, we conclude that even small
brush overlaps are penalized with energies orders of magnitude
higher than those available for thermal fluctuations. In short,
our model prohibits highly osmotic SPBs from (significantly)
interdigitating, in agreement with experimental findings in
previous work.33

Experiments: Aggregation and Re-entrant Ordering.
While the theory developed in the previous section identifies
the physical origin of the progressive size reduction of the
brushes, the experimental data show an additional, non-
monotonic trend of the position of the first peak, with
significant deviations from the theoretical predictions in the
interval 0.7 < η < 0.8. This discrepancy suggests that the
monotonic size reduction predicted by theory as an effect of
the osmotic pressure of the absorbed, noncondensed counter-
ions is not sufficient to capture the entire experimental
phenomenology, at least when only repulsive interactions
between the brushes are considered. To better understand the
physical origin of the nonmonotonic experimental trend, we
report in Figure 3 the packing fraction dependence of two
additional structural parameters, the height of the first peak of
the g(r), gp, and the average 6-fold order parameter, ⟨Ψ6⟩ = ⟨1/
N∑i = 1

N Ψ6
i ⟩, with N the total number of particles in one image

of the sample, where Ψ6
i = 1/Nb∑j = 1

Nb ei6ϑij is the 6-fold order
parameter of particle i with ϑij the relative orientation angle
between particles i and j and Nb the number of neighbors of
particle i. The brackets ⟨ ⟩ indicate an average over all images
of the sample.
Two particles were considered neighbors when the distance

between their particle centers was smaller than the diameter
plus half the distance between the first maximum and the first
minimum of the g(r). Both gp and ⟨Ψ6⟩ show a similar trend
which, on top of a progressive increase as a function of η,
presents a nonmonotonic behavior and the presence of two
local maxima. One is observed for η ≈ 0.40 and the second for
η ≈ 0.68. These peaks indicate for the corresponding samples
the presence of structures with a larger degree of local order
and are visualized in the representative renderings of the
samples shown in Figure 3, which were obtained using particle
coordinates from particle-tracking (representative renderings
of all samples can be found in the Supporting Information,
Figure S1). For the sample with η ≈ 0.40 one can see that

chainlike structures are present with a simultaneous emergence
of density inhomogeneities (crowded regions and voids),
indicating the presence of attractions in the effective brush−
brush interaction potential. These attractions, however, are
neither broad nor deep enough to bring about macroscopic
phase separation (liquid−gas) in the SPB solution, leading
rather to the formation of finite-size clusters only. The linear
geometry of the structures is also confirmed by the average
number of neighbors for each particle which is ⟨Nb⟩ ≈ 2
(Figure 3, inset). The length of the chains presents a broad
distribution, and also isolated particles are present. For the
sample with η ≈ 0.68, the aforementioned features persist,
albeit with suppressed density inhomogeneities with respect to
η ≈ 0.40, and the average number of neighbors increases to
⟨Nb⟩ ≈ 3 (Figure 3, inset). The degree of local order within the
aggregates is pronounced, as confirmed by the value of the
average 6-fold order parameter, ⟨Ψ6⟩ ≈ 0.54. Interestingly, for
η > 0.68 gp and ⟨Ψ6⟩ (and also ⟨Nb⟩ to a minor extent)
decrease first and then increase again, indicating a re-entrant
order−disorder transition. The trends of ⟨Ψ6⟩ and gp (and
⟨Nb⟩) are all consistent with the trend of rp, which is also
nonmonotonic and presents a minimum value for a
comparable value of η = 0.73. The minimum of rp indicates
the strongest size reduction, which is followed by an increase
for larger values of η, indicating reswelling. We speculate then
that the sudden disordering indicated by the structural
parameters ⟨Ψ6⟩, gp, and ⟨Nb⟩, i.e., the reduction observed
for η > 0.68, can be associated with the size reduction, and the
successive increase of order (increase of the parameters) with
the reswelling.

Figure 3. Structural parameters to investigate the degree of
ordering. (Bottom) Height of the first peak of the g(r),
gp(squares), and average 6-fold order parameter ⟨Ψ6⟩ (circles)
as a function of packing fraction η. Inset: Average number of
neighbors per particle, ⟨Nb⟩, as a function of packing fraction η,
same x-axis as the main plot. (Top) Images corresponding to
exemplary renderings were obtained from coordinates for the
samples indicated by the arrows. Particles are colored according to
their individual value of Ψ6

i (see scale-bar). In the snapshots of
samples with η = 0.40 and 0.68 selected particles have been
represented with an artificially larger size to highlight the presence
of chainlike structures.
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We already commented on the fact that the size reduction
registered for these samples deviates from the monotonic trend
predicted by assuming purely repulsive interactions, and we
additionally noted that pronounced aggregation is observed for
these packing fractions. This leads us to conclude that the
pronounced particle shrinking responsible for the reentrant
transition might be associated with the strong local packing
induced by aggregation. These aggregation phenomena can be
explained if an attractive interaction between the brushes is
present. We will demonstrate that introducing a model short-
range attraction between particles/brushes the experimental re-
entrant ordering can be qualitatively reproduced; the origin of
this attraction can be attributed to blunt DNA ends, and its
effect can be suppressed by salinity. Note, finally, that the
formation of a hexagonal lattice for the highest packing fraction
η = 1.20 is confirmed by the large value of ⟨Ψ6⟩ ≈ 0.8.
Experiments: Testing the Origin of the Short-Range

Attraction by Acting on DNA Conformation. The
experimental observation of finite-size clusters and density
inhomogeneities discussed in the previous section indicates the
presence of a short-range attraction of moderate intensity
between the dsDNA brushes. We speculate that DNA blunt-
end base stacking is the origin of this effective attractive

interaction. Our interpretation is based on the following
arguments: Previous experiments33 and findings in this work
indicate the absence of significant interdigitation at large
packing fractions and a stretched configuration of the dsDNA
fragments within the brushes in the absence of added salt. We
can therefore foresee that when two neighbor brushes are in
contact and the DNA fragments are stretched, a large number
of blunt ends on the two sides will face each other and will be
separated by a short distance. Recent experimental and
theoretical work on the assembly of DNA nanostruc-
tures21−23,47,48 showed that when a large number of
complementary DNA blunt ends lie at sufficiently small
distance from each other, stacking assembly is observed. We
propose that this mechanism could be at the origin of the
attractive interactions between compressed and densely packed
DNA brushes. It was found that the attractive interaction per
base contact amounts to a few kBT.

22 Upon the SPBs
approaching contact, blunt-end-pairs are exposed to such an
attraction while at the same time experiencing a weak
electrostatic repulsion from the other brush, which is of the
order of a few kBT itself.46 The resulting effective interaction
between two SPBs could be thus estimated to be of the order
of the thermal energy. A fundamental assumption of our

Figure 4. Changes in the dsDNA configuration lead to the disappearance of reentrant ordering. (A) Images of samples with η ≈ 0.68 for
systems without any added salt (left) and with 25 mM NaCl (right). (B) Height of the first peak of the g(r), gp, as a function of packing
fraction η for the system without any added salt (same data as in Figure 3) and for the system with 25 mM salt content, as indicated. Inset:
Corresponding peak position rp as a function of η, same range as in the main plot. At the top of the figure, we show a schematic
representation of the changes in the configuration of a few exemplary dsDNA fragments for the system with and without added salt.
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hypothesis is the stretched configuration of dsDNA fragments
due to the presence of a large fraction of counterions absorbed
within the brush in the absence of salt. To test our hypothesis,
we performed a similar analysis of the structural evolution of
the dsDNA brushes adding 25 mM of NaCl to the dispersions.
We report in Figure 4A exemplary images of samples with
comparable particle number density for the system in
deionized water and with addition of 25 mM NaCl. For the
sample in deionized water, which corresponds to η ≈ 0.68, in
selected regions like the one reported in Figure 4A (left) one
observes a pronounced heterogeneous structure with aggre-
gates and local ordering within the aggregates. For the sample
with 25 mM NaCl we did not find instead heterogeneous
regions and the structure is generally homogeneous (Figure
4A, right). This suggests an important change of the effective
interactions in the sample with 25 mM salt. This pronounced
difference is confirmed by the comparison of the trend of gp as
a function of η for the two systems (Figure 4B): No peaks are
visible for the system with added salt (the corresponding g(r)
are reported in the Supporting Information, Figure S2).
Additionally, also the position of the first peak decreases in

this case smoothly, different from the case without added salt
(Figure 4B, inset). We speculate that while addition of
monovalent salt should increase the strength of blunt-end
interactions,22,47 at the same time it strongly affects the spatial
configuration of the dsDNA fragments: Previous work in ref 33

showed that a significant backfolding (sketch in Figure 4) of
the ends of the fragments occurs. This implies that the
probability that blunt ends from neighbor brushes face each
other drastically reduces and, thus, the effective attraction
between brushes decreases. This finding supports the
interpretation that the unconventional origin of the effective
attraction between brushes is blunt-end interactions.

Simulations: Aggregation and Re-entrant Ordering
in a System with Competing Short-Range Attraction
and Midrange Repulsion. Based on the experimental
evidence on the presence of additional, short-range attractions
originated by blunt-end interactions, we postulated an effective
repulsive potential that includes additional such attractions and
confirm that it brings about the experimentally observed
features. In particular, we performed Monte Carlo simulations
of colloidal particles in two dimensions, interacting with the
following generic pair interaction:
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The first term is the Lennard-Jones 100−200 potential,
modeling a strong repulsion of hard-core-like spheres of
diameter σ, followed by a short-range attraction.
The justification for such strong repulsion which prohibits

particles from interdigitation is found in the work of Jusufi et

Figure 5. MC simulations of a system with competing attractive and repulsive interactions confirm reentrant ordering. (A) Interaction
potential with parameters: V1/kBT = 1.43; V2/kBT = 0.28; λ/σ0 = 1.5, and variable σ as indicated in the legend. (B) Simulated g(r) for various
packing fractions, where the color code matches the scheme in (A). (C) Trend of the height of the first peak (black symbols) and the order
parameter (red symbols) as a function of packing fraction. (D) Corresponding simulation snapshots.
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al., who showed that the effective interactions between
colloidal particles similar to SPBs scale linearly with the
number of absorbed counterions.45 Since the number of the
absorbed counterions in the experimental brushes must be of
the order of Nf ≈ 109, we conclude that even small brush
overlaps are penalized with energies that are orders of
magnitude larger than thermal fluctuations. Note that for the
described conditions the interaction can be conveniently
modeled by any steeply diverging potential. This assumption is
corroborated by the experimental findings of ref 33 where it
was shown that dsDNA-coated colloids densely packed on a
2D lattice are resilient to mutual interpenetration of their
charged coronas. Moreover, the Lennard-Jones term in eq 7

features an attractive well with a range corresponding to a
fraction of σ. This short-ranged attraction is used to model
interactions between dsDNA fragments when particles
approach each other to close proximity, caused by the blunt
DNA-end, as discussed in the previous section. The second
term in eq 7 is of a repulsive Yukawa form that models a weak
residual electrostatic repulsion between the almost fully
neutralized SPBs.
The potential of eq 7 has been used to investigate

aggregation phenomena in 3D colloidal systems, showing
that the competition between short-range attraction and
midrange repulsion drives the formation of aggregates. Similar
interactions have been also used to study the phase behavior of

Figure 6. (A) Experimental mean squared displacements for samples with different packing fractions. Average mean squared displacement
⟨Δr2(Δt)⟩ of dispersions of dsDNA-coated colloids with different packing fraction η, as indicated. Inset: Effective diffusion coefficient Deff
extracted from the mean squared displacements as a function of η for the samples in the main panel and for the system with 25 mM NaCl, as
indicated. (B) Schematic diagram illustrating the morphological and structural evolution of samples as a function of increasing η,
highlighting the combined effect of particle shrinking (red curve, representing the schematic evolution of the particle size) and blunt-end
induced attractive interactions in determining the state diagram (sketches at the bottom) and in particular aggregation and re-entrant
ordering of the structure (blue curve, representing the evolution of the structural parameters).
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2D colloidal systems.49 The choice of the potential parameters,
V1, V2, and λ, determines the morphology of the
aggregates.50,51 In the simulations based on the potential of
eq 7, the experimentally observed size reduction of the
particles was included by using the values of the experimental
particle diameter as a function of the packing fraction η in
Figure 1C. Potentials with different sets of V1, V2, and λ values
were generated. The potential generating the g(r) that shows
reasonable, semiquantitative agreement with experiments was
chosen as the most representative of the interactions in the
experimental system.
The pair potential is reported in Figure 5A and was obtained

for V1/(kBT) = 1.43; V2/(kBT) = 0.28; λ/σ0 = 1.5. Although
we have not attempted a microscopic derivation for the values
of the parameters used, it is possible to offer plausibility
arguments for the resulting values on the basis of physical
argumentation. The parameter V1/(kBT) sets the scale of the
attraction, which, as suggested in the previous section, is
caused by end-to-end stacking of the dsDNA blunt ends and is
expected to be of the order of the thermal energy. The
obtained value of 1.43kBT is in very good agreement with this
expectation and supports our interpretation about the origin of
the attractive interaction. On the other hand, the value of the
parameter V2 is set by the overall SPB charge, which is very low
for osmotic brushes and thus a small value results. Finally, the
screening length λ is set by the radius of the Wigner−Seitz cell,
which is somewhat larger than the brush size in the
concentrations under consideration.
The obtained particle configurations were used to determine

the corresponding g(r) which are presented in Figure 5B for
the investigated values of η. A nonmonotonic behavior of the
height of the first peak, gp, for packing fractions in the range 0.7
< η < 0.8, Figure 5B, is observed, in qualitative agreement with
the experimental findings. The re-entrance is also reflected in
the nonmonotonicity of the 6-fold order parameter ⟨Ψ6⟩,
Figure 5C. Finally, the snapshots of the simulated systems
(Figure 5D) show the presence of chainlike structures and
aggregates comparable to those found in experiments. The
simulations thus confirm that attractions, which induce
aggregation, are a key ingredient to explain the re-entrant
ordering phenomenon. Therefore, we conclude that re-entrant
ordering is determined by two mechanisms: The formation of
aggregates and size reduction due to deswelling. At larger
packing fractions, particles get more ordered and progressively
shrink; at the same time, attraction induces formation of
aggregates. When the aggregates become locally denser than
the average packing fraction, a pronounced shrinking occurs,
which leads to a sudden disordering. Aggregates are disrupted
and the local packing decreases, allowing the particles to
rearrange configurations and partially reswell. Further increas-
ing the packing fraction, the order increases again until
crystallization occurs. It is interesting to note that a
nonmonotonic variation of gp at packing fractions in the
range 0.7 < η < 0.9 can also be found in Monte Carlo
simulations in which a monotonic decrease of particle size
similar to that predicted by theory is assumed, even though the
agreement with experiments is poorer (results not shown).
This suggests that there is a critical packing fraction, which
depends on the degree of deswelling, at which a restructuring
into a more disordered structure is needed to be able to pack
additional particles. We remark also that the re-entrant
behavior is only found in a very narrow range of potential
parameters. Finally, the re-entrant behavior observed for the

investigated family of interaction potentials is in qualitative
agreement with previous work on 2D colloidal dispersions with
competing interactions.52,53

Experiments: Dynamics as a Function of Packing
Fraction. The structural variations observed with increasing
packing fraction, and in particular the aggregation phenomena
assigned to the interactions between dsDNA fragments of
contacting brushes, should also affect the dynamical behavior
of suspensions. In particular, the presence of particle aggregates
should induce a slowdown of the average single-particle
dynamics. To test our expectations, we determined the mean-
squared displacement (MSD) of samples with different packing
fractions, ⟨Δr2(Δt)⟩ = ⟨(ri(Δt + t0) − ri(t0))2⟩t0,i where ri is the
position of particle i, Δt is the delay time, t0 is the time during
the particle trajectory, and ⟨⟩t0,i indicates an average over all
times t0 and all particles i. We show the resulting MSD for
several packing fractions in Figure 6A. All trajectories were
corrected for the possible presence of drift due to stage
instabilities: despite this correction, the apparent superdiffusive
behavior at very short times might be the result of residual drift
contributions.
Samples with η ≤ 0.56 show approximately diffusive

dynamics at long times, as indicated by the almost linear
dependence of the MSD on t. Aggregation in the form of
chainlike structures observed for η = 0.40 leads to a significant
slowdown of the dynamics and smaller values of the MSD,
while a slightly larger MSD is obtained for η = 0.56. This
corresponds to the transition to a more uniform spatial
distribution of particles with less aggregates. Similarly, a
considerably smaller MSD is observed at η = 0.68 and 0.73: in
particular, the MSDs become subdiffusive, in agreement with
the formation of a large number of aggregates in which particle
movements are suppressed. The MSD presents a larger value
and a time dependence approaching that expected for diffusion
for η = 0.87, while a significantly smaller and subdiffusive MSD
is obtained for η = 1.20. For the latter, the presence of a large
number of crystalline regions is at the origin of the slow
dynamics. The inset of Figure 6A reports an effective diffusion
coefficient calculated as Deff = Δr2(Δt ≈ 55s)/4Δt, which
summarizes the behavior illustrated above for the MSD, and
which confirms the correspondence between the structural
variations and the evolution of the dynamics. The MSDs of
samples with 25 mM NaCl are reported in Figure S3. Similar
to what was discussed for the g(r), also the dynamics of the
system with salt show a smoother slowdown with increasing η,
as shown in the inset of Figure 6A. The data of Figure 6A also
confirm what was anticipated when discussing the possibility of
brush shrinking and/or deformation with increasing packing
fraction: For all samples, except the crystalline state for η =
1.20, the MSD shows a diffusive or moderately subdiffusive
behavior, indicating that dynamical arrest is not occurring even
at large packing fractions. This supports the scenario of
progressive shrinking of the brushes rather than deformation.

CONCLUSIONS
We report unconventional effects of packing on the
morphology and interactions of thick, dense spherical
dsDNA brushes in planar confinement. These are schemati-
cally summarized in Figure 6B. Combining experiments and
theory we showed that the large number of free (entropically
active) counterions absorbed within a dense brush in the
osmotic regime produces a huge entropic pressure which leads
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to the progressive shrinking of neighbor brushes with
increasing packing fraction. Interestingly, shrinking occurs
without significant interdigitation of the brushes and starts well
below space filling. Moreover, the absence of dynamical arrest,
even for large packing fractions, suggests that shrinking
prevents jamming and significant particle deformation. These
findings mark a pronounced difference with the behavior of
uncharged hairy colloids, where interdigitation is especially
relevant,54 but also of neutral and charged microgel particles, in
which deswelling occurs above space filling or even at larger
packings.55 As demonstrated in previous experimental and
theoretical studies on planar polyelectrolyte brushes, a small
degree of interdigitation plays a fundamental role in
maintaining the lubrication between contacting brushes
under high loads. SPBs find application as lubrication additives
in biological environments:56,57 Our study, indicating shrinking
in the absence of interdigitation of SPBs with increasing
packing, suggests that low friction is expected between highly
crowded brushes, a condition which is relevant for the
applications mentioned above, in which SPBs dispersions are
typically strongly confined. The lubrication between brushes is
also supported by the dynamics of the system, which do not
fully arrest even for highly crowded conditions.
The isotropic repulsive interactions derived in the theory for

generic polyelectrolyte brushes do not entirely explain the
structural evolution of the increasingly packed spherical
dsDNA brushes. Aggregation phenomena in the form of
chainlike structures and nonmonotonic shrinking are observed
experimentally and were reproduced in simulations by
considering an additional short-range attractive interaction, in
competition with electrostatic repulsion. We explained the
origin of this attraction in terms of base stacking forces
between blunt ends of dsDNA fragments, which become
particularly important when osmotic brushes are densely
packed. In these conditions a large number of blunt ends from
neighboring brushes lie at short distance and can attract each
other, leading to an effective additional short-range attraction
between the particles that drives assembly. This effective
attraction induced by blunt-end interactions can be tuned by
addition of salt, as demonstrated here, and potentially by
temperature, grafting density and the type of free-end
modification of the DNA brushes.58 Colloidal assembly
exploiting DNA hybridization of single-stranded DNA or
sticky ends has been largely investigated during the last years,26

mainly for assembling crystals59,60 but also nonequilibrium
gels.61 However, it was found that assembling structures with a
higher degree of complexity than those also obtained with
more conventional colloids, and with a programmable
approach similar to that used in DNA nanotechnology, is an
extremely demanding task. As mentioned in the introduction,
blunt-end base stacking has been shown to be especially
powerful in DNA nanotechnology in combination with shape
design62,63 but is almost unexploited in colloidal assembly. We
can foresee that engineering the DNA blunt-ends through
careful design of the PCR primers and control over their spatial
distribution can allow the orthogonal programming of the
directionality and strength of the interactions between dsDNA
grafted colloids. The experimental realization of such patchy
spherical DNA-based brushes will provide the basis for the
development of innovative self-assembly platforms that
combine directionality and sequence complementarity of
DNA fragments. This may be used to guide the organization
of colloidal materials with unique plasmonic64,65 and photonic

properties,66 thanks also to the possibility of easily changing
the material and shape of the colloidal core,67,68 and thus the
responsiveness to external fields.

METHODS
Synthesis of DNA Star Polyelectrolyte Colloids and

Dispersions’ Preparation. The procedure to obtain DNA star
polyelectrolyte colloids was described in detail before.33 Here, the
main steps of the procedure are recalled. They can be summarized as
follows: (i) synthesis of 10 kbp double-stranded DNA through the
amplification of end-biotinylated fragments using the polymerase
chain reaction (PCR) and (ii) grafting of DNA chains to the
streptavidin functionalized surface of polystyrene beads (RPS = 0.49
μm). In step (i) we amplified the end-biotinylated dsDNA fragments
using a λ-DNA template (New England Biolabs) and a DNA
polymerase enzyme contained in the Go Taq Long PCR Master Mix
(Promega) and following the detailed PCR protocols accompanied by
this product. End-functionalization of the dsDNA strands was
achieved by the PCR using commercially synthesized and HPLC
purified forward and reverse primers, modified at their 5′-ends (IDT).
More specifically, for the aforementioned linear dsDNA fragments the
forward primer was 5′-biotinylated, including an extended 15-atom
spacer TEG (tetra-ethylene-glycol) in order to reduce steric hindrance
and therefore increase the binding efficiency of the long dsDNA to the
streptavidin coated PS beads (Bangs Laboratories). The reverse
primers were unmodified. Grafting was obtained using a binding
buffer (Dynabeads Kilobase binder Kit, Invitrogen). Biotin end-
modified dsDNA fragments were mixed in a picomole range with the
PS bead suspension in appropriate amounts to obtain a final volume
of about 35 μL and incubated at room temperature under gentle
rotation for 12 h in order to avoid sedimentation. The unreacted
dsDNA fragments were removed using sequential washes with Milli-Q
water. This can be easily achieved by centrifuging the suspension and
by carefully pipetting off the supernatant and by finally resuspending
the DNA coated beads to 40 μL Milli-Q water. This procedure was
repeated three times. The number of attached dsDNA chains per bead
(functionality f) was quantified, knowing the number of the beads
(value that can be determined by the concentration of the stock bead
solution) and the number of DNA chains in the reaction vial before
the cleaning procedure. The DNA concentration was determined by
measuring the absorbance at 260 nm employing a microvolume
spectrometer (MicroDrop, ThermoScientific). Grafted particles were
then dispersed in deionized water or a saline buffer solution
containing 2.5 × 10−2 M of NaCl. Dispersions with different particle
concentrations were obtained by diluting a sediment obtained by
centrifugation. The average area packing fraction η of the confined
dispersions was determined through the analysis of sample images by
particle tracking. For each dispersion the results of the analysis of
1000 images were averaged.

Microscopy Experiments. Quasi-2D samples were obtained by
confining the dispersions between a microscope slide and a #1
coverslip: The distance between slide and coverslip was controlled by
means of a PET-based double-sided tape with thickness h = 10 μm
(No. 5601, Nitto). Glass surfaces were made hydrophobic by cleaning
with Rain X solution (ITW Krafft) to avoid particle sticking to the
glass. After depositing a 1.2 μL droplet of sample onto the microscope
slide, the coverslip was uniformly pressed against the slide until the
desired separation was reached and then successively glued on the
sides using epoxy resin. Microscopy experiments were performed on a
Nikon Ti−S inverted microscope using a Nikon 50x LWD objective
(N.A. 0.9). For each sample, about 50 series of 1000 images of 1280 ×
1024 pixels were acquired at different locations in the sample using a
2.2Mp Pixelink M2 camera at a frame rate of 15fps. Particle
coordinates were extracted from images using the Mosaic Suite for
Fiji69 while particle trajectories were determined using TrackMate.70

Dedrifting procedures available in TrackMate were applied to sample
trajectories before calculating the MSDs. In order to avoid sample
degradation, experiments were run shortly after sample loading.
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Monte Carlo Simulations. Monte Carlo (MC) simulations
employing the standard Metropolis algorithm were performed for soft
discs in two dimensions interacting with the pair potential of eq 7, cut
off at a distance rc = 3.5σ, at constant temperature. The parameters of
the potential determining the strength of the short-ranged attraction
and the long-ranged repulsion as well as its range are reported in
Figure 5. The particles are contained in a box of dimensions Lx = Ly =
20σ0. The number of particles is N = {196, 289, 342, 380, 441, 600}
in the systems with packing fraction η = {0.40, 0.57, 0.68, 0.73, 0.87,
1.17}, respectively. Data were gathered for simulation runs of 105 MC
steps for packing fractions η = 0.40 and 0.57; 106 MC steps for η =
0.68, 0.73, and 0.87; and 2 × 106 MC steps for the system with η =
1.17. Equilibration is achieved after 20−50% of the given MC runs.
The steric interaction diameter σ as a function of packing fraction is
reported in the legend of Figure 5A.
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We study the behavior of two macroions with dissociable charge groups, regulated by local variables such as
pH and electrostatic potential, immersed in a monovalent salt solution, considering cases where the net charge can
either change sign or remain of the same sign depending on these local parameters. The charge regulation in both
cases is described by the proper free-energy function for each of the macroions, while the coupling between the
charges is evaluated on the approximate Debye-Hückel level. The charge correlation functions and the ensuing
charge fluctuation forces are calculated analytically and numerically. Strong attraction between like-charged
macroions is found close to the point of zero charge, specifically due to asymmetric, anticorrelated charge
fluctuations of the macroion charges. The general theory is then implemented for a system of two proteinlike
macroions, generalizing the form and magnitude of the Kirkwood-Schumaker interaction.

DOI: 10.1103/PhysRevE.91.022715 PACS number(s): 87.15.km, 78.30.cd

I. INTRODUCTION

From the point of view of electrostatic interactions, pro-
teins, such as ampholytes, are challenging objects since they
carry a nonconstant charge, dependent on dissociation of
chargeable molecular moieties such as N and C terminals as
well as the (de)protonation of amino acid side groups [1–3].
Consequently, their behavior cannot be analyzed with the
assumption of a constant charge [4], otherwise applicable for
many (bio)colloidal systems [5], since it misses the crucial
contribution of charge regulation and charge fluctuations to
the interactions between macroions [6]. In fact, it has been
known for some time that extremely-long-ranged attractive
interactions occur between proteins in an aqueous solution
with dissociable charge groups (amino acids) on the surface,
close to their point of zero charge (PZC), as first elucidated
by Kirkwood and Shumaker [7,8]. The Kirkwood-Shumaker
(KS) derivation is based on the thermodynamic perturbation
theory around a noninteracting state that takes into account
protein charge fluctuations. In the case of no ionic screening,
apart from the usual Coulomb interaction, they also obtain a
fluctuation interaction that scales as an inverse second power
of the separation between the macroions. This scaling form is
fundamentally different from the van der Waals interactions,
exhibiting an inverse sixth power [9], that stem from dipolar
fluctuations and act between electroneutral bodies. In fact, it
can be shown that it is a consequence of the monopolar charge
fluctuations and does not exist for macroions with a strictly
fixed charge distribution. Kirkwood-Shumaker interaction
pertains only to systems with flexible charge equilibrium
that possess a nonzero capacitance, where the net charge is
not a constant but depends on the underlying dissociation
processes [10], implying furthermore that the effective charge
on the macroion, e.g. the protein surface, is regulated and
responds to the local solution conditions: pH, electrostatic
potential, salt concentration, spatial dielectric constant profile,
and the presence of other vicinal charged groups [11]. While
the effects of charge regulation were analyzed on various levels

*natasa.adzic@ijs.si

in the mean-field approximation [10,12–18], the fluctuation
effects have not received a proportional amount of attention.

Recently, the KS theory experienced renewed interest when
it was shown, using detailed Monte Carlo simulations [19],
that indeed there exists an interaction between proteins that
has the same salient features as the original approximate
form of the KS interaction. An important step further was
achieved by consistently including the charge-regulation free
energy [10], derivable from the Parsegian-Ninham model [20],
in the theoretical framework that allowed one to derive
analytically and exactly the interaction free energy on the
Gaussian fluctuation level [21], leading to an exact form
of the KS interaction for the three-dimensional system with
planar geometry. The full exact solutions for charge-regulation
interaction, beyond the Gaussian fluctuation ansatz, have been
found also in the case of a family of one-dimensional models
solvable by the transfer-matrix formalism [22].

The aim of this paper is to present an improved theory
of fluctuation interaction for two small and distant spherical
macroions subject to charge regulation. The problem is
formulated in a way that allows for decoupling of the charge-
regulation part and the interaction part, of which the former
can be treated exactly while the latter can be dealt with on
the Debye-Hückel (DH) level. This allows us to derive a
closed-form expression for the total interaction and compare
it with various approximate forms, including the original
KS expression. We show that our generalized fluctuation
interaction reduces exactly to the KS result in the limit of
large separations between macroioins, where the macroion
charge autocorrelation function is assumed to be independent
of the separation between them, consistent with the original KS
perturbation theory derivation. This assumption, implicit in the
original KS derivation, breaks down for any finite separation.
Apart from going beyond this limitation of the original theory
of KS interactions, we are also able to go beyond the KS result
in terms of deriving realistic pH and ionic-strength-dependent
interactions between protein macroions with known amino
acid composition.

The paper is arranged as follows. In Sec. II we introduce
a model consisting of two spherical macroions immersed
in a monovalent salt solution, with charge-regulated surface
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charges described with an appropriate free-energy term. The
theory of electrostatic interactions for such a system is derived
using the field-theoretic approach, described in Appendix A.
Three different cases of charge regulation are considered
(Sec. III): a fully symmetric system, consisting of two identical
macroions with both charges spanning the interval [−e,e]; a
semisymmetric system, composed of two identical macroions
with charges spanning the asymmetric interval [−e,(α − 1)e]
(α > 1); and a completely asymmetric system composed of
one negative and one positive macroion with charges [−e,0]
and [0,e], respectively. For all three cases we calculate the av-
erage charge, the charge-charge cross-correlation function, the
charge-charge autocorrelation function, and the total interac-
tion potential obtained numerically using the exact evaluation
of the full partition function as well as via two simplifying and
illuminating approximation methods (Sec. IV): the saddle-
point method and the Gaussian approximation method, both
giving an analytical closed form for the full charge-regulation
interaction, including the thermal fluctuations. In Sec. V we
show how this theory can be generalized to be applicable to
a system of proteinlike macroions with specific amino acid
composition. In Sec. VI we present a summary and comment
on the connection with experiments and simulations.

II. MODEL

We consider a model system composed of two charged
spherical macroions in a 1:1 salt solution (Fig. 1). The charge
of the macroions is not constant, but is described by a
dissociation surface free-energy density cost corresponding to
the Parsegian-Ninham charge-regulation model, as discussed
in [21], of the general lattice-gas form

f0(ϕ("r)) = iσ0ϕ("r) − αkBT
σ0

e0
ln (1 + beiβe0ϕ("r)), (1)

where e0 is the elementary charge, β is the inverse of the
thermal energy kBT . α quantifies the number of dissociation
sites, and ln b = βµS , where µS is the free energy of charge

FIG. 1. (Color online) Schematic representation of the model:
two charge-regulated macroions immersed in a 1:1 salt solution, with
positive and negative ions indicated in red and blue, respectively. The
dissociation sites and the dissociation process itself at the surface of
the macroions are indicated with arrows. The solution is composed
of salt ions that can be exchanged with the surface sites. In the
Ninham-Parsegian model of charge regulation, the charge group
dissociation proceeds through (de)protonation of the dissociable
charge groups. In the case of proteins these are the dissociable amino
acids.

dissociation. In the case of protonation of the surface charge
one furthermore has ln b = − ln 10(pH − pK) [21], where pK
is the dissociation constant and pH indicates its value in the
bulk, differing from the local value of pH at the dissociation
sites exactly by the value of the local electrostatic potential, as
implied by the second term in the logarithmic function of the
above equation. The local electrostatic potential also depends
on the ionic strength of the solution as well as on the vicinity
of other dissociable charge groups or macroions [16].

Above ϕ("r ) is the local fluctuating potential that needs
to be integrated over to get the final partition function.
The mean-field Poisson-Boltzmann (PB) approximation is
obtained by identifying ϕ("r ) → iφ = iφPB [21]. The total
dissociation free energy for a spherical macroion of radius a0,
sufficiently small so that one can assume that the electrostatic
potential is uniform over its surface ϕ(|"r | = a0) = ϕ, can be
written in the form

f (ϕ) =
∮

S

f0(ϕ("r))d2"r

→ iNe0ϕ − αkBT N ln (1 + beiβe0ϕ), (2)

where N is the number of absorption sites satisfying
∫

dS σ0 =
Ne0 and α > 1 is a coefficient of asymmetry determining the
width of the interval spanned by the particle’s effective charge
e(φ) as a function of the mean-field potential on its surface
φ = φ(a0):

e(φ = φ(a0))

= ∂f (φ)
∂φ

= e0N

[
α

2
− 1 − α

2
tanh

(
−1

2
(ln b − βe0φ)

)]
. (3)

The effective charge of the macroion can thus fluctuate
in the interval −Ne0 < e < (α − 1)Ne0, α > 1. When α = 2
the charge interval is by definition symmetric [−Ne0,Ne0].
All of the expressions for the charge regulation referred
to above are just variants of the surface lattice-gas free
energies [21] with a variable number of dissociation sites
that describe the dissociation of the charge moieties on the
surface of the macroions. In addition we have taken the limit
of small macroions, implying that the surface potential on the
macroions is a constant f (ϕ) =

∮
|"r |=a0

f0(ϕ("r ))d2"r .
Assuming that the fluctuating electrostatic potential of one

macroion is φ1(a) = ϕ1 and of the other one is φ2(a) = ϕ2,
located at "r1 and "r2, respectively, the partition function of
the system can be derived in the field-theoretic form (see
Appendix A)

Z =
∫ ∫

dϕ1e
−βf (ϕ1)G(ϕ1,ϕ2)e−βf (ϕ2)dϕ2, (4)

where the partition function has already been normalized by
dividing by the bulk system partition function [23], obtained
for f (ϕ) = 0, and G(ϕ1,ϕ2) is the propagator of the field,
defined with the values of the potential ϕ1 and ϕ2 at the location
of the first and the second particle, respectively, derived in
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Appendix A:

G(ϕ1,ϕ2)= exp

[

−β

2

(
ϕ1
ϕ2

)T (
G("r1,"r1) G("r1,"r2)
G("r1,"r2) G("r2,"r2)

)−1(
ϕ1
ϕ2

)]

,

(5)

where the matrix of the Green’s functions for the bulk
composed of a 1:1 electrolyte in the DH approximation is
given as

(
G("r1,"r1) G("r1,"r2)
G("r1,"r2) G("r2,"r2)

)
=

(
1

4πεε0

e−κa

a
1

4πεε0

e−κR

R
1

4πεε0

e−κR

R
1

4πεε0

e−κa

a

)

. (6)

Here we assume that the two macroions cannot come closer
than a = 2a0. Variations on the above form are possible and
would contain the factor e−κ(R−a)

R(1+κa) for the separation dependence
of G("r,"r ). We will comment on the detailed choice of the form
for the DH interaction later.

The charge-regulation energy term e−βf (ϕ) can now be
expanded as a binomial [22]

e−βf (ϕ) = e−iβNe0ϕ(1 + beiβe0ϕ)αN

=
αN∑

n=0

(
αN
n

)
bne−iβNe0ϕeiβe0nϕ . (7)

The integral (4) then becomes

Z = 1
Z0

∫ ∫
dϕ1dϕ2

αN∑

n

αN∑

n′

anan′e−iβe0(N−n)ϕ1

× exp

[

−β

2

(
ϕ1
ϕ2

)T (
G("r1,"r1) G("r1,"r2)
G("r1,"r2) G("r2,"r2)

)−1(
ϕ1
ϕ2

)

× e−iβe0(N−n′)ϕ2

]
, (8)

where an(α) = (
αN
n

)bn for any α.

Introducing the dimensionless variables R̃ = κR and ã =
κa, one can rewrite the partition function for two equal
macroions with both charges allowed to vary in the interval
[−Ne0,Ne0] in the form

Z =
2N∑

n

2N∑

n′

an(2)an′ (2)e−βFN,N (n,n′,R̃), (9)

where we introduced FN,N (n,n′,R̃) as

FN,N (n,n′,R̃) = e2
0κ

8πεε0

(
e−ã

ã
[(N − n)2 + (N − n′)2]

+ 2
e−R̃

R̃
(N − n)(N − n′)

)
. (10)

Clearly, we have incorporated exactly the charge-regulation
free energy for each of the macroions, while the electrostatic
coupling between the two macroions is included approx-
imately via the DH propagator. The configuration of this
particular example is symmetric, as the two macroions are
identical and are described by the same charge-regulation
free energy. The asymmetric configuration, corresponding to

unequal charge-regulation free energies for the two macroions,
is addressed next.

In order to describe two equal macroions with a regulated
charge in the interval −Ne0 < e < 0 we take as a model
expression (2) with α = 1, i.e.,

f (ϕ) = iMe0ϕ − αkBT N ln (1 + beiβe0ϕ), (11)

where M = N , and with the partition function

Z =
N∑

n

N∑

n′

an(1)an′ (1)e−βFN,N (n,n′,R̃). (12)

Furthermore, charge regulation in the interval 0 < e < Ne0 is
described by

f (ϕ) = −kBT N ln (1 + beiβe0ϕ), (13)

corresponding to the protonization of neutral state (M = 0),
with the partition function for two equal macroions obtained
in the form

Z =
N∑

n=0

N∑

n′=0

an(1)an′(1)e−F0,0(n,n′,R̃). (14)

Finally, for an asymmetric case where the two macroioins are
different, one with charge in the allowed interval [0,Ne0] and
the other one spanning the interval [−Ne0,0], the partition
function is obviously obtained in the form

Z =
N∑

n=0

N∑

n′=0

an(1)an′ (1)e−FN,0(n,n′,R̃). (15)

These results for the partition function derived above can be
written succinctly in a single formula as

Z =
αN∑

n

αN∑

n′

an(α)an′ (α)e−βFN,M (n,n′,R̃), (16)

where one can distinguish three different cases: (a) M =
N , α = 2, the fully symmetric system (the macroions are
identical, both with charge spanning the symmetric interval
[−Ne0,Ne0]); (b) M = N , α > 2, the semisymmetric system
(the macroions are identical, both with charge spanning the
asymmetric interval [−Ne0,αNe0]); and (c) N &= 0, M = 0,
α = 1, the asymmetric system (one particle is positive, with
charge fluctuating [0,Ne0], the other negative with charge
spanning the interval [−Ne0,0]). The partition function (16)
can be evaluated exactly only numerically, as we will do, in
addition to providing two explicit analytical approximations.

III. SYMMETRIC-ASYMMETRIC CHARGES
ON PROTEINS

With this we proceed to calculate the average value of the
charge of the macroions 〈e1,2〉, charge cross correlation 〈e1e2〉,
and autocorrelation function 〈e1 − 〈e1〉〉2 for all three systems.
The thermodynamic averages can be written as

〈· · · 〉 = 1
Z

αN∑

n,n′

an(α)an′(α) · · · e−βFN,M (n,n′,R̃). (17)
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FIG. 2. (Color online) Symmetric system: (a) average charge of macroions, (b) charge cross-correlation function, and (c) autocorrelation
function. All averages are obtained by exact evaluation of the partition function. Two systems are shown: a fully symmetric system with α = 2
and the semisymmetric case, which takes the asymmetry coefficient to be α = 5. Each line style corresponds to a choice of parameters (number
of adsorption sites N and salt concentration c) and the system under consideration, as described in (a). The dimensionless diameter of the
macroions is set to be ã = 0.5 and the separation between them is R̃ = 1. The R̃ dependence is plotted at the PZC pH − pK = 0.

In this way we can write, e.g., the dimensionless average charge
of the particle 〈ẽ1〉 = 〈e1〉/e0 as

〈ẽ1〉 = 〈(n − M)〉. (18)

In a similar way, other averages are calculated exactly from
the full partition function and are plotted as functions of R̃ and
pH − pK, for different values of the number of absorption
sites N and salt concentration c, keeping fixed the diameter of
the macroions ã (see Figs. 2 and 4).

In a fully symmetric system (Fig. 2, α = 2), the average
charge is allowed to vary in a symmetric interval, reaching
the point of zero charge (PZC) for pH = pK. Away from
the PZC, the average charge changes almost linearly until
it reaches saturation and stays constant for any value of
pH − pK [Fig. 2(a)]. The charge cross-correlation function,
being negative close to the PZC, indicates that even in the
fully symmetric system the macroion charges tend to fluctuate
asymmetrically, charge fluctuation on one macroion being
accompanied by a fluctuation of the opposite sign on the
other macroion [Fig. 2(b)]. This is a robust property of
the system, fully discernible also in the one-dimensional
exact solutions [22]. Considering the charge cross-correlation
function as a function of distance between macroions, plotted
for fixed pH − pK, one can observe that at the PZC, the
fluctuation asymmetry effect decreases as separation increases
and it is strongest for smaller values of salt concentration,
while close to the PZC, the asymmetry appears in the regime
of larger salt concentration and smaller separations. The
charge autocorrelation function is positive with the maximum
centered at the PZC, being bigger for smaller salt concentration
[Fig. 2(c)].

Finally, the interaction force is calculated as

F̃ (R̃) = − d

dR̃
[− lnZ(R̃)]

and is shown in Fig. 3. Two identical macroions repel for most
values of the parameters, but show a net attraction in the vicin-
ity of the PZC. This attraction is of purely fluctuational origin,
stemming from the asymmetric charge cross correlation. At
the same value of dimensionless separation, the strength of
this fluctuation attraction is larger in systems with larger salt
concentration and a larger number of adsorption sites.

Concerning the semisymmetric system of macroions with
both charges spanning the same asymmetric interval (Fig. 2,
α = 5), one can discern similar behavior of all averages as
in the fully symmetric system. However here, the PZC is no
longer determined by pH = pK, but is shifted, meaning that
the concentration of the positive ions close to the macroion
surfaces is different from the concentration of protons in the
bulk. The autocorrelation function as a function pH − pK
is not centered anymore on the PZC, but the asymmetric
fluctuations do again appear at the PZC [Fig. 2(b)], where
one can observe net attraction between the macroions (Fig. 3,
inside graph).

The behavior of the completely asymmetric system is
shown in Figs. 4 and 5. Here, away from the PZC, the first
macroion is positive and the second neutral, or the first can be
neutral while the second can be negatively charged, depending
on the value of pH − pK. In the region −3 ! pH − pK ! 3
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- 2

- 1
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FIG. 3. (Color online) Interaction force for the fully symmetric
system (solid lines) and the semisymmetric system (dashed lines). All
averages are obtained by exact evaluation of the partition function.
Each line style corresponds to a choice of parameters (number of
adsorption sites N and salt concentration c) and the system under
consideration, as described in Fig. 2(a). The R̃ dependence is plotted
at the PZC pH − pK = 0, while the pH − pK dependence is plotted
setting by R̃ = 1. The dimensionless diameter of the macroions is
taken to be ã = 0.5.
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FIG. 4. (Color online) Asymmetric system: (a) average charge of macroions, (b) charge cross-correlation function, and (c) interaction
force. All averages are obtained using the exact evaluation of the full partition function. Each line style corresponds to a choice of parameters
(number of adsorption sites N and salt concentration c) as described in the legend. The dimensionless diameter of the macroions is set to be
ã = 0.5 and the separation between them is R̃ = 1. The R̃ dependence is plotted at a point determined with pH − pK = 0.

both macroions carry nonzero charge of opposite sign and at
pH = pK the system is electroneutral as a whole, i.e., the sum
of average charges is equal to zero [Fig. 4(a)]. The charge
cross-correlation function is always negative [Fig. 4(b)] and

〉
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〉

p pp p

p p

p p

FIG. 5. (Color online) Asymmetric system: (a) interaction force
plotted at pH − pK = 3.5 and (b) 〈ẽ1〉2 〈ẽ2 − 〈ẽ2〉〉2 and 〈ẽ2〉2 〈ẽ1 −
〈ẽ1〉〉2. All averages are obtained using the exact evaluation of the
full partition function. Each line style corresponds to a choice of
parameters (number of adsorption sites N and salt concentration c) as
described in the legend. The dimensionless diameter of the macroions
is set to be ã = 0.5.

one can observe only attraction [Fig. 4(c)]. The number of
adsorption sites has the biggest influence on the intensity of
the interaction.

The fluctuation effect shows an interesting twist in this
system: The interaction force as a function of separation shows
attraction also when one of the macroions is charged and the
other reaches its point of zero charge [see Fig. 5(a)]. The
origin of that attraction comes from the mean charge-induced
charge interaction [see Fig. 5(b)], where one can observe a
nonzero product 〈ẽi〉2 (〈ẽj − 〈ẽj 〉〉2) of nonzero charge 〈ẽi〉2

and autocorrelation function of zero charge 〈ẽj 〉. As is the case
in the symmetric system, here also for the same dimensionless
separation the attraction is significantly stronger in a solution
with larger salt concentration.

IV. DISCUSSION

In the previous section we showed results obtained numer-
ically using the exact evaluation of the full partition function.
The aim of this section is to seek an analytical approximation
that will provide better intuition about the behavior of the
attractive interaction arising between identical macroions with
fluctuating charge so that it can be compared with the original
KS result for the attractive components as well as the DH
result for the repulsive component, respectively. In order to
do so, we will evaluate the partition function (16), introducing
two different approximations, the saddle-point approximation
and the Gaussian approximation, comparing the ensuing
approximative results with the exact ones. The approximations
refer to the evaluation of the partition function (4) and not
to the evaluation of the field Green’s function G(ϕ1,ϕ2),
which is always assumed to be of the DH form. All the
approximations detailed below thus refer to the evaluation of
the charge-regulation part of the partition function.

A. Saddle-point approximation

The saddle-point approximation consists of finding the
dominant contribution to the partition function, corresponding
to the minimum of the field action, which is then expanded
around the minimum to the second order in deviation.
The saddle-point approximation is usually referred to also
as the mean-field approximation, but we need to distinguish
the mean field in the treatment of the charge-regulation free
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FIG. 6. (Color online) Total interaction force, obtained using the saddle-point approximation to evaluate the the full partition function (SP),
compared with numerical results, obtained using the exact evaluation of the full partition function (N) for the (a) fully symmetric system with
α = 2, (b) semisymmetric system with α = 5, and (c) asymmetric system. Each line style corresponds to a different choice of parameters
(number of adsorption sites N , salt concentration c, and pH − pK) as indicated. The dimensionless diameter of the macroions is set to be
ã = 0.5.

energy with the PB mean field, which refers to the interaction
part. The procedure is detailed in Appendix B, where we
derive expressions for the saddle-point free energy, as well
as the fluctuation-induced free energy from the second-order
correction (B9). With respect to that decomposition, one
can distinguish the saddle-point interaction force F̃0 and
the fluctuation component of the interaction force F̃2 with
magnitudes given as

F̃0 = k
1 + R̃

R̃2
ã2e2ã−R̃

× [φ∗
1 − (ã/R̃)eã−R̃φ∗

2 ][φ∗
2 − (ã/R̃)eã−R̃φ∗

1 ]

[1 − (ã/R̃)2e−2(R̃−ã)]2
(19)

and

F̃2 = −1 + R̃

R̃3

ã2e−2(R̃−ã)

h1(φ∗
1 )h2(φ∗

2 ) − (ã/R̃)2e−2(R̃−ã)
. (20)

Here k = 4πεε0

βe2
0κ

, while h1(φ∗
1 ) and h2(φ∗

2 ) are defined as

h1(φ∗
1 ) = 1 + kã

αbN
eãe−φ∗

1 (b + eφ∗
1 )2,

h2(φ∗
2 ) = 1 + kã

αbN
eãe−φ∗

2 (b + eφ∗
2 )2,

(21)

with φ∗
1 and φ∗

2 the solutions of the saddle-point equations (B3)
and (B4) given in Appendix B. Since they are obtained
numerically, this method does not give us a transparent
analytical solution for the free energy and interaction force.

The sum of the saddle-point interaction force F̃0 and
the fluctuation force F̃2 for symmetric, semisymmetric, and
asymmetric systems are plotted as functions of separation R̃
and compared with results obtained by exact evaluation of
the full partition function (Fig. 6). One can notice that there
is excellent agreement between both results obtained using
these different methods. The saddle-point method decouples
the total force into a saddle-point part and a fluctuation part,
one being repulsive and the other attractive, respectively,
except for the asymmetric system, where there is no repulsion
whatsoever [Fig. 6(c)]. They can be differentiated based on
the separation scaling of the interaction free energy. In the
first case it decays exponentially with R̃, while in the second it
decays exponentially with 2R̃. The repulsive force decreases as

the system approaches the PZC, where it is identically equal to
zero. In this regime the fluctuation component to the interaction
force becomes the dominant one.

The main and important difference between the interactions
calculated exactly or on the saddle-point level is that the
attractive component of the interaction force in the latter
case does not depend on pH, but is sensitive and increases
with the salt concentration [Figs. 6(a) and 6(b)]. The full pH
dependence of the interaction is thus not described properly
by the saddle-point approximation.

B. Gaussian approximation

In this case the analytical evaluation of the partition
function (16) is based on a Gaussian approximation for
the binomial coefficient and is presented in Appendix C.
The partition function in this case also decouples into two
separate contributions, of which one decays exponentially
with R̃ and the other decays exponentially with 2R̃. We will
again refer to them as the mean and the fluctuation part
of the interaction force, using the same notation as for the
saddle-point approximation. One should note here that on this
approximation level there is no real decoupling into the mean
and fluctuation part. We differentiate them purely based on
their separation scaling.

The mean interaction force F̃0 can be obtained as

F̃0 = k
1 + R̃

R̃2
ã2e2ã−R̃ [(pH − pK) ln 10]2

[1 + 2(kã/N )eã + (ã/R̃)e−(R̃−ã)]2

(22)

and the fluctuation force F̃2 as

F̃2 = −1 + R̃

R̃3

ã2e−2(R̃−ã)

[1 + (4kã/αN)eã]2 − (ã2/R̃2)e−2(R̃−ã)
.

(23)

Again both F̃0 and F̃2 are obtained in the same way and
the separation into mean and fluctuation parts is arbitrary.
Nevertheless, the separation scaling of the two is the same
as for the mean-field and fluctuation contributions in the case
of the saddle-point approximation, making the nomenclature
reasonable.

022715-6



CHARGE REGULATION IN IONIC SOLUTIONS: THERMAL . . . PHYSICAL REVIEW E 91, 022715 (2015)

N
A
N
A

N
A
N
A

(a)

N
A
N
A

N
A
N
A

(b)

N
A
N
A
N
A
N
A

(c)

p p
p pp p

p p

p p

p p

p p

p p

p p

p p
p p

p p
p p

FIG. 7. (Color online) Analytical results for the total force, obtained using approximative evaluation of the full partition function (A), are
compared with numerical results, obtained using exact evaluation of the full partition function (N) for the (a) fully symmetric system with
α = 2, (b) semisymmetric system with α = 5, and (c) asymmetric system. Each line style corresponds to the choice of parameters (number of
adsorption sites N , salt concentration c, and pH − pK) as indicated. The dimensionless diameter of the macroions is set to be ã = 0.5.

The general form of the mean interaction force is given in
Eq. (C4), which is valid for all three systems considered: fully
symmetric, semisymmetric, and asymmetric. Because of its
complexity, we display here only F̃0 for the fully symmetric
system (22). On the other hand, the fluctuation force (23) has
the same universal form for all three types of systems. One can
compare these results (22) and (23) with those obtained using
the saddle-point approximation (19) and (20).

Clearly, the fluctuation force in the Gaussian approximation
corresponds exactly to the fluctuating force in the saddle-point
approximation if the saddle point is taken at the PZC pH = pK
and the mean potentials are φ∗

1 = φ∗
2 = 0. However, in general,

the two approximations do not coincide and thus we cannot
claim that F̃2 is purely fluctuational in origin.

The mean and the fluctuation part to the interaction force
are plotted as functions of dimensionless separation R̃ in
Fig. 7. The total interaction force obtained in this way is
compared with the one obtained using the exact evaluation
of the partition function. For the fully symmetric system,
the Gaussian approximation fits perfectly the exact results
[Fig. 7(a)]. Somewhat lesser agreement can be found in a
semisymmetric system [Fig. 7(b)], while the analytical results
do not work at all in the region away from the PZC in the
asymmetric system [Fig. 7(c)].

In the fully symmetric system, the mean part of the
interaction force is repulsive, decreasing on approach to the
PZC, while in the asymmetric system, it is actually attractive as
the macroions are on average oppositely charged. On the
other hand, the fluctuation component to the interaction force
is attractive no matter what the symmetry of the system
and the pH of solution are, while it does depend on the
salt concentration. Interestingly enough, on the Gaussian
approximation level for the binomial coefficient the pH
dependence of the autocorrelation function again drops out
completely, which is contrary to the full numerical evaluation
of the charge autocorrelation function.

C. Comparison with DH and KS forms

We now set our results against the mean-field DH theory
of interactions between pointlike macroions and against the
KS theory of charge-fluctuation forces. Obviously, without
charge regulation the charge of both interacting macroions is

fixed and the DH form of the interaction should be recovered.
Setting α = 0 and M = N in Eq. (16), one indeed gets the
DH interaction force between two well-separated like-charged
macroions in a salt solution

F̃ ≈ N2

k

e−R̃

R̃
. (24)

Charge regulation, besides inducing attraction at the PZC,
also introduces significant modifications in the mean-field
interaction force (22), leading to its vanishing at the PZC. In
the limit of large separations, the charge-regulated interaction
force (22) in fact scales as

F̃0 ≈ 1
R̃

kã2e2ã−R̃ [(pH − pK) ln 10]2

[1 + 2(kã/N )eã]2
, (25)

clearly showing a strong dependence on the solution pH.
As for the fluctuation component of the interaction force

for two spherical pointlike macroions, we can cast its form in
the Gaussian approximation, going to a limit of asymptotically
large separation (23) as

F̃2 ≈ − 1
R̃2

ã2e−2(R̃−ã)

[1 + 2(kã/N )eã]2
. (26)

In this limit the charge autocorrelation functions for the
two macroions 〈*ẽ2

1〉 = 〈(ẽ1 − 〈ẽ1〉)2〉 are independent of the
separation between them and can be calculated analytically
using the same Gaussian approximation with the following
result:

〈
*ẽ2

1

〉 〈
*ẽ2

2

〉
≈ k2ã2e2ã

[1 + 2(kã/N )eã]2
. (27)

With this result the fluctuation component of the interaction
force assumes the asymptotic form

F̃2 ≈ − e−2R̃

k2R̃2

〈
*ẽ2

1

〉 〈
*ẽ2

2

〉
. (28)

This actually coincides exactly with the original Kirkwood-
Schumaker result [7,8] if we take into account the fact that
they take the DH Green’s function for two point charges
with a finite-size scaling factor eã/(1 + ã), so that we would
have to multiply Eq. (28) by e−2ã(1 + ã)2. Again we note
that on this approximation level the pH dependence of the
autocorrelation function drops out completely, but is retained
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TABLE I. The pK values of amino-acid functional groups in
dilute aqueous solution, after Ref. [16].

AA pK

Asp 3.71
Glu 4.15
Tyr 10.10
Arg 12.10
His 6.04
Lys 10.67
Cys 8.14

in the full numerical evaluation of the charge autocorrelation
function.

V. PROTEINLIKE MACROIONS

The general theory formulated above can be straightfor-
wardly applied to the interaction of proteinlike macroions. In
a protein, the amino acids (AAs) Asp, Glu, Tyr, and Cys can
be negatively charged, while Arg, Lys, and His can carry a
positive charge, all depending on the solution conditions. The
respective pK for the dissociation of the various amino acids
are given at Table I [16].

In order to describe a protein macroion composed of these
amino acids, one should write down the charge-regulation free
energy in the form

fp(ϕ) = i
∑

j

NjMje0ϕ − kT
∑

j

NjMj ln (1 + bj e
iβe0ϕ)

− kT
∑

k

NkMk ln (1 + bke
iβe0ϕ), (29)

where j stands for negative AAs j = {Asp,Glu,Tyr,Cys},
while k stands for positive ones k = {Arg,His,Lys}. Here Nj

and Nk are the numbers of absorption sites on each positive
AA and negative AA and since each of these AAs has one
adsorption site it will be set to 1. In addition, Mj and Mk

count how many times each AAs occurs in the protein and bj

and bk stand for bn = e− ln 10(pH−pKn), where the pKn for each
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FIG. 9. (Color online) Generalized system: interaction force. All
results are obtained by using the exact numerical evaluation of the
full partition function. Each line style corresponds to a choice of
system and the values of salt concentration c as indicated in Fig. 8(a).
The functions bearing an R̃ dependence are plotted at the isoelectric
point of the two systems: pH = 5.15 and 7.87, respectively. The
dimensionless diameter of the macroions is set to be ã = 0.5 and the
separation between them is R̃ = 1.

AA is given in Table I. For pointlike macroions the spatial
distribution of AAs on the surface of the protein is irrelevant
and the above approximation is thus admissible.

The partition function for the system composed of two
proteinlike macroions in a 1:1 salt solution is derived in the
same way as explained in Sec. II and is given in Appendix D.
Since the evaluation of Eq. (D2) is computationally time
consuming, we consider only the behavior of two model
systems, one (system I) composed of proteinlike macroions
consisting of two Asp, two Glu, two Lys, and two His AAs and
the other (system II) having four AAs more, two Tyr and two
Arg. The results are shown in Figs. 8 and 9. The protein charge,
as a function of pH, spans a symmetric interval with constant
plateaus in the pH regions, which correspond to charging up
an additional AA. The cross-correlation function in general
follows the pattern of plateaus of the average charge, being
positive everywhere except at the PZC, where an asymmetric
charge distribution appears. The autocorrelation function and
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FIG. 8. (Color online) Generalized system: (a) average charge of macroions, (b) charge autocorrelation function, and (c) charge-charge
cross-correlation function. All results are obtained by using the exact numerical evaluation of the full partition function. System I consists of
two proteins, each of which consists of 2 Asp, 2 Glu, 2 Lys, and 2 His AAs, while system II has additional 2 Tyr and 2 Arg. The results are
plotted for two different values of salt concentration c = 10 and 100 mM for each system. The dimensionless diameter of the macroions is set
to be ã = 0.5 and the separation between them R̃ = 1. The functions bearing an R̃ dependence are plotted at the isoelectric point of the two
systems: pH = 5.15 and 7.87, respectively.
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the charge cross correlation show opposite signs, with one
being positive and the other negative, respectively.

Analyzing the behavior of the interaction force Fig. 9, one
can see that two identical proteins mutually repel and that the
strength of the interaction depends on the pH in the solution,
following closely the behavior of the charge cross-correlation
function. The repulsion is smaller in a solution of higher salt
concentration, since the salt screens the protein charge and
reduces the interaction. The repulsion disappears at the PZC,
where the attraction sets in, increasing with salt concentration
at a fixed dimensionless separation between the proteins. The
attractive interaction is negligible for proteins composed of a
larger number of amino acids, which does not correspond with
our previous results, where the attraction is larger for a larger
number of adsorption sites. This can be explained by analyzing
the average charge of the protein [Fig. 8 (a)], where one can
observe a plateau of zero charge for system II, which is not
the case in system I. So it can be concluded that the strength
of the fluctuation interaction depends on the rate of change of
the charge of the macroion with pH, which of course depends
on the type of the protein.

This can be derived also formally by following Lund and
Jönsson [11]. The fluctuation part of the interaction force (28)
is approximately proportional to the charge variance, which in
turn follows from the macroion capacitance C as

〈(ẽ − 〈ẽ〉)2〉 ∼ C = ∂ ẽ(φ)
∂(βe0φ)

= − 1
ln 10

∂ ẽ(φ)
∂pH

, (30)

as is clear also from Eq. (3). The strength of the fluctuation
interaction therefore depends on the rate of change of the mean
charge of the macroion with pH, i.e., its capacitance. This can
be clearly discerned from Fig. 8(b), where we observe that
system II has zero capacitance at its PZC, while system I has
a nonzero capacitance at its PZC.

VI. CONCLUSION

We presented a theory describing electrostatic interaction
between two spherical macroions, with nonconstant, fluc-
tuating charge, surrounded by a monovalent bathing salt
solution. The macroion charge fluctuations are described with
the Parsegian-Ninham model of charge regulation, which
effectively corresponds to a lattice-gas surface dissociation
free energy. Our theory is based on two approximations:
One assumes the macroions as pointlike, in the sense that
the electrostatic potential on the surface of the macroion
is uniform, and other treats the intervening salt solution on
the Debye-Hückel level, assuming the electrostatic potential
to be small, so that the Poisson-Boltzmann equation can
be linearized. Choosing the proper charge-regulation energy,
we analyzed the behavior of three different systems that
differ in the symmetry of charge distribution. These are a
symmetric system composed of two identical macroions with
a symmetric as well as asymmetric charge-regulation intervals,
corresponding to the fully symmetric and semisymmetric
cases, and an asymmetric system, composed of oppositely
charged macroions, allowing the case of having one charged
and one uncharged particle.

We have shown that in charge-regulated systems, asym-
metrical charge fluctuations appear near the PZC, engen-

dering strong attractive interactions of a general Kirkwood-
Schumaker type, but with different functional dependences as
argued in their original derivation. The fluctuational nature of
the Kirkwood-Schumaker interaction is consistent also with
the fact that it arises even between a charged and a charge
neutral object, in the vicinity of the pH where the charged
macroion becomes neutral itself. This is the case studied also
in the context of the PB theory within the constant charge-
regulation model, in fact corresponding to a linearized form of
the full charge-regulation theory [24,25]. In this limit too the
effects of charge regulation are crucial and lead to attraction.
However, in the context of our approximations, the attractive
interaction between a charged and a neutral surface stems
from the coupling between the net charge of one and charge
fluctuations of the other surface. Superficially, one would tend
to see the attraction in the constant charge-regulation model as
being grounded in the mean-field level, but caution should be
exercised here. In our case too the Green’s function pertains to
the DH mean-field level and the attraction actually comes from
the surface charge regulation. The constant-charge-regulation
model must obviously capture some of the same physics.

The bathing solution with its pH and ionic strength there-
fore plays an important role in charge-regulated systems and
the interactions to which they are subject. In all cases studied,
the fluctuation attraction is larger for larger salt concentration
in solution at the same dimensionless separation, while the
repulsion is actually reduced at a fixed separation by increasing
the salt concentration, consistent with the electrolyte screening
effect. Furthermore, a stronger attraction is found in systems
composed of identical macroions having a larger number of
adsorption sites, giving rise to larger charge fluctuations.

The theory, developed for toy models, was then applied to
the case of proteinlike macroions, with a different dissociation
constant for different chargeable amino acids. For protein
electrostatic interactions their strength depends on the rate
of change of the charge of the macroion with respect to the
solution pH, i.e., the molecular capacitance of the macroion,
which is protein specific and connected with the capacitance
of the protein charge distribution. Apart from this, salt concen-
tration enhances the attraction between proteinlike macroions,
as evidenced also in simulations and experiments in the case
of, e.g., lysozyme in monovalent salt solutions [26,27]. In fact,
understanding the details of the protein-protein interaction is
our main motivation for developing further our theoretical
approach, specifically the relation between the KS interaction,
the patchiness effects, and van der Waals interactions between
proteins in electrolyte solutions.
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NATAŠA ADŽIĆ AND RUDOLF PODGORNIK PHYSICAL REVIEW E 91, 022715 (2015)

APPENDIX A: PATH-INTEGRAL FORMALISM

The field propagator at points "r1 and "r2 is defined as

G(ϕ1,ϕ2) =
∫ ϕ("r2)=ϕ2

ϕ("r1)=ϕ1

D[ϕ("r )]δ(ϕ("r1) − ϕ1)δ(ϕ("r2) − ϕ2) exp
[
−1

2

∫
d"r d"r ′ϕ("r )G−1("r,"r )ϕ("r ′)

]
, (A1)

where G−1("r,"r ′) is the usual Debye-Hückel kernel of the form [4]

G−1("r,"r ′) = −ε0[ "∇ε("r ) "∇ − ε("r )κ2]δ("r − "r ′), (A2)

where κ is the inverse Debye length. Using the δ function in the integral representation

δ(ϕ("r1) − ϕ1) =
∫

dk

2π
eik[ϕ("r1)−ϕ1] =

∫
dk

2π
exp

(
−ikϕ1 + ik

∫
d"rρ1("r )ϕ("r )

)
, (A3)

where ρ1("r ) = δ("r − "r1), one can rewrite the propagator as

G(ϕ1,ϕ2) =
∫

dk e−ikϕ1

∫
dk′e−ik′ϕ2

∫
D[ϕ("r)] exp

[
−1

2

∫
d"r d"r ′ϕ("r )G−1("r,"r )ϕ("r ′ ) + i

∫
t("r )ϕ("r )d3"r

]
, (A4)

where t("r ) stands for t("r ) = kρ1("r ) + k′ρ2("r ). After integration over the field, one obtains

G(ϕ1,ϕ2) = 1
det G−1("r,"r ′)

∫
dk e−ikϕ1

∫
dk′e−ik′ϕ2 exp

(
−1

2

∫
d"r d"r ′t("r )G("r,"r ′)t("r ′)

)

= 1
det G−1("r,"r ′)

∫ +∞

−∞

∫ +∞

−∞
dk dk′e−ikϕ1−ik′ϕ2e−k2G("r1,"r1)/2e−k′2G("r2,"r2)/2e−kk′G("r1,"r2). (A5)

If one introduces a two-dimensional vector (k k′), this integral can be rewritten as

G(ϕ1,ϕ2) = 1
det G−1("r,"r ′)

∫ ∫
dk dk′ exp

[

−i

(
ϕ1
ϕ2

)T (
k
k′

)]

exp

[

−1
2

(
k
k′

)T (
G("r1,"r1) G("r1,"r2)
G("r1,"r2) G("r2,"r2)

)(
k
k′

)]

. (A6)

Since this is a Gaussian integral, it can be evaluated explicitly

G(ϕ1,ϕ2) = exp

[

−β

2

(
ϕ1
ϕ2

)T (
G("r1,"r1) G("r1,"r2)
G("r1,"r2) G("r2,"r2)

)−1(
ϕ1
ϕ2

)]

. (A7)

APPENDIX B: SADDLE-POINT APPROXIMATION

The partition function (4) can be evaluated using the saddle-point method, consisting of minimization of the field action
∂A
∂φ

= 0, where the action can be written in the form

A(φ1,φ2) = f1(φ1) + g(φ1,φ2) + f2(φ2), (B1)

with g the logarithm of the Green’s function, given as

g(φ1,φ2) = −1
2

(
φ1
φ2

)T (
G̃("r1,"r1) G̃("r1,"r2)
G̃("r1,"r2) G̃("r2,"r2)

)−1(
φ1
φ2

)
. (B2)

The saddle-point equations are obtained as

N − αN
be−φ1

1 + be−φ1
+ φ1

4πεε0

βe2
0κ

1

e−2ã/ã2 − e−2R̃/R̃2

e−ã

ã
− φ2

4πεε0

βe2
0κ

1

e−2ã/ã2 − e−2R̃/R̃2

e−R̃

R̃
= 0, (B3)

M − αN
be−φ2

1 + be−φ1/2
+ φ2

4πεε0

βe2
0κ

1

e−2ã/ã2 − e−2R̃/R̃2

e−ã

ã
− φ1

4πεε0

βe2
0κ

1

e−2ã/ã2 − e−2R̃/R̃2

e−R̃

R̃
= 0. (B4)

Solutions of these equations are denoted by φ∗
1 and φ∗

2 . If one sets M = 0 and α = 1, one deals with an asymmetric system, for
M = N and α = 2, one deals with a fully symmetric system, and the choice M = N and α > 2 defines a symmetric system with
an asymmetric interval of fluctuating charge, i.e., a semisymmetric system.

The action can be expanded around the SP solution up to the second order in deviation from φ∗
1 and φ∗

2 , yielding

A(φ1,φ2) = f1(φ∗
1 ) + g(φ∗

1 ,φ∗
2 ) + f2(φ∗

2 ) + 1
2

∂2A(φ1,φ2)
∂φ2

1

∣∣∣∣
φ∗

1 ,φ∗
2

δφ2
1 + ∂2A(φ1,φ2)

∂φ1∂φ2

∣∣∣∣
φ∗

1 ,φ∗
2

δφ1δφ2 + 1
2

∂2A(φ1,φ2)
∂φ2

2

∣∣∣∣
φ∗

1 ,φ∗
2

δφ2
2 ,

(B5)
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where f1/2(φ∗
1/2) are given as

f1/2(φ∗
1/2) = −Mφ∗

1/2 − αN ln (1 + be−φ∗
1/2 ). (B6)

If we denote second derivatives in the equation above by A11, A12, and A22, respectively, we have

A11 = −αNb
e−φ∗

1

(1 + be−φ∗
1 )2

− 4πεε0

βe2
0κ

1

e−2ã/ã2 − e−2R̃/R̃2

e−ã

ã
,

A22 = −αNb
e−φ∗

2

(1 + be−φ∗
2 )2

− 4πεε0

βe2
0κ

1

e−2ã/ã2 − e−2R̃/R̃2

e−ã

ã
,

A12 = 4πεε0

βe2
0κ

1
e−2ã

ã2 − e−2R̃

R̃2

e−R̃

R̃
,

(B7)

so the saddle point and the fluctuation free energy are equal to

βF0 = −[f1(φ∗
1 ) + g(φ∗

1 ,φ∗
2 ) + f2(φ∗

2 )] (B8)

and

βF2 = − ln
det A0

det A
, (B9)

where A0 is a matrix, related to the partition function of the unperturbed system, with the elements

A0
11 = ∂2A0(φ1,φ2)

∂φ2
1

= −4πεε0

βe2
0κ

1

e−2ã/ã2 − e−2R̃/R̃2

e−ã

ã
,

A0
22 = ∂2A0(φ1,φ2)

∂φ2
2

= −4πεε0

βe2
0κ

1

e−2ã/ã2 − e−2R̃/R̃2

e−ã

ã
,

A0
12 = ∂2A0(φ1,φ2)

∂φ1∂φ2
= 4πεε0

βe2
0κ

1

e−2ã/ã2 − e−2R̃/R̃2

e−R̃

R̃
.

(B10)

Finally, the saddle-point interaction force and the force due to the fluctuations around the saddle point are given as

F̃0 = 4πεε0

βe2
0κ

1 + R̃

R̃2
ã2e2ã−R̃ [φ∗

1 − (ã/R̃)eã−R̃φ∗
2 ][φ∗

2 − (ã/R̃)eã−R̃φ∗
1 ]

[1 − (ã/R̃)2e−2(R̃−ã)]2
, (B11)

F̃2 = −1 + R̃

R̃3

ã2e−2(R̃−ã)

h1(φ∗
1 )h2(φ∗

2 ) − (ã2/R̃2)e−2(R̃−ã)
, (B12)

where

h1(φ∗
1 ) = 1 + 4πεε0ã

βe2
0κNαb

eãe−φ∗
1 (b + eφ∗

1 )2, h2(φ∗
2 ) = 1 + 4πεε0ã

βe2
0κNαb

eãe−φ∗
2 (b + eφ∗

2 )2. (B13)

The saddle point and the fluctuation force are plotted as functions of dimensionless separation R̃ in Fig. 6.

APPENDIX C: GAUSSIAN APPROXIMATION

The partition function (16) can be evaluated analytically if one takes a Gaussian approximation for the binomial coefficient
(

αN
n

)
= 2αN

√
παN/2

e−(αN−2n)2/2αN. (C1)

After the substitutions x = αN − 2n and x ′ = αM − 2n′, summation can be transformed into the integral, when one assumes
N / 1, so the partition function becomes

Z =
∫ ∞

−∞
dx

∫ ∞

−∞
dx ′e(1/2)(x+x ′)(pH−pK) ln 10e−(1/2αN)(x2+x ′2)e−βF(x,x ′,R̃), (C2)

where

F(x,x ′,R̃) = e2
0κ

8πεε0

(
e−κa

a
{[x + N (2 − α)]2 + [x ′ + M(2 − α)]2} + 2

e−κR

R
[x + N (2 − α)][x ′ + M(2 − α)]

)
. (C3)
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This is a general Gaussian-type integral and can be calculated analytically, but since the solution is too cumbersome, it is not
displayed here. The interaction force then follows as a sum of the mean contribution to the force and the fluctuation force as

F̃0 = kã2e2ã−R̃ 1 + R̃

R̃2

[(pH − pK) ln 10]2

{1 + 2(kã/N )eã + (ã/R̃)e−(R̃−ã)}2
+ (α − 2)kã2e2ã−R̃

α2N [1 + (4kãeã/αN)]2

1 + R̃

R̃2

×
(

− 2α(N + M)(pH − pK) ln 10

(1 + {1/[1 + (4kãeã/αN)]2}(ã/R̃)e−(R̃−ã))2
+ 4αM(αN − 1)(pH − pK) ln 10[1/1 + (4kãeã/αN)]e−(R̃−ã)

(1 − {1/[1 + (4kãeã/αN)]2}(ã2/R̃2)e−2(R̃−ã))2

+ (4αM−8)(1+{1/[1+(4kãeã/αN)]2}(ã2/R̃2)e−2(R̃−ã))−(α − 2)[1 + α(M2/N2)][4N/1 + (4kãeã/αN)](ã/R̃)e−(R̃−ã)

(1 − {1/[1+(4kãeã/αN)]2}(ã2/R̃2)e−2(R̃−ã))2

)
,

F̃2 = −1 + R̃

R̃3

ã2e−2(R̃−ã)

[
1 + (4/α)

(
4πεε0ã/βe2

0κN
)
eã

]2 − (ã2/R̃2)e−2(R̃−ã)
. (C4)

The mean contributions to the force and fluctuation force
are plotted as functions of separation R̃ and the results are
presented in Fig. 7. We note that the nomenclature “mean”
and “fluctuation” do not have the same meaning in the context
of the Gaussian approximation as they do in the saddle-point
approximation. In fact, in the former the interaction free energy
cannot be consistently separated into mean and fluctuation
types. We use this separation based on the dimensionless
separation scaling.

APPENDIX D: PROTEINLIKE MACROIONS

The partition function for the system of two pointlike
proteins immersed in monovalent salt solution and con-
taining seven types of dissociable AAs, negatively charged
{Asp,Glu,Tyr,Cys} and positively charged {Arg,His,Lys}, can

be written as

Z=
∏

.=1,7

M.
i ,M.

i′∑

i.,i
′
.

b
i.+i ′.
.

M.
i !

i.!
(
M.

i −i.
)
!

M.
i ′!

i ′.!
(
M.

i ′−i ′.
)
!
e−βFpp , (D1)

where . runs through {Asp,Glu,Tyr,Cys} and {Arg,His,Lys},
with

Fpp = e2
0κ

8πεε0

[
e−ã

ã

( ∑

m

(
Mm

i − i
)2 +

∑

m

(
Mm

i ′ − i ′
)2

)

+ 2
e−R̃

R̃

∑

m

(
Mm

i − i
) ∑

m

(
Mm

i ′ − i ′
)]

, (D2)

where the unprimed and the primed notation refer to the
two protein macroions. Here M.

i counts how many times
each of these seven amino acids occurs in a protein, while
Mm

i is restricted to counting only negative amino acids. In
addition, b. refers to the chemical energy of dissociation
b. = e− ln 10(pH−pK.), where the intrinsic pK. for the seven
dissociable amino acids are given in Table I.
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[21] N. Adžić and R. Podgornik, Eur. Phys. J. E 37, 49 (2014).

022715-12

http://dx.doi.org/10.1016/j.cocis.2004.01.008
http://dx.doi.org/10.1016/j.cocis.2004.01.008
http://dx.doi.org/10.1016/j.cocis.2004.01.008
http://dx.doi.org/10.1016/j.cocis.2004.01.008
http://dx.doi.org/10.1088/0034-4885/66/5/202
http://dx.doi.org/10.1088/0034-4885/66/5/202
http://dx.doi.org/10.1088/0034-4885/66/5/202
http://dx.doi.org/10.1088/0034-4885/66/5/202
http://dx.doi.org/10.1016/S0927-7765(99)00027-2
http://dx.doi.org/10.1016/S0927-7765(99)00027-2
http://dx.doi.org/10.1016/S0927-7765(99)00027-2
http://dx.doi.org/10.1016/S0927-7765(99)00027-2
http://dx.doi.org/10.1063/1.4824681
http://dx.doi.org/10.1063/1.4824681
http://dx.doi.org/10.1063/1.4824681
http://dx.doi.org/10.1063/1.4824681
http://dx.doi.org/10.1007/12_2012_171
http://dx.doi.org/10.1007/12_2012_171
http://dx.doi.org/10.1007/12_2012_171
http://dx.doi.org/10.1007/12_2012_171
http://dx.doi.org/10.1007/978-1-4615-1223-3_2
http://dx.doi.org/10.1007/978-1-4615-1223-3_2
http://dx.doi.org/10.1007/978-1-4615-1223-3_2
http://dx.doi.org/10.1007/978-1-4615-1223-3_2
http://dx.doi.org/10.1073/pnas.38.10.855
http://dx.doi.org/10.1073/pnas.38.10.855
http://dx.doi.org/10.1073/pnas.38.10.855
http://dx.doi.org/10.1073/pnas.38.10.855
http://dx.doi.org/10.1073/pnas.38.10.863
http://dx.doi.org/10.1073/pnas.38.10.863
http://dx.doi.org/10.1073/pnas.38.10.863
http://dx.doi.org/10.1073/pnas.38.10.863
http://dx.doi.org/10.1063/1.479280
http://dx.doi.org/10.1063/1.479280
http://dx.doi.org/10.1063/1.479280
http://dx.doi.org/10.1063/1.479280
http://dx.doi.org/10.1021/jp805595z
http://dx.doi.org/10.1021/jp805595z
http://dx.doi.org/10.1021/jp805595z
http://dx.doi.org/10.1021/jp805595z
http://dx.doi.org/10.1017/S003358351300005X
http://dx.doi.org/10.1017/S003358351300005X
http://dx.doi.org/10.1017/S003358351300005X
http://dx.doi.org/10.1017/S003358351300005X
http://dx.doi.org/10.1039/F19757101046
http://dx.doi.org/10.1039/F19757101046
http://dx.doi.org/10.1039/F19757101046
http://dx.doi.org/10.1039/F19757101046
http://dx.doi.org/10.1039/F19767202844
http://dx.doi.org/10.1039/F19767202844
http://dx.doi.org/10.1039/F19767202844
http://dx.doi.org/10.1039/F19767202844
http://dx.doi.org/10.1016/0301-0104(91)85030-K
http://dx.doi.org/10.1016/0301-0104(91)85030-K
http://dx.doi.org/10.1016/0301-0104(91)85030-K
http://dx.doi.org/10.1016/0301-0104(91)85030-K
http://dx.doi.org/10.1021/j100023a029
http://dx.doi.org/10.1021/j100023a029
http://dx.doi.org/10.1021/j100023a029
http://dx.doi.org/10.1021/j100023a029
http://dx.doi.org/10.1006/jcis.1993.1464
http://dx.doi.org/10.1006/jcis.1993.1464
http://dx.doi.org/10.1006/jcis.1993.1464
http://dx.doi.org/10.1006/jcis.1993.1464
http://dx.doi.org/10.1016/j.bpj.2014.08.032
http://dx.doi.org/10.1016/j.bpj.2014.08.032
http://dx.doi.org/10.1016/j.bpj.2014.08.032
http://dx.doi.org/10.1016/j.bpj.2014.08.032
http://dx.doi.org/10.1063/1.3533279
http://dx.doi.org/10.1063/1.3533279
http://dx.doi.org/10.1063/1.3533279
http://dx.doi.org/10.1063/1.3533279
http://dx.doi.org/10.1088/0953-8984/15/1/331
http://dx.doi.org/10.1088/0953-8984/15/1/331
http://dx.doi.org/10.1088/0953-8984/15/1/331
http://dx.doi.org/10.1088/0953-8984/15/1/331
http://dx.doi.org/10.1021/bi047630o
http://dx.doi.org/10.1021/bi047630o
http://dx.doi.org/10.1021/bi047630o
http://dx.doi.org/10.1021/bi047630o
http://dx.doi.org/10.1021/jp054880l
http://dx.doi.org/10.1021/jp054880l
http://dx.doi.org/10.1021/jp054880l
http://dx.doi.org/10.1021/jp054880l
http://dx.doi.org/10.1039/b902039j
http://dx.doi.org/10.1039/b902039j
http://dx.doi.org/10.1039/b902039j
http://dx.doi.org/10.1039/b902039j
http://dx.doi.org/10.1016/0022-5193(71)90019-1
http://dx.doi.org/10.1016/0022-5193(71)90019-1
http://dx.doi.org/10.1016/0022-5193(71)90019-1
http://dx.doi.org/10.1016/0022-5193(71)90019-1
http://dx.doi.org/10.1140/epje/i2014-14049-6
http://dx.doi.org/10.1140/epje/i2014-14049-6
http://dx.doi.org/10.1140/epje/i2014-14049-6
http://dx.doi.org/10.1140/epje/i2014-14049-6


CHARGE REGULATION IN IONIC SOLUTIONS: THERMAL . . . PHYSICAL REVIEW E 91, 022715 (2015)

[22] A. C. Maggs and R. Podgornik, Europhys. Lett. 108, 68003
(2014).

[23] H. Li and M. Kardar, Phys. Rev. Lett. 67, 3275 (1991).
[24] F. J. M. Ruiz-Cabello, P. Maroni, and M. Borkovec, J. Chem.

Phys. 138, 234705 (2013).

[25] G. Trefalt, F. J. Montes Ruiz-Cabello, and M. Borkovec, J. Phys.
Chem. B 118, 6346 (2014).

[26] M. Lund and B. Jönsson, Biophys. J. 85, 2940 (2003).
[27] R. A. Curtis, J. Ulrich, A. Montaser, J. M. Prausnitz, and H. W.

Blanch, Biotechnol. Bioeng. 79, 4 (2002).

022715-13

http://dx.doi.org/10.1209/0295-5075/108/68003
http://dx.doi.org/10.1209/0295-5075/108/68003
http://dx.doi.org/10.1209/0295-5075/108/68003
http://dx.doi.org/10.1209/0295-5075/108/68003
http://dx.doi.org/10.1103/PhysRevLett.67.3275
http://dx.doi.org/10.1103/PhysRevLett.67.3275
http://dx.doi.org/10.1103/PhysRevLett.67.3275
http://dx.doi.org/10.1103/PhysRevLett.67.3275
http://dx.doi.org/10.1063/1.4810901
http://dx.doi.org/10.1063/1.4810901
http://dx.doi.org/10.1063/1.4810901
http://dx.doi.org/10.1063/1.4810901
http://dx.doi.org/10.1021/jp503564p
http://dx.doi.org/10.1021/jp503564p
http://dx.doi.org/10.1021/jp503564p
http://dx.doi.org/10.1021/jp503564p
http://dx.doi.org/10.1016/S0006-3495(03)74714-6
http://dx.doi.org/10.1016/S0006-3495(03)74714-6
http://dx.doi.org/10.1016/S0006-3495(03)74714-6
http://dx.doi.org/10.1016/S0006-3495(03)74714-6
http://dx.doi.org/10.1002/bit.10342
http://dx.doi.org/10.1002/bit.10342
http://dx.doi.org/10.1002/bit.10342
http://dx.doi.org/10.1002/bit.10342


Journal of Physics A: Mathematical and Theoretical

PAPER

Semi-flexible compact polymers in two dimensional nonhomogeneous
confinement
To cite this article: D Mareti et al 2019 J. Phys. A: Math. Theor. 52 125001

 

View the article online for updates and enhancements.

This content was downloaded from IP address 130.236.82.7 on 12/04/2019 at 23:43

https://doi.org/10.1088/1751-8121/ab04e7
https://oasc-eu1.247realmedia.com/5c/iopscience.iop.org/769476419/Middle/IOPP/IOPs-Mid-JPA-pdf/IOPs-Mid-JPA-pdf.jpg/1?


1

Journal of Physics A: Mathematical and Theoretical

Semi-!exible compact polymers in 
two dimensional nonhomogeneous 
con"nement

D Marčetić1, S Elezović-Hadžić2,5 , N Adžić3 and I Živić4

1 Faculty of Natural Sciences and Mathematics, University of Banja Luka,  
M. Stojanovića 2, Bosnia and Herzegovina
2 Faculty of Physics, University of Belgrade, PO Box 44, 11001 Belgrade, Serbia
3 Faculty of Physics, University of Vienna, Boltzmanngasse 5, A-1090 Vienna,  
Austria
4 Faculty of Science, University of Kragujevac, Radoja Domanovića 12, Kragujevac, 
Serbia

E-mail: dusanka.marcetic-lekic@pmf.unibl.org, suki@ff.bg.ac.rs,  
natasa.adzic@univie.ac.at and ivanz@kg.ac.rs

Received 24 October 2018, revised 9 January 2019
Accepted for publication 6 February 2019
Published 25 February 2019

Abstract
We have studied the compact phase conformations of semi-!exible polymer 
chains con"ned in two dimensional nonhomogeneous media, modelled by 
fractals that belong to the family of modi"ed rectangular (MR) lattices. Members 
of the MR family are enumerated by an integer p  (2 ! p < ∞) and fractal 
dimension of each member of the family is equal to 2. The polymer !exibility 
is described by the stiffness parameter s, while the polymer conformations are 
modelled by weighted Hamiltonian walks (HWs). Applying an exact recurrence 
equations method, we have found that partition function ZN for closed HWs 
consisting of N steps scales as ωNµ

√
N, where constants ω  and µ depend on 

both p  and s. We have calculated numerically the stiffness dependence of the 
polymer persistence length, as well as various thermodynamic quantities (such 
as free and internal energy, speci"c heat and entropy) for a large set of members 
of the MR family. Analysis of these quantities has shown that semi-!exible 
compact polymers on MR lattices can exist only in the liquid-like (disordered) 
phase, whereas the crystal (ordered) phase has not appeared. Finally, behavior 
of the examined system at zero temperature has been discussed.

Keywords: solvable lattice models, structures and conformations, phase 
diagrams, polymers
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1. Introduction

Behaviour of a linear !exible polymer in various types of solvents has been extensively stud-
ied in the past and the subject is well understood, at least when the universal properties of 
polymer statistics are under consideration [1]. The canonical model of a linear polymer is the 
self-avoiding walk (SAW), which is a random walk that must not contain self-intersections. In 
this model, steps of the walk are usually identi"ed with monomers, while the surrounding sol-
vent is represented by a lattice [2]. In a good solvent (high temperature regime) polymer chain 
is in extended state, whereas in a bad solvent (low temperatures) it is in compact phase. Since 
in the compact phase a polymer "lls up the space as densely as possible, it is often modelled 
by Hamiltonian walk (HW), which is a SAW that visits every site of the underlying lattice.

Most of real polymers, especially biologically important ones, are semi-!exible, but con-
trary to the !exible polymers, knowledge of their conformational properties is scarce. The 
measure of bending rigidity of a semi-!exible chain is its persistence length lp, which can be 
understood as an average length of straight segments of the chain. In a good solvent the stiff-
ness of the polymer only enlarges the persistence length, while in a bad one (when polymer 
is compact), an increase of the chain stiffness may promote the transition from a disordered 
phase (when polymer bends are randomly distributed over the polymer, with "nite density) 
to an ordered crystalline phase (when large rod-like parts of the chain lie in parallel order, 
with zero density of bends). In order to study the compact phase of semi-!exible polymers on 
homogeneous lattices Flory introduced a model of polymer melting [3], in which a compact 
polymer is modelled by HW, while the bending rigidity is taken into account by assigning 
an extra energy to each bend of the chain. Applying the proposed model within the mean-
"eld theory, it has been found [3] that there are two compact phases: disordered liquid-like 
and ordered crystal-like phase, and a phase transition caused by competition between the 
chain entropy and the stiffness of the polymer has emerged. At high temperatures, the entropy 
dominated disordered phase exists, in which the number of bends in the chain is comparable 
with the total number of monomers, and the persistence length is "nite. At low temperatures 
bending energy dominates, so that polymer takes ordered crystalline form, in which bends 
exist only on the opposite edges of the underlying lattice. In this phase the persistence length 
becomes comparable to the lattice size. Using various techniques, in a series of papers [4–12], 
the existence and nature of phase transition between these two phases of compact polymers 
have been investigated, giving quite different results for the order of phase transition.

Besides being interesting from the pure physical point of view, semi-!exible compact poly-
mer models are of great importance for better understanding of some biological systems and 
processes. For example, DNA condensation [13] and protein folding problem [14] take place 
in squeezed cellular environment and demand for compact states of these rigid polymers. For 
such systems, coarse-grained polymer models often present valuable tool in explaining the 
major features observed in experiments [15].

The Hamiltonian walk problem, even in its simplest form, with no interactions involved 
and on regular lattices, is a very dif"cult one. Exact enumeration of HWs, which is a pre-
requisite for further analysis of the compact polymer properties, is limited to rather small 
lattice sizes. For instance, HWs on L2 square lattice have been enumerated up to size L  =  17 
[16], and on L3 cube up to L  =  4 [17], which is not suf"cient to draw solid conclusions about 
asymptotic behavior for long compact chains (therefore approximate techniques, such as 
Monte Carlo algorithms [18, 19] have been used). In addition to the HWs enumeration, solv-
ing the semi-!exible HW problem requires their classi"cation according to the number of 
bends, which makes it even less feasible. On the other hand, in real situations polymers are 
usually situated in nonhomogeneous media, so that models of semi-!exible compact polymers 
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should be extended to such environments. In that sense, as a "rst step towards more realistic 
situations, fractal lattices may be used as underlying lattices for semi-!exible HWs, which has 
been successfully accomplished for a broad range of polymer related problems [20–29]. Some 
deterministic fractal lattices have already been useful in exact studies of !exible HWs [30]. In 
these studies, emphasis has been put on establishing the scaling form of the number of very 
long walks, which is a long-standing issue in various polymer models [31]. Recently, a closely 
related problem of "nding the scaling form of the partition function of semi-!exible HWs on 
3- and 4-simplex lattices has been analyzed [32] in an exact manner. The method applied in 
[32] also enabled detailed analysis of various thermodynamic quantities, which brought about 
the conclusion that ordered crystal-like phase can not exist on these lattices. In order to resolve 
the question whether the inhomogeneity of the polymer environment always suppresses the 
crystal phase, it would be useful to extend this study on other nonhomogeneous lattices. In 
[33] an outline of a similar approach, applied on modi"ed rectangular (MR) lattices, has been 
presented, and in this paper we generalize the applied method to the whole family of such 
lattices. Each member of this family is actually a square lattice with self-similarly removed 
bonds, where the manner in which the bonds are removed are characterized by an integer 
p ! 2. None of the vertices is removed in this process, and fractal dimension of each of these 
lattices is 2, all that making them similar to the square lattice (on which most of the lattice 
polymer models are studied), and convenient for systematic analysis of the impact of defects 
in homogeneous environments on thermodynamic properties of the studied model.

The paper is organized as follows. In section 2 we describe the MR lattices for general 
scaling parameter p , then we introduce the model of semi-!exible HWs and the recurrence 
relations method for the exact evaluation of the partition function. In the same section we pre-
sent speci"c results obtained for p   =  2 MR lattice, and we analyze thermodynamic quantities 
concerning the studied model. In section 3 we generalize the method for lattice with arbitrary 
p   >  2, and discuss the obtained general scaling form of the partition function. General ther-
modynamic behavior is presented in section 4, and the possibility of existence of different 
phases within the model is discussed. The behavior of the studied polymer model at temper-
ature T  =  0 (ground state) is examined in section 5. Summary of the obtained results and 
pertinent conclusions are given in section 6.

2. Semi-!exible closed HWs on the family of MR lattices

In this section the method of recurrence relations for studying the conformational properties 
of compact semi-!exible polymers is described. Polymer rings are modeled by closed HWs 
(Hamiltonian cycles), whereas the substrates on which the polymers are adsorbed are repre-
sented by fractals belonging to the MR family of fractals [34]. Members of MR fractal family 
are labeled by an integer p  (2 ! p < ∞), and can be constructed iteratively. For each par-
ticular p , at the "rst stage (r  =  1) of the construction one has four points forming a unit square. 
Then, p  unit squares are joined in the rectangle to obtain the (r = 2) construction stage. In the 
next step, p  rectangles are joined into a square, and so on (see "gure 1). The complete lattice 
is acquired in the limit r → ∞. The lattice structure obtained in the rth stage is called the rth 
order fractal generator. It contains Nr = 4p r−1 lattice sites, and fractal dimension is df = 2 
for each fractal of the family.

To take into account the polymer stiffness property, to each bend of the walk we assign the 
weight factor s = e−ε/kBT (stiffness parameter), where ε > 0 is the bending energy, T is the 
temperature, and kB is the Boltzmann constant. Varying T and/or ε, the stiffness parameter 
can take values in the range 0 ! s ! 1, where two opposite limits s  =  0 and s  =  1 coincide 
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with a fully rigid and a fully !exible polymer chain, respectively. To evaluate the partition 
function one has to sum the weights of all possible polymer conformations CN  with N-steps: 
ZN =

∑
CN

e−E(CN)/kBT , where E(CN) = εNb(CN) is the energy of an N-step conformation hav-
ing Nb bends. The above partition function can be written as ZN =

∑
CN

sNb(CN) =
∑

Nb
gN,Nb sNb, 

where gN,Nb is the number of N-step conformations with Nb bends (i.e. degeneracy of the energy 
level εNb).

2.1. Recursion relations construction for p   =  2 MR lattice

To calculate the partition function for the model under study, one has to enumerate all possible 
Hamiltonian cycle conformations. In general, this appears to be a very complicated task, but 
in this case the self-similarity of MR lattices allows systematic enumeration using an exact 
recursive method [33]. In order to explain this approach we present its application in the case 
of p   =  2 MR lattice. In "gure 2(a) an example of closed HW on the p   =  2 MR lattice of order 
r  =  5 is shown. Performing a coarse-graining process one notices in "gure 2(b) that this walk 
can be decomposed into several parts corresponding to constitutive second order generators, 
which consist of one or two strands. As it can be seen in "gures 2(c) and (d), this process can 
be repeated two more times, leading to a coarse-grained HW consisting of two one-strand 
parts within the two constituent r  =  4 generators. It is quite obvious that "gure 2(d) is general 
in the sense that any closed HW on generator of any order (r  +  1) can be decomposed into 
two open HWs, traversing the two constituent rth order generators. These two open HWs are 
of the same type, by which we mean that both of them enter and exit the rth order generator 
through vertices lying at the ends of the same longer edge of the generator, perpendicularly 
to that edge. We denote such conformations as B1-type HWs, and assign to them the function

B(r)
1 (s) =

∑

Nb

B(r)
1,Nb

sNb , (2.1)

where B(r)
1,Nb

 is the overall number of B1-type HWs with Nb bends, which traverse an rth order 
generator. Then, knowing B(r)

1 (s), one can calculate the partition function

r=4

p=2

r=1 r=2 r=3

p=3

r=1 r=2 r=3

(a)

(b)

Figure 1. (a) First four steps of iterative construction of p   =  2 MR fractal lattice.  
(b) First three steps in construction of p   =  3 MR fractal.
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Z(r+1)
c =

(
B(r)

1

)2
, (2.2)

corresponding to all closed semi-!exible HWs on (r + 1)th order lattice structure. The func-
tion B(r)

1 (s) can be calculated recursively, utilizing the fact that each B1-type HW on any rth 
order generator can be decomposed into parts within the constituent (r − 1)th generators (as 
depicted in "gure 2(c)), and so on. As one continues HW decomposition into parts within 
lower order generators, careful inspection shows that altogether nine types of semi-!exible 
HW conformations can emerge, 5 one-stranded and 4 two-stranded (see "gure 3), which differ 
by directions of the outer entering and exiting steps, as well as by the main direction of their 
strands within the generator (which can be either along longer or shorter edge). We denote 
these nine ‘traversing’ types of conformations as A1, A2, B1, B2, B3, D1, D2, E1 and E2, and to 
each of them (as for the B1-type) we assign a function

X(r)(s) =
∑

Nb

X (r)
Nb

sNb , X ∈ {A1, A2, B1, B2, B3, D1, D2, E1, E2} , (2.3)

with X (r)
Nb

 being the number of HWs of the type X with Nb bends, on the rth order fractal 
structure. These functions can be thought of as restricted partition functions, and due to the 
self-similarity of the lattice, they obey the following recursion relations

Figure 2. (a) Example of a semi-!exible Hamiltonian walk on the 5th order generator 
of p   =  2 MR lattice. This walk has 42 bends, so that its statistical weight is equal 
to e−42ε/kBT = s42. Subsequent steps of the coarse-graining process are depicted in 
(b)–(d). Grey rectangles in (b)–(d) represent generators of order two, three and four, 
respectively, whereas curved lines correspond to the coarse grained parts of the walk. 
Different types of conformations within the r = 2, 3 and 4 generators are encircled. In 
(d) one can see that this closed Hamiltonian walk, observed on r  =  5 generator, consists 
of two B1-type HWs which span the two constituent r  =  4 generators. It is obvious that 
such decomposition of any closed Hamiltonian walk on generator of order (r + 1) into 
the parts within the constituent rth order generators is the only possible one.
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A(r+1)
1 = B(r)

1 D(r)
1 , A(r+1)

2 = B(r)
1 D(r)

2 ,

B(r+1)
1 =

(
A(r)

2

)2
, B(r+1)

2 = A(r)
1 A(r)

2 , B(r+1)
3 =

(
A(r)

1

)2
,

D(r+1)
1 = 2E(r)

2 D(r)
2 +

(
B(r)

2

)2
, D(r+1)

2 = D(r)
2 E(r)

1 + E(r)
2 D(r)

1 + B(r)
2 B(r)

3 ,

E(r+1)
1 =

(
D(r)

2

)2
, E(r+1)

2 = D(r)
1 D(r)

2 .
 

(2.4)

Starting with their values for r = 1: A(1)
1 = s4, A(1)

2 = s3, B(1)
1 = s2, B(1)

2 = s3, B(1)
3 = s4, 

D(1)
1 = s2, D(1)

2 = s, E(1)
1 = s2 , and E(1)

2 = s3, for any particular value of s one can, in prin-
ciple, numerically "nd the values of the restricted partition functions for very large r values. 
In "gure 4, construction of recursion relations for A- and B-type restricted partition functions, 
together with their initial conditions, is illustrated. In a similar way one can "nd recursive 
relations for the two-stranded partition functions, and the corresponding initial conditions.

Iterating restricted partition functions and using (2.2), one can obtain Zc and, consequently, 
explore the thermodynamic behavior of the model. However, applying the recursion relations 
(2.4) for various values of s (between 0 and 1), one can show that there is a critical value of 
the bending parameter s∗ = 0.736 6671, such that for s  <  s∗ all restricted partition functions 
tend to 0 (and so does the overall partition function), whereas for s  >  s∗ they all become in"-
nitely large, for r ! 1. This can be explained by the coupling between the degeneracy gN,Nb 
of energy levels E(Nb) = εNb and the corresponding Boltzmann factor sNb. Degeneracies are 
such that they increase with the energy of levels attaining their maximum value, after which 
they decrease. At low temperatures (that is, for small s), degeneracies are not large enough to 
overcome small Boltzmann factors, but increasing the temperature they prevail and partition 
function iterates to in"nity.

The fact that for s  >  s∗ restricted partition functions inde"nitely grow makes the analysis of 
the thermodynamic behavior dif"cult, and therefore it is useful to introduce rescaled variables

x(r) =
X(r)

E(r)
1

, x ∈ {a1, a2, b1, b2, b3, d1, d2, e2} . (2.5)

Figure 3. Possible types of semi-!exible HWs on the rth order lattice structure in the 
case p   =  2.
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These new variables ful"l the following recursion relations

a(r+1)
1 =

b(r)
1 d(r)

1(
d(r)

2

)2 , a(r+1)
2 =

b(r)
1

d(r)
2

, e(r+1)
2 =

d(r)
1

d(r)
2

,

b(r+1)
1 =

(
a(r)

2

d(r)
2

)2

, b(r+1)
2 =

a(r)
1 a(r)

2(
d(r)

2

)2 , b(r+1)
3 =

(
a(r)

1

d(r)
2

)2

,

d(r+1)
1 = 2

e(r)
2

d(r)
2

+

(
b(r)

2

d(r)
2

)2

, d(r+1)
2 =

1

d(r)
2

+
e(r)

2 d(r)
1 + b(r)

2 b(r)
3(

d(r)
2

)2 ,

 

(2.6)

with the initial conditions

a(1)
1 = b(1)

3 = s2 , a(1)
2 = b(1)

2 = e(1)
2 = s , b(1)

1 = d(1)
1 = 1 , d(1)

2 = s−1 . (2.7)

They are useful to operate with because it turns out that for any s in the region 0 < s ! 1, 
variables a(r)

i  and b(r)
i  quickly tend to 0, whereas d(r)

1 , d(r)
2  and e(r)

2  tend to some "nite non-zero 
values. In particular, numerical analysis of (2.6) shows (see appendix A for some details) that

b(2k)
1 (s) ∼ [λe(s)]2

k
, b(2k+1)

1 (s) ∼ [λo(s)]2
k
, (2.8)

for k ! 1, where λe and λo are "nite functions of s (see "gure 5).
Now, using the rescaled variable b(r)

1 , the partition function (2.2) may be written as

Z(r+1)
c =

(
b(r)

1 E(r)
1

)2
, (2.9)

so that, introducing variables

Figure 4. Top row: possible conformations of one-stranded types of semi-!exible 
HWs on the generator of order (r + 1). Gray rectangles represent the rth order lattice 
structure, and curved lines correspond to coarse-grained walks. Bottom row: possible 
one-stranded semi-!exible HWs on the "rst order generator. Small black circles 
represent sites the lattice consists of.
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yr =
ln Z(r)

c

Nr
, qr =

lnE(r)
1

Nr
, (2.10)

where Nr = 2r+1, one obtains

yr+1 = qr +
ln b(r)

1
2r+1 , (2.11)

qr+1 = qr +
ln d(r)

2
2r+1 , (2.12)

which follows from the recursion relation for E(r)
1  (given in (2.4)) and de"nition (2.5). 

Numerically iterating recursion equation for qr, for various values of s, one obtains that "nite 
limiting value limr→∞ qr exists and it depends on s. Then, from (2.11) and (2.8) it follows that

lim
r→∞

yr = lim
r→∞

qr = lnω(s) , (2.13)

meaning that the leading factor in the asymptotical behavior of Z(r)
c  is ωNr . Values of ω(s) are 

depicted in "gure 5. To "nd the next term in the asymptotical formula for ln Z(r)
c , we observe 

that, using (2.11)–(2.13), one obtains

yr+1 = lnω +
ln b(r)

1
2r+1 −

∞∑

i=r

(qi+1 − qi) = lnω +
ln b(r)

1
2r+1 −

∞∑

i=r

ln d(i)
2

2i+1 . (2.14)

Taking into account that | ln d(i)
2 | is less than some "nite constant (which was numerically 

obtained), one can conclude that for r ! 1 the following approximate relation follows

Figure 5. Dependence of ω  (2.13), λe and λo (2.8) on the stiffness parameter s, for 
p   =  2 MR lattice.
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yr+1 ≈ lnω +
ln b(r)

1
2r+1 . (2.15)

Employing the relations (2.8), it further leads to the following form of the partition function:

Z(r)
c (s) ∼ [ω(s)]Nr ×

{
[µe(s)]

√
Nr , for r even

[µo(s)]
√

Nr , for r odd
, (2.16)

where µe(s) = [λo(s)]1/
√

2  and µo(s) = λe(s).

2.2. Thermodynamics of semi-"exible Hamiltonian cycles on p   =  2 MR lattice

By de"nition, the free energy per monomer, in the thermodynamic limit, is equal to

f = −kBT lim
r→∞

ln Z(r)
c

Nr
, (2.17)

so that, from (2.10) and (2.13), it follows

f = −kBT lnω = ε
lnω

ln s
. (2.18)

Using already found values of ω(s), one can obtain f (T), which is shown in "gure 6.
Internal energy per monomer, in the thermodynamic limit, is equal to

u = ε lim
r→∞

〈N(r)
b 〉

Nr
= s

∂

∂s
( f ln s) , (2.19)

where N(r)
b  is the number of bends within the HW. Using (2.18) and (2.13), one obtains

u
ε
= s

∂

∂s
(lnω) = s lim

r→∞
q′r , (2.20)

where prime denotes derivative of qr with respect to s. The recursion relation for q′
r follows 

from relation (2.12) and has the form

q′r+1 = q′r +
1

Nr

(
d(r)

2

)′

d(r)
2

, (2.21)

whereas from (2.6) one can directly obtain recursion relations for derivatives of x(r) (de"ned 
by (2.5)). Iterating all these relations, internal energy u can be calculated for any particular s.

Persistence length is de"ned as an average number of steps between two consecutive bends

lp = lim
r→∞

Nr

〈N(r)
b 〉

=
ε

u
, (2.22)

and can be evaluated directly from u.
Using expressions obtained for u, one can show that the heat capacity per monomer c = ∂u

∂T  
is equal to

c = kB ln2 s
[

u
ε
+ s2 ∂2

∂s2 (lnω)

]
. (2.23)

D Marčetič et alJ. Phys. A: Math. Theor. 52 (2019) 125001



10

Since lnω = limr→∞ qr, this means that in order to calculate the heat capacity, in addition to 
already calculated u, one needs second derivatives of qr, for r ! 1. These derivatives can be 
obtained recursively using the relation

q′′r+1 = q′′r +
1

Nr





(
d(r)

2

)′′

d(r)
2

−





(
d(r)

2

)′

d(r)
2





2

 , (2.24)

which follows directly from (2.21), together with recursion relations (2.6) for x(r) and corre-
sponding recursive relations for their "rst and the second derivatives, which can be obtained 
straightforwardly. Temperature dependence of all evaluated thermodynamic quantities is 
depicted in "gure 6, whereupon one can perceive that the free energy f  and the persistence 
length of the polymer monotonically decrease with T, whereas the internal energy u is mono-
tonically increasing function of T. Finally, the speci"c heat c is a non-monotonic function of 
temperature, displaying a maximum for some T  <  1 (in the units of ε/kB). These results imply 
that there is no "nite order phase transition for the studied model. On the other hand, since for 
s  <  s∗ all restricted partition functions tend to 0, and for s  >  s∗ they tend to in"nity, one could 
have expected different phases in these two regions, and therefore, existence of a phase trans-
ition. However, different polymer phases are characterized by different typical conformations. 
Here, that would be manifested by different mutual relationships between various restricted 
partition functions in the regions s  <  s∗ and s  >  s∗, but our precise and detailed numerical 
analysis could not detect any of these. This means that, formally speaking, structure of the 
recursion relations (2.4), together with their initial conditions (which are both determined by 

Figure 6. Free energy f  (2.18), internal energy u (2.20), persistence length lp (2.22), 
and heat capacity c (2.23) per monomer, in the thermodynamic limit, as functions of 
temperature T (f  and u are measured in units of ε, c in units of kB, and T in units of 
ε/kB), for p   =  2 MR lattice.
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the lattice topology and by the studied model) suppress abrupt change in orientational order-
ing of typical HW conformations, at any s value.

3. Generalization to MR lattices with p   >  2

It is straightforward to generalize the method for lattices with p   >  2. Due to the connectivity 
of the lattices and symmetry considerations, it follows that for any p   >  2 there can be alto-
gether eleven possible types of semi-!exible conformations. The nine ones, shown in "gure 3, 
have already been introduced in the case of p   =  2. Two additional ones needed in the case of 
p   >  2 are shown in "gure 7. In the upper part of "gure 8 the only possible decomposition of 
any closed HW is shown, so that one concludes that the partition function of all closed semi-
!exible conformations on the generator of order (r + 1), for an arbitrary p   >  2 member of the 
MR family, can be written as

Z(r+1)
c =

(
B(r)

1

)2 (
D(r)

3

) p−2
. (3.1)

Therefore, in a similar manner as in the case p   =  2, one can iteratively calculate Z(r+1)
c  for 

any r, which requires recursion relations for all eleven restricted partition functions. These 
relations have the following form

A(r+1)
1 = B(r)

1 D(r)
1

(
D(r)

3

) p−2
, A(r+1)

2 = B(r)
1 D(r)

2

(
D(r)

3

) p−2
,

B(r+1)
1 =

(
A(r)

1

) p−2 (
A(r)

2

)2
, B(r+1)

2 =
(

A(r)
1

) p−1
A(r)

2 , B(r+1)
3 =

(
A(r)

1

) p
,

D(r+1)
1 = 2D(r)

2

(
D(r)

3

) p−2
E(r)

2 + ( p − 2)
(

D(r)
2

)2 (
D(r)

3

) p−3
E(r)

3

+ 2B(r)
1 B(r)

2 D(r)
2

(
D(r)

3

) p−3
+ ( p − 3)

(
B(r)

1

)2 (
D(r)

2

)2 (
D(r)

3

) p−4
,

D(r+1)
2 = D(r)

2

(
D(r)

3

) p−2
E(r)

1 + D(r)
1

(
D(r)

3

) p−2
E(r)

2 + ( p − 2)D(r)
1 D(r)

2

(
D(r)

3

) p−3
E(r)

3

+ B(r)
1 B(r)

3 D(r)
2

(
D(r)

3

) p−3
+ B(r)

1 B(r)
2 D(r)

1

(
D(r)

3

) p−3

+ ( p − 3)
(

B(r)
1

)2
D(r)

1 D(r)
2

(
D(r)

3

) p−4
,

D(r+1)
3 = 2D(r)

1

(
D(r)

3

) p−2
E(r)

1 + ( p − 2)
(

D(r)
1

)2 (
D(r)

3

) p−3
E(r)

3

+ 2B(r)
1 B(r)

3 D(r)
1

(
D(r)

3

) p−3
+ ( p − 3)

(
B(r)

1

)2 (
D(r)

1

)2 (
D(r)

3

) p−4
,

E(r+1)
1 =

(
D(r)

2

)2 (
D(r)

3

) p−2
, E(r+1)

2 = D(r)
1 D(r)

2

(
D(r)

3

) p−2
,

E(r+1)
3 =

(
D(r)

1

)2 (
D(r)

3

) p−2
.

 

(3.2)

Figure 7. Two additional types of semi-!exible HWs on the rth order fractal structure, 
for any p   >  2 MR lattice. Other possible conformations are of the same type as for 
p   =  2 MR lattice, and they are depicted in "gure 3.
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The initial values for the new variables are given by D(1)
3 = 1 and E(1)

3 = s4, while for the 
other variables they are the same as for the p   =  2 case. For each restricted partition function 
recursion relation is obtained by decomposing the corresponding HW conformation on the 
generator of order (r  +  1) into parts within the constituent rth order generators. In the lower 
part of "gure  8 an example of D3-type conformation on the generator of order (r  +  1) is 
depicted, illustrating occurrence of E3-type conformation. Since E3-type conformation within 
the (r  +  1)th order generator can traverse any of its (p   −  2) inner rth order generators, such 

conformations have overall weight equal to ( p − 2)
(

D(r)
1

)2 (
D(r)

3

) p−3
E(r)

3 , which is, there-

fore, one of the terms in the recursion relation for restricted partition function D3, as can be 
seen in (3.2).

As in the case of p   =  2 MR fractal, it is convenient to rescale the set of variables 
X ∈ {A1, A2, B1, B2, B3, D1, D2, D3, E2, E3} by dividing them with the variable E1, thus intro-
ducing the new ones

x(r) =
X(r)

E(r)
1

, x ∈ {a1, a2, b1, b2, b3, d1, d2, d3, e2, e3} . (3.3)

Then, directly from (3.2) follows that these new variables obey recurrence equation  (B.1), 
given in appendix B, whereas the equation for E1 becomes

E(r+1)
1 =

(
d(r)

2

)2 (
d(r)

3

) p−2 (
E(r)

1

) p
, (3.4)

so that the partition function (3.1) in new variables gets the form

Figure 8. Upper part: decomposition of any closed semi-!exible HW on the generator 
of order (r  +  1), for an arbitrary p   >  2 MR lattice. Grey rectangles represent p  
generators of order r. Lower part: example of a D3-type conformation on generator 
of order (r  +  1), illustrating occurrence of E3-type conformations on MR lattices with 
p   >  2. The E3 part can exist on any of the (p   −  2) inner rth order generators, so that 

such conformations correspond to the term ( p − 2)
(

D(r)
1

)2 (
D(r)

3

) p−3
E(r)

3  in the 

recursion relation for restricted partition function D3, given in (3.2).
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Z(r+1)
c =

(
b(r)

1

)2 (
d(r)

3

) p−2 (
E(r)

1

) p
. (3.5)

Iterating these recursion relations, one can "nd that, for all s values, all variables a and b tend 
to zero, while variables d and e tend to some "nite constants, which depend on the parity of the 
generator order. For arbitrary p  we "nd, similarly to equation (2.8), that b1 approaches zero as

b(2k)
1 (s) ∼ [λe(s)] pk

, b(2k+1)
1 (s) ∼ [λo(s)] pk

, (3.6)

where constants λe and λo depend on the fractal parameter p . Following the same procedure 
as in section 2.1, for the asymptotic behavior of the partition function, for general p  we again 
obtain the scaling form

Z(r)
c (s) ∼ [ω(s)]Nr ×

{
[µe(s)]

√
Nr , for r even

[µo(s)]
√

Nr , for r odd
, (3.7)

where now µe(s) = [λo(s)]1/
√p  and µo(s) = λe(s). Dependence of ω  on the stiffness param-

eter s, for various values of p , is given in "gure 9, where one can observe that for very large 
p  the quantity ω  approaches the unit value, ceasing to depend on s. Also, one may notice 
that ω(s = 1) is smaller for lattices with higher value of p , meaning that the number of fully 
!exible HWs on equally large lattices is smaller for higher p . The reason for this is that the 
number of edges, and therefore connectivity of lattices, decreases with p . Values of µe and µo, 
as functions of s, are shown in "gure 10, for various values of p , where one can see that µe 
decreases, while µo increases with s, for each member of the MR family.

The asymptotic form (3.7) obtained for the partition function, implies that correction to the 
leading term in the free energy is proportional to the square root of the number of steps of the 
walk. This can be compared with the similar correction terms obtained for !exible compact 
polymers on other lattices. For homogeneous d-dimensional environments such a correction 
in !exible polymer models is related to surface effects, which arise due to the fact that at low 
temperatures a polymer forms a compact globule, whose surface is proportional to N(d−1)/d, 
with N being the number of monomers in globule [35]. Results obtained for !exible HWs on 
some fractal lattices imply that simple generalization of such correction term for nonhomo-
geneous environments is not possible [30]. In particular, correction term on all studied fractal 
lattices is of the same form µNσ

 as for regular lattices, but σ is non-universal, i.e. it depends 
not only on fractal dimension, but also on other lattice characteristics. Here we have found the 
same value σ = 1/2 for each member (with the same fractal dimension 2) of the MR fractal 
family, meaning that σ depends neither on parameters by which these lattices differ, nor on the 
stiffness parameter s. This can be compared with the results σ = 0 and σ = 1/2, obtained for 
semi-!exible HWs on 3- and 4-simplex fractal lattices, respectively, for all values of s [32]. 
To the best of our knowledge, impact of the polymer rigidity on σ in the case of semi-!exible 
compact polymers on homogeneous lattices has not yet been studied, but on the bases of these 
results one could expect that it might be universal. That would also be in accord with recent 
conclusion that some other critical exponents, corresponding to semi-!exible SAW on the 
square lattice, also do not depend on s [36].

4. Thermodynamics of semi-!exible Hamiltonian cycles for general p 

Thermodynamic functions for semi-!exible Hamiltonian cycles on MR lattices with p   >  2 
may be obtained using the recurrence equation (B.1), given in appendix B and expressions
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Figure 9. Stiffness dependence of the base ω  in (3.7), for various members of the MR 
family, labelled by parameter p .

Figure 10. Stiffness dependence of the bases µ in the stretched exponential factor in 
(3.7), for various members of the MR family, labelled by parameter p .
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qr+1 = qr +
1

4p r

(
2 ln d(r)

2 + ( p − 2) ln d(r)
3

)
, (4.1)

q′
r+1 = q′r +

1
4p r



2

(
d(r)

2

)′

d(r)
2

+ ( p − 2)

(
d(r)

3

)′

d(r)
3



 , (4.2)

q′′r+1 = q′′r +
1

4p r



2

(
d(r)

2

)′′

d(r)
2

− 2





(
d(r)

2

)′

d(r)
2





2



+
1

4p r



( p − 2)

(
d(r)

3

)′′

d(r)
3

− ( p − 2)





(
d(r)

3

)′

d(r)
3





2

 ,

 

(4.3)

that correspond to the equations (2.12), (2.21) and (2.24) (obtained for p   =  2 case), respectively.
The obtained numerical results for the persistence length lp as function of temperature T, 

for different MR fractals, are depicted in "gure 11, where one can see that lp decreases with 
temperature, implying that number of polymer bends increases with T. Dependence of free 
and internal energy on T is presented in "gure 12, for various members of the MR family. 
One perceives that f  monotonically decreases, while u monotonically increases with T, for 
each p . Also, in the limit of very large p , one can conclude that both f  and u go to zero. The 
obtained increment of internal energy with temperature is in accordance with the fact that at 
lower temperatures energetic effects dominate, so that low energy levels with conformations 
consisting of smaller number of bends are more populated. At higher temperatures, all energy 
levels become populated and internal energy saturates (i.e. becomes constant). This saturation 
is faster on fractals with larger values of p , for which the internal energy is generally smaller. 
The reason for this lies in the connectivity of the vertices. For lattices oriented as in "gure 1 
there are more vertical than horizontal edges, and for lattices with larger value of p  this aniso-
tropy becomes larger. The walks follow preferred direction and make smaller number of turns 
which reduces energy and increases persistence length. Described behavior of internal energy 
implies that speci"c heat should have a peak in the low temperature region, which we have 
numerically con"rmed and displayed in "gures 13 and 14, where speci"c heat as a function of 
T is shown. In these "gures one can notice that besides one pronounced peak in speci"c heat 
landscape, there is another small peak at low temperatures, for fractals with p ! 4. This effect 
in speci"c heat behaviour is known as Schottky anomaly (see, for instance [37]) and appears 
in systems with a "nite number of energy levels.

We "nish our discussion inferring that within the studied compact polymer phase there 
is no "nite order phase transition, due to the fact that entropy and speci"c heat are con-
tinuous, smooth functions of temperature. One might challenge this conclusion, because 
it is based on numerical calculations, however, these calculations were performed with 
high precision, only by iterating exact recursion relations. For instance, the free energy 
is obtained by calculating ω(s) (see (2.18)), which is a limiting value of variable qr that 
quickly saturates upon iterations. Furthermore, calculations were performed for a large 
number of s values, therefore functions f (T) presented in "gures 6 and 12 are obtained 
with high accuracy and one might be pretty sure, only relying on these "gures, that the 
free energy is a differentiable function of T. Of course, this was further con"rmed by 
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Figure 11. Persistence length lp as a function of temperature, for various values of 
parameter p  that enumerates members of the MR family.

Figure 12. Free energy f  and internal energy u as functions of temperature, for various 
values of parameter p  that enumerates members of the MR family.
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calculating the other thermodynamic functions, which, although de"ned through partial 
derivatives with respect to s, can be done without actual numerical differentiation, but 
again iteratively, utilizing the fact that derivatives of qr obey recurrence relations (4.2) and 
(4.3). Since the persistence length lp  is "nite at any T (for "nite p ), the polymer system is 
always in liquid-like (disordered) phase, and the transition to the crystal (ordered) phase 
is not possible. The existence of only disordered compact phase has also been observed 
in the case of semi-!exible HW on 3- and 4-simplex lattices [32]. The absence of crys-
tal phase on the studied family of lattices stems from their asymmetry in horizontal and 
vertical direction. For each MR fractal there are more vertical than horizontal bonds. This 
discrepancy is more pronounced for larger p  lattices, implying smaller number of bends 
in compact conformations since they are forced by the lattice in the vertical direction. 
Nevertheless, on such lattices conformations still have a large number of horizontal steps 
that prevent an ordered state that can exist on the square lattice [11].

5. Ground states and frustration

In order to achieve a minimal energy state at T  =  0, in this section only conformations with a 
minimal number of bends will be considered. First we analyse the case of p   =  2 lattice. Since 
the conformation D2 makes the smallest number of bends on the unit square, one expects that 
the ground state, in this case, would be comprised of HW conformations with the maximal 
possible number of D2 type on each unit square. Contribution of the ground state to the whole 
partition function is of the form Z0 = N0sNb0, with N0 being the number of ground state HWs 
and Nb0 being the number of bends in each of these conformations. This term in the partition 
function can be obtained from the relation (2.2) and recurrence equation (2.4), keeping only 
the terms with conformations of the type D2. Then, some of the variables drop, and the system 
(2.4) reduces to

Figure 13. Speci"c heat c as a function of temperature T, for MR fractals labelled by 
p = 3, 4, 5, and 6. Inset graph highlights additional small peaks that have appeared for 
p = 4, 5 and 6 fractals.
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A(r+1)
2 = B(r)

1 D(r)
2 , B(r+1)

1 =
(

A(r)
2

)2
,

D(r+1)
2 = D(r)

2 E(r)
1 , E(r+1)

1 =
(

D(r)
2

)2
.

 
(5.1)

Solving this system exactly, from (2.2) we obtained Z0 on the rth order fractal structure

Figure 14. Speci"c heat as function of temperature, for p   =  10, p   =  15 and p   =  50 
fractals. Inset graphs show small peaks for these fractals. For higher p , peaks are smaller 
and pulled toward lower temperatures.

Figure 15. Entropy per monomer σ, in thermodynamic limit, as a function of the 
stiffness parameter s, for various members of the MR fractal family (labelled by p ).
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Z0r = s(
√

2)r+1[1+(−1)r+1]+ 2
3 2r+ 4

3 (−1)r
. (5.2)

In this case the ground state is non-degenerate, with the only one conformation lead-
ing to the zero entropy. From the number of bends in this conformation, given by 
Nb0r = (

√
2)r+1[1 + (−1)r+1] + 2

3 2r + 4
3 (−1)r, we could calculate the ground state energy 

per site in the thermodynamic limit, as u0 = ε limr→∞
Nb0r
2r+1 . The obtained value is u0

ε = 1
3, 

which is veri"ed numerically and can be seen in "gure 6.
For p   >  2 equations are more complicated, and we have not been able to extract exact 

expressions for the number of ground state conformations, but numerically we have calculated 
the entropies per site, in the thermodynamic limit, in the whole range of stiffness parameter s 
(see "gure 15). One can observe that for p   >  2 fractals, ground state entropies per monomer 
do not vanish, meaning that there are exponentially large number of ground state conforma-
tions, which is a characteristic of geometrically frustrated systems. Limiting values of entro-
pies for various MR fractals are given in table 1.

6. Summary and conclusion

We have studied a model of compact semi-!exible polymer rings modelled by closed HWs 
on the family of MR fractal lattices, whose members are labelled by an integer p ! 2. All lat-
tices from the family have the same fractal dimension (df = 2) and the coordination number 
(three), but their vertices are connected differently. Lattices can be obtained from the square 
lattice by deleting some bonds from it, which induces anisotropy between horizontal and ver-
tical direction. By applying an exact method of recurrence relations, we have established the 
scaling form of the corresponding partition function (given by equation (3.7)) on the whole 
family of fractals. There is a leading exponential factor with a base ω , which depends on the 
lattice parameter p , as well as on the stiffness parameter s. For each p  studied, we have found 
numerically that ω  is increasing function of s, and that it changes more slowly on fractals with 
higher p . Correction to the leading exponential factor is stretched exponential factor of the 
same form for each fractal of the considered family, in the whole range of s values.

From the obtained partition function we have evaluated the set of thermodynamic quanti-
ties (free and internal energy, speci"c heat and entropy) as well as the polymer persistence 
length, as functions of the stiffness parameter s (or temperature T). We have found that all 
these quantities are differentiable functions of s. For each member of the MR family, we 
have found that all these quantities are monotonic functions of T, except for the speci"c heat, 
which has a maximum at low temperatures. Since the entropy and speci"c heat are continu-
ous, smooth functions of temperature, there is no "nite order phase transition, and the studied 
polymer system can exist only in disordered phase.

Eventually, we have analysed the ground state of the studied model. For p   =  2 fractal we 
have found that the ground state is non-degenerate, and that the only ground state conforma-
tion has the persistence length lp = 3. So, on average, there is one bend after every three 
steps, and there are no long straight segments in this conformation. The number of left/right 

Table 1. Entropies per monomer σ∗ at temperature T  =  0, for various p  fractals of the 
MR family. We see that σ∗ (and consequently the number of ground state conformations) 
decreases with p .

p 3 4 5 10 50 100 500

σ∗ 0.040 902 0.033 925 0.030 247 0.016 914 0.003 4679 0.001 7333 0.000 34658
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and up/down turns are comparable and this conformation is disordered. On the other hand, 
for fractals with p   >  2, the ground state is degenerate, with exponentially large number of 
conformations, producing the residual entropy. The number of ground state conformations is 
maximal for p   =  3 and decreases with p . Persistence length is the smallest for p   =  3 ground 
state, and becomes larger, for larger p . However, all these ground state conformations have 
many bends and do not represent ordered ground states. In fact, we have geometrically frus-
trated systems, where geometry of the lattices is in con!ict with the condition for minimal 
energy (i.e. minimal number of bends) and the requirement that all vertices are occupied only 
once. Geometric frustration suppresses ordered ground states and possibility of ordered phase 
at any T. The studied model describes disordered, liquid-like compact phase of semi-!exible 
polymers. Although MR lattices have some resemblance to the square lattice (on which the 
ordered phase can exist), an anisotropy of vertical and horizontal directions (small for p   =  2, 
and greater for p   >  2), causes that ordered phase can not exist on these lattices.

The main conclusion of this paper that inhomogeneity of the environment, in which the 
model was studied, suppresses the crystal phase of semi!exible polymers is in accord with 
the conclusions obtained in [32] for the same model applied on 3- and 4-simplex fractal lat-
tices. Whereas there are no results for this model on homogeneous lattices that have symme-
try similar to 3- and 4-simplex lattices (such as triangular or tetragonal ones), the family of 
MR lattices provides an in"nite spectrum of nonhomogeneous lattices which differ from the 
square lattice by having smaller number of bonds, while the number of vertices is the same. 
Therefore, conclusion obtained here might imply that any kind of inhomogeneity can suppress 
occurring of the ordered phase. However, we think that this issue should be further inspected 
by performing similar studies on other nonhomogeneous lattices, and it could be of practical 
signi"cance to expand the study of examined model into a more realistic case, when polymers 
are situated in three-dimensional fractal space.

Acknowledgments

This paper is part of the work within the project No. 171015, funded by the Ministry of 
Education, Science and Technological Development of the Republic of Serbia.

Appendix A

Here we give some additional details of the analysis of recursion relations (2.6) for the res-
caled variables x(r) in the case of p   =  2 MR lattice, given in section 2.1. For any 0 < s ! 1, by 
iterating (2.6), one obtains

lim
k→∞

d(2k+1)
1 (s) = do

1(s) , lim
k→∞

d(2k+1)
2 (s) = do

2(s) , lim
k→∞

e(2k+1)
2 (s) = eo

2(s) ,

lim
k→∞

d(2k)
1 (s) = de

1(s) , lim
k→∞

d(2k)
2 (s) = de

2(s) , lim
k→∞

e(2k)
2 (s) = ee

2(s) ,
 

(A.1)

where dependence of the limiting values do,e
1 , do,e

2  and eo,e
2  on s is depicted in "gure A1.
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Furthermore, the following relations are satis"ed

do
2de

2 = do
3de

3 = 2 , eo
2ee

2 = 1 , (A.2)

so that using relations (2.6), for large r one obtains the asymptotic recursion relation

b(r+2)
1 ≈ 1

4

(
b(r)

1

)2
, (A.3)

which implies that

b(2k)
1 (s) ∼ [λe(s)]2

k
, b(2k+1)

1 (s) ∼ [λo(s)]2
k
, (A.4)

for k ! 1. Dependence of λe and λo on values of the bending parameter s, obtained by numer-

ical iteration of ln b(r)
1 (s)

2[r/2] , is depicted in "gure 5.

Appendix B

In this appendix we give recurrence relations for the rescaled variables x(r) in the case of p   >  2 
MR lattice, de"ned in section 3 by (3.3). Directly from recurrence relations (3.2) one obtains

Figure A1. Dependence of the limiting values do,e
1 , do,e

2  and eo,e
2 , de"ned in (A.1), on the 

stiffness parameter s, for p   =  2 MR lattice.
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a(r+1)
1 =

b(r)
1 d(r)

1(
d(r)

2

)2 , a(r+1)
2 =

b(r)
1

d(r)
2

, b(r+1)
1 =

(
a(r)

2

d(r)
2

)2(
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1

d(r)
3

) p−2
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2 =
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1
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3
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(B.1)
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Structure and stimuli-responsiveness of all-DNA
dendrimers: theory and experiment

Clemens Jochum, †a Nataša Adžić, *†b Emmanuel Stiakakis,c

Thomas L. Derrien, d Dan Luo,d Gerhard Kahle and Christos N. Likos b

We present a comprehensive theoretical and experimental study of the solution phase properties of a

DNA-based family of nanoparticles - dendrimer-like DNA molecules (DL-DNA). These charged DNA den-

drimers are novel macromolecular aggregates, which hold high promise in targeted self-assembly of soft

matter systems in the bulk and at interfaces. To describe the behaviour of this family of dendrimers (with

generations ranging from G1 to G7), we use a theoretical model in which base-pairs of a single DL-DNA

molecule are modeled by charged monomers, whose interactions are chosen to mimic the equilibrium

properties of DNA correctly. Experimental results on the sizes and conformations of DL-DNA are based

on static and dynamic light scattering; and molecular dynamics simulations are employed to model the

equilibrium properties of DL-DNA, which compare favorably to the findings from experiments while at the

same time providing a host of additional information and insight into the molecular structure of the nano-

structures. We also examine the salt-responsiveness of these macromolecules, finding that despite the

strong screening of electrostatic interactions brought about by the added salt, the macromolecules shrink

only slightly, their size robustness stemming from the high bending rigidity of the DNA-segments. The

study of these charged dendrimer systems is an important field of research in the area of soft matter due

to their potential role for various interdisciplinary applications, ranging from molecular cages and carriers

for drug delivery in a living organism to the development of dendrimer- and dendron-based ultra-thin

films in the area of nanotechnology. These findings are essential to determine if DL-DNA is a viable candi-

date for the experimental realization of cluster crystals in the bulk, a novel form of solid with multiple site

occupancy.

Introduction
All-DNA constructs are complex self-assemblies made solely by
DNA. The creation of such nanostructures was initiated in the
early 1980s when Seeman proposed the use of DNA as a pro-
grammable nanoscale building material,1 laying the foun-
dation for structural DNA nanotechnology.2,3 This interdisci-
plinary research field has had a striking impact on
nanoscience and nanotechnology, demonstrating the construc-
tion of a remarkably rich assortment of multidimensional all-

DNA nanoarchitectures4–10 with promising applications in
areas such as molecular and cellular biophysics,11–15 macro-
molecular crystallography,16 inorganic nanoparticle templated
self-assembly for nanoelectronics,17–19 protein
assembly,11,20–23 drug delivery24 and biotechnology.25

Very recently, the area of DNA-based self-assembly has been
embraced by the research field of soft-matter physics for fabri-
cating all-DNA particles with engineered shape and interaction
potentials that could serve as model systems for exploring
unconventional bulk phase behaviour of diverse states of
matter such as gels26–28 and liquid crystals.29,30 In 2004, Luo
and co-workers,31 demonstrated the fabrication of a novel den-
drimer-like DNA (DL-DNA) construct. The DL-DNA particles
were synthesized in a controlled step-wise fashion from the
enzymatic ligation of Y-shaped DNA (Y-DNA) building blocks
with rigid arms and specifically designed hybridization
regions known as “sticky-ends”, leading to the formation of a
highly charged and void-containing macromolecular assembly
with tree-like architecture (see Methods for more details).
Here, we perform a joint experimental/theoretical analysis of
the shapes, sizes, and forms of these constructs, demonstrat-†These authors contributed equally to this work.
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ing their unique properties. We show that they are different
from both sterically and charge-dominated dendrimers, they
possess a regular spherical shape with voids, and are robust to
the influence of added salt.

DL-DNA molecules are a clear example of novel functional
nanostructures that can be assembled with remarkable control
and subnanometer precision through programmable sticky-
end cohesions. Unlike other chemical dendrimers, their built-
in modularity allows tailored reshaping of the dendritic
scaffold in terms of surface functionalization32 and internal
structure modification33 by employing standard tools from bio-
functional chemistry. Thus, these DNA-based dendritic archi-
tectures have been envisioned to play a promising role in
developing nano-barcodes,34,35 DNA-based vaccine36 techno-
logies, and functioning as a structural scaffold as well as a
structural probe involving multiplexed molecular sensing pro-
cesses.37,38 Furthermore, from the fundamental research per-
spective, their polyelectrolyte character and inherently open
architecture near their center of mass endow the DL-DNA par-
ticles with an ultrasoft repulsive potential39 and penetrability;
features which make the DL-DNA molecules optimal candi-
dates for the experimental realization of the recently proposed
cluster-crystal structure.40–42

The investigation of the structural properties of DL-DNAs at
a single particle level, including their responsiveness to charge
screening, is imperative for the development of emerging
applications and for the understanding of intriguing collective
phenomena related to this type of novel soft material. Broadly
speaking, access on global molecular characteristics such as
particle diameter and spatial structure at a very coarse-grained
level is feasible with numerous scattering techniques.
However, probing in detail the internal and surface mor-
phology of a complex nanostructure is a challenging task. To
this end, we adopted an approach of tackling the above issues
by combining experiments and simulations to profound
insights from the latter into quantities and properties not
accessible to experimental techniques. As a prerequisite for
establishing the reliability of the latter, we first validate the
model by comparing results from the simulation approach
with accessible experimental findings.

System description
The building block of the dendrimer of interest is the Y-DNA
unit, a three-armed structure consisting of double-stranded
DNA (dsDNA), formed via hybridization of three single-
stranded DNA chains (ssDNA), each of which has partially
complementary sequences to the other two. Each arm is made
up of 13 base-pairs and a single-stranded sticky end with four
nucleobases, see Fig. 1. While a single Y-DNA corresponds to
the first dendrimer generation, G1, attaching further Y-DNA
elements yields DL-DNA of higher generations, as shown in
Fig. 2. This attachment is achieved by enzymatic ligation,
where the single-stranded ends of two different arms form a
regular double-strand through base-pairing. In this paper we

study experimentally and computationally DL-DNA macro-
molecules from the first generation, G1, up to the sixth gene-
ration, G6. We extend the theoretical model also to G7 dendri-
mer for selective quantities that spread light on the dendri-
mers’ internal structure. Subgenerations of a GN dendrimer
will be indicated by gi, i = 1, 2, …, N.

In order to build a model of the DL-DNA nanostructures, we
start with a simple and widely used approach by assuming a
bead-spring DNA model, where the interactions and the corres-
ponding parameters are carefully chosen to mimic the struc-
tural properties of a single dsDNA chain.43,44 This particle-
based model for a dsDNA, which is presented in the following,
has already been introduced in recent theoretical studies of
polyelectrolyte brushes43–45 and its validity has been tested in
comparison with experiments in the context of salt-dependent
forces between DNA-grafted colloids.46–49 Accordingly, each
Y-DNA arm is modeled as a chain of charged monomers con-
sisting of a single dsDNA junction monomer followed by twelve
dsDNA chain monomers and a single-stranded end group of
four monomers. While the first thirteen monomers correspond
to base pairs, the last four represent single nucleobases. The
connection between two Y-configurations is established by
replacing four + four ssDNA monomers with four dsDNA mono-
mers, see Fig. 2. The numbers of constituents of each gene-
ration are given in Table 1.

The beads of the DNA-strands carry electric charges; mobile
counterions are introduced in order to preserve the electro-
neutrality of the system. Additionally, we also introduce different
concentrations of monovalent salt ions, Na+ and Cl−, with the
purpose of studying the influence of salt on the conformational
characteristics of DL-DNA. The properties of each particle type
can be seen in Table 2. The steric interaction is described via a
truncated and vertically shifted Lennard-Jones potential, which
is equivalent to the Weeks–Chandler–Andersen (WCA) potential,
here with a possible horizontal shifting by rαβ as follows:

Vαβ
stericðrÞ ¼

1 if r , rαβ;

4ε
σ

r $ rαβ

! "12

$ σ
r $ rαβ

! "6

þ 1
4

# $
if rαβ & r &

ffiffiffi
26

p
σ þ rαβ;

0 if r >
ffiffiffi
26

p
σ þ rαβ;

8
>><

>>:

ð1Þ

Fig. 1 Sketch of the Y-DNA structure: three ssDNA chains (colored red,
green, and blue) assemble to form a star-like configuration with sticky
ends.
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with the following parameters values: σ = 4 Å, ε = 1 kJ mol−1

and rαβ = rα + rβ − σ (with α,β = M−, C+, or S±, referring
to monomers, counterions, and counter/co-ions belonging
to the salt particles, respectively), where rM− = 9 Å and rC+ =
rS± = 2 Å.

This way, the excluded volume interaction between counter-
ion particles reduces to the usual WCA interaction, diverging
at zero separation, while the potential between monomers and
ions diverges at a center-to-center distance of 7 Å and the inter-
action between monomers diverges at the distance of 14 Å,
accounting for the larger size of the monomers. Thus, the
steric interaction acts in the range of r ≤ 18.5 Å, corresponding
to the value of the effective DNA helix diameter, which is
approximately equal 20 Å.

Consecutive monomers along dsDNA- or ssDNA-strands are
connected with bonds described by a harmonic bonding
potential:

VbðrÞ ¼
kb
2
ðr $ lbÞ2; ð2Þ

where the spring constant takes the value kb = 210 kJ (mol
Å2)−1, giving a dispersion of about 0.15 Å, which is consistent
with the values observed in structural studies of DNA.50,51 The
equilibrium bond length is lb = 3.4 Å, (which renders the
spring constant equivalent to kblb

2 ≈ 103kBT ) corresponding
to the typical distance between base pairs in DNA.44,50

Comparing the bond length lb with the steric monomer–
monomer interaction offset rM−M− = 14 Å reveals that neigh-
bouring monomers in a straight configuration are located in
the divergent regime of the WCA potential. Therefore, we set
the WCA steric interaction to only act between monomers
which are not within the same chain and additionally exclude
the steric interaction between the first five monomers located
at the Y-DNA junctions.

The stiffness of dsDNA is modeled via a harmonic bending-
angle potential Vbend(ϕ), which acts on the angle ϕ between
the bonds connecting any monomer (index j ) to the two neigh-
bouring monomers (indices j + 1 and j − 1):

VbendðϕÞ ¼
kϕ
2
ðϕ$ πÞ2; ð3Þ

where the constant of bending energy, kϕ, takes the values:

kϕ ¼
750 kJmol$1 for stiff chains;
150 kJmol$1 for sticky ends;
0 for the fully flexible Y$ junction:

8
<

: ð4Þ

The bending energy constant value kϕ = 750 kJ mol−1 is
chosen to reproduce the typical persistence length L =
500–1000 Å of dsDNA at low ionic strength.52 While the bonds
between the three central junction monomers are the same as
between all other monomers, the Y-arms are fully flexible, i.e.,
the bending energy constant is chosen to be zero. Since the

Fig. 2 Schematic representation of our DL-DNA model: the left part shows the representation of a single Y-DNA according to our particle-based
model; the middle part shows how the union of Y-DNAs via enzymatic ligation gives rise to a dendrimer-like structure; the rightmost part shows the
equivalence of two combined sticky ends to regular dsDNA at the connection of two Y-DNAs in our model.

Table 1 Characteristic numbers NY (i.e., number of Y-DNAs), Nbp (i.e.,
number of base pairs), and Nmon (i.e., number of monomers) for DL-DNA
of different generations

Generation NY Nbp Nmon

G1 1 39 51
G2 4 168 192
G3 10 426 474
G4 22 942 1038
G5 46 1974 2166
G6 94 3666 4422

Table 2 Properties of system’s constituents. The radii at the last
column refer to the model in eqn (1)

Particle type Mass m[u] Charge q[e] Radius rα [Å]

Regular monomer (M−) 660 −1 9
Y-junction monomer (M−) 660 −1 9
Sticky end-linker (M−) 330 −1 9
Counterions (C+) 20 +1 2
Salt particles (S±) 20 ±1 2
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persistence length of unpaired ssDNAs is lower than for
dsDNAs,53,54 the degree of flexibility of the ssDNA end group
monomer is set to kϕ = 150 kJ mol−1.

Since each monomer bears an elementary charge qM− =
−e < 0, a corresponding number of counterions with charge
e > 0 is added to ensure overall electroneutrality of the system.
Any two charged species α and β interact additionally via the
Coulomb interaction

VCðrÞ
kBT

¼ λB
qαqβ
r

; ð5Þ

where r denotes interparticle separation, qαqβ ∈ e,−e, and the

Bjerrum length λB ¼ e2

εrε0kBT
is set to λB = 7 Å. Water is treated

as uniformly dielectric with dielectric constant εr = 80.
The above described model is used in Molecular Dynamics

(MD) simulations, details of the latter are given in Methods. A
representative simulation snapshot for a G6 dendrimer is
shown in Fig. 3, where monomers pertaining to different sub-
generations are presented by different colors.

It can be seen that the connections between successive
branching points are rather rigid segments with a strong overlap
between neighboring monomers, while the sticky ends (i.e., the
segments pertaining to ssDNA belonging to the outermost sub-
generation) show a less stiff behaviour. Counterions are found to
be absorbed into the interior of the dendrimer to a high degree.

Methods
Here, we briefly specify some of the experimental as well as
simulation techniques employed in this work.

Experimental
DNA sequences and synthesis of DL-DNA

The DL-DNA nanostructures were fabricated following the syn-
thetic procedure described in the reference,35 which is based

on two assembly procedures: (a) self-assembly and (b) enzyme-
assisted assembly. Briefly, DL-DNA was prepared from a core
three-arm DNA junction (Y-DNA), having each arm terminated
with a non-palindromic four-base-long sticky-end. We desig-
nate this Y-DNA as a first dendrimer generation (G1). To build
up the next generation (G2), the above all-DNA tri-functional
core was hybridized with three other Y-DNAs with sticky-ends
complementary to the core Y-DNA. The cohesions points were
enzymatically sealed using T4 DNA ligase (Promega).
Additional generations (G3, G4, G5, etc.) were created by
repeatedly ligating Y-DNAs to the sticky-ends of the previous
generation. The Y-DNA building block is synthesized by
annealing of three partially complementary single-stranded
DNAs (ssDNAs) at equal molar ratio, employing a one-pot
approach. Purification of excess DNA was performed using a
combination amicon ultra spin columns as well as dialysis.

The sequences of DNA strands used to create the DL-DNA
constructs are slightly modified compared to those reported in
reference35 in order to minimize the total number of different
strands necessary for synthesizing all-DNA dendrimers up to
the 6th generation. The sequences of DNA strands were
designed using the program SEQUIN.55 All DNA strands used
in this study were purchased from Integrated DNA
Technologies, Inc. (http://www.idtdna.com), phosphorylated at
their 5′-end, and purified by denaturing polyacrylamide gel
electrophoresis. The DNA strand concentrations were deter-
mined by measuring the absorbance at 260 nm with a micro-
volume spectrometer (NanoDrop 2000).

DNA sequences and construction scheme for synthesizing
the all-DNA dendrimers used in this study are listed below.
The bold letters correspond to sticky-end sequence and p indi-
cates the position of the phosphate modification.

DNA strand sequences:
□ Y1a: 5′-p-TGAC TGGATCCGCATGACATTCGCCGTAAG-3′
* Y2a: 5′-p-GTCA TGGATCCGCATGACATTCGCCGTAAG-3′
◊ Y3a: 5′-p-ATCG TGGATCCGCATGACATTCGCCGTAAG-3′
Δ Y4a: 5′-p-GCAA TGGATCCGCATGACATTCGCCGTAAG-3′
□ Y1b: 5′-p-TGAC CTTACGGCGAATGACCGAATCAGCCT-3′
* Y2b: 5′-p-CGAT CTTACGGCGAATGACCGAATCAGCCT-3′
◊ Y3b: 5′-p-TTGC CTTACGGCGAATGACCGAATCAGCCT-3′
Δ Y4b: 5′-p-GTCA CTTACGGCGAATGACCGAATCAGCCT-3′
□ Y1c: 5′-p-TGAC AGGCTGATTCGGTTCATGCGGATCCA-3′
* Y2c: 5′-p-CGAT AGGCTGATTCGGTTCATGCGGATCCA-3′
◊ Y3c: 5′-p-TTGC AGGCTGATTCGGTTCATGCGGATCCA-3′
Δ Y4c: 5′-p-GTCA AGGCTGATTCGGTTCATGCGGATCCA-3′
DL-DNA construction scheme:
1st generation DL-DNA: G1 = Y1 = Y1a + Y1b + Y1c
2nd generation DL-DNA: G2 = G1 + 3 × Y2,
where Y2 = Y2a + Y2b + Y2c

3rd generation DL-DNA: G3 = G2 + 6 × Y3,
where Y3 = Y3a + Y3b + Y3c

4th generation DL-DNA: G4 = G3 + 12 × Y4,
where Y4 = Y4a + Y4b + Y4c

5th generation DL-DNA: G5 = G4 + 24 × Y5,
where Y5 = Y1a + Y2b + Y2c

6th generation DL-DNA: G6 = G5 + 48 × Y6,

Fig. 3 Simulation snapshot of a G6 dendrimer. Each color corresponds
to a different dendrimer generation. The figure shows only a small frac-
tion of simulation box. Small spheres represent counterions.
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where Y6 = Y3 = Y3a + Y3b + Y3c
Agarose gel electrophoresis was employed to confirm the

successful assembly of all-DNA dendrimers. As shown in
Fig. 4, the desired DL-DNA constructs migrate as single bands,
showing decreasing mobility with increasing generation. The
disparity in the sharpness of the bands is likely to be a result
of the increased flexibility of the larger dendrimers, which can
explore a variety of confirmations, leading to a diffuse band.
The G1 band is likely more diffuse due to having moved
further through the gel.

Light scattering experiments

Dynamic light scattering (DLS) and static light scattering (SLS)
experiments were performed by employing an ALV goniometer
setup equipped with an helium–neon laser operating at λ =
632.8 nm. The effective hydrodynamic radii of the DL-DNA
constructs in dilute aqueous solutions at different conditions
of salinity (NaCl) were measured with DLS. The Brownian
motion of the DL-DNA molecules was recorded in terms of the
time auto-correlation function of the polarized light scattering
intensity, G(q,t ), using an ALV-5000 multi-tau digital correla-
tor. The measurement consisted of obtaining the intermediate
scattering (field) function Cðq; tÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðGðq; tÞ $ 1Þ=β

p
at several

scattering wave vectors q = (4πn/λ)(sin(θ)/2), where β is an
instrumental factor related to the spatial coherence constant
and depends only on the detection optics, n the refractive
index of the solvent, and θ the scattering angle. C(q, t ) was
analyzed via an Inverse Laplace Transform (ILT) using the
CONTIN algorithm56 and the average relaxation time was
determined from the peak of the distribution of relaxation
times. The translational diffusion coefficient, D = Γ/q2, was

found to be q-independent (Γ is the measured relaxation rate).
The hydrodynamic radius was extracted from the measured
diffusion coefficient D assuming validity of the Stokes–
Einstein relation, RH = kT/6πηD (k is the Boltzmann constant,
T the absolute temperature, and η the solvent viscosity) for
spherical objects, (see Fig. 5).

The radius of gyration Rg of the higher DL-DNA generations
was extracted from SLS experiments in very dilute aqueous
solutions. The scattered intensity of the solution Isol, the
solvent Isolv, and the pure toluene Itol were recorded over an
angular range from 15° to 150° corresponding to scattering
vector q in a range of 3.46 × 103 < q < 2.55 × 102 nm−1. The
pure toluene was used as a scattering-angle-independent stan-
dard to account the dependence of the scattering volume on
the scattering angle. Thus, the scattered intensity I of the
DLDNA particles was determined as follows: I(q) = (Isol(q) −
Isolv(q))/Itol(q). The Rg was obtained from SLS experiments by
performing a Guinier plot: ln(I(q)) = ln(I(0)) − (q2Rg2)/3.
All experiments reported here were performed at room
temperature.

Simulation

To simulate the behaviour of the above described macromol-
ecular system with given interactions we employ molecular
dynamic (MD) simulations. Simulations are performed using
two independent platforms, namely ESPResSo57,58 and
LAMMPS.59 The time step used is Δt = 10−3τ, where
τ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
mσ2=ε

p
, so that the total running time of the simulations

extends over 100 ns (i.e., over 109 simulation steps). The box
size is chosen to keep the total particle density, ρp, indepen-
dent of dendrimer generation. This number density is set to
the value of ρp = 5 × 10−7 Å−3 in order to avoid self-interaction

Fig. 4 Non-denaturing agarose gel (0.5%) electrophoresis analysis of
the assembly of DL-DNA. The electrophoretic mobility of purified all-
DNA dendrimers up to 6th generation is demonstrated. Lane M: 1 Kbp
double-stranded DNA marker (bottom to the top: 1 Kbp to 10 Kbp with
a 1 Kbp step), lane 1: G1, lane 2: G2, lane 3: G3, lane 4: G4, lane 5: G5
and lane 6: G6.

Fig. 5 Intermediate scattering functions, C(q,t ), at different angles for a
dilute G6 all-DNA dendrimer aqueous solution at a concentration of 15
nM and under mild-salinity conditions (50 mM NaCl). For such dilute
regime only a single translational diffusion process is observed. Indeed,
the C(q,t ) is a single diffusive relaxation which is clearly confirmed by
the q2 dependence of the decay rate, D = Γ (top inset). Bottom inset:
The natural logarithm of the reduced static light scattering intensity for
the G6 dendrimer as a function of q2 (Guinier plot). In both insets, the
slopes (red lines) were used for the extraction of the RH (top) and Rg

(bottom).
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via periodic boundaries while keeping the box size small at the
same time.

Canonical ensemble is applied and periodic boundary con-
dition are applied. The evaluation of electrostatic interactions
is performed using the Ewald summation method60 and the
multilevel summation method61,62 (MSM) for ESPResSo and
LAMMPS, respectively, with a relative force accuracy of 10−5.
Langevin thermostat is chosen and set to preserve the temp-
erature of T = 298 K. We use 1000 snapshots of a simulation
run over 0.1 μs (after equilibration) of a single DL-DNA mole-
cule to obtain results that follow.

Results and discussion
Comparison between experiment and simulation

The overall size of the dendrimer can be characterized by its
radius of gyration Rg or its hydrodynamic radius RH. In prin-
ciple, these quantities can be determined in simulations; they
are also experimentally accessible by means of different scat-
tering techniques, e.g., SANS, SAXS, or dynamic light scatter-
ing. However, in this contribution, we only calculate the radius
of gyration, Rg, from simulated systems via the following
expression:

Rg
2 ¼ 1

N

XN

i¼1

ðri $ rcomÞ2
* +

; ð6Þ

where N is the total number of monomers constituting the
DL-DNA, ri denotes the positions of the individual monomers,
and rcom stands for the center of mass of the molecule. This
quantity is readily accessible in MD simulations and enables
us to assign a typical size to the molecule described by the
employed model. The hydrodynamic radius RH was experi-
mentally determined using dynamic light scattering and
measuring the diffusion coefficient in diluted dendrimer solu-
tions. Though the two radii are different by definition, one
measuring spatial extent and the other hydrodynamic drag,
they differ in their values only by a small amount so that a
comparison of Rg from simulation with RH from experiment is
a good way to validate the model. Moreover, static light scatter-
ing has been also employed to determine Rg for dendrimers of
higher generation numbers.

A comparison of the results originating from experiment,
RH, and simulation, Rg, is presented in Fig. 6. For G1 to G5 the
results of Rg and RH show excellent agreement, indicating the
appropriateness of the underlying model. The two sets of data
show small discrepancies for DL-DNAs of higher generations,
i.e., for G6 DL-DNAs; therefore, we show here also experi-
mental values of Rg for G5 and G6 DL-DNAs. As experiments
show, for G5 DL-DNAs the radius of gyration coincides with
the hydrodynamic radius Rg = RH, which on the other hand,
fits nicely with the obtained simulation value. This matching
between results of static and dynamic light scattering for G5
justifies our choice of comparing two different quantities that
characterize the size of a dendrimers of lower generation

numbers. We observe that both the experimental and simu-
lation data exhibit a concave shape as function of generation
index, reflecting the non-linear growth of the dendrimer with
increasing generation number. This feature can be explained
by the observed increase of the molecules’ sphericity with the
growing monomer density at the periphery of the DL-DNA. As
the sphericity of the dendrimer increases, as it is the case for
G6 DL-DNAs, the ratio between the experimentally measured
radius of gyration and the hydrodynamic radius deviates from
1 and goes toward smaller values, i.e., Rg/RH = 0.94. For the
sake of comparison, the theoretical value of this ratio is 0.778
for a homogeneous hard sphere64 and 1.0 for hollow spheres
with an infinitely thin shell.65 Therefore, the significant discre-
pancy observed between the experimental RH and Rg obtained
from simulation for G6 DL-DNAs and probably also for higher
generations becomes reasonable and one has to employ static
light scattering in order to obtain better agreement with the
results of the performed simulations.

Conformational analysis

A more detailed analysis of the form factor Fmm(q) of the den-
drimer provides a deeper insight into the structural properties
of the dendrimer. The form factor is defined as

FmmðqÞ ¼ 1þ 1
N

XN

i=j

exp ½$iðq ( rijÞ)
* +

; ð7Þ

where the summation runs over all inter-monomer distances
rij and the brackets 〈…〉 stand for an average over all confor-
mations, which restores rotational symmetry; here, q denotes
the scattering wavevector, allowing to look at different scales
within the molecule. At coarse length scales, qRg ≲ 1, the
above expression reduces to the Guinier law:66

FmmðqÞ ’ N exp
$ðqRgÞ2

3

" #
; ð8Þ

which represents a useful relation between the form factor and
the radius of gyration within the regime qRg ≲ 1. Via this

Fig. 6 Hydrodynamic radius RH (as extracted from experiment) and
radius of gyration Rg (as predicted in simulation) as functions of the
generation index of DL-DNAs (as labeled). For DL-DNA of G5 and G6
experimental values of Rg are also provided.
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expression, the radius of gyration can be extracted from experi-
mental form factor data in the small wave-vector limit.

An overview of the results for Fmm(q) from simulation is
given in Fig. 7, where this function is shown on different
scales. As eqn (8) implies, the form factor becomes equal to
the total number of monomers of the molecule in the limit of
small wave vectors, i.e., for q → 0. Further, we observe oscil-
lations in Fmm(q) for qσ ∼ 10−1; the first local minimum
becomes more pronounced with increasing generation index,
signifying that these larger molecules possess a more spherical
shape and that the sharpness of the molecules’ boundary at
the outermost shell increases. The rigidity of the dsDNA
strands within the molecule reflects in the large wave-vector
behaviour of Fmm(q), namely, the form factor satisfies the law
Fmm(q) ∼ q−1 in the limit of large wave vectors.63 This is the
typical scaling law for scattering from rigid rods, which is in
contrast to flexible dendrimers, which usually scale with ∼q−4

in the same range of q, according to Porod’s law.67 This
outcome can be better understood in the context of scattering
from fractal aggregates: it can be shown68 that for arbitrary
systems of scatterers the scattering intensity Fmm(q) scales with
the wave vector as

FmmðqÞ * ðqRÞ$2DmþDs for R$1 < q < a$1; ð9Þ

where Dm and Ds are the mass and surface fractal dimensions,
respectively. The size of a single monomer is a, while the size
of the whole system is denoted as R. In the case of solid
spheres the mass dimension Dm is equal to the system’s
spatial dimension d (Dm = d = 3), while the surface dimension
is Ds = d − 1 = 2, which results in the well-known Porod’s law,
Fmm(q) ∼ q−4. On the other hand, a rigid dendrimer can be
characterized as a single fractal aggregate. Therefore, its fractal
dimension, D, is equal to the fractal mass and surface dimen-
sions, D = Dm = Ds < d, obeying the scaling law

FmmðqÞ * ðqRgÞ$D for qRg > 1; ð10Þ

with D = 1. By analyzing the form factor in this way, we have
obtained a beautiful reflection of the distinctive behaviours of
flexible and rigid dendrimers.

Additional insight into the conformational features of
DL-DNAs can be acquired by analyzing the monomer–
monomer pair correlation function. In Fig. 8 the radial distri-
bution function gmm(r) for DL-DNAs of generations G1 and G5
is plotted as a function of the distance r, given in units of the
equilibrium bond length lb. The well-defined maxima which
occur at equidistant positions indicate that the bonds between
the monomers are rather stiff. The first and largest peak rep-
resents the nearest neighbour separation along the Y-DNA
arms. The height of the maxima scales with r−2, which is the
rate at which the volume of the spherical shells increases. The
two curves of gmm(r) are identical for G1 and G5 in this regime.

Another quantity that provides detailed information about
the complex internal structure of DL-DNAs is the density
profile of the constituents of the macromolecule with respect
to the center of mass of the dendrimer:

ρðrÞ ¼
XNm

i¼1

δðr $ ri þ rcomÞ
* +

; ð11Þ

where the summation runs over all particles of a particular
type, such as the monomers or the counterions; the vectors ri
denote the corresponding positions of the particles. In Fig. 9
the density profiles for specific components of DL-DNA mole-
cules are shown, focusing on a G3 (Fig. 9(a)) and a G6

Fig. 7 The form factor Fmm(q) of the DL-DNAs of generation G1 to G6 (as labeled) obtained from simulations, given as a function of the dimension-
less wave-vector. Data are shown: (a) on a linear scale; (b) on a double-logarithmic scale; and (c) on a double-logarithmic scale with limq→0Fmm(q)
rescaled to 1. The dashed lines in panel (c), i.e., Fmm(q) ∼ q−1, correspond to the typical scaling law for the scattering from rigid rods63 for large
q-values.

Fig. 8 Monomer–monomer radial distribution function gmm(r) for
DL-DNAs of generations G1 and G5 plotted as functions of distance r,
given in units of the equilibrium bond length lb.
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(Fig. 9(b)) dendrimer, respectively. The different entities con-
sidered are (i) all monomers (without distinction; “total”), (ii)
the monomers pertaining to a specific subgeneration, gi, and
(iii) the counterions. The monomers are regularly distributed
in concentric-like structures such that only minor overlap
between subsequent subgenerations exists. This kind of behav-
iour is typical for charged macromolecules with rigid
bonds:69,70 the strong Coulomb repulsion, combined with
rigidity and the dendritic character prevent backfolding of the
outer monomers towards the interior of the molecule, a
feature that is in contrast to the standard dense-core model of
dendrimers with flexible bonds.71,72 This rigidity is in addition
reinforced by the Coulomb repulsion between like-charged
monomers, resulting in a complete suppression of backfold-
ing. Because the Y-DNAs of the individual subgenerations
exhibit a transition at the junction, where one inward-facing
arm splits into two outward facing arms, the corresponding
density profiles feature a double-peak. This double-peak
feature is not as pronounced in subgenerations with higher
index gi, as the spatial distribution of these higher subgenera-
tions is less coherent and more flattened out.

The counterion density distribution closely follows the
monomer density due to the system’s propensity towards local
charge neutrality and the spatial structure of the counterions
is less pronounced due to an entropic ‘smearing out’ of the
profiles. Overall, we obtain, especially for higher generations,
almost flat-density molecules, whose monomer- and counter-
ion-profiles are tunable by varying the generation index, GN.
Contrary to the usual, dense-core, flexible dendrimers,67,72 the

monomer profile of the DL-DNA does not monotonically drop
as one moves from the center of the molecule towards its per-
iphery, but it remains rather flat and constant (with modu-
lations close to the junction points). Moreover, these nano-
structures feature very low local monomer packing in their
interior, ρ(r)σ3 ∼ 10−3 (see Fig. 9), as opposed to typical values
ρ(r)σ3 ∼ 1 for flexible dendrimers.67 Accordingly, they offer a
great deal of empty space (voids) in their interior, capable of
accommodating smaller molecules, such as a G1-dendrimer,
as demonstrated in Fig. 10. Due to their ‘uniform-density’
interior, DL-DNA constructs are also suitable for an analytical
description using the Poisson–Boltzmann theory,73,74 since the
constant ion density inside the molecule simplifies analytical
calculations.

In the following, a more detailed analysis of the counterion
condensation is presented. In our investigation we have
encircled each arm of the individual Y-DNA elements by a tube
of radius r; we have then counted the percentage of ions Qt(r)
captured in those cylinders. The dependence of Qt(r) on the
tube radius r is depicted in Fig. 11(a). Even though the con-
sidered system is electro-neutral, a difference in the value of
Qt(r) of approximately 20% between G1 and G5 dendrimers
can be observed for tube radii larger than 3rM−C+. This obser-
vation is a direct consequence of an increase in the available
volume provided by the larger dendrimers. The same effect
can be seen in Fig. 11(b), where the total amount of counter-
ions absorbed by the dendrimers is shown, expressed via func-
tion Qs(r). When the radius of the sphere r that encircles the
dendrimer exceeds the size of the dendrimer rmax only 40% of
counterions are absorbed by a G1 DL-DNA, whereas this per-
centage grows with increasing dendrimer generation number
and approaches 90% in the case of a G5 DL-DNA. It is also
worth noticing that the transition of the counterion profile
from the interior to the exterior becomes increasingly sharp as
the dendrimer generation index grows: accordingly, high-G
DL-DNA’s act as osmotic dendrimers, in full analogy with the
osmotic polyelectrolyte stars,75–77 which capture the counter-
ions in their interior. However, in contrast to these, DL-DNA’s

Fig. 9 Monomer and counterion density profiles ρ(r) as functions of r,
given in units of the equilibrium bond length lb; ρ(r) is shown for
different entities of the system (as labeled and see text). Data are shown
(a) for a G3 DL-DNA and (b) for a G6 DL-DNA.

Fig. 10 Simulation snapshot of G5 DL-DNA. The encircled G1 DL-DNA
is inserted to the figure to guide the eye to better visualization of the
void size.
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are very robust against salinity, maintaining their size essen-
tially unaffected by addition of large quantities of monovalent
salt, as it will be shown in what follows.

In Fig. 12 the probability of the nearest junction-to-junction
separation of successive subgenerations gi and gi+1 within a G6
DL-DNA is shown as a function of distance given in units of
bond length. Since each branch extending from junction to
junction point consists of 30 monomers, the peak of this func-
tion is located slightly above 29lb for the innermost branches
and its position decreases monotonically as one moves away
toward the exterior of the molecule, (i.e., towards the outer

subgroups) while the variance increases at the same time. The
shrinkage of bond lengths belonging to the outer branches is
a consequence of osmotic swelling which tends, on one hand,
to stretch central (inner) branches, while on the other hand, it
allows a slightly higher flexibility of the branches belonging to
higher subgenerations. To understand the physics behind this,
we need to consider the osmotic pressure from the counter-
ions trapped in the interior of the molecule, which tries to
swell the dendrimer by exercising an outward force at a ficti-
tious spherical surface of radius rmax that surrounds the mole-
cule, touching the free tips of the outermost Y-junctions (com-
posed of 4-bases long ssDNA). This force is transmitted to the
interior of the dendrimer, but the number of Y-junction tips
among which it is partitioned is halved each time the subge-
neration index decreases by one. Accordingly, the innermost
generations are pulled more strongly than the outermost ones;
thus they are more rigid, more straight-line looking. This effect
is also observable in the simulation snapshot (see Fig. 3),
where it can be seen that the innermost branches are more
rigid, having the shape of a straight line, while the branches
belonging to the outermost subgenerations expose a more
wiggly behaviour. This interpretation is corroborated by the
analysis of angular fluctuations in what follows.

In order to analyze the internal freedom of the typical con-
formations of the dendrimers, we measure in the simulations
two kinds of bond angles, namely ϕ and θ, for the individual
subgenerations. Here, ϕ is defined, according to eqn (3), as the
angle between two consecutive bonds within a Y-arm; it is con-
sequently a reliable measure of the rigidity of the Y-DNA arms.
The angles θi (i = 1, 2, 3), on the other hand, are defined as the
angles between the vectors pointing along the three arms of
the Y-DNA, whereby an arm vector is defined as the vector con-
necting the first and last monomer of a specific Y-DNA arm,
i.e., the arm is assumed to be fully rigid. Each Y-DNA element
is characterized by three of these angles: θ1, θ2, and θ3. For
fully rigid connections between successive Y-junctions in the
dendrimer, one would find ϕ = π and θi = 2π/3 for all i.

In Fig. 13(a) the probability distribution P(ϕ) of the angle ϕ
for the innermost generations, g1, is shown for DL-DNAs of
different generation index. The distributions all exhibit a pro-
nounced maximum close to the value of a fully rigid dendri-
mer, i.e., ϕ ≅ π. This feature again demonstrates that the inter-
actions of our model tend to keep the monomer chains
straight. A slight but visible enhancement of the peak (i.e., a
reduction of the fluctuations) can be seen for the G7 dendri-
mer. This indicates, that its inner generation is more stretched
and thus more straight as the number of generation grows.
This feature is one manifestation of the increased osmotic
stretching force from the counterions. If we focus on a
G7 molecule and look at the stretching of the various gener-
ations gi within the G7 DL-DNA, Fig. 13(b), a similar trend can
be observed: the distribution is rather sharply peaked close to
the angle ϕ = π, pointing to stretched connections between the
junction points. Again, one can notice that the probability dis-
tribution P(ϕ) for higher subgenerations displays a ‘leakage’ to
smaller ϕ-values, indicating that the branches belonging to the

Fig. 11 (a) Percentage of total counterions, Qt(r), captured in tubes of
radius r surrounding each arm of the Y-DNA elements as a function of r
(in units of σ). (b) Percentage of total counterions, Qs(r), captured in
spheres of radius r centered at the center of mass of the DL-DNA rcom as
a function of r/rmax, where rmax denotes the maximum distance between
a DNA-monomer and rcom. The graphs are shown for dendrimers G1,
G3, and G5 (as labeled).

Fig. 12 Probability for the nearest junction-to-junction separation of
successive subgenerations gi and gi+1 within a G6 DL-DNA given in units
of the equillibrium bond length lb.
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outermost subgenerations are more flexible compared to the
innermost branches, which is consistent with the finding on
the inter-bonding separation (see Fig. 12) and our interpret-
ation of its physical origin. In addition, we also show in
Fig. 13(b) the probability distribution of angle ϕ corresponding
to those parts of the chains that are characterized as a sticky-
end. As it is expected, the function spreads over a wider range
of possible conformational angles, reflecting the fact that
sticky ends exhibit a significantly more flexible behaviour.

Fig. 14 shows the corresponding probability distributions
P(θi) for the angles θi (i = 1, 2, 3), for DL-DNAs of different
generation index. In particular, in Fig. 14(a) we focus on the
innermost generation, g1, of various GN-dendrimers and we do
not distinguish between the three angles θi, i = 1, 2, 3, since
their distributions coincide by symmetry. The distinction is
being made in Fig. 14(b), for which we collected statistics of
outer angle θ3 and inner angles θ1,2 to determine the three
individual distributions Pi(θ) for the three angles denoted in
the insets. Here, we can see that the most probable angle of
the innermost subgeneration, g1, of dendrimers of different
generations is centered around θi = 2π/3, confirming the rigid-
ity of the Y-branches. However, the width of these distributions
increases with decreasing generation number GN, as the
amplitude of the fluctuations in θi correlates negatively with
the size of the dendrimer branch attached to the corres-
ponding arm. With growing generation number, the number
of branches grows more rapidly, so that the fluctuations in the
angle θ become less probable due to the reduced available

volume and the restrictions due to the mutual electrostatic
repulsions between the different arms. When examining the
distributions of different subgenerations within a G7 DL-DNA,
Fig. 14(b), the emergence of differently centered peaks of P(θ3)
and P(θ1,2) for the corresponding intermediate subgenerations
can be observed.

This phenomenon can be explained by the deformation of
Y-DNAs from a conformation with θi = 2π/3, i = 1, 2, 3, into a
configuration with θi > 2π/3, with i = 1, 2, and θ3 < 2π/3. This
change is caused by the monomers pertaining to the outer
(inner) generations that pull (push), respectively, monomers of
the intermediate subgenerations outwards via steric and
electrostatic interactions. This phenomenon does not occur
for Y-DNAs of the last subgeneration, i.e., g7 in the examined
case, as these Y-DNAs are not constrained by subgenerations
of higher index.

Finally, in Fig. 15 the distribution P(θΣ) is shown for a G7

DL-DNA, where θΣ ¼
X3

i¼1

θi. The data provide evidence that the

Y-DNA of the innnermost subgeneration, whose arms are
subject to outward forces caused by the subsequent gener-
ations, is almost completely planar, i.e., θΣ ≈ 2π. With increas-
ing generation index, however, the Y-DNAs’ deviation from the
planar configuration becomes more pronounced, i.e., θΣ < 2π.
Underlying to this behaviour are two opposite effects:
Coulomb repulsion and the aforementioned outward forces
drive the Y-DNAs towards a planar configuration, but at the

Fig. 13 The probability distribution P(ϕ) of angle ϕ of (a) the innermost
subgeneration g1 for DL-DNAs of generation index G1–G7 (as labeled)
and (b) individual subgenerations within a G7 DL-DNA (as labeled). The

distribution P(ϕ) is normalized as
ðπ

0
PðϕÞdϕ ¼ 1 .

Fig. 14 P(θi), i.e., (a) the probability distribution of angles θi, (i = 1, 2, 3)
of the innermost subgeneration g1 for DL-DNA of generation index G1–
G7 (as labeled) and (b) the probability distribution of outer angle θ3
(dashed lines) and the inner angles θi, (i = 1, 2) (solid lines) of the individ-
ual subgeneration within a G7 DL-DNA (as labeled). Each P(θi) is normal-

ized as
ðπ

0
PðθiÞdθi ¼ 1.
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same time this planarity reduces the number of configurations
available to the Y-DNAs and therefore their entropy. As we
proceed to the outermost generations, the branches of the
Y-junctions have more freedom to fluctuate and entropic con-
tributions become enhanced, enabling fluctuations of the
Y-junctions that deviate from planarity.

Influence of salt on conformational properties of DL-DNA

We have also analyzed the effect of a finite salt concentration
(NaCl) on the overall size of the dendrimer. The experiments
are performed for different values of salt concentrations,
extending from a low salt regime (c = 0.1 mM) up to very high
salt concentrations (c ≈ 5 M). Due to numerical limitations,
only salt concentration up to c ≈ 30 mM could be considered
in simulations. Results for the hydrodynamic radius, as
obtained from the experiment, are summarized in Fig. 16. By
adding salt essentially no change in the size of the dendrimer
is observable up to a concentration of c = 10 mM.

This observation is confirmed in the simulations (see
Table 3). The absence of any significant shrinking at low salt
concentrations is the consequence of the rigidity of the mole-
cule, i.e., the high persistence length. In order to overcome the
stiffness of the molecule, one has to proceed to higher salt
concentrations, i.e., above c = 10 mM; under such conditions
the screening of the charge of the molecule starts to affect the
Coulomb interaction between the monomers, inducing
thereby the shrinking of the molecule. This reduction in size
is more pronounced for higher dendrimer generations and it
can range from approximately 10% to 15% for extremely
high salt concentrations (i.e., c ∼ 1 M). Throughout, the
decrease of RH is generation-dependent and the critical salt
concentration at which the molecule starts to shrink differs
from generation to generation.The inset of Fig. 16 shows the
comparison of the experimental results for the radius of
gyration and for the hydrodynamic radius of G6 DL-DNA
under the change of salt concentration. Both quantities show
the same trend but with slightly more expressed shrinkage of
RH over Rg.

We have performed simulations of G4 DL-DNA for various
values of salt concentration, and the resulting radius of gyra-
tion as a function of salt concentration is given in Fig. 17(a).
The comparison with the hydrodynamic radius obtained from
experiments is also shown. From simulation, we observe the
shrinking of the molecule by approximately 7% when varying
the salt concentration from c = 1 mM to c = 30 mM, while the
experiments show the shrinkage by approximately 5% when
varying the salt concentration from c = 1 mM to c = 50 mM. In
Fig. 17(b) we present the form factors, comparing two sets of
simulation data corresponding to different salt regimes. The
curves unambiguously demonstrate that the added salt does

Fig. 15 P(θΣ), i.e., the probability distribution of the sum of the three
junction angles θΣ of the individual subgenerations within a G7 DL-DNA

(as labeled). P(θΣ) is normalized as
ð2π

0
PðθΣÞdθΣ ¼ 1.

Fig. 16 The effect of different NaCl concentrations on the hydrodyn-
amic radius RH for DL-DNA of generations G2 to G6 (as labeled). The
inset shows a comparison between the RH- and the Rg-shrinkage (as
compared to respective salt-free values R0

H and R0
g) for a G6 DL-DNA.

Table 3 Comparison of the results for the radius of gyration, Rg, obtained in simulations and for the hydrodynamic radius, RH, extracted from
experiment (as labeled) over six generations of DL-DNA. Experiments are performed for a salt concentration of 0.1mM. Simulations are carried out
both for the salt-free regime (c0 = 0 mM) and using a salt concentration of c1 = 1 mM with different simulation packages (as labeled)

Generation Rexp
H=c¼0:1mM½nm) RESPResSo

g=c¼0mM½nm) RLAMMPS
g=c¼0mM½nm) RLAMMPS

g=c¼1mM½nm)

G1 3.5 3.30 3.37 —
G2 9.31 9.60 9.37 9.6
G3 14.42 15.75 15.52 15.4
G4 21.43 22.14 22.02 21.6
G5 30.58 28.87 28.75 28.2
G6 40.49 36.02 35.8 —
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not have any impact on the rigidity of the dendrimer, i.e., in
the regime of large wave vectors the form factor satisfies the
above mentioned q−1 scaling law irrespective of the salt con-
centration. From these data one can conclude that the
Coulomb interactions do stretch the bonds between the mono-
mers, but the related effect is subdominant when compared to
the role that rigidity has in suppressing significant changes in
bond lengths.

The shrinking of flexible, charged polymers upon addition
of salt can be physically traced back to the screening of the
electrostatic interaction or to the enhanced osmotic pressure
from the co- and counterions at the exterior of the macro-
molecule.76 For the case at hand, it is not clear that the same
physical mechanism is at work, since the shrinkage is
minimal and the molecular architecture is different. To shed
light into the mechanism behind the size reduction of the
nanoparticle, we look at the density profiles with and without
salt. In Fig. 18(a) and (b), the monomer density profile for a
G4 DL-DNA is shown for the salt-free case and for a NaCl salt
solution of concentration c = 30 mM, respectively. One can
notice that the only difference between corresponding
monomer profiles under different salt conditions appears for
the outermost subgeneration g4. In the salt solution enhanced
backfolding of the outermost branches arises, resulting in the
small shrinkage of the dendrimer’s radius of gyration,
observed at Fig. 17(a). The interior of the dendrimer remains
unaffected by the added salt, an additional manifestation of
the combined effect of rigidity and branched architecture of

the novel DL-DNA constructs. These are remarkably resistant
macromolecules, which nevertheless feature a very low internal
monomer concentration, allowing them to absorb counterions
or smaller molecules in their interior. In addition, whereas sal-
inity is expected to affect the effective interactions between
such dendrimers, practically it does not affect their sizes and
shapes, rendering them thus as prime candidates for mole-
cules with tunable, ultrasoft effective repulsions.

Conclusions
We have investigated the structural properties of DL-DNA at a
single particle level with sizes ranging from G1 to G7.
Additionally, we probed the salt-responsiveness of the complex
nanostructure of said molecules with regards to backfolding of
dendritic arms, providing a thorough investigation of the
structural properties of these all-DNA nanostructures. Through
a combination of experiments and molecular modeling we
provide an advancement of our understanding of such dendri-
tic DNA constructs, which is essential for developing appli-
cations and investigating novel phenomena related to this type
of soft material.

In colloidal polymer network terms, the high-G DL-DNA
and ionic microgels share some common characteristics. Both,
highly permeable to solvent molecules, can act as efficient
absorbers of their own counterions under salt-free conditions,
and at a very coarse-grained level their internal structure has a
core–shell morphology. However, our results revealed that the
DL-DNA’s scaffold architecture and its inherent rigidity grant
these all-DNA nanostructures with low internal monomer con-

Fig. 17 (a) Hydrodynamic radius RH, as extracted from experiments,
and radius of gyration Rg, obtained from simulation, (as labeled) as func-
tions of the NaCl concentration (given in mM) for a G4 DL-DNA. (b)
Form factor Fmm(q) as a function of q for a G4 DL-DNA for salt concen-
trations c = 0 mM and c = 30 mM (as labeled), obtained from simulation.

Fig. 18 Monomer density profile for G4 DL-DNA: (a) salt-free regime,
c = 0 mM; (b) c = 30 mM.
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centration, regular voids in their interior and, at the same
time, a resilience against the addition of salt; intriguing and
promising features which are absent in ionic microgels and
which are expected to have significant impact on the dendri-
mers’ collective behaviour. More specific, experimental as well
as computational results show that varying the salt concen-
tration only minimally affects the conformation and does not
cause any backfolding of dendritic arms. This low salt-respon-
siveness allows for adjusting the effective interaction between
different DL-DNA molecules without the dendrimers collap-
sing or their structure deforming significantly. In addition, the
monomer density profiles revealed that high-G DL-DNA are
dendrimers with almost flat density and internal cavities with
generation-independent size. The cavity space, located at the
dendrimer’s center of mass, was found to be comparable to
the size of G1, implying that the void interior can be
engineered at subnanometer precision (at the level of a
single level) by simply adjusting the arm length of the Y-DNA
building block belonging to the first generation; thus allowing
full control over the degree of dendrimer interpenetrability.
We believe that the above properties make these highly
charged tailored empty-core/shell nanostructures ideal candi-
dates for exploring novel forms of self-assembly such as cluster
crystallization in the bulk. The current work sets the pivotal
point for the investigation on the many-body properties of con-
centrated DL-DNA systems, which will be the subject of the
future work.
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Abstract. In order to find the exact form of the electrostatic interaction between two proteins with disso-
ciable charge groups in aqueous solution, we have studied a model system composed of two macroscopic
surfaces with charge dissociation sites immersed in a counterion-only ionic solution. Field-theoretic repre-
sentation of the grand canonical partition function is derived and evaluated within the mean-field approx-
imation, giving the Poisson-Boltzmann theory with the Ninham-Parsegian boundary condition. Gaussian
fluctuations around the mean field are then analyzed in the lowest-order correction that we calculate analyt-
ically and exactly, using the path integral representation for the partition function of a harmonic oscillator
with time-dependent frequency. The first-order (one loop) free-energy correction gives the interaction free
energy that reduces to the zero-frequency van der Waals form in the appropriate limit but in general gives
rise to a monopolar fluctuation term due to charge fluctuation at the dissociation sites. Our formulation
opens up the possibility to investigate the Kirkwood-Shumaker interaction in more general contexts where
their original derivation fails.

1 Introduction

Kirkwood and Shumaker were the first to realize, more
than half a century ago, that there might exist anoma-
lously long-range interactions between proteins in aque-
ous solutions stemming from thermal charge fluctuations
of dissociable charge groups on their surface [1,2]. Within
the framework of statistical mechanical perturbation the-
ory they showed that this interaction is different from the
standard van der Waals (vdW) interaction [3], ubiquitous
between neutral bodies, primarily because of its extremely
long range. The Kirkwood-Shumaker (KS) interaction was
shown to scale with a lower inverse power of separation
between two proteins then the vdW interaction. Further-
more and contrary to vdW interactions, the KS forces are
not universal, but depend on whether and how the pro-
tein charge can respond to the local electrostatic poten-
tial, a salient property of dissociable charge groups that
is usually referred to as charge regulation and was first
formalized by Ninham and Parsegian [4].

Charge regulation implies that the effective charge on
a macroion, e.g. protein surface, responds to the local
solution conditions, such as local pH, local electrostatic
potential, salt concentration, dielectric constant varia-
tion and most importantly the presence of other vicinal
charged groups [5]. Although charge regulation is an old
concept, modern theories of electrostatic interaction be-

a e-mail: natasa.adzic@ijs.si

tween macroions immersed in Coulomb fluids [6] mostly
deal with constant surface charge of a macroion, bypassing
the complications introduced by charge regulation [7–10].
Constant charge is of course a very stringent approxi-
mation and holds only in a very restricted part of the
parameter space. In general, however, the charge of a
macroion surface with dissociable groups always depends
strongly on the acid-base equilibrium that defines the frac-
tion of acidic (basic) groups that are dissociated [11–13],
and it is necessary to incorporate this property consis-
tently into a theoretical formulation. Our goal in this
work is thus to find a theoretical description which would
take into account charge regulation of dissociable surface
groups and would allow to generalize the original Ninham-
Parsegian derivation to include the contribution of fluctu-
ations around the mean field, as well as to pave the way
towards other approximations that go beyond the simple
mean-field Ansatz.

We will first show what is the correct free energy that
corresponds to the Ninham-Parsegian mean-field charge
regulation theory [4]. It will furthermore become clear as
we proceed that the KS interactions in fact correspond
to Gaussian monopolar charge fluctuations around the
Ninham-Parsegian state, different from the dipolar fluc-
tuations at the origin of the standard vdW forces. We
will derive explicitly an exact expression for the one-loop
correction of the free energy in the case of a counterion-
only system in a planar parallel slab geometry. The the-
ory presented here, while being explicitly formulated only
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Fig. 1. Schematic representation of two charged planar sur-
faces at a separation D with charge dissociation sites dis-
tributed uniformly along the surfaces and with counterions be-
tween the surfaces. The counterions originate from the charge
dissociation of the dissociable groups (AC) through the reac-
tion AC ↔ A− + C+.

for a restricted model, allows for many generalizations of
the monopolar fluctuation interactions that can be de-
rived within the same formalism. We will nevertheless not
pursue these generalizations here and relegate further de-
velopments to subsequent publications.

The plan of the paper is as follows: in sect. 2 we
start from the simplest model that retains the salient
features of charge regulation, composed of two planar
parallel macromolecular surfaces with surface distributed
charge dissociation sites, immersed in a Coulomb fluid
composed of counterions only. We base our analysis on a
field-theoretic description of the system’s partition func-
tion, whose Hamiltonian is generalized to include a surface
term which describes properly the charge regulation and
consequently the local charge fluctuation at the macro-
molecular surfaces. This model is introduced in sect. 3
together with its full free energy and is shown to coincide
with the Ninham-Parsegian Ansatz for the charge disso-
ciation equilibrium on the mean-field level and to reduce
to the Poisson-Bolzmann (PB) equation with the charge
regulation boundary condition in sect. 4. In sect. 6 we
address the Gaussian fluctuations around this mean-field
solution with its charge regulation boundary condition
that can in fact be solved exactly and analytically. The
exact one-loop free-energy correction is obtained by us-
ing the path-integral approach for a harmonic oscillator
with time-depended frequency with all the relevant tech-
nical details relegated to appendix A. Finally in sect. 7 we
present numerical results and comment upon its relevance
for the KS interaction in the Conclusions sect. 8.

2 The model

We consider two flat parallel plates, located at z = ±D/2
and immersed into an aqueous solvent, that carry dissocia-
ble charge groups of the type AC ↔ A− + C+, where the
counterion C is released into the aqueous solution, fig. 1.
We do not specify the identity of the released counterion
but assume it is the only mobile species in the consid-
ered model. Furthermore we assume a grand canonical
ensemble for the counterions, specified by a fixed value

of the activity. The number of the counterions in the so-
lution is thus not fixed but depends on the dissociation
state of the surfaces. While in standard formulations of
the counterion-only Coulomb fluids with fixed boundary
charge the grand canonical formulation is just a step to-
wards the final canonical ensemble, corresponding to a
fixed number of charges, in our case this is not fixed and
the grand canonical description is natural.

We need to note that in the Ninham-Parsegian model
the released counterion is a proton and the aqueous solu-
tion contains a salt mixture at a specified ionic strength
for both monovalent and divalent complements [4]. While
this model can be formalized in the same way as our sim-
plified model, we first solve the simplified case in order to
derived the proper level of description as well as to inves-
tigate the salient features of fluctuations in a case, where
they can be treated exactly.

In order to describe the surface charge dissociation
we introduce a lattice gas model with its own surface
free-energy contribution. This surface part of the free en-
ergy stems from the charge dissociation equilibrium and
describes the (free) energy penalty for a finite surface
charge density. We show furthermore that on the mean-
field level our formulation yields exactly the same result as
the Ninham-Parsegian charge regulation Ansatz, which is
not explicitly based on any surface free energy. The equi-
librium distribution of the counter ions is then obtained
from the saddle-point equation, that corresponds to the
minimum of the complete, i.e. volume plus surface, free
energy. The dielectric constant in the region between the
walls is taken as ε, while outside that region it is assumed
to be in general different and equal to ε′.

3 Field-theoretic description of the model

For describing this model system of interacting particles
it is advantageous to use the field-theoretic formalism to
derive the partition function. The configurational part of
the Hamiltonian of an auxiliary system of N counterions,
with a fixed surface charge density σ0 on the bounding
surfaces, can be written as

H =
1

2

∑

i#=j

u(#ri,#rj)eiej +
N

∑

i=1

∮

u(#r,#ri)σ0d
2#r, (1)

where
∮

implies an integration over all the charged bound-
ing surfaces and u(#r,#ri) is the electrostatic interaction ker-
nel, i.e. Green’s function of the Coulomb potential, which
satisfies the relation

∇
2u(#r,#ri) = −

δ(#r − #ri)

εε0
. (2)

The canonical configurational partition function of the
system can then be represented by an integral over all
positions of the counterions

QN =

∫

d#r1 . . . d#rNe−βH . (3)
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After applying the Hubbard-Stratonovich transformation,
one can obtain the grand canonical partition function as
a functional integral over the fluctuating electrostatic po-
tential ϕ(#r )

Z =

∫

D[ϕ(#r )]e−S[ϕ(#r )], (4)

with the field-action of the form:

S[ϕ(#r )] =
1

2
βεε0

∫

d3#r |∇ϕ(#r )|2 + λ̃

∫

d3#r eiβeϕ(#r )

+iβ

∮

d2#r σ0ϕ(#r ), (5)

Here λ̃ is the absolute activity that will be obtained self-
consistently. The above field-action is universal in terms of
the non-linear volume interaction term, the second term
in the above equation, that corresponds exacty to the
van’t Hoff ideal osmotic pressure of the counterions. This
is a well-known result [14], which on the weak coupling
mean-field level, using substitution ϕ → iφMF, gives the
PB equation with fixed charged density boundary condi-
tion #n · #∇φMF = σ0 [6].

We now generalize this free-energy Ansatz so that it
will contain also a surface part, not necessarily linear in
the surface fluctuating potential, by assuming that the
surface free energy in eq. (5) can be modified as

i

∮

σ0ϕ(#r )d2#r −→

∮

f(ϕ(#r ))d2#r, (6)

where f(ϕ(#r )) is a general non-linear function of the lo-
cal potential. The exact form of this surface free-energy is
not universal and depends on the model of the surface-ion
interaction [15]. Here, we will delimit ourselves to a sur-
face lattice gas model, which was introduced in a different
context by Fleck and Netz [16], and derive the correspond-
ing free energy, as well as show that the same model in
fact corresponds exactly to the Ninham-Parsegian charge
regulation theory [17]. The surface lattice gas model of
dissociable charged groups gives [16,19]

f(ϕ(r)) = iσ0ϕ(r) − kBT
|σ0|

e0
ln

(

1 + eβµS+iβe0ϕ(r)
)

,

(7)
where µS is the free energy of dissociation. In the ar-
gument of the logarithm function one can recognize the
partition function for a system with uncharged ground
state and a charged state with an effective energy βµS +
iβeϕ(#r ). It is possible to generalize this model with other
surface free energies [20–22] that can capture other de-
tails of the surface-ion interaction. Furthermore, in the
limit of βµS −→ ∞, the sites are completely undissoci-
ated, the bounding surfaces are uncharged and there is
no contribution to the surface free energy. In the opposite
limit, βµS −→ −∞, the bounding surfaces are completely
dissociated and we are back to the fixed surface charge
f(ϕ(r)) = iσ0ϕ(r).

The complete field action of the model at hand thus
assumes the form

S[ϕ(#r )] =
1

2
βεε0

∫

d3#r |∇ϕ(#r )|2 + λ̃

∫

d3#r eiβeϕ(#r )

+iβ

∮

d2#rσ0ϕ(r) −

∮

d2#r
|σ0|

e0

× ln
(

1 + e−βµS+iβe0ϕ(r)
)

. (8)

While the volume part presents an exact field-theoretic
representation of the counterion partition function, the
surface part pertains to a specific model of the interaction
between the mobile charges and the bounding surfaces.

4 Mean-field approximation

The functional integral eq. (4), with the field-action func-
tional S[ϕ(#r )] decomposed as

S[ϕ(#r )] =

∫

V

fV (ϕ(#r )) d3r +

∮

S

fS(ϕ(#r )) d2r (9)

can not be evaluated exactly, since it is in general not
Gaussian. One thus has to take recourse to various ap-
proximations of which the mean-field approximation, be-
ing equivalent to the saddle-point approximation, is the
most straightforward one.

The mean-field potential φMF(#r ) of the field-action
eq. (9) is defined as a solution of the saddle-point equation
corresponding to δS[ϕ(#r )] = 0 at ϕ(#r ) = iφMF(#r ) where
φMF(#r ) is thus a solution of

∇

(

∂fV (φMF(#r ))

∂∇φMF(#r )

)

−
∂fV (φMF(#r ))

∂φMF(#r )
= 0 (10)

and

−βεε0
∂φMF(#r )

∂#n
=

∂fS(φMF(#r ))

∂φMF(#r )
= σ(φMF(#r )), (11)

where #n is the normal vector to the bounding surface(s),
and σ(φMF(#r )) is the effective surface charge at the
bounding surface(s). In extenso the first equation is ex-
actly the standard PB equation for the counterion-only
system

∇2φMF(#r ) = −
λ̃e

εε0
e−βeφMF(#r ), (12)

while the second saddle-point equation with f(ϕ(#r )) from
eq. (7) reduces to the boundary condition

−βεε0
∂φMF(#r )

∂#n
= −

σ0

2

(

1+tanh
1

2
(−βµS + βe0φMF)

)

.

(13)
Obviously the above surface charge density can span the
interval [−σ0, 0].

Assuming that βµS = − ln 10(pH − pK), with pK =
− log K and K being the dissociation equilibrium constant
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while pH = − log[H+] with [H+] the concentration of the
protons in the bath, the above boundary condition coin-
cides exactly with the charge regulation boundary condi-
tion of the Ninham-Parsegian site-dissociation model [17].
Should there be more then one type of dissociable groups
the proper generalization was introduced in ref. [18].

For the planar geometry the mean-field solution of
eq. (12) depends only on the z coordinate and has the
form

φMF(z) =
1

βe
ln[cos2(αz)], (14)

where α can be determined from the boundary condition
eq. (13) as

(1 + b)α tan(αD/2) + bα tan3(αD/2) =
1

µ
, (15)

with b being related to the dissociation free energy as
ln b = βµS . Here µ is the Gouy-Chapman length, which
represents the characteristic distance at which a counte-
rion interacts with a macromolecular flat surface, of sur-
face charge σ0, with an energy kBT and is defined as
µ = 2ε0ε/eβσ0.

5 Second-order (Gaussian) correction

After solving the mean-field equations, one proceeds to
analyze the fluctuations around the mean-field potential
by evaluating the partition function eq. (4) for the field-
action functional S[φ(#r ) = φMF(#r )+δφ(#r )]. To the lowest
Gaussian order in the field fluctuations δφ(#r ) the field-
action can be expanded

S[φ(#r )] = S[φMF(#r ) + δφ(#r )] = SMF[φMF] + S2[δφ(#r )],
(16)

where

S2[δφ(#r )] =
1

2

∫ ∫

δ2S

δφ(#r )δφ(#r )
|MF δφ(#r )δφ(#r ′)d3#rd3#r ′

+
1

2

∮

CS(φ(#r ′))|MFδφ(#r ′)2d2#r, (17)

and obviously decomposes into a volume and surface term
just like the complete field action. Above we introduced
the Hessian of the volume part of the field-action as

1

2

δ2S

δφ(#r )δφ(#r )
|MF =

1

2
β

(

u−1(#r, #r ′)−
βλ̃

cos2(αz)
δ3(#r − #r ′)

)

,

(18)
while CS is the surface capacitance due to the non-linear
coupling of surface charge and surface electrostatic poten-
tial

CS(#r ) =
∂2f(φMF(#r ))

∂(βeφMF(#r ))2
=

∂σ

∂(βeφMF(#r ))
. (19)

We will show later on that in the original theory of KS
interactions it is this surface capacitance that quantifies
the thermal charge fluctuations [5].

The decomposition of the field action eq. (17) induces
a decomposition of the partition function into a product
of the saddle-point partition function and its first-order
correction, so that finally

Z = e−
1
2 ln[det βu(#r,#r ′)] × eS[φMF(#r )]

×

∫

D[δφ(#r)] eS2[δφ(#r)] = ZMF × Z2. (20)

The last term is due to Gaussian fluctuation around the
saddle-point and thus corresponds to the one-loop correc-
tion in the free energy.

In order to proceed we first introduce the appropriate
field Green’s function

G
(

δφ1(#r ), δφ2(#r )
)

=

∫ δφ2

δφ1

D[δφ(#r )] e
1
2

RR

δ2S
δφ(#r )δφ(#r )

∣

∣

MF
δφ(#r )δφ(#r ′)d3#r d3#r ′

(21)

that describes the field, or better the propagation of Gaus-
sian electrostatic potential fluctuations and will allow us
to formally separate the bulk and the surface terms in the
calculation of the one-loop partition function.

Since the kernel u−1(#r, #r ′) is isotropic in the transverse
directions ρ = (x, y), one can introduce the Fourier-Bessel
transform of the fluctuating potential as

δφ(#r ) = δφ(ρ, z) =

∫ ∞

0
dQJ0(Qρ)δφ(Q, z), (22)

where δφ(Q, z) depends only on the magnitude of the 2D
transverse wave vector, Q = |Q|. With this notation the
complete Green’s function can be presented as the product

G
(

δφ1(#r ), δφ2(#r )
)

= ΠQGQ

(

δφ(Q, z1), δφ(Q, z2)
)

, (23)

where GQ(δφ(Q, z1), δφ(Q, z2)) can be furthermore de-
rived in the form

GQ

(

δφ(Q, z1), δφ(Q, z2)
)

=

∫ δφ(Q,z2)

δφ(Q,z1)
D[δφ(Q, z)] exp

[

−
1

2
βεε0

∫ z=z2

z=z1

dz

×

(

(

d δφ

dz

)2

−

(

Q2 +
2α2

cos2 (αz)

)

δφ2

)]

. (24)

Obviously this is nothing but the Feynman propagator
of a harmonic oscillator with time-depended frequency,
where the z coordinate plays the role of “time” [23], and
the Wick’s rotation makes the action real instead of imag-
inary as in quantum mechanics. The general method of
solving this type of functional integrals was described by
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Z2(D) = ΠQ

s

2e−DQQ(α2 + Q2)
2π((α tan[αD/2] + Q)2 − (α tan[αD/2] − Q)2e−2DQ)

×

s

1
CS1CS2 + βε′ε0(CS1 + CS2)Q + (βεε0)2N2 + (βε′ε0)2Q2 + (βεε0)(CS1 + CS2 + 2βε′ε0Q)M

, (26)

M =
Q(α tan[αD

2
] + Q)2 + (α2 + α2 tan2[αD

2
])(α tan[αD

2
] + Q)

(α tan[αD
2

] + Q)2 − (α tan[αD
2

] − Q)2e−2DQ

−
Q(α tan[αD

2
] − Q)2 − (α2 + α2 tan2[αD

2
])(α tan[αD

2
] − Q)e−2DQ

(α tan[αD
2

] + Q)2 − (α tan[αD
2

] − Q)2e−2DQ
;

N2 = M2 −
4e−2DQQ2(α2 + Q2)2

h

(α tan[αD
2

] + Q)2 − (α tan[αD
2

] − Q)2e−2DQ)
i2

. (27)

Khandekar and Lawande [24] and was adapted to this par-
ticular case as described in detail in appendix A.

The partition function, or specifically the part stem-
ming from Gaussian fluctuations, eq. (20), around the
mean-field can now be cast into the following form:

Z2(D) = ΠQ

∫

D[δφ1(#r)δφ2(#r )]

×G̃Q

(

0, δφ1(#r )
)

× e−
1
2

R

S1
d2rCS1 (φMF)δφ2

1(#r )

×GQ

(

δφ1(#r ), δφ2(#r )
)

× e−
1
2

R

S2
d2rCS2 (φMF)δφ2

2(#r)

×G̃Q

(

δφ2(#r ), 0
)

, (25)

where G̃Q stands for the Green’s function eq. (24) but with
α = 0, as there are no counterions behind the two bound-
ing surfaces. The exact form eq. (A.18) thus still remains
valid but evaluated explicitily for vanishing α. Of course in
that case the functional integral can be evaluated directly
in a trivial fashion. In addition, one needs to take the di-
electric constant as ε′ for G̃Q(0, δφ1(#r )) and G̃Q(δφ2(#r ), 0),
but as ε for GQ(δφ1(#r ), δφ2(#r )) in the definition eq. (24).

One could see the above formula as describing fluc-
tuations behind the surface at z = z1, described by
G̃Q(ε′; 0, δφ1(#r );∞), fluctuations behind the surface at
z = z2, described by G̃Q(ε′; δφ2(#r ), 0;∞), fluctuations in
the space between the two surfaces for z1 < z < z2, de-
scribed in their turn by GQ(ε; δφ1(#r ), δφ2(#r );D), and fi-
nally all of them coupled through the surface capacitance
and the surface potential fluctuations at the two surfaces
at z = z1 and z = z2 corresponding to the two exponential
terms.

After integration over the boundary electrostatic po-
tential fluctuations the final exact form of the partition
function can be written as

see eq. (26) above

with the functions M and N defined as

see eqs. (27) above

We have thereby derived the explicit and exact forms of
the partition function in the form of a mean-field term
and the one-loop or Gaussian fluctuation correction that
has not been calculated before.

What remains now is the evaluation of the correspond-
ing free energy and specifically the part of this free energy
that depends on the separation between the bounding sur-
faces, i.e. the interaction free energy.

6 Second-order correction: Interaction free
energy

Knowing the partition function for Gaussian fluctuations
around the mean field, one can straightforwardly calculate
the second-order or the one-loop correction to the free
energy as

F2(D)

S
= −kBT ln

Z2(D)

Z2(D → ∞)
, (28)

where we subtracted the free energy corresponding to in-
finite separation that contains the bulk free energy as well
as the surface self-energies.

Assuming furthermore that the surfaces have identi-
cal properties, i.e., CS1 = CS2 = CS we get the one-loop
correction as

F2(D)

S
=

kBT

4π

∫ ∞

0
QdQ ln

[ 1

(α2 + Q2)
∆2

11(Q)
]

+
kBT

4π

∫ ∞

0
QdQ ln

(

1 − ∆2
12(Q) e−2QD

)

,

(29)
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∆11(Q) =
CS(α tan [αD/2] + Q) + βε0[ε

′Q(α tan [αD/2] + Q) + ε{Q(α tan [αD/2] + Q) + (α2 + α2 tan2 [αD/2])}]
CS + βε0Q(ε′ + ε)

, (30)

∆12(Q) =
CS(α tan [αD/2] − Q) + βε0[ε

′Q(α tan [αD/2] − Q) − ε{Q(α tan [αD/2] − Q) − (α2 + α2 tan2 [αD/2])}]
CS(α tan [αD/2] + Q) + βε0[ε′Q(α tan [αD/2] + Q) + ε{Q(α tan [αD/2] + Q) + (α2 + α2 tan2 [αD/2])}]

. (31)

where we defined the following quantities:

see eqs. (30) and (31) above

The second-order correction free energy eq. (29) consists
of two integrals. The first one corresponds to that part
of the self-energy of the two bounding surfaces that de-
pends on the inter surface separation, while the second
integral represents a generalization of the zero-frequency
(classical) vdW-Lifshitz term [25]. In fact it can be easily
seen that in the limit of no mobile ions between the sur-
faces, corresponding to α = 0, it reduces exactly to the
zero-frequency vdW term with

∆2
12(Q) =

(ε′ − ε

ε′ + ε

)2
, (32)

while the first term vanishes. With mobile ions present,
the second-order correction is however very different from
this limit. In the limit of fixed surface charge (CS1 = CS2 =
0) and no dielectric discontinuity (ε′ = ε), the integral
reduces to the known result [26]:

F2(D)

S
=

kBT

4π

∫ ∞

0
Q̃dQ̃ ln

[

1

(α̃2 + Q̃2)

×

(

2Q̃ + 2Q̃2 + α̃2 + 1

2Q̃

)2
]

+
kBT

4π

∫ ∞

0
Q̃dQ̃

× ln

(

1 −

(

1 + α̃2

2Q̃ + 2Q̃2 + α̃2 + 1

)2

e−2D̃Q̃

)

,

(33)

leading to the attractive pressure which scales as ln D̃ ×
D̃−3 in a system composed of mobile counterions and fixed
surface charge. At the end we also consider a formal limit
of the free energy corresponding to no dielectric disconti-
nuity ε′ = ε, as well as no mobile ions α → 0, but nev-
ertheless assuming a non-vanishing surface capacitance C.
While this limit is not meaningful in our model, we will
nevertheless use it to show how the KS result [1,2], which
is based on a linear response formalism and considers no
coupling between the mean-field solution and the corre-
sponding values of the capacitances, is obtained from our
conceptual framework.

The KS limit could be obtained more directly if in-
stead of a counterion-only case dealt with here, we would
consider a uni-univalent salt as indeed was considered by
Kirkwood and Shumaker in their derivation of the long

range interaction between protein molecules with disso-
ciable surface groups [1, 2]. Nevertheless, for α → 0 our
general result reduces to

∆2
12(Q) =

(

C

C + 2βεε0Q

)2

, (34)

which in its turn, to the lowest order in the surface capac-
itance leads to the disjoining pressure

p = −
∂

∂D

(

F2(D)

S

)

∼ C2D−1. (35)

As it depends quadratically on the surface capacitance,
this interaction presents the contribution of monopolar
fluctuations in the surface charge to the free energy. This
can be easily confirmed by evaluating the free energy of
two fluctuating charge distributions in the Gaussian ap-
proximation explicitly. Let us now show that interaction
pressure eq. (35) corresponds exactly to the KS interaction
between two planar surfaces.

In fact, the disjoining pressure eq. (35) starts to be-
come more familiar when we realize that a Hamaker-type
summation [3] for two thin planar surface sheets with a
pair interaction of the KS form scaling as V(R) ∼ R−2,
gives the interaction pressure as [1]

p =
F (R)

S
= −

∂

∂D

∫ ∞

D

2πR dR V(R) ∼ D−1. (36)

The two forms of the disjoining pressure, eqs. (35)
and (36), are thus identical, meaning that the KS inter-
action is nothing but a monopolar fluctuation interaction.
This is clear from the fact that the separation dependence
of the fluctuation interaction free energy between two sur-
faces is slower then in the case of standard vdW interac-
tions that stem from dipolar fluctuations between either
two semi-infinite media or two thin layers, scaling respec-
tively as [3]

p =
F (R)

S
= −

A(D)

12πD2
and/or −

2A(D)a2

πD5
, (37)

respectively.
The KS fluctuation forces thus originate in monopolar

fluctuations and follow a different scaling either between
point particles, R−2, or between fluctuating surface lay-
ers, D−1, then in the case of dipolar fluctuations. They
arise directly from surface capacitance that is non-zero
only for a surface free energy that is non-linear, i.e. at
least quadratic, w.r.t. the local electrostatic potential.
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F̃2(D̃)

S̃
=

1
2
Ξ

Z

∞

0

Q̃dQ̃ ln

"

1 − e−2Q̃D̃

×

 

2(1 + ∆)b(1 + tan2[ α̃D̃
2

])(α̃ tan[ α̃D̃
2

] − Q̃)−(1 + b + b tan2( α̃D̃
2

))2[2∆Q̃(α̃ tan[ α̃D̃
2

] − Q̃) − (1 + ∆)(α̃2 + α̃2 tan2[ α̃D̃
2

])]

2(1 + ∆)b(1 + tan2[ α̃D̃
2

])(α̃ tan[ α̃D̃
2

] + Q̃)+(1 + b + b tan2( α̃D̃
2

))2[2Q̃(α̃ tan[ α̃D̃
2

] + Q̃) + (1 + ∆)(α̃2 + α̃2 tan2[ α̃D̃
2

])]

!2 #

.

(42)
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Fig. 2. (a) Rescaled mean-field disjoining pressure plotted as a function of rescaled surfaces separation for different values of
parameter b. The curve σ = σ0 corresponds to b = 0. (b) Rescaled mean-field pressure from (a) plotted in a log-log plot. The two
dotted lines represent the scalings D̃−1 and D̃−2 introduced solely to guide the eye. Obviously the scaling D̃−1 for mean-field
pressure sets in for small and D̃−2 for large values of the dimensionless separation.

7 Numerical results

It is convenient to introduce dimensionless quantities by
using the Gouy-Chapman length scale µ and σ2

0/2εε0
as the disjoining pressure scale. Hence, the length scale
(r, D), the free energy (F ), the disjoining pressure (p) and
the surface capacitance (C) can all be rescaled into dimen-

sionless variables r̃ = r/µ, D̃ = D/µ, F̃ = F/( σ2
0

2εε0
)µ3,

p̃ = p/( σ2
0

2εε0
) and C̃ = µC, respectively. We also introduce

the dielectric mismatch with ∆ = (ε − ε′)/(ε + ε′). With
these definitions, the mean-field free energy becomes

F̃0(D̃)

S̃
= α̃2D̃ + 2 ln[1 + α̃2], (38)

where α̃ = µα is the solution of the boundary condition

(1 + b)α̃ tan (α̃D̃/2) + bα̃ tan3 (α̃D̃/2) = 1. (39)

The rescaled surface capacitance in terms of α̃ is then
equal to

C̃S1,S2 = 2βεε0b
1 + tan2[α̃D̃/2]

(1 + b + b tan2[α̃D̃/2])2
, (40)

which goes to zero for large values of b, limb−→∞ C̃S1,S2 →
0 as well as for vanishing b, limb−→0 C̃S1,S2 → 0. We also

invoke a coupling parameter Ξ, analogous to the one in-
troduced by Netz and Moreira [27], given as

Ξ =
e3
0σ0

8π(εε0kBT )2
(41)

for monovalent counterions. For a counterion-only sys-
tem with fixed surface charge the magnitude of the cou-
pling parameter defines a weak- and a strong-coupling
regime [6]. In our case the existence of the surface free
energy introduces also other length scales that preclude a
direct introduction of a unique electrostatic coupling pa-
rameter and it is thus in general not possible to establish
the presence of the weak and the strong coupling limits
strictu senso as exact limits of the partition function.

While the weak coupling limit can therefore not be
derived as an exact limit, the saddle-point can be defined
for any field-action. As explained in detail in ref. [6] we
thus use the saddle-point solution as the proxy for the
weak coupling limit and evaluate the contribution of the
fluctuations around the saddle-point to the free energy.

The surface interaction part of the Gaussian fluctuat-
ing free energy from eq. (29), in a dimensionless form is
then given as

see eq. (42) above

We first investigate the surface separation dependence
of the interaction free energy and the disjoining pressure
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Fig. 3. (a) Rescaled fluctuation disjoining pressure as a function of rescaled surface separation is plotted for different values of
parameter b with a fixed dielectric jump ∆ = 0.95, and coupling parameter Ξ = 1. (b) Rescaled fluctuation disjoining pressure
from (a) plotted in a log-log plot to show the effective scaling of the disjoining pressure with the intersurface separation. The
scaling exponent is typically comparable with the case of the counterion-only Coulomb fluid between two surfaces with fixed
charges, which is −3, but its exact value depends on b.

between the surfaces pertaining to that dependence. The
mean-field rescaled pressure is shown in fig. 2(a), as a
function of the surface dissociation energy ln b = βµS

in a lin-lin and log-log plots. Clearly, the higher the en-
ergy penalty for charge dissociation at the surface, b, the
lower is the interaction pressure between the two sur-
faces until for large enough energy penalty the interac-
tion remains close to zero for all intersurface separations.
The scaling of the mean-field disjoining pressure with
the separation is shown in fig. 2(b). For constant surface
charge σ = σ0, i.e., corresponding formally to b = 0, the
asymptotic forms of the mean-field interaction pressure
are limD−→∞ p̃0(D) ∼ D̃−2 and limD−→0 p̃0(D) ∼ D̃−1,
see ref. [28]. This is in fact also what we observe in the
case of charge regulation, with the proviso that the regime
of validity of the two limits depends additionally on the
value of b; the smaller its value the more extended is the
region of D̃−1 scaling.

Because the surface capacitance depends on the mean-
field solution, the fluctuation correction to the free energy
and the corresponding disjoining pressure also depend on
the surface dissociation energy, as can be discerned from
fig. 3(a). This is very different from the standard vdW
interactions that do not depend on the mean-field solu-
tion, at least in the standard DLVO formulation [3]. The
scaling of the fluctuation part of the interaction pressure,
fig. 3(b), shows a robust value of the scaling exponent close
to −3, close to its value for the case of a counterion-only
Coulomb fluid between two surfaces with fixed charges,
where the fluctuation disjoining pressure scales exactly as
∼ lnD×D−3, see ref. [6] for details. The exact value of the
scaling exponent in the charge-regulated case, however,
depends on the value of the surface interaction parameter
b. Since the dielectric mismatch in this case is not zero,
the monopolar and vdW dipolar fluctuation interactions,

stemming from the surface capacitance and the dielectric
mismatch respectively, are always mixed together and can
not be disentangled in the separation dependence of the
fluctuation pressure.

Adding the mean-field and the fluctuation contribution
together, fig. 4, we note that for large values of the surface
dissociation energy, the fluctuation contribution becomes
dominant, a simple consequence of the fact that the mean
field vanishes while the fluctuation part remains finite.
While in general the fluctuation part is always subdomi-
nant to the mean-field solution, in this case the matters
are a bit more complicated as the charge regulation can
wipe out the mean field entirely but not the fluctuation
part. The fluctuation disjoining pressure for a vanishing
mean field again depends crucially on the presence of the
dielectric mismatch at the bounding surfaces and does not
necessarily coincide with the standard vdW interaction.
In fact for the case of complete dielectric homogeneity,
∆ = 0 see fig. 5, the interaction pressure scaling expo-
nent is in general smaller than for ∆ (= 0. Asymptotically
for small separations in fact it approaches one, just as for
the KS interaction. For larger separations it tends to a
larger value but does not approach −3 as the fluctuations
it corresponds to, being due to the presence of counterions
between the surfaces, are never purely dipolar.

Finally, in order to get an idea about the strength of
the attractive interaction we compare the fluctuation dis-
joining pressure p2 with the pure van der Waals pressure
given as pvdW = −H(∆)/12πD3, see ref. [3], where H(∆)
is a Hamaker coefficient, which for illustration purposes we
chose to be 4.3 zJ [29]. We choose a large dielectric inho-
mogeneity (∆ = 0.95), and a separation between the sur-
faces of 1 nm (D = 1nm), bearing maximal surface charge
σ0 = 0.5e0/nm2. With the given set of parameters, we cal-
culate the fluctuation disjoining pressure pb=0 correspond-
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Fig. 4. Rescaled total disjoining pressure as a function of the rescaled surface separation plotted for different values of the
parameter b, fixed dielectric jump ∆ = 0.95 and for the following values of the coupling parameter: (a) Ξ = 0.5; (b) Ξ = 1.
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Fig. 5. (a) Rescaled fluctuation disjoining pressure as a function of rescaled surface separation is plotted for different values of
the parameter b but without any dielectric jump, ∆ = 0, and Ξ = 1. (b) The scaling exponent γ for the effective scaling of the
disjoining pressure with the intersurface separation is defined as p̃2 ∼ D̃γ . For small separations it approaches −1 asymptotically,
whereas for large separations it tends to a value close but not equal to −3.

ing to a maximal charge at the surfaces, and the fluctuat-
ing disjoining pressure pb=100, corresponding to the case
of electroneutral surfaces. One finds that for this specific
choice of parameters the fluctuating pressure is compa-
rable to the vdW disjoining pressure: pvdW = −1.1 atm
while pb=100 = −1.3 atm and pb=0 = −0.8 atm.

8 Conclusion

In this paper we derived a theory describing electrostatic
interactions between macromolecular surfaces bearing dis-
sociable charge groups immersed in an aqueous solution
of dissociated counterions. Introducing a surface free en-
ergy corresponding to a simple model of charge regulation,
and formulating it in a field-theoretic language, we derived
the mean-field solution which is related to the Ninham-
Parsegian charge regulation theory and also obtained an

exact solution for the second-order fluctuations around the
mean field. The fluctuation contribution to the total free
energy is related to vdW interactions but is fundamen-
tally modified by the presence of dissociable charges on
the bounding surfaces as well as the counterions dissolved
in the space between them.

While for the model discussed, containing an addi-
tional surface term usually not present in Coulomb fluids
with fixed charges on interacting surfaces, a weak-coupling
approximation can not be consistently defined, we proceed
from the observation that the saddle-point and the fluc-
tuations around the saddle-point can be defined for any
field action [6]. The range of validity of this approxima-
tion should eventually be ascertained once compared with
detailed simulations of the same microscopic model.

What our methodology also clearly identifies is the
monopolar nature of the fluctuation interactions between
charge-regulated surfaces that singles them out from the
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dipolar fluctuation interactions as is the case for vdW fluc-
tuation interactions. This sets the two types of interac-
tions fundamentally apart as the range and scaling char-
acteristics of the two are vastly different. It also emerges
quite straightforwardly that the two types of fluctuation
interactions are not additive but are fundamentally in-
tertwined and can only be decoupled in extreme limiting
cases of either no dielectric discontinuity or in the case of
no surface capacitance. More specific predictions regard-
ing the role of monopolar fluctuation interactions between
dissociable charge groups corresponding to deprotonated
and protonated molecular groups, as is the case for pro-
teins, will be forthcoming once the model considered is
generalized to include the intervening salt solution at a
set value of the solution pH.

Suffice it to say at this point that in an appropriate
limit our theory is related to the KS interactions known
to be relevant in the protein context. More importantly
though, it allows to consistently generalize the theory of
KS interactions, or indeed any electrostatic interaction
that presumes charge regulation, in such a way that one
can use advanced concepts and methods of the Coulomb
fluid theory to solve it approximately. In this way we
pave the way to new developments in the theory of KS
and related interactions that would not be conceivable
within their original theoretical framework [1,2]. The field-
theoretic framework in fact allows to formulate a single-
particle partition function which can be used as a proxy for
the strong-coupling approximation, also not consistently
defineable in the case where the field action contains addi-
tional surface terms, as in the model introduced here [6].
We are currently working to extend the present formula-
tion to the case of symmetric as well as asymmetric ionic
mixtures containing monovalent and polyvalent ions.
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Appendix A. Exact evaluation of the path
integral

The path integral in eq. (24) can be written in the
form [24]

Gp

(

δφ(Q, z1), δφ(Q, z2)
)

=

√

1

2π
exp

[

−
1

2

∫ d

−d

dz

∫ 1

0
dµR(z, z, µ)

]

× exp

[

−
βεε0

2

(

δφ(Q, z2)f
′(z2) − δφ(Q, z1)f

′(z1)
)

]

,

(A.1)

where f(z) is a solution of the equation of motion given
as

f̈ − µ

(

Q2 +
2α2

cos2 (αz)

)

f = 0, (A.2)

where f = f(z;µ). The Green’s function equation is

d2

dz2
Q(z, z′|µ)−µ

(

Q2+
2α2

cos2 (αz)

)

Q(z, z′|µ) = −δ(z−z′),

(A.3)
with Q(−d, z′|µ)=Q(d, z′|µ)=0. The resolvent R(z, z′|µ)
obeys the equation

d2

dz2
R(z, z′|µ) − µ

(

Q2 +
2α2

cos2 (αz)

)

R(z, z′|µ) =

δ(z − z′)
(

Q2 +
2α2

cos2 (αz)

)

, (A.4)

with R(−d, z′|µ) = R(d, z′|µ) = 0. We can see that the re-

solvent satisfies R(z, z′|µ) = −
(

Q2 + 2α2

cos2 (αz′)

)

Q(z, z′|µ).

The Green’s function Q(z, z′|µ) has the form

Q(z, z′|µ) =

{

g(z, µ)h(z′, µ)/∆(µ), z < z′,

g(z′, µ)h(z, µ)/∆(µ), z > z′,
(A.5)

where g(z, µ) and h(z, µ) are two linearly independent so-
lutions of eq. (A.2) satisfying the conditions

g(−d;µ) = h(d;µ) = 0 (A.6)

and

∆(µ) = ġ(−d, µ)h(−d, µ) = −g(d, µ)ḣ(d, µ). (A.7)

The integration of the resolvent operator yields
∫ d

−d

R(z, z|µ)dz=−

∫ d

−d

(

Q2+
2α2

cos2 (αz)

)

Q(z, z|µ)dz =

[−1/∆(µ)]

∫ d

−d

(

Q2 +
2α2

cos2 (αz)

)

g(z, µ)h(z, µ)dz.

(A.8)

Consider now the equation satisfied by g

g̈ − µ
(

Q2 +
2α2

cos2(αz)

)

g = 0 (A.9)

and differentiating it with respect to µ, we have

−

(

Q2 +
2α2

cos2(αz)

)

g = g̈µ + µ

(

Q2 +
2α2

cos2(αz)

)

gµ.

(A.10)
Inserting this into the resolvent integral and integrating
by parts, one can get

∫ d

−d

R(z, z|µ)dz = [−1/∆(µ)]

×[ġµ(−d, µ)h(−d, µ) − ḣ(d, µ)gµ(d, µ)] =

−gµ(d, µ)/g(d, µ) − ġµ(−d, µ)/ġ(−d, µ), (A.11)



Eur. Phys. J. E (2014) 37: 49 Page 11 of 12

from which it follows that

∫ 1

0
dµ

∫ d

−d

dzR(z, z|µ) = ln [g(d, µ)/ġ(−d, µ)]|10 =

ln[(g(d, 1)/ġ(−d, 1))(ġ(−d, 0)/g(d, 0))]. (A.12)

As g(d, 0)/ġ(−d, 0) = 2d = D, we have

exp

[

−
1

2

∫ 1

0
dµ

∫ d

−d

dzR(z, z|µ)

]

= [Dġ(−d, 1)/g(d, 1)]
1
2 .

(A.13)
Now, the solution of the equation of motion is given as a
linear combination of the solutions g and h as

f(z, 1) = δφ2g(z, 1)/g(d, 1)+δφ1h(z, 1)/h(−d, 1), (A.14)

so the exponent in the propagator eq. (A.1) becomes

exp

[

−
βεε0

2

(

δφ(Q, z2)f
′(z2) − δφ(Q, z1)f

′(z1)
)

]

=

exp

[

−
βεε0

2

(

δφ2(Q, d)
ġ(d, 1)

g(d, 1)

−2δφ(Q, d)δφ(Q,−d)
ġ(−d, 1)

g(d, 1)

−δφ2(Q,−d)
ḣ(−d, 1)

h(−d, 1)

)]

. (A.15)

Finally the propagator can be written as

Gp

(

δφ(Q,−d), δφ(Q, d)
)

=

√

Dġ(−d, 1)

2πg(d, 1)
exp

[

−
βεε0

2

(

δφ2(Q, d)
ġ(d, 1)

g(d, 1)

−2δφ(Q, d)δφ(Q,−d)
ġ(−d, 1)

g(d, 1)

−δφ2(Q,−d)
ḣ(−d, 1)

h(−d, 1)

)]

. (A.16)

Solutions g(z, 1) and h(z, 1), which satisfy eq. (A.2) when
µ = 1 and boundary conditions eq. (A.6), are given as

g(z) =
sinh[Q(d + z)](Q2 cot[αd] + α2 tan[αz])

α(Q2 + α2)

+
αQ cosh[Q(d + z)](1 + cot[αd] tan[αz])

α(Q2 + α2)
,

h(z) =
sinh[Q(−d + z)](Q2 cot[αd] − α2 tan[αz])

α(Q2 + α2)

+
αQ cosh[Q(−d + z)](−1 + cot[αd] tan[αz])

α(Q2 + α2)
.

(A.17)

After inserting these solutions back into eq. (A.16), one
obtains the final result in the explicit form:

GQ

(

δφ

(

Q,−
D

2

)

, δφ

(

Q,
D

2

))

=

√

A

2πB
× exp

[

−
βεε0
2B

(

[

δφ2

(

Q,−
D

2

)

+δφ2

(

Q,
D

2

)]

C

−2δφ

(

Q,−
D

2

)

δφ

(

Q,
D

2

)

A

)]

, (A.18)

where z2 = D/2, z1 = −D/2 while A, B and C are defined
as

A = Q(α2 + Q2) cot2(αD/2);

B = 2αQ cosh(DQ) cot(αD/2)

+(α2 + Q2 cot2(αD/2)) sinh(DQ);

C = Q cosh(DQ)(2α2 + (α2 + Q2) cot2(αD/2))

+2α(α2 + Q2 + Q2 cos(αD)) csc(αD) sinh(DQ).

(A.19)
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We present a theoretical description of the e↵ect of polyvalent ions on the interaction between
titratable macroions. The model system consists of two point-like macroions with dissociable sites,
immersed in an asymmetric ionic mixture of monovalent and polyvalent salts. We formulate a
dressed ion strong coupling theory, based on the decomposition of the asymmetric ionic mixture
into a weakly electrostatically coupled monovalent salt and into polyvalent ions that are strongly
electrostatically coupled to the titratable macro-ions. The charge of the macroions is not considered as
fixed, but is allowed to respond to local bathing solution parameters (electrostatic potential, pH of the
solution, and salt concentration) through a simple charge regulation model. The approach presented,
yielding an e↵ective polyvalent-ion mediated interaction between charge-regulated macroions at
various solution conditions, describes the strong coupling equivalent of the Kirkwood-Schumaker
interaction. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4952980]

I. INTRODUCTION

Charged colloidal particles such as proteins,1 surfactant
micelles and vesicles,2 and nanoparticles3 are seldom
describable as possessing a fixed charge or a fixed potential,
though this notion does not cease to be popular.4 A more
realistic point of view considers colloidal particles immersed
in an aqueous electrolyte solution as possessing ionizable
surface groups that respond to the local solution conditions.5,6

Formally this perspective is equivalent to the assumption
that one can characterize the chargeable surface of the
colloid particles with a specific free energy describing
the dissociation/association equilibrium of surface ionizable
groups or adsorption/desorption equilibrium of charged ions
from solution to the surface7 and is referred to as charge

regulation (CR). This concept was first introduced implicitly
by Linderstrom-Lang almost a century ago in the context
of pH titration of proteins8 and was later invoked through
“proton occupation variables” in the context of protein
charge-fluctuation interactions by Kirkwood and Shumaker
in the 1950s9,10 as well as in the context of dissociable
lipid membrane interactions by Ninham and Parsegian in the
1970s,11 based on the generalization of the boundary condition
within the Poisson-Boltzmann (PB) theory of electrostatic
interactions.12

The implementation details of the CR paradigm can vary.
Chemical dissociation equilibrium of surface binding sites
with the corresponding law of mass action was introduced
already in Ref. 11 and was later generalized in di↵erent
contexts.13–16 A surface-site partition function or indeed
a surface free energy model leads to the same basic
self-consistent boundary conditions for surface dissociation
equilibrium, but without an explicit connection with the law of

a)natasa.adzic@ijs.si

mass action.7,17–27 The relationship between various boundary
conditions that can be derived was elucidated recently.23

Charge regulation has been invoked and widely applied
in the context of various colloidal systems: stability and
inter-surface forces due to the electrostatic double-layers,7,28

dissociation of amino acids and the corresponding electrostatic
protein-protein interactions,29,31–33 charge regulation of pro-
tein aggregates and viral shells,34 and of polyelectrolytes and
polyelectrolyte brushes,35–38 as well as charge regulation of
charged lipid membranes.39–41 Here, we specifically dedicate
ourselves to the problem of the connection between charge
regulation and electrostatic interactions between proteins in
ionic solutions.1,30 We recently showed how the Kirkwood-
Schumaker (KS) interaction9,10 follows directly from charge
regulation, based on di↵erent surface free energy models,19–21

and presented a theory of fluctuation interaction between
macroions subject to charge regulation, thereby generalizing
the KS perturbation approach.9,10

We formulated this generalized KS problem by decou-
pling the system composed of two charge-regulated macroions
and an intervening bathing ionic solution into two parts: the
solution part and the surface part.19–21 These were then treated
within separate approximation schemes. The solution part was
treated on the linearized weak-coupling Debye-Hückel (DH)
level,42 while the surface part was shown to be amenable to
an exact evaluation. This decomposition allowed us to derive
a closed-form expression for the total e↵ective interaction
between macroions that we were able to connect with the
original KS expression. In fact, our generalized fluctuation-
mediated interaction reduces exactly to the KS result in the
limit of large separations between macroions and in fact
presents a one-loop (Gaussian fluctuation) correction to the
mean-field DH result. As such, it is only valid for a weakly
charged system, where the salt ions mediating the mean-field
as well as fluctuation interactions are electrostatically weakly

0021-9606/2016/144(21)/214901/11/$30.00 144, 214901-1 Published by AIP Publishing.
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coupled to the macroions. No such approximations were
necessary in a 1D model that can be evaluated exactly21 and
supports the conclusions based on the weak coupling (WC)
approximation.

We now change the perspective and consider a case
where the bathing solution contains not only weakly charged
monovalent salt ions but also polyvalent ions that are strongly
electrostatically coupled to the charged macroions, mediating
the interaction between them. A possible realization would
correspond to a mixture of multivalent ions in a bathing
solution of monovalent ions, a situation rather typical
in the context of e.g., semiflexible biopolymers, where
multivalent ions are believed to play a key role in their
condensation.43,44 With the presence of polyvalent ions in the
system, the WC paradigm in general breaks down and the
existence of KS interactions becomes dubious.42 However,
there exists a theory, the dressed ion theory, based on an
asymmetric treatment of the di↵erent components of the
bathing electrolyte solution, that would allow us to analyze the
e↵ect of charge regulation of macroions also in the presence
of polyvalent salt ions in the bathing solution.43,44 It is based
on the fact that one can use the WC DH approach in order to
describe the monovalent salt ions, while a strong coupling
(SC) approach is preferable for the polyvalent ion part.
This combined weak-strong coupling approach43,44 e↵ectively
leads to dressed interactions between polyvalent ions and
thus also a↵ects the interactions mediated by polyvalent
counterions between two like charge-regulated macroions.
The ensuing e↵ective interactions between macroions would
then correspond to a generalized KS interaction, mediated
by strongly coupled salt ions and not by weakly coupled
monovalent salt. This generalized KS interaction would
consequently also cease to be fluctuational in nature, i.e., of
the type proposed in the original work of Kirkwood and
Shumaker,9,10 but would show a di↵erent behavior stemming
from the polyvalent ion mediated interactions coupled to the
charge regulation response of the dissociation equilibrium at
the macroion surfaces.

Our approach as detailed below is composed of disjoined
parts brought together to describe this new type of generalized
KS interaction, and a short guided tour through the conceptual
and calculational flowchart is thus in order. The dissociable
surfaces of the two identical macroions, representing two pro-
teins with dissociable amino acids, are described with a charge-
regulation surface free energy that allows the e↵ective charge
to vary between a positive and a negative maximal value. We
then contract the macroion to a point particle merely as a calcu-
lational device, since we can then disregard the angular distri-
bution of the dissociable groups along the surface, remaining
solely with the monopolar charge as the only characteristics of
the macroion. The bathing solution for the macroions, assum-
ing to be an ionic mixture of monovalent salt and polyvalent
ions, is then treated within the dressed ion theory, i.e., the
monovalent salt is described within the WC and the polyvalent
ions within the SC paradigm, an approximate approach that
has already proved valuable in other contexts.43,44 We then
further approximate the non-linear surface charge regulation
free energy with a Gaussian expansion proved to be a good
description on the WC level.19,20 Finally, we study the obtained

expressions for the e↵ective generalized KS interaction be-
tween the macroions in the various parts of the parameter space
and comment on the results.

The dressed ion theory, as a variant of the SC theory,42

does not hold the same status as the original SC theory,
valid exactly for a counterion-only system in the limit of
large coupling constant.45–47 In fact the regime of validity of
this approach can be only checked against explicit-ion Monte
Carlo simulations, showing that the dressed ion theory can
indeed give quantitatively accurate results in a wide range of
realistic parameter values.43,44,48

II. GENERAL FORMALISM

A. Model

We study the system which consists of two equal titratable
macroions immersed in a bathing solution, itself composed
of a mixture of monovalent salt ions as well as polyvalent
ions of valency q, see Fig. 1. Two macroions, representing
for instance two titratable proteins in the context of a second
virial coe�cient pair-interaction calculation, immersed in a
monovalent salt solution with a small admixture of multivalent
salt, are located at r1 and r2 so that their separation is equal
to |r1 � r2| = R. The macroions are assumed to be identical
with a radius of a/2 and can have either sign. Furthermore,
the macroions are charge-regulated with adsorption sites,
which can exchange a proton from the environment, and are
described with the lattice gas free energy, see below, with a
site number coe�cient of ↵ = 2. This implies that there are
twice as many proton adsorption/dissociation sites as there
are negative fixed charges. This allows the total charge of the
macroion to span negative as well as positive values, a basic
tenet of our charge regulation model.

The macroion charge is thus not fixed, but responds to the
local solution conditions. We also assume that the macroions
are “small” in the specific sense that the angular variation of the
local electrostatic potential along their surface is negligible.

FIG. 1. Schematic representation of the model: two charge regulated macro-
ions, representing two proteins with titratable surface groups, immersed in a
mixture of monovalent-polyvalent salt solution. The microscopic model (left)
shows the di↵erent types of ions and the surface dissociation equilibrium on
the surface of the macroion. The coarse-grained dressed ion model (right)
shows the e↵ective DH potential (light colored corona) of the macroion as
well as the polyvalent solution ions. In a cylindrical coordinate system with
the z-axis connecting the two macroions, having its origin in the middle
between the macroions, the macroions are located at r1= (x, y,�R/2) and
r2= (x, y,R/2), respectively.
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This implies that we only deal with e↵ective monopolar
fluctuations, disregarding the subdominant higher multipolar
fluctuations that would correspond to a generalization of
the full van der Waals interaction potential.49 The higher
multipolar KS interactions remain as a possible future topic
of our investigation.

B. Charge regulation

For charge-regulated titratable macroions we have
recently introduced several models,19,20 based on a charge
dissociation free energy that generalizes the law of mass action
charge-regulation approach of Ninham and Parsegian.11 In
these models the charge regulation is described by a surface
free energy fS(r) = fS(�(r)) that depends on the surface
electrostatic potential �(r). For each macroion the total charge
regulation free energy F[�(r)] would thus be a functional of
the surface potential amount to

F[�(r)] =
⇥

S

fS(�(r))d2r, (1)

where S is the surface area of the macroion. At this point we
simplify matters by furthermore assuming that the macroions
are spherical and of vanishing radius, i.e., they are point
particles. Of course this approximation will only work
for su�ciently large separations between them and small
separation regime would need to be analyzed separately.
It will soon become clear why this type of approximation
simplifies the calculation substantially.

While the approximation of contracting the macroion to
a point particle is a convenient analytical device to make the
calculations tractable, it obviously entails some additional
limitations to their validity. The most severe one is the
disregard of non-spherically symmetric charge fluctuations,
or equivalently of fluctuating higher order multipoles. A
macroion of finite extension, with an angular distribution
of surface dissociable sites, will typically show fluctuating
monopoles, dipoles, etc., that depend on the local electrostatic
potential. The point-particle simplification retaining only
the monopolar fluctuations can be argued to be the most
important contribution in the large separation limit, while the
higher order multipoles are subdominant. In addition, higher
order multipoles—starting with the dipole—would invariably
couple the charge fluctuation interaction with the standard van
der Waals interaction.

In addition, the point macroion approximation disregards
the electrostatic interaction between dissociable groups,
as they are represented by a single point-like charge
regulated moiety. A finite size of the macroion with angular
dependence of the dissociation site distribution would bring
in also the electrostatic interactions between the sites
on the same macroion, which could furthermore lead to
potentially important new facets in the interaction between
two macroions. While this line of reasoning can certainly be
pursued, and will be in the future, it is important to have the
“baseline” point-macroion results first in order to assess the
importance of other contributions.

Assuming then that the macroion is located at (r0) and
has a vanishing radius a �! 0, the integral of the dissociation

free energy over the surface of the macroion, Eq. (1), simply
gives a total dissociation energy of the point-like macroion
as a function of the local potential at the point r = r0. The
point-like approximation for the macroion therefore disregards
the angular variation of the local electrostatic potential along
the surface of the macroions and can describe only monopolar
charge regulation, while higher multipoles are ignored.

In the next step one needs to assume a model for
fS(�(r)). We already invoked several models19,20 related to
the original Ninham-Parsegian model.11 Focusing on a simple
two-parameter model we introduce the following ansatz for a
charge regulated point-like macroion:20

F(�(r0)) = lim
a!0

⇥

S

fS(�(r))d2r

�! �Ne0�(r0) � ↵N kBT log
⇣
1 + be

��e0�(r0)
⌘
, (2)

where �(r0) is now the local electrostatic potential at the
position of the ion, while N and ↵ are two parameters
characterizing the dissociation process. The site number
coe�cient ↵ quantifies the number of dissociation sites,
and log b = �µS incorporates the free energy of charge
dissociation µS.

In the case of protonation of the titratable surface charge, it
furthermore follows that log b = log 10(pH � pK), where pK
is the dissociation constant and pH = � log[H+] is the proton
concentration in the bulk, di↵ering from the local value of pH
at the dissociation site.19,20 It is straightforward to see that the
free energy Eq. (2) is composed of the electrostatic energy of
N fixed negatively charged sites with the total charge �Ne0
and ↵N lattice gas sites, that can be filled with adsorbing
protons from the solution; in fact 1 + e

µ is nothing but the
lattice gas partition function for single occupation sites, with
zero energy for the empty site and µ for the filled site, while
log (1 + e

µ) is just the corresponding grand canonical surface
pressure.

The form of the charge regulation free energy then allows
us to derive the e↵ective charge of the charge-regulated
macroion as a function of the local electrostatic potential in
the form

e (�) = @F(�)
@�

, (3)

where F(�) is the dissociation free energy Eq. (2) yielding

e (�) = e0N

✓✓↵
2
� 1

◆
� ↵

2
tanh [� 1

2 (ln b � �e0�)]
◆
. (4)

The e↵ective charge of the macroion then varies in the
interval�Ne0 < e(�) < (↵ � 1)Ne0. Choosing the site number
coe�cient to be ↵ = 2, one thus remains with a symmetric
charge regulated macroion whose e↵ective charge varies
within the interval �Ne0 < e(�) < +Ne0. This is the generic
charge regulation model that we will consider as a simple
description of the protein charge regulation in what follows.

C. Field theory–general formalism

We proceed by writing the partition function through the
Hubbard-Stratonovich transform for the Coulomb potential as
explained in detail elsewhere.50 This leads to a field theory,
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where the classical partition function is represented as a
functional integral over the fluctuating electrostatic potential.
Two explicit exact limiting results are then obtainable from
this representation in the case of a counterion-only system:42

the saddle-point of this field-theory in fact corresponds to the
mean-field Poisson-Boltzmann (PB) approximation, while the
Gaussian fluctuation correction together with the PB theory
constitutes the WC theory; the first order virial expansion of
the partition function then constitutes the SC theory, unrelated
to the PB approximation. The latter can be further generalized
in the case of a mixed system by treating the monovalent salt
on the WC level while the polyvalent ions are described on
the SC level, i.e., their contribution to the partition function
is written as a second order virial expansion theory. This
approximation was dubbed the “dressed ion theory.”43,44

Assuming that the fluctuating electrostatic potential of
the macroions is �(r = r1) = '1 and of the other one is
�(r = r2) = '2, located at r1 and r2, respectively, the partition
function of the system within the dressed ion theory can be
derived in the field-theoretic form as19,20

Z =
⌅⌅

d'1e
��F(ı'1)G('1,'2)e��F(ı'2)d'2, (5)

where F(ı') is charge regulation free energy, Eq. (2), evaluated
at imaginary values of the fluctuating electrostatic potential,
and the field propagator or the Green function, giving the
probability of field configurations with �(r = r1) = '1 and
�(r = r2) = '2, is given by

G('1,'2) =
⌅
D['(r)]e��H [']�('(r1) � '1)�('(r2) � '2),

(6)

with the bulk field action,

� �H['] = ��H0['] + �c

⌅
dre

i�qe'(r), (7)

where �c is the fugacity of the polyvalent ions with valency q

and H0['] is the DH field Hamiltonian

� �H0['] = 1
2 ✏✏0

⇤
drdr0'(r)u�1

DH
(r,r0)'(r0)

= 1
2 ✏✏0

⇤
((r'(r))2 + 2'2(r))dr. (8)

Here we have assumed that the monovalent salt is weakly
coupled to the rest of the charges and can be treated on the
DH level. The inverse square of Debye length was introduced
as

2 = 4⇡`Bnb = 4⇡`B(2n0 + qc0), (9)

with `B the Bjerrum length and obviously nb = 2n0 + qc0,
where n0 is the bulk concentration of the monovalent salt and
c0 is the bulk concentration of the multivalent ions, assumed
to originate in dissociation of a q:1 salt. The DH interaction
kernel u

�1
DH

(r,r0) implies a screened e↵ective DH interaction
potential

uDH(r,r0) =
1

4⇡✏✏0

e
� |r�r0|

|r � r0| =
1

4⇡✏✏0
ũDH(r,r0) (10)

between the polyvalent ions and the macroions. On this
level the polyvalent ions are thus treated explicitly, but
their interactions with the macroions are described with

a dressed electrolyte-mediated e↵ective DH potential. By
explicit polyvalent ions we understand the fact that in the final
expressions the positions of the polyvalent ions still need to
be traced over, while the monovalent salt is present only via
its screening length.

The strong asymmetry in the system, implied by the
presence of polyvalent mobile ions, together with their small
concentration leads straightforwardly to the virial expansion
for their contribution to the partition function that yields to
the lowest order,43,44,48

e
��H ['] = e

� 1
2 �

⇤
drdr0'(r)uDH (r,r0)'(r0)

⇥ (1 + �c

⌅

V

dr0e
i�qe'(r0) + · · ·), (11)

furthermore implying that the propagator G('1,'2) can be
decomposed into

G('1,'2) = G0('1,'2) + �c

⌅

V

dr0G1('1,'2; r0). (12)

The propagator G1('1,'2; r0) describes the field propagation
from macro-ion at r1 to macro-ion at r2 mediated by the
presence of the polyvalent ion q at r0 integrated over the
fluctuating potential at the positions of both macroions.
Formally this can be expressed as

G1('1,'2; r0)

=

⌅
D['(r)]�('(r1) � '1)e��H1[';r0]�('(r2) � '2), (13)

where the e↵ective field action H1['; r0] can be decomposed
into the DH part due to the weakly coupled monovalent salt
ions and the coupling between fluctuating potential and the
polyvalent ion of valency q located at r0, i.e.,

�H1['; r0] = �H0['] � i �

⌅
⇢(r0)'(r)dr. (14)

The last term describes the interaction with the polyvalent ion
with density,

⇢(r0) = q�(r � r0).
This formal expression for the propagator G1('1,'2; r0) is
thus identical to the partition function of two macroions at
positions r1,2 with set values of the fluctuating potential '1,2
interacting via the DH interaction with an additional point
particle of charge qe0 at r0 at the positions of the two point-
like macroions. The functional integral in Eq. (13) simply
indicates the summation over all fluctuating potentials that
satisfy these constraints.

With these definitions the full dressed ion partition
function can then be cast into the sum of two disjoint
terms, one corresponding to two isolated polyvalent ions
interacting directly via DH potential and the other describing
the polyvalent ion mediated interaction,

Z =
⌅⌅

d'1e
��F('1)

f
G0('1,'2)

+ �c

⌅

V

dr0G1('1,'2; r0)
g
e
��F('2)d'2 = Z0 + �cZ1,

(15)

with obvious definitions for the two terms in the sum.Z0 and
Z1 by definition then give the zero order and the first order
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polyvalent ion virial expansion contributions in the partition
function. Z0 has been already analyzed in Ref. 20 and Z1
will be evaluated below. The above decomposition of the full
partition functionZ = Z(R) is the essence of the dressed ion
theory and the corresponding free energy will describe the
interactions between the two macroions as a function of their
separation and model parameters.

D. Dressed ion theory and charge regulation

The first order virial expanded Green function
G1('1,'2; r0) can be reduced to Gaussian functional integrals,
see Appendix, and can be derived in an explicit form

G1('1,'2; r0) =
exp

� 1
2 �̃i(r0)G�1

i j(r1,r2)�̃ j(r0)
�

p
det Gi j(r1,r2)

, (16)

where we introduced

�i(r0) = i'1 + qe0uDH(r0,ri) (17)

and

Gi j(r1,r2) = kBT

 
a
�1

uDH(r1,r2)
uDH(r1,r2) a

�1

!
, (18)

for i, j = 1,2. From the above expressions it is clear that
the macroions interact with themselves as well as with
the polyvalent ion whose position within the system will
be finally integrated over. The terms with a

�1 describe the
self-interaction of the macroions with diameter a, while the
interaction between the macroions as well as between the
macroions and the polyvalent ion are given by the DH screened
interaction potential. In a cylindrical coordinate system with
the z-axis connecting the two macroions, having its origin
in the middle between the macroions, themselves separated
by R, the position of the polyvalent ion with respect to both

macroions can be written as |r0 � r1| =
q
⇢2

0 + (R/2 + z0)2 and

|r0 � r2| =
q
⇢2

0 + (R/2 � z0)2, respectively.
Going back to the definition of the partition function Z1,

Eq. (15), one can finally write

Z1 = �c

⌅

V

dr0

⌅
d'1e

��F(ı'1)
f
G1('1,'2)

g
e
��F(ı'2)d'2.

(19)

While the Green function G1('1,'2) is Gaussian in the
two fields, the surface field action F(ı') is not. Additional
considerations are therefore needed to proceed. First we note,
as amply elucidated in Ref. 20, that an exact method of
evaluation of Z1 is available if one expands the surface field
action into a series, yielding

e
��F(ı') = e

�i�Ne0'(1 + be
i�e0')2N

=

2NX

n=0

*
,
2N

n

+
- e
�i�Ne0'b

n
e
i�e0n'. (20)

While the above expansion, giving a sum over surface terms
linear in the fluctuating potential, could in principle be used
for a direct numerical evaluation of the partition function,
we have already shown19,20 that an additional approximation,
simplifying the calculation extensively, yields an accurate
result that compares well with the exact summation. This
further step relies on the Gaussian approximation for the
binomial coe�cient in the above expansion,

lim
N�1

*
,
2N

n

+
- '

22N
p
⇡N

e
� (N�n)2

N , (21)

valid strictly in the limit of a large number of adsorption
sites, N � 1. Introducing the auxiliary fields x1 = N � n1 and
x2 = N � n2, summation in Eq. (20) can thus be replaced with
an integration, so that the partition function assumes a much
simplified and easily calculable form

Z1 = �c

⌅

V

dr0

⌅
d'1d'2

⌅
dx1dx2

e
s(q2;r1,r2)+ln 10 (pH�pK)(x1+x2)�

x
2
1

N
�

x
2
2

N

p
det Gi j(r1,r2)

exp
"
� 1

2
'iG

�1
i j(r1,r2)' j + ı�e0'i(�xi + qyi)

#
.

(22)

Here the e↵ective interaction matrix Gi j(r1,r2) has been already defined in Eq. (18), while G
�1

i j(r1,r2) is its matrix inverse. In
addition we introduced two additional auxiliary fields with no other role but to make the notation more compact,

y1 =
a

2

1 � a2

R2 e�2R

 
1
a

ũDH(r0,r1) �
e
�R

R
ũDH(r0,r2)

!
(23)

and

y2 =
a

2

1 � a2

R2 e�2R

 
e
�R

R
ũDH(r0,r1) �

1
a

ũDH(r0,r2)
!
. (24)

The e↵ective self-energy of the polyvalent ion, s(q2; r1,r2), mediated by both macroions, is proportional to the square of the
polyvalent ion charge and is given by

s(q2; r1,r2) =
1
2

q
2 lBa

1 � a2

R2 e�2R
⇥

⇣
ũ

2
DH

(r0,r1) + ũ
2
DH

(r0,r2) � 2
a

R
e
�R

ũDH(r0,r1)ũDH(r0,r2)
⌘
. (25)

 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  212.235.211.47 On: Thu, 02 Jun
2016 09:40:59



214901-6 N. AdûiÊ and R. Podgornik J. Chem. Phys. 144, 214901 (2016)

After integrating out the xi-auxiliary fields and the fluctuating potentials of the two macroions, '1,'2, one obtains the final result
in the form of an integration over the position of the polyvalent ion,

Z1 =Z0�c

⌅

V

dr0 ⇥ exp
"

q`BN(pH � pK) ln 10 (ũDH(r0,r1) + ũDH(r0,r2))
2 + NlB

1
a
[1 + a

R
e�R]

#

⇥ exp
"

1
2

q
2`2

B

⇣
C11ũ

2
DH

(r0,r1) + C22ũ
2
DH

(r0,r2) � 2C12ũDH(r0,r1)ũDH(r0,r2)
⌘#
, (26)

where Z0 is the partition function of a system of two isolated
charge-regulated macroions on the WC approximation level,
already derived within the context of the weakly coupled
macroions in monovalent salt solution19,20 and given by

Z0 =

exp
f

N [(pH�pK) ln 10]2

2+NlB
1
a
[1+ a

R
e�R]

g
r

4
N2 +

2
N

lB

a
+

l
2
B

a2 [1 � a2

R2 e�2R]
. (27)

Above we also introduced the generalized self and mutual
capacitances as

C11 =C22 =

lB

a
+ 2

N⇣
lB

a
+ 2

N

⌘2 � e�2R

R2/l2
B

;

C12 =

lBe
�R
R⇣

lB

a
+ 2

N

⌘2 � e�2R

R2/l2
B

.

(28)

While they do not have the standard form of the capacitances,
since they both contain also contributions from mutual
interactions, in the limit of large separations between the
macroions they do reduce to the expected values. The
di↵erence in the definition of capacitances is a consequence
of the fact that the dressed ion theory is not Gaussian as
far as the fluctuating potential is concerned, in contrast to

the WC case analyzed before,19,20 but is a non-linear SC
theory. Capacitance is a WC concept, pertaining to Gaussian
fluctuations and thus does not have a direct equivalent in the
SC theory.

We now write down the free energy di↵erence between
the state where the two macroions are at a finite spacing R

and the state corresponding to two isolated macroions with
R �! 1. This SC free energy di↵erence, Eq. (15), finally
assumes the form

�F = � ln[Z0] � �c

Z1

Z0
= F̃0 + c0F̃1. (29)

Here, in the grand canonical ensemble, the fugacity �c is
identical to polyvalent ion concentration in the bulk c0 and

F̃0 = � ln[Z0], (30)

where Z0 is defined in Eq. (27) and extensively analyzed in
Refs. 19 and 20. For the sake of completeness we nevertheless
write it down in an explicit form

F̃0 = �
N[(pH � pK) ln 10]2

2 + NlB
1
a
[1 + a

R
e�R]

+ 1
2 ln

✓
1 + N

lB

2a +
l
2
B

(2a)2 N
2[1 � a

2

R2 e
�2R]

◆
. (31)

On the other hand, F̃1, as defined above yields the final
expression

F̃1 =

⌅

V

dr0

 
exp

"
qN(pH � pK) ln 10 (uDH(r0,r1) + uDH(r0,r2))

2 + NlB
1
a
[1 + a

R
e�R]

#

⇥ exp
"

1
2

q
2
⇣
C11u

2
DH

(r0,r1) + C22u
2
DH

(r0,r2) � 2C12uDH(r0,r1)uDH(r0,r2)
⌘#
� 1

!
, (32)

with explicitly subtracted free energy value of two isolated
macroions with R �! 1. The structure of this complicated
expression is as follows: the first exponent corresponds to
the screened DH interactions of the q-valent polyvalent ion
with both macroions, whose charge is determined by the
bulk pH of the solution and is proportional to pH � pK,
while the second exponent corresponds to the electrostatic
self-interaction of the polyvalent ion in the presence of both
macroions. Finally the product of the two expressions needs to
be integrated over all the possible positions of the polyvalent
ion. The constants C11 and C22, Eq. (28), can be interpreted
as generalized self-capacitances and mutual capacitance C12

of the macroions, originating in the interaction between the
three charged particles. At the end, we subtracted the non-
interacting part of two isolated macroions proportional simply
to the volume of the system V .

In addition, we note that both F̃0(R) as well as F̃1(R)
contain parts which are due to polyion mediated interaction
between the macroions, proportional to qN(pH � pK), as
well as polyion self-interaction mediated by the macroions
and proportional to q

2. The division into a “mean interaction”
and “fluctuations” is thus not possible due to the fact that
our theory is not of a mean-field type that would allow for
fluctuations around the mean-field configuration.
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In the case of absent charge regulation, where the
system consists of two macroions with fixed charge Ne0,
immersed in the same bathing solution with a strongly

coupled oppositely charged polyvalent ion, one can repeat
the above analysis and obtain the final free energy in the
form

F̃0 + c0F̃1 = N
2
lB

 
1
a
+

e
�R

R

!
� c0

⌅

V

dr0

 
exp

"
qN (uDH(r0,r1) + uDH(r0,r2))

#
� 1

!
. (33)

This is very instructive, since obviously without charge
regulation the self-interaction contributions proportional to q

2

are absent, and the interaction energy reduces to the macroion-
macroion repulsion proportional to the charge squared, (Ne0)2,
and a contribution stemming from the interaction of macro-
ions with the polyvalent ion, proportional to the product of
both charges, q(Ne0). The above equations represent the final
result of the dressed ion theory for the interaction between
two identical point-like charge regulated macroions in the
presence of small concentrations of a polyvalent salt and they
have to be evaluated numerically.

III. RESULTS AND DISCUSSION

The e↵ective interaction free energy between the charge-
regulated macroions is obtained directly from Eq. (27) after
performing the numerical integration over volume in Eq. (32).
We calculate the total interaction free energy, �F (R), as a
function of the separation between the macroions as

�F (R) = F̃0(R) + c0F̃1(R). (34)

We study the separation dependence of the force,

F̃(R̃) = �dF̃0(R̃)
dR̃

� c0
dF̃1(R̃)

dR̃
= F̃0(R̃) + F̃1(R̃), (35)

for di↵erent values of the parameters, di↵erentiating in
particular the case of pH � pK = 0, i.e., the point of zero
charge (PZC), corresponding to macroions that are on the
average uncharged. In spite of this, the self-energy of the
polyvalent ion in this case still contains the non-vanishing
electrostatic self-interaction of the polyvalent ion mediated by
both charge regulated macroions.

We first analyze the term F̃1(R), obtained from Eq. (32),
which corresponds to the interaction force mediated by
the polyvalent q-ion only. Obviously, see Figure 2(a), this
interaction force leads to an attractive contribution to the
force at PZC, stemming solely from the self-interaction of
the polyvalent ion, mediated by the charge regulation of the
macroions, whose magnitude depends quadratically on q. The
screening e↵ect of the monovalent salt is clearly discernible.
In summary, the polyvalent self-interaction at PZC yields an
attractive interaction that gets stronger and more long-ranged
on increase of the valency q of the polyvalent ion and on
decrease of the monovalent salt concentration n0. We should
note that this PZC polyvalent ion-mediated attraction in the
SC dressed ion approach is much stronger then the residual
WC (KS) attraction between charge regulated macroions in a
monovalent salt solution (black lines) Fig. 2(a).

We have not specified yet the sign of the q polyvalent ion.
In fact the product q(pH � pK) can have either sign. In Fig. 2
we thus study how the sign of polyvalent ions modifies the
polyvalent ion-mediated contribution to the total interaction
force. For both cases, q(pH � pK) positive, Fig. 2(b), and
for q(pH � pK) negative, Fig. 2(c), the interaction force
corresponds to attractive polyvalent ion-mediated forces but
of vastly di↵erent magnitude, being much larger in the former
case then in the latter. In both cases the attraction is again
larger in the lower screening regime (less n0, bigger q).

The total interaction force between the two titratable
macroions, F̃(R̃) = F̃0(R̃) + F̃1(R̃), is presented in Figs. 3
and 4. Obviously, the interaction force is attractive when
q(pH � pK) � 0, due to the strongly coupled polyvalent
ion mediated interaction, and is in general screened by the
monovalent salt. Interestingly enough, in this case even the

FIG. 2. Interaction force contribution F̃1(R), calculated from Eq. (32), originating in the presence of polyvalent ions, for (a) pH� pK= 0; (b) pH� pK= 3; and
(c) pH� pK=�3. Blue lines (marked with an open circle), q = 3; red lines (marked with a filled circle), q = 4; black lines (marked with star), q = 0 (standing
for the attraction coming from Eq. (31)). Solid lines correspond n0= 150 mM, dashed n0= 300 mM, while dotted stand for n0= 500 mM in (b) and (c), while
in (a) monovalent salt concentration is chosen as n0= 100 mM solid lines and n0= 150 mM dashed lines. Macroions diameter a = 1 nm, number of adsorption
sites N = 7, and c0= 1 mM.
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FIG. 3. The total interaction force for pH� pK= 3 (solid lines) and
pH� pK=�3 (dashed lines), at fixed values of parameters as shown in
legend. Macroions of diameter a = 1 nm, with the number of adsorption sites
N = 7 and salt concentration c0= 1 mM.

interaction at small separations remains attractive and the bare
macroion repulsion is not observed. The reason for this is not
the polyion mediated electrostatic attraction but its size: in fact
for small separation the polyvalent counterion cannot enter
the space between the macroions and thus exerts an additional
e↵ective osmotically generated attraction between them in
general akin to the depletion e↵ect, already noticed in a
similar context for net-neutral surfaces at small separations.48

In the opposite case, when q(pH � pK) < 0, the repulsion in
general prevails, except at large separations where one can
detect a small residual attraction, possibly as a consequence of
an asymmetrical charge fluctuation due to charge regulation.
At smaller separations the bare repulsion between macroions
is reduced partly due to the charge regulation e↵ects and
partly due to depletion e↵ects. In Fig. 4 one can additionally
notice how the two cases, one with small pH � pK, immersed
in a solution of low salt concentration, and the other one with
large pH � pK, but immersed in concentrated salt solution,
have quite similar behavior, indicating that the valency of the
polyion and the screening of the monovalent salt somehow
act in parallel.

FIG. 4. Total interaction force between macroions with small pH� pK val-
ues at low salt concentration compared with the total interaction force in
concentrated salt solutions between macroions with large pH� pK. Dotted
lines correspond to q being a counterion, dashed q is coion, while solid lines
stand for q = 0. Macroions diameter a = 1 nm, number of adsorption sites
N = 7, and c0= 1 mM.

FIG. 5. The comparison of the total interaction force for non-regulated case
(black full line) with total regulated interaction force at q(pH� pK) < 0 (dot-
ted lines) and q(pH� pK) > 0 (dashed lines), at fixed values of parameters
as shown in legend. Macroions of diameter a = 1 nm, with the number of
adsorption sites N = 7 and salt concentration c0= 1 mM.

In Fig. 5 the total interaction force is now compared for
the two cases with and without charge regulation, Eqs. (32) and
(33), respectively. The charge non-regulated case corresponds
to fixed values of the macroion charge equal to Ne0. Here, one
can notice the important e↵ect of charge regulation through
the polyvalent mediated interaction, ruled by the pH value,
which determines the overall strength of the charge regulation
interaction, that can then appear as either smaller or larger than
the one corresponding non-regulated interaction energy. This
non-monotonic e↵ect of charge regulation hinges on the two
terms in the dressed ion free energy that respond di↵erently
to titration of the macroion charges.

The dressed ion theory obviously predicts an attractive
interaction between charge regulated macroions, which can
sometimes dominate the overall interaction. This is di↵erent
from the WC case,19,20 where the fluctuation attraction, or the
KS interaction, is subdominant to the DH repulsion, except
close to the PZC, where it indeed becomes dominant. In
the SC dressed ion theory the attraction can clearly become
dominant either with or without the charge regulation, though
it can be stronger in the latter case and remains important for
any value of pH. The salt e↵ect acts mostly to quench the
correlation polyvalent ion-mediated attraction and diminish
its spatial range.

The mesoscale model of charge regulation introduced
depends only on the di↵erence pH � pK as a free parameter
and the value of pK should be taken from other considerations.
The physical dimensions of the interaction force can be
obtained by multiplying the dimensionless force with kBT/lB.
Since kBT is 4.114 pN nm and lB is 0.7 nm this then leads
to the physical force of the order ⇠10 pN at nanometer-
ranged separations. The interaction force of that order of
magnitude is found, for example, in the experiments with
charge–regulated silica particles in the presence of multivalent
cations as described in Ref. 51.

The attraction between two identical charge regulated
macroions, seen in the dressed ion theory, has a di↵erent
origin from the WC KS interactions, where they are due
to thermal monopolar charge fluctuations around the mean-
field solution, enabled by the dissociation equilibrium of
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the surface of the macroion. In the dressed ion theory, the
polyvalent ion-mediated attraction could be seen as being
due to the electrostatic bridging interaction involving the
polyvalent ion. This should in general not be confused with
the s.c. salt bridging interaction sometimes invoked even in
weakly coupled monovalent salt solutions.

IV. CONCLUSION

The main goal of this research was to present a theoretical
description for the phenomenon of charge regulation as
a↵ected by the presence of polyvalent ions. We formulated a
SC dressed ion theory, describing the electrostatic interactions
between macroions undergoing charge regulation processes,
in a mixture of monovalent-polyvalent salt solution. Using the
proper description of charge regulation, suitable for treating
it in the field-theoretic framework, the partition function is
derived in the form of a virial expansion valid for small
concentration of the polyvalent salt. The first term in such
expansion corresponds to the direct interaction between
titratable macroions in a monovalent salt solution, while
the first order correction stems from the interaction of the
polyvalent ion with each macroion. The asymmetry in the
ionic solution allowed us to decouple the system into the
monovalent salt component, addressed on a week coupling
level, while the polyvalent ion component was assumed to be
strongly coupled with macroions. In both cases, titration of
the macroions is treated on the Gaussian approximation level
involving an expansion of the exact charge regulation free
energy valid in general for highly charged macroions.

We have shown that the presence of polyvalent ion
brings about a strong attraction between two symmetrically
charged macroions. In the case when polyvalent ion acts
like a counterion, the attraction is big enough to overcome
repulsion between the macroions, while in the opposite
case, the repulsion between macroions turns into a small
attraction at large separations due to the asymmetric charge
fluctuations at macroions surface, induced by the presence
of the polyvalent salt. The polyvalent-ion mediated attraction
remains appreciable even at conditions, when macroions reach

the point of zero charge. From the derived expressions for the
free energy of interaction, it is clear that the polyvalent
ion-mediated attractive contribution stems from the charge-
induced charge type of the interaction, since it is proportional
to the square of the polyvalent ion charge. Our results show
that the polyvalent ion-mediated attraction is significantly
stronger then the KS interaction, obtained for the same system
described in the WC regime, i.e., without any polyvalent salt.
We therefore derived a generalized form of the KS interaction,
with the range of validity extended to the regime, where their
original KS derivation fails.

By calculating the interaction between point-like charge
regulated macroions in the WC and SC approximations, based
within the field representation of the partition function, we
have opened a new way to analyze the interactions between
proteins in ionic solutions. Our approach brings together the
charge regulation theory as well as the general WC and
SC dichotomy of the field representation of the partition
function of Coulomb fluids. The results seem interesting and
we will endeavor to compare them with detailed Monte Carlo
simulations in the near future.
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APPENDIX: FLUCTUATING ELECTROSTATIC

POTENTIAL PROPAGATOR

The propagator G1('1,'2), describing how the electro-
static potential propagates from one macroion to another in
the presence of a polyvalent ion q at r0, is given as

G1('1,'2) =
⌅
D['(r)]�('(r1) � '1)�('(r2) � '2)e�

1
2
⇤
drdr0'(r)u�1

DH
(r,r0)'(r0)+i�

⇤
V

⇢(r)'(r)dr (A1)

with ⇢ = q�(r � r0). The delta function entering the above expression can be written via a Fourier integral representation
as

�('(ri) � 'i) =
⌅

dke
ik('(ri)�'i) =

⌅
dke

�ik'i+ik
⇤
dr⇢i(r)'(r), (A2)

where ⇢i(r) = �(r � r1), i = 1,2. One notes that this is an ordinary and not a functional Fourier integral representation, as the
propagator is defined for two vertex points in the real space. Our strategy now will be to first evaluate the functional integral
over the fluctuating electrostatic potential field '(r) and then calculate the remaining integral over the auxiliary fields stemming
from the Fourier representation of the delta functions. Therefore it follows that
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G1('1,'2) =
⌅

dk1e
�ik1'1

⌅
dk2e
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⌅
D['(r)]

⇥ exp
f
� 1

2

⌅
drdr0'(r)u�1

DH
(r,r0)'(r0) + i

⌅
[t(r) + �qe0�(r � r0)]'(r)d3r

g
(A3)

with the field t(r) denoting

t(r) = k1⇢1(r) + k2⇢2(r).

The above integral is a general Gaussian functional integral for the fluctuating potential '(r) and can be evaluated explicitly and
exactly. The result is then an ordinary Gaussian integral over the variables k1 and k2.

One has in fact

�('(r1) � '1)�('(r2) � '2) =
⌅

dk1e
ik1('(r1)�'1)

⌅
dk2e

ik2('(r2)�'2) (A4)

after which one can derive
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�1/2
DH
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2
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2 k
2
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2 k
2
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2
q

2
e

2
0uDH (r0,r0)� 1

2 �qe0[2k1uDH (r0,r1)+2k2uDH (r0,r2)]. (A5)

The fluctuating electrostatics potential propagator has
thus been reduced to simple integrals in the variable
k = (k1, k2).

The vacuum fluctuations term, det u
�1/2
DH

(r,r0), as
well as the polyvalent ion bare self-interaction term
e
� 1

2 �
2
q

2
e

2
0uDH (r0,r0), will be neglected since they do not depend

on the separation between the point-like macroions and thus
make no contribution to the interactions between them. If
the macroions had finite dimensions det u

�1/2
DH

(r,r0) would
describe the thermal Casimir (van der Waals) interactions
between them.

If one introduces a 2D wave-vector k, together with the
Einstein summation convention, this integral can be rewritten
simply as

G1('1,'2) =
⌅⌅

d
2k e

� f (k), (A6)

where we introduced the function f (k) as

f (k) = k j(i' j + �qe0uDH(r0,r j)) + 1
2 k juDH(r j,rl)kl . (A7)

Since this is a Gaussian integral, it can be evaluated explicitly
as

G1('1,'2) = det u
�1/2
DH

(r,r0) exp
f

1
2 (i'i + �qe0uDH(r0,ri)) u

�1
DH

(ri,r j)
�
i' j + �qe0uDH(r0,r j)

� g
. (A8)

The above expressions typically involve the Coulomb or the
DH self-interaction uDH(r,r), or indeed its inverse. This
quantity is not unambiguously defined because the field
representation does not describe the sizes of the charges
in a consistent description. However, one usually assumes that
the finite size can be approximately included as an ultraviolet
cuto↵ in the Fourier space, or indeed by assuming that one
has the Coulomb self-energy uDH(r,r) ⇠ 1/4⇡""0a, where a

is the radius of the charge; to be consistent one needs to take
a �! 0 in the DH expression, which gives its bare Coulomb
limit.
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Abstract

The main subject of this Thesis was the full examination of all varieties of electro-
static interaction, existing between proteins immersed in an ionic solution. Inspired
by the work of Kirkwood and Shumaker, our goal was to investigate the interaction
that they had proposed in a more general theoretic framework, obtaining the results
also valid in the regimes where the original derivation fails. The general idea was to
broaden the existing modern field-theoretic approach to the statistical mechanics of
Coulomb fluid, by including within this framework the concept of charge regulation
in the form of an additional field-depended general surface free energy. This line
of thought would be a significant contribution to the development of the theory of
electrostatic interactions between macromolecules, based on the generalization of
the most up-to-date formal approach that has heretofore still been restricted to a
narrow part of the parameter space corresponding to the constant charge on the
macromolecular surface. However, the charge of a macroion surface with dissocia-
ble molecular groups always depends strongly on the acid–base equilibrium, which
defines the fraction of acidic (basic) groups that are dissociated, and it was nec-
essary to incorporate this property consistently into a field-theoretic formulation
of this system and to see to what kind of consequences it may lead. Our work
leads to a complete reformulation of the theory of electrostatic interaction between
macromolecules that bear dissociable charge groups and allowes for a consistent in-
clusion of surface chemical parameters such as dissociation energy as well as solution
parameters such as pH into a general theory of electrostatic interactions between
macromolecules. The field-theoretic framework of the theory allows to consistently
generalize the ideas of Kirkwood and Shumaker, or indeed of any electrostatic in-
teraction that includes charge regulation, in such a way that one can use advanced
concepts and methods of the Coulomb fluid statistical mechanics in order to an-
alyze its salient features in various regions of the parameter space. In this work
we have analyzed four different model systems. The first two model systems relate
to counterion-mediated electrostatic interactions of planar charge regulated surfaces
treated in the weak electrostatic coupling regime and electrostatic interaction of
two point-like charge regulated macroions, again treated in the weak electrostatic
coupling regime. The other two model systems investigate how the presence of poly-
valent, strongly electrostatically coupled ions in the bathing solution influences the
interactions between charge regulated macroions, firstly described within the model
of charged spheres and then within the model of flat charged plates. All four model
systems also capture and explain in detail the phenomenon of electrostatic attrac-
tion between electroneutral macroions. In this way, we were able to cover a large
portion of the parameter space in the case of charge regulated macroions, paving the
way to new developments in the theory of electrostatic interactions not conceivable
within the original theoretical framework as pioneered by Kirkwood and Shumaker.

Keywords: electrostatics, charge regulation, weak coupling, strong coupling, dressed
ions, proteins
PACS: 78.30.cd, 82.35.Rs, 87.10.Ca, 87.15.km





Izvleček

Glavna tema doktorske disertacije je celosten pregled vseh vrst elektrostatičnih inter-
akcij med proteini v ionski raztopini. Cilj, motiviran z delom Kirkwooda in Shumak-
erja (KS), je opis elektrostatičnih interakcij med proteini v bolj splošnem teoretičnem
okviru, s katerim smo prišli tudi do rezultatov, veljavnih v režimu, ki ga originalna
KS teorija ne uspe opisati. Splošna ideja pristopa je formulacija problema v jeziku
teorije polja, ki bi razširil obstoječi opis coulombskih tekočin z vključitvijo regulacije
naboja preko dodatnega površinskega člena v prosti energiji. Standardne teorije
elektrostatičnih interakcij so omejene na ozek del parametrskega prostora, ki ustreza
konstantnemu naboju na površini makromolekule, tako da omenjena razširitev pred-
stavlja pomemben prispevek k razvoju teorije elektrostatičnih interakcij med makro-
molekulami. Še posebej zato, ker naboj na površinah makromolekul ni konstanten,
ampak je močno odvisen od kislinsko-bazičnega ravnotežja disociirajočih moleku-
larnih delcev na površinah makromolekul. V tezi tako predstavimo reformulacijo
teorije elektrostatičnih interakcij, ki zajema tudi koloide z nabitimi disociabilnimi
skupinami. V okviru teorije polja to napravimo tako, da v teorijo vključimo kemi-
jske parametre, ki se nanašajo na disociabilne površine, ter parametre raztopine, kot
je denimo pH vrednost. Na ta način začrtamo smer, v kateri lahko posplošimo ideje
Kirkwooda in Shumakerja oziroma opišemo kakršnekoli elektrostatične interakcije,
ki zajemajo regulacijo naboja. V disertaciji analiziramo štiri različne sisteme: dva
sistema opisujeta šibko interakcijo tako za ravne plošče, regulacijsko nabite v raz-
topini protiionov, kot tudi točkastih makroionov regulacijskega naboja v raztopini
monovalentne soli. Druga dva sistema opisujeta vpliv polivalentnih ionov, ki induci-
rajo močne ionske korelacije, na interakcije med makroioni s fluktuirajočim nabojem,
ki jih enkrat modeliramo kot točkaste ione, drugič pa kot ravne plošče. Vsi štirje
modeli opišejo pojav elektrostatičnega privlaka med elektronevtralnimi makroioni.
Na ta način uspemo pokriti veliko območje parametrskega prostora in utremo pot
razvoju novih teorij elektrostatičnih interakcij med proteini.

Ključne besede: elektrostatika, regulacija naboja, šibka sklopitev, močna sklop-
itev, teorija odetih ionov, proteini
PACS: 78.30.cd, 82.35.Rs, 87.10.Ca, 87.15.km
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Chapter 1

Introduction

1.1 Electrostatic interactions in colloidal matter

Electrostatic interaction is of fundamental importance in governing the behavior of
biological systems on molecular level [1, 2]. Soft and biological materials are typi-
cally composed of macromolecules such as polymers, colloids, and proteins [3, 4, 5, 6].
These macromolecules usually acquire charge when dipped into a polar solution such
as water [7]. This happens due to dissociation of chemical groups on their surface,
while releasing mobile ions into the solution. Another mechanism of charging in-
volves small charged molecules, such as salt ions that can physically or chemically
adsorb to a surface, thereby leading to an effective surface charge. In practice, one
typically encounters a mixture of these two mechanisms, so that the effective charge
of a surface is controlled by the distribution of acidic and basic surface groups, solu-
tion pH, and bulk concentration of charged solutes. In a salt solution, each charged
object (macromolecule, macroion) is surrounded by a cloud of neutralizing oppo-
sitely charged microscopic ions, referred to as counterions, as well as ions of the
same sign, referred to as coions. These particles form loosely bound ionic clouds
around macroions and in this way tend to screen their charges. The distribution
of charges in an ionic cloud is given by the competition between electrostatic inter-
actions, acting to bind them, and the entropy of ions in solution, which tends to
disperse them [8]. In order to understand the behavior of macromolecules, one then
needs to understand the behavior of ionic clouds they are surrounded with [9, 10].

A century long history of electrostatic interactions in colloidal matter starts
with Louis Georges Gouy and David Leonard Chapman, who were the first to seek
a tractable description for many-body Coulomb systems, while considering a prob-
lem of counterion distribution near a planar charged wall, known as the double layer
problem [11, 12]. Deriving and solving the Poisson–Boltzmann (PB) equation, they
found that counterion distribution profile decays algebraically as a function of the
separation from the wall with a characteristic, Gouy–Chapman length, which is
proportional to the surface charge density of the wall. Ten years later, Peter Debye
and Erich Hückel contributed significantly to the understanding of ionic screening
in electrolyte solutions [13]. By linearizing the Poisson–Boltzmann equation, they
found that the screening leads to an exponential decay of the potential around a
point-like charge. This Debye–Hückel (DH) screening is connected with the lin-
earization approximation valid for small potentials in the system, which is usually
the case when charges involved in are small enough (for example the charged mem-
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branes have the surface charge � ⇠ 1 e0/nm2 in 1:1 salt solution, when DH screening
length in water at room temperature becomes �1 = 0.305 nm/

p
n0 [mM], where

the salt concentration n0 is given in moles). With these two approaches one could
describe the repulsion between like-charge macromolecules in an ionic solution [14].
Two decades later, when the Poisson–Boltzmann electrostatic repulsion was com-
bined with the van der Waals attraction, it was possible to explain the stability of
colloidal systems and processes of coagulation through the theory put forward by
Boris Derjaguin, Lev Landau, Evert Verwey, and Theodoor Overbeek, also known
as the DLVO theory [15, 16]. Being of a mean-field type, this theory fails to describe
the strongly-correlated systems, such as a macroion in a polyvalent salt solution [17].

Strong correlations were first observed in a computer simulations by Lars Gul-
brand and coworkers, based on a suggestion by Dušan Bratko at that time working at
the University of Ljubljana, in the form of a strange attraction between like-charged
surfaces that may exist due to correlations between the charges in the vicinity of
the charged, bounding walls in the system [18]. This observation represents one
of the major advances in colloid science in the past century and ranks among the
top scientific discoveries of that time. Soon after the like-charge attraction was
predicted theoretically using simulations, it has been observed also in experiments
by Johan Marra in 1986 [19], when studying the interaction between two planar
surfaces bearing charge of the same sign, immersed into an aqueous solution with
dispersed divalent ions originating in the dissociation of calcium chloride. Later on,
this phenomenon has been verified in various experiments, while a simple, intuitive
theoretical picture explaining it remained an unsolved problem.

A significant improvement of theoretical approaches to many-body electrostatics
came with Samuel Edwards and Andrew Lenard who were the first to implement
a field theoretical approach to the charged systems, deriving the grand canonical
partition function as a functional integral over a fluctuating potential [20]. Subse-
quently, in 1988, Rudolf Podgornik and Boštjan Žekš showed that the saddle-point
of the field-theoretic formulation corresponds to the PB equation [21]. With this
realization it became possible to go beyond the PB results, calculating the one-loop
(Gaussian) corrections to the mean-field solution [22]. Due to the perturbative na-
ture of the loop formalism, the attraction obtained in such a way helped only in
improving the PB theory [23], but not in actually describing the like-charge attrac-
tion. Continuing in the same framework, Andre Moreira and Roland Netz were the
ones who succeeded to unweil the conceptual framework standing behind this phe-
nomenon [24, 25]. They defined the strong coupling limit, SC, relevant for highly
correlated systems, in contrast to the weak coupling limit, WC, corresponding to
the mean field theories. Their work was then extended by Ali Naji [26, 27, 28, 29]
and later continued by Matej Kanduč and Rudolf Podgornik who, all together,
contributed in providing a complete and systematic view of Coulomb fluids, com-
posed of macromolecular surfaces with fixed charge distribution [10, 30, 31, 32, 33].
They also managed to upgrade the WC–SC dichotomy, deriving the proper theo-
retic description for asymmetric ionic mixtures, known as the dressed counterion
theory [34, 35, 36].

Nowadays, it is a well-known fact that two like-charged macromolecules will
repel or attract depending on the composition of the ionic cloud [37]. Although it
is counter-intuitive that there exists an attraction between like-charged objects, it
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does actually happen if the cloud is composed of multivalent counterions, e.g. DNA
condensation observed in the presence of multivalent cations [38, 39, 40]. This is only
one manifestation of the complexity of the many-body Coulomb systems, stemming
from the long-ranged nature of the interaction potential, making it a challenging
problem of mesoscopic physics [1, 41].

Especially interesting players in a diverse world of colloidal electrostatics are
proteins. Proteins exhibit extraordinary behavior, whose complexity has made them
elusive and difficult-to-understand, especially for theoretical physicists chasing a
deep understanding of fundamental laws of the protein world [42, 43]. Our main
motivation was then to find proper equations describing proteins’ dance, performed
for a wide range of melodies played by the electrolyte solution they are surrounded
with.

1.2 Proteins, charge regulation and Kirkwood – Shu-
maker interaction

Figure 1.1: From primary to quaternary protein
structure. The example shown is hemoglobin, a
protein in red blood cells, which transports oxygen
to body tissues [44].

Protein is a macromolecule
composed of amino-acid (AA)
subunits, bounded together with
peptide bonds [43, 45]. Such
polypeptide chain forms the
primary structure of a pro-
tein. Due to the hydrogen
bonds between non-neighboring
amino acids it can be folded
into an alpha-helix or a beta-
sheet, representing the sec-
ondary protein structure [46,
47, 48]. The tertiary struc-
ture occurs as a result of fur-
ther folding and bonding of the
secondary structure. Interac-
tions between two or more ter-
tiary subunits lead to the qua-
ternary structure [49], which is
the most common stage of pro-
tein aggregation found in na-
ture (Fig. 1.1). Besides, this is
the most relevant stage for anal-
ysis, since the proteins express
their biological function when
they are in a compactified form [50, 51]. Governed by electrostatic interactions,
proteins in a quaternary structure may also form protein complexes (Fig. 1.2), such
as proteasome, DNA/RNA polymerase, viral capsids, etc [52].

As biomolecules, proteins play an essential role in a vast number of processes
within living organisms, including DNA replication, catalyzing metabolic reactions,
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Figure 1.2: Examples of protein structures and complexes of different sizes as avail-
able from the PDB and EMDB [53].
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cell signaling, immune responses, etc. Some have a structural function, like the
proteins in cytoskeleton or a mechanical function, like actin and myosin in mus-
cle fiber [54]. In order to obtain a fundamental understanding of the majority of
these processes, it is crucial to understand the electrostatic interactions that deter-
mine the complicated behavior of proteins. This is not an easy task, since the pro-
teins’ behavior cannot be captured with standard theories of colloidal electrostatics.

Figure 1.3: Amino acids making a
peptide bond [55].

What makes them so unique and challeng-
ing from theoretic perspective is their com-
plex structure featuring many unique prop-
erties which may lead to exotic electro-
statics. Namely, protein is an amphoteric
molecule due to the amino acids it is com-
posed of. Having the same general structure,
each amino acid consists of the carboxylic
acid group -COOH which acts like a base,
↵-amino group -NH2 which behaves like an
acid, and also a variable side group (which
determines the AA species). Since the car-
boxylic and amino groups build a peptide
bond (Fig. 1.3), the charge on the protein
predominantly comes from a side chain, i.e.,
some of the side chains contain molecular
groups that can become either deprotonated
(donating a proton into the solution), mak-
ing them negatively charged, or conversely, protonated (accepting a proton from
the solution), making them positively charged. Amino acids with side chains that
can be deprotonated are aspartic and glutamic acid, tyrosine (Fig. 1.4), while the
protonated ones are arginine, hystidine and lysine (Fig. 1.5).

Figure 1.4: Amino acids which may bring a negative charge to a protein: by depro-
tonation of carboxylate on the side chain of aspartic and glutamic acid RCOOH�!

RCOO� + H+ and by deprotonation of hydroxyl of the phenyl group of tyrosine
ROH�! RO� + H+.

To summarize, whenever a protein is in a polar aqueous solution, the following
processes of dissociation and association may proceed on its dissociable moieties
lying on protein’s surface:

• deprotonation of carboxylate on the side chain of aspartic and glutamic acid
RCOOH�! RCOO� + H+;

• deprotonation of hydroxyl of the phenyl group of tyrosine ROH�! RO� + H+;
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Figure 1.5: Amino acids which may bring a positive charge to a protein: by proto-
nation of amine group of arginine and lysine and by protonation of secondary amine
of histidine RNH+

3
�! RNH2 + H+ and RNH+

2
�! RNH + H+.

• protonation of amine group of arginine and lysine RNH+

2
�! RNH + H+ and

RNH+

3
�! RNH2 + H+;

• secondary amine group of histidine can also contribute a charge
RNH+

2
�! RNH + H+;

• terminal groups: deprotonation of carboxylate RCOOH�! RCOO� + H+

and protonation of ↵-amino RNH2 + H+
�! RNH+

3
;

• cysteine can contribute to the charge of the protein, since it consists of thiol
functional end group that is a weak acid, but usually it is disregarded from
consideration due to the reactivity of the thiol group which makes disulfide
bonds.

The energy for dissociation of carboxyl group in water environment is roughly 14 kBT
making this reaction favorable [56]. Because of protonation and deprotonation
processes that charge up the susceptible amino acids, the dissociation equilibrium
mostly depends on the pH of solution. Each of these amino acids has its intrinsic
value of pH (denoted as pK) at which it becomes charged. The respective pKs for
the dissociation of the various amino acids are given at Table 1.1. For a protein,

Asp Glu Tyr Arg His Lys Cys

pK 3.71 4.15 10.10 12.10 6.04 10.67 8.14

Table 1.1: pK values of amino acids’ functional groups (side chains) in dilute aqueous
solution, Ref. [57].

at the pH range in which it contains both a negative carboxylate and a positive
↵-ammonium group, one can say that a molecule is a zwitterion. The pH value at
which the molecule has exactly zero net charge is called the isoelectric point (or the
point of zero charge (PZC), as it is going to be used later on in the Thesis). Their
mutual difference and sensitivity to solution condition can generate a wide range of
diverse properties of the complexes they form [58].

One nice example of how the protein charge can respond to changes in the local
electrostatic potential, coupled to the solution pH, can be seen in (Fig. 1.6), where
it is shown how the surface charge of inner/outer virus shell (composed of proteins)
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Figure 1.6: Surface charge density of inner (a) and outer (b) shell of virus capsid
as a function of solution pH and salt concentration. The isoelectric point is marked
with a black line. The virus under consideration is bacteriophage PP7 [57].

changes with solution pH and its salt concentration [57].

The response of the protein charge to the local electrostatic potential is a salient
property of dissociable charge groups of the protein surface, see above, that is usu-
ally referred to as charge regulation and was first introduced in an analytical model
by Barry Ninham and Adian Parsegian [59]. Charge regulation implies that the
effective charge on a macroion, e.g. protein surface, responds to the local solution
conditions, such as local pH, local electrostatic potential, salt concentration, dielec-
tric constant variation and most importantly the presence of other vicinal charged
groups [60]. Although charge regulation is an old concept introduced by Kaj Ulrik
Linderstróm-Lang a century ago, modern theories of electrostatic interaction be-
tween macroions immersed in Coulomb fluids [10] mostly deal with constant surface
charge of a macroion, bypassing the complications introduced by charge regula-
tion [61, 62, 63]. For proteins this cannot work.

Since amino acids can be positively or negatively charged (or neutral), depending
on the local solution conditions, the charge of the protein surface is never fixed, but at
any finite temperature actually fluctuates. The existence of anomalously long-range
interactions between proteins in aqueous solutions, stemming from thermal charge
fluctuations of dissociable charge groups on their surface, was first examined by John
Kirkwood and John Shumaker more than half a century ago [64, 65]. They studied
two spherical protein molecules in an aqueous solution, supposing that one protein
has ⌫1 groups of intrinsic charge ei, and the other protein ⌫2 groups of intrinsic
charge ek. Defining the proton occupation number x, they wrote the charge of each
protein as:

q
(1)

i
= e

(1)

i
+ e0x

(1)

i
,

q
(2)

k
= e

(2)

k
+ e0x

(2)

k
. (1.1)

By allowing the charge to fluctuate, it was expected that fluctuation in charge should
lead to fluctuations in the electrostatic interaction, defined by:

V =
⌫1X

i=1

⌫2X

k=1

q
(1)

i
q
(2)

k

✏R
(12)

ik

. (1.2)
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Within the framework of statistical-mechanical perturbation theory they showed that
when proteins reach their isoelectric point, that is, when the net charge vanishes
hq

(1)
i = hq

(2)
i = 0, the following interaction energy remains:

W
(11)(R) = �

h�q
(1)

2
ih�q

(2)
2
i

2✏2R2kBT
6=

1

R6
. (1.3)

The Kirkwood–Shumaker (KS) interaction was shown to scale with a lower inverse
power of separation between two proteins than the notoriously long-ranged van der
Waals (vdW) interaction [66]. Furthermore and contrary to vdW interactions, the
KS forces are not universal, but depend on whether and how the protein charge can
respond to the local electrostatic potential.

Experiments and simulations [60, 67, 68, 69] show that thermally generated
charge fluctuations may indeed produce an extra attractive contribution to the
interaction when proteins are close to their isoelectric point (typical situation in
physiological solution). The anomalously long-range nature of that interaction can
be responsible for self-assembly processes [70, 71]. Nowadays, fundamental laws of
physics standing behind these processes are incomplete and one of the main aims
of this doctoral research was to acquire a deeper theoretic understanding of these
biologically important issues.

1.3 Overview of the Thesis
The main goal of this Thesis is to present a theory of electrostatic interactions that
includes the charge regulation phenomenon in its general formalism, and, in such a
way, to capture and explain all the possible effects that may ensue from this com-
plicated thermal exchange of charges in biological matter.

In Chapter 2, we briefly present the theoretical background, starting with the
history of charge regulation interaction on one side, and field-theoretic description
developed for systems with fixed charges on the other. This will constitute an
introduction to what follows, which is a generalized field-theoretic description of
charge regulation which will be presented for four model systems in the next four
chapters.

In Chapter 3, we start from the simplest model system composed of two macro-
scopic planar parallel surfaces with charge dissociation sites immersed in counterion-
only ionic solution. A surface lattice gas model is employed and the corresponding
surface part of the free energy is derived, showing that it corresponds exactly to
the Ninham–Parsegian charge regulation theory. With this included in the field-
theoretic representation of the grand canonical partition function, evaluated in the
saddle-point approximation, we obtain analytically and exactly a solution also for
the Gaussian fluctuations around the mean-field. This solution leads to vdW-like KS
interaction, but it is fundamentally modified by the presence of dissociable charges
on the bounding surfaces as well as by the counterions dissolved in the space between
them.

In Chapter 4, we study the behavior of two macroions with dissociable charge
groups, regulated by local variables such as pH of a solution and electrostatic po-
tential, immersed in a monovalent salt solution, considering the cases where the net
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charge can either change the sign or remains of the same sign depending on these
local parameters. The charge regulation is in both cases described by the proper free
energy function for each of the macroions, while the coupling between the charges
is evaluated on the approximate DH level. The charge correlation functions and the
ensuing charge fluctuation forces are calculated analytically and numerically. Strong
attraction between like-charged macroions is found close to the point of zero charge,
specifically due to asymmetric, anticorrelated charge fluctuations of the macroion
charges. The general theory is then implemented for a system of two protein-like
macroions, generalizing the form and magnitude of the KS interaction.

In Chapter 5, we present a theory describing the influence of polyvalent ions on
the behavior of the titratable macroions. The model system consists of two spherical
macroions with dissociable sites on their surfaces immersed in a mixture of mono-
valent and polyvalent salt. A dressed ion theory is then formulated [10], set in the
field-theoretic framework, treating the monovalent salt in a weak coupling approxi-
mation, while the polyvalent ions are strongly coupled with macroions. Fluctuations
of macroions’ charge are regulated by local parameters (local electrostatic potential,
pH of the solution, salt concentration). The charge regulation is described in the
approximation of the point-like macroions. Our theory describes the attraction of
macroions reaching the PZC and gives the general expression for the KS interaction.

In Chapter 6, we present a theory describing the effect of polyvalent ions on the
interaction of charge regulated surfaces. The dressed-ion theory is again employed
and the generalized KS interaction in planar geometry is derived.

The results are summarized in Chapter 7 where we also discuss possible ways of
further developing the theory of charge regulation interactions.
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Chapter 2

Theoretical background

In this Chapter we briefly present a field theoretic framework developed for Coulomb
fluids, which is going to be used as a starting point in our research. Later on in
the Thesis, we generalize it to the wider parameter and model space, to be valid
for systems of our interest – those undergoing charge regulation processes. Charge
regulation is not a new concept and its history will be outlined at the end of this
Chapter.

2.1 Qualitative understanding of Coulomb fluids
Under the concept of Coulomb fluids one considers an ionic solution whose behavior
is governed by electrostatic interactions. In an ionic environment each charged object
(macromolecule, macroion) will be surrounded by a cloud of neutralizing particles
(counterions) and the particles of the same sign (coions), which tend to screen their
charge. The interaction of macromolecules strongly depends on the composition
of the ionic cloud they are surrounded with. From a theoretical viewpoint, such
a system represents a many-body problem, being challenging to handle because
of its enormous degree of complexity. In order to get a qualitative understanding
of Coulomb systems, certain complexities can be overcome by introducing various
models and approximations.

The most common theoretical approach starts from a “primitive model“ where
the molecular nature of the solution is neglected and treated as a continuous di-
electric medium, while the ions are treated as structureless point-like or hard-sphere
particles. In reality, the structure of the solvent is locally perturbed around particles,
bringing about additional short-ranged solvent-mediated interactions [72, 73, 74, 75].
In most cases, the specific effects of ions as well as image charges due to dielectric
inhomogeneities are neglected [73, 76]. Such models are a coarse-grained simpli-
fication of the real situation, but can nonetheless lead to a systematic and clear
understanding of electrostatic effects.

To get a better impression about the length scales governing the behavior of
Coulomb fluids, consider a flat plane of area S and surface charge ��, surrounded
from one side with N mobile, q-valent counterions of elementary charge e0 (Fig. 2.1).
Since the system has to be electroneutral, the number of mobile counterions will be
determined by the following condition:

�S = Nqe0. (2.1)
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Figure 2.1: Shematic representation of two limiting regimes for counterions in the
vicinity of a charged surface: (a) weak-coupling – counterions form a three di-
mensional diffuse layer; and (b) strong-coupling regime - counterions form a two
dimensional layer at the surface [76].

The interaction Hamiltonian in units of thermal energy kBT for this system is:

�H =
X

i>j

q
2
lB

|ri � rj|
+

1

µ

NX

i=1

zi, (2.2)

where ri stands for the coordinate of i-th counterion and zi is its separation from
the surface. The Bjerrum length

lB =
�e

2

0

4⇡""0
, (2.3)

represents the distance at which two unit charges interact electrostatically with the
energy of kBT . It is equal to lB ⇠ 0.7 nm in water at room temperature. The other
characteristic length is the Gouy-Chapman length

µ =
e0

2⇡qlB�
, (2.4)

which gives the distance at which the counterion interacts electrostatically with the
surface of surface charge density � with the energy of kBT . It also measures the
thickness of the counterion layer at a charged surface, hzi ⇠ µ.

For planar systems where no other length scales are present, a dimensionless
parameter can be introduced, which measures the ratio of the Bjerrum and Gouy-
Chapman lengths,

⌅ ⌘
q
2
lB

µ
. (2.5)

This parameter is also known as the electrostatic coupling parameter and was first
introduced by Andre Moreira and Roland Netz [25]. It is the only parameter that
governs the physical behaviour of this system, and can also be expressed as

⌅ =
(e0q)3�

8⇡(""0kBT )2
. (2.6)

It scales with the cube of the counterion’s valence, implying that the valence is one
of the main factors that determines the behavior of the system.

One can also determine the lateral separation, a?, between two neighboring
counterions from the condition:

⇡a
2

? =
S

N
. (2.7)
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Using a electroneutrality condition, Eq. (2.1), one gets an important relation

a?/µ ⇠

p

⌅, (2.8)

which provides a deeper insight into the meaning of the electrostatic coupling pa-
rameter. Namely, if the lateral separation between counterions is much smaller than
their distance from the surface, then ⌅ ⌧ 1 and the system is in the weak-coupling
regime. In this case counterions have many neighbors and form a three dimen-
sional diffuse layer at the surface. Such a system can be described with a mean-field
approximation.

On the other hand, if the lateral separation is much larger than their distance
from the surface, the coupling parameter is large, ⌅ � 1, defining the strong-coupling
regime, where the counterions are surrounded by a hole of size a? from which other
counterions are depleted and form a quasi two-dimensional layer close to the sur-
face [29, 77].

2.2 Field-theoretic approach
The essence of modern theories of Coulomb fluids [10, 78, 79] is based on field-
theoretic approach, which starts from the functional integral representation of par-
tition function [21, 80], useful in studying charged colloidal and biological systems,
in which long-range electrostatic interactions play an important role. Here we first
derive the grand canonical partition function for a charged system and then we out-
line the domains of applicability that could be reached with their basic results.

Consider the system of N mobile point-like particles of charge ei in the electro-
static field of an external charge density distribution ⇢e(r). For describing such an
ensemble of electrostatically interacting particles it is suitable to use field-theoretic
formalism to evaluate the partition function [81]. The configurational part of Hamil-
tonian of the system can be written as:

H =
1

2

X

i 6=j

u(ri, rj)eiej +
NX

i=1

Z
eiu(r, ri)⇢e(r)d

3r, (2.9)

where u(r, ri) is the Green’s function of the Coulomb interaction, which satisfies
the relation:

r
2
u(r, ri) = �

�(r � ri)

✏✏0
, (2.10)

i.e.
u(r, ri) =

1

4⇡✏✏0|r � ri|
. (2.11)

The operator inverse to the Green’s function is referred to as the Coulomb interaction
kernel [82], and is obviously given by

u
�1(r, ri) = ✏✏0r

2
�(r � ri). (2.12)

The total charge density operator is given by:

⇢̂(r) =
NX

i=1

ei�(r � ri). (2.13)
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The canonical partition function of the system is conventionally given by the con-
figurational integral over all positions of the charged particles:

QN =

Z
dr1...drN exp (��H), (2.14)

where the integration over kinetic degrees of freedom, being trivial in this context,
is taken out of consideration. Then, Hamiltonian can be written as:

H =
1

2

Z
d
3rd3r0

⇢̂(r)u(r, r0)⇢̂(r0)�Nu(r, r) +

Z
d
3rd3r0

⇢̂(r)u(r, r0)⇢e(r
0).

(2.15)
Here we subtracted the self-interaction term. The canonical partition function takes
the form:

QN =

Z
dr1...drN exp

✓
�

1

2
�

Z
d
3rd3r0

⇢̂(r)u(r, r0)⇢̂(r0) + �Nu(r, r)

��

Z
d
3rd3r0

⇢̂(r)u(r, r0)⇢e(r
0)

◆
. (2.16)

In order to proceed, the partition function given by Eq. (2.16) can be further
transformed, mainly because the density operator ⇢̂ enters in a quadratic fashion.
In the next step it is suitable to introduce a unit operator as the decomposition of
the unit in the form:

1=

Z
D[⇢̂(r)]�(⇢̂�⇢)=

ZZ
D[⇢̂(r)]D[�(r)]exp

✓
i

Z
d
3r�(r)

h NX

i=1

ei�
3(r � ri)�⇢̂(r)

i◆
,

(2.17)
where we used the integral representation of the delta function. This unit operator
can be introduced into the partition function at no cost. Now, the partition function
becomes:
QN = [exp (�u(0))]N

⇥

Z
dr1...drN

Z
D[⇢̂(r)]

Z
D[�(r)] exp

✓
�i�

Z
⇢̂(r)�(r)d3r+i�

NX

i=1

ei�(ri)

◆

⇥ exp
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ZZ
d
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⇢̂(r)u(r, r0)⇢̂(r0)��

ZZ
d
3rd3r0

⇢̂(r)u(r, r0)⇢̂e(r
0)

◆
,

(2.18)
where u(0) = u(r, r). Let us now introduce ⇢̃ as a sum of charge density of counte-
rions and external charge density:

⇢̃(r) = ⇢̂(r) + ⇢e. (2.19)
After inserting ⇢̃ into the partition function, we get:

QN = [exp (�u(0))]N exp

✓
�
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Z Z
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⇢e(r)u(r, r
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.

(2.20)
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The part exp (�1

2
�
R R

d
3rd3r0

⇢e(r)u(r, r0)⇢e(r0)) can be taken out of the integra-
tion over fields, as it does not enter the averaging, and can be shortly denoted as
e
�!e , where the !e corresponds to the electrostatic energy of external charge. If

we look at integral over ⇢̃ in Eq. (2.20), we can see that it represents a Gaussian
integral of the form

Z
exp

⇣
�

1

2
vTAv + JTv

⌘
d
Nv =

(2⇡)N/2

p
detA

exp
⇣1
2
JTA�1J

⌘
, (2.21)

so it can be exactly solved. Furthermore by taking v = �i
R
d
3r⇢̃, we will have:

Z
D[⇢̃(r)] exp
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(2.22)

With this included, the partition function becomes

QN = �
0N
e
�we

Z
D[�(r)] exp
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ln (det �u(r, r0))

◆
,

(2.23)

where �0 = exp (�u(0)). After the transition to the grand-canonical ensemble, the
partition function transforms according to:

Z =
1X

N=0

�
N

N !
QN , (2.24)

where � is the fugacity (absolute activity) given by � = exp (�µ).

Z = exp
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. (2.25)

Denoting the product ��0 as �̃, and using the definition of the exponential function
e
x =

P1
N=0

x
N
/N !, the grand-canonical partition function finally yields:

Z = exp
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or in a simplified form:

Z = [det �u(r, r0)]�
1
2

Z
D[�(r)] exp

⇣
�H(�(r)

⌘
, (2.27)

where H is the field-action or the field Hamiltonian, defined as:

H =
1
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d
3r⇢e(r)�(r)�
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Z
d
3r exp

⇣
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⌘
.

(2.28)
Here, ei are the charges of the mobile ions present in the system, and �i is the
fugacity of the i-th ion species. After introducing dimensionless quantities:

�̃ = ⌅µ3
�, �̃(r̃) = �e0q�(r), ⇢̃(r̃) =

µ

2⇡�
⇢(r), ũ

�1(r̃, r̃0) =
µ
5

4⇡✏✏0
u
�1(r, r0)

(2.29)
one obtains a dimensionless field-action or the field Hamiltonian in the form:

eH =
1
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Z
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3r̃�̃(r̃)ũ�1(r̃, r̃0)�̃(r̃0)� i

Z
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Z
d
3r̃ exp
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i�̃(r̃)
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,

(2.30)

leading to the partition function:

eZ =

Z
D[�̃(r̃)] exp

⇣
�

eH(�̃)

⌅

⌘
. (2.31)

Here the meaning of the electrostatic coupling parameter in the field theoretic frame-
work is clearly indicated, namely, ⌅ can be used as an expansion parameter in two
limiting regimes discussed next. One needs to note that the partition function has
to be written as a functional integral over all the fluctuating potential configurations.

2.2.1 Weak-coupling limit

For small values of the coupling parameter, ⌅ ! 0, at sufficiently low surface charges,
low ion valencies, high permittivity constants, or high temperatures, charged systems
can be treated in the weak-coupling regime, which is formally equivalent to a saddle-
point approximation, also equivalent to a mean-field approximation. This leads to
the PB theory of electrostatic interactions in ionic solutions [14, 15, 16].

The saddle-point approximation consists in evaluating the configuration that cor-
responds to a minimum, or, in general, extremum, of the field-action functional. The
extremum of the functional is obtained from its variation or from its first functional
derivative

�H

�'(r)

����MF
= 0. (2.32)

The index MF stands for mean-field, since in general the mean-field approximation
on the level of field-action is obtained from a saddle-point. In order to remain
faithful to the historical path to the MF equation, as it has been introduced as
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2.2. Field-theoretic approach

the PB equation, we define the electrostatic potential as ' = �i�MF, so that the
saddle-point equation becomes:

r
2
'MF(r) = �

1

✏✏0
[⇢e(r) + enMF(r)], (2.33)

where nMF(r) is the mean-field density of the mobile ions. In the case of a two-
component system, composed of monovalent salt (i = ±1) of the same fugacity, one
gets

r
2
'MF = �

1

✏✏0
[⇢e � 2�̃e sinh (�e'MF)], (2.34)

which reduces to the well known DH equation in the limit of high monovalent
salt concentration when the potential becomes small. In this case the last term
in Eq. (2.30) can be linearized, after which one derives the well known DH result:

r
2
'MF = �

1

✏✏0
(⇢e � 

2
'MF). (2.35)

In the case of monovalent salt and low surface charges (⌅ ! 0) the PB/DH the-
ories are quantitatively correct even when compared with more sophisticated ap-
proaches [56]. Nevertheless, for finite values of ⌅ one can search for the corrections
to the mean field solution in terms of an expansion of the field action around the
mean-field solution. Thus, to the second (Gaussian) order

H = HMF['MF] +
1

2

Z Z
�
2
H

�'(r)�'(r)

����
MF

�'(r)�'(r0)d3rd3r0
. (2.36)

Gaussian fluctuations around the saddle-point represent the first correction to the
mean-field solution, and they are governed by the Hessian operator of the second
derivatives of the field action with respect to the fluctuating electrostatic potential.

In spite of the fact that the Hessian does not depend on the terms describing the
external charges in the field action, calculation of the free energy corresponding to
the Gaussian fluctuations is not an easy task, especially in the case of a non-uniform
distribution of mobile ions. It has been calculated exactly for a system composed of
two uniformly charged flat plates immersed in a counterions-only solution, where the
mean-field density of counterions depends on the transverse spatial coordinate [30].
It was shown that the correlations give an attractive contribution to the total free
energy as a function of the intersurface separation, but are not large enough to over-
come the mean-field repulsion of two symmetrically charged surfaces. In the systems
with dielectric discontinuities, those attractive contributions correspond to the ther-
mal component (zero Matsubara frequency) of the van der Waals attractions [31].

The limitations of the PB theory become practically important in highly charged
systems, where ion–ion correlations begin to influence the electrostatic properties of
the charged system [29, 77].

2.2.2 Strong-coupling limit

Even though the PB approach can be systematically improved with perturbative
corrections around the mean-field solution, such an approach must be renounced
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sooner or later, and recourse should be taken in the fundamentally different re-
formulation of the partition function evaluation, based on the concept of strong-
coupling [10, 29, 32, 76, 77, 83, 84].

The strong-coupling theory includes only the contributions of single particle in-
teractions between a single counterion and the surface charges on the bounding
surfaces, valid for large coupling parameter ⌅ ! 1, when polyvalent counterions
are present in the bathing solution. In that case the partition function can be
expanded in terms of fugacity:

Z = Z
(0) + �Z

(1) +O(�2), (2.37)

which is nothing but the virial expansion, where the zeroth-order term stands for
the bare electrostatic interaction of charged surfaces without counterions, while the
first-order term corresponds to the one-particle contribution:

Z
(0) = Z|�=0 = exp (��W00), (2.38)

with the energy of a bare macroion

W00 =
1

2

Z
⇢e(r)u(r, r

0)⇢e(r
0)drdr0

. (2.39)

The one-particle contribution or indeed the first order virial term can be obtained
as

Z
(1) =

@

@�
Z|�=0 = Z

(0)

Z
dr exp (��Wself (r)� �W0c(r)), (2.40)

with:

Wself (r) =
1

2
(e0q)

2
u(r, r), (2.41)

corresponding to the counterion self energy and

W0c(r) = e0q

Z
dr0

u(r, r0)⇢e(r
0) (2.42)

to the macroion–counterion interaction energy, respectively. Counterion–counterion
interaction are excluded from the strong-coupling consideration due to the one-
particle nature of the description.

2.2.3 Dressed counterions theory

The boundaries between these two theoretical approaches to charged systems are
given by the electrostatic coupling parameter [24, 83], which in its two opposite
limits leads to the PB mean-field description on one hand, and the strong-coupling
theory on the other hand (Fig. 2.2). In experiments it is not easy to prepare a
solution composed of counterions only.

In real systems, the entire solution composed of the macromolecule and the
polyvalent counterions is always accompanied by the presence of monovalent salt
ions. This brings an asymmetry to Coulomb fluids, whose constituents are differently
coupled: polyvalent counterions are strongly coupled, while the monovalent salt ions
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2.2. Field-theoretic approach

are weakly coupled. Even though there is no theory that could take into account
both cases, it is still possible to construct a theory that selectively uses different
descriptions for different components of the system. Such a combined approach
leads to the strong-coupling theory of dressed (screened) counterions [34]. It starts
with a field Hamiltonian:

H['] =
1

2

Z
drdr0

'(r)u�1(r, r0)'(r0)�
�c

�

Z
dr exp

⇣
� i�qe0'(r)
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Z
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⇣
� i�e0'(r)

⌘
�
��

�

Z
dr exp

⇣
i�e0'(r)

⌘
. (2.43)

When monovalent salt ions are in equilibrium with the bulk reservoir, their fugacities
are to the lowest order the same and equal to the bulk concentration �+ = �� =
n0. Then the sum of the terms corresponding to the monovalent ions gives the
cosine function, which in the limit of small potentials, relevant for the weak-coupling
regime, can be expanded to the second-order with respect to the potential:

�
2n0

�

Z
dr cos (�e0'(r)) ⇡

1

2
✏✏0

2

Z
drdr0

'(r)'r0
�(r � r0). (2.44)

Here,  =
p
8⇡lBn0 is the Debye screening parameter for monovalent salt ions. The

field Hamiltonian can be modified into the approximate form:
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drdr0

'(r)u�1

DH
(r, r0)'(r0)�

�c

�

Z
dre�i�qe0'(r)

, (2.45)

where the Coulomb’s interaction kernel is replaced by the screened Debye–Hückel
kernel, defined as:

u
�1

DH
(r, r0)'(r0) = �✏✏0(r

2
� 

2)�(r � r0) (2.46)

Since the polyvalent ions are strongly coupled to the external charge, one can pro-
ceed further by repeating the procedure from the previous section, expanding the
partition function in terms of the polyvalent ion’s fugacity to the first order:

Z = Z0 + �cZ1. (2.47)

This approximate form of the partition function is then referred to as the dressed
counterion theory.

The most interesting outcome of the dressed counterion theory is a proper de-
scription of the polyvalent counterion-mediated attraction appearing between same-
charged flat plates, arising due to the strong screening of macroion’s charge [34, 35].
Moreover this theory successfully describes also the attraction between neutral di-
electrics induced by multivalent ions [36].

A significant step further was accomplished by Ali Naji and his coworkers [75, 85,
86, 87] who generalized the dressed ion theory by considering the effects of randomly
disordered charge distributions at the surfaces in the system with dielectric inho-
mogenity, including the salt image effects. Their results lead to the new phenomenon
in the Coulomb world, highlighting an anti-fragile behavior of multivalent counte-
rions that reduce the entropy of a disordered system, making randomly charged
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Figure 2.2: Phase diagram of the applicability of different approximations that fol-
low from the field-theoretic description of charged surfaces in a salt solution. For
small coupling parameter one is in the weak-coupling regime, described by the PB
equation. Depending on the amount of salt, one is either in the Gouy–Chapman
counterion-only system, or the Debye–Hückel regime, corresponding to large salt
concentrations. Highly correlated systems can be described by the stron-coupling
theory for counterions, while for asymmetric salt mixtures, dressed counterions the-
ory becomes valid.

surfaces attract stronger than the corresponding ones with a uniform distribution of
charge. This represents another manifestation of the complicated and unpredictable
features of Coulomb fluids.

A more detailed insight of the application of the field theoretic approach to var-
ious electrostatic models can be found in the doctoral Thesis of Matej Kanduč [88].

Common to all these theoretic approaches (and the others up to date) is that
they are developed and tested in the case of the fixed macroion’s charge, and as
such they fail to describe the systems of macroions whose charge can fluctuate and
in general responds to the solution conditions, i.e. is charge regulated.

2.3 Charge regulation phenomenology
As already mentioned in Chapter 1, charged objects undergoing the processes of
ion exchange with the environment can show exotic behavior due to fluctuations of
their charge. Once dipped into the polar solution, the charge of the macromolecule
is determined by the local environmental conditions, i.e. by charge regulation, which
implies that the effective charge on a macroion responds to the local solution con-
ditions, such as local pH, local electrostatic potential, salt concentration, dielectric
constant variation, and the presence of other vicinal charged groups [60].

The concept of charge regulation was first introduced by Linderstróm-Lang a
century ago [89]. Although the processes of ion dissociation and adsorption had
been well studied by chemists in the 19th century, he was the first to discuss the
boundary condition of the DH equation and its modification due to the degree of
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2.3. Charge regulation phenomenology

ion dissociation at macromolecule’s surfaces. His work was predominantly oriented
to the study of protein structure, where he gave a huge contribution, proving exper-
imentally how the hydrogen ion exchange rules protein folding [90, 91].

The proper theoretic description of charge regulation effects was first established
by Barry Ninham and Adrian Parsegian in the ’70s of the last century [59]. Their
aim was to improve the DLVO theory in order to describe the behavior of biological
cells, specifically their charged membranes. It was also observed that some enzymes
at cell surface act according to their microenvironment [92]. At that time it had been
known that the presence of ionizable groups on cell membranes modifies the local
electrostatic potential. So they were aware that the electrostatic theories based on
the constant surface potential or the constant surface charge boundary conditions are
not relevant for such biological systems. It was necessary to derive a self-consistent
theory where the surface charge depends on the local electrostatic potential.

Ninham and Parsegian started from the model that takes two flat plates with
ionizable groups at the surface, undergoing a chemical dissociation reaction:

AH $ A� +H+
, (2.48)

whose dissociation constant is given trough the law of mass action as:

K =
[H+]S[A�]

[AH]
= [H+]S

↵

1� ↵
. (2.49)

Here, ↵ is the degree of dissociation and [H+]S represents the concentration of hy-
drogen ions at the surface. The crucial step in their theory is posing the equilibrium
condition for hydrogen ions as:

[H+]S = [H+] exp (��e0�S), (2.50)

where �S is the surface potential, so that the concentration of the hydrogen ions at
the surface is related to the concentration of the hydrogen ions in the bulk through
the Boltzmann equilibrium condition involving surface potential. Introducing the
notations pH = � log [H+] and pK = � log K, the degree of dissociation can be
obtained, combining the equations above, in the following form:

↵ =
1

1 + exp (�(pH� pK) ln 10) exp (��e0�S)
. (2.51)

In this way the charge at the surface is obviously regulated by the surface elec-
trostatic potential. This was the charge regulation boundary condition for the PB
equation they solved for the flat plates immersed in a monovalent salt solution with
a small concentration of divelent cations.

Dennis Prieve and Eli Ruckenstein generalized the Nihnam–Parsegian model by
applying multiple ionic equilibria to the surfaces that contain acidic sites which can
be deprotonated and basic sites which can be protonated [93, 94]. For each acidic
and basic site the dissociation constant is defined and a complicated non-linear
boundary condition is formulated. They then numerically solved the PB equation
for an isolated surface and managed to reproduce behavior of the surface potential
upon pH variation, applying the theory to human erythrocytes.
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For two interacting double layer surfaces, the high non-linearity in boundary
condition makes the nonlinear PB equation far more complicated to solve, so their
estimated analytical solutions had been provided on the level of approximate bound-
ary conditions, i.e. constant surface charge and constant surface potential. It is
observed that at the isoelectric point, the net surface charge tended to vanish.

Later on in the ’90s, Steven Carnie and Derek Chan came up with an idea how
to tame the highly non-linear charge regulated boundary condition to be accessible
for theoretical treatment [95, 96]. Namely, they suggested that the dissociation at
the surface can be modeled by a linear relation between surface charge and surface
potential in the following way:

� = K1 �K2 . (2.52)

The constants K1 and K2 are determined from the imposed assumption that the
surface charge as a function of surface potential  can be expressed in terms of
surface charge being a function of the potential of an isolated surface,  iso:

�( ) = �( iso) +
@�( )

@ 

����
 = iso

( �  iso). (2.53)

From this, it is clear that the constant K2 has dimensions of surface capacitance, de-
fined as K2 = �

@�( )

@ 
| = iso . Such linearized boundary condition, together with the

linearized PB equation gave the set of self-consistent equations, which they solved
for the models of two spherical colloidal particles in a monovalent salt solution as
well as for two flat charged plates. It had been shown that the interaction energy
of the linearized charge regulation model lies always between the solutions provided
by the constant charge approximation model and the constant surface potential ap-
proximation model.

Several years later, the Carnie–Chan’s model, derived in the limit of small surface
potentials, was extended by Sven Behrens and Michal Borkovec to be valid for arbi-
trary surface potentials [97]. They considered two flat charged surfaces immersed in
an electrolyte solution, distinguishing two subsystems, each of which was described
by its own equation of state. The inner layer was characterized by chemical prop-
erties of the surface, and the diffuse part composed of mobile ions was governed
by DH equation. The equilibrium between these two subsystems is achieved by
imposing the condition that the charge distribution of inner layer is equal to the
charge density of the diffuse layer. They introduced a charge regulation parameter
p that relates the true interaction energy W

(reg) with energies of two limiting cases
– constant charge model (cc), and constant potential (cp) model as:

p =
W

(reg)(L)�W
(cp)(L)

W (cc)(L)�W (cp)(L)
. (2.54)

The values of p are then between 0 for the constant potential and 1 for the con-
stant charge conditions. Geometrically, from the surface charge – surface potential
diagram, it is determined that for large surface distances L ! 1 one has

p =
C

D

CD + CI
, (2.55)
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where CD and C
I are the capacitances of the diffuse and the inner layer respectively.

The behavior of real systems depends on the interplay between these two capaci-
tances. Domination of one capacitance determines the choice of the approximation
(cc)/(cp). By measuring the capacitance, one can determine the regulation parame-
ter and knowing the regulation parameter, one can get charge regulation interaction
energy by calculating the approximate energy of (cc) and (cp) models.

In the last decade many experiments were performed by Borkovec and his cowork-
ers using the atomic force microscope for studying the aggregation of colloidal par-
ticles [67, 68, 98, 99, 100, 101]. The most interesting scenario they found is that
the charge regulation phenomenon has the essential effect on electro-neutral sys-
tems, where the attraction may appear. They explained it in the framework of
the Chan–Borkovec formalism based on the regulation parameter p. The measured
force between such objects always satisfied the profile in between the constant charge
approximation and the constant potential approximation. They were also experi-
menting with the influence of the solution properties on the charge regulation effect,
and found that multivalent ions increase the attractive interaction between electro-
neutral objects [99, 102, 103, 104, 105, 106], a puzzle without a proper theoretical
explanation. Comparing their measurements with the PB theory they found that
the latter fails at small separations as well as at higher salt concentrations.

A lot of progress has been made in understanding the charge regulation phe-
nomena, but the tricky part concerning the interactions between charge regulated
objects stayed theoreticaly poorly understood and explained. Even the KS interac-
tion had been somehow forgotten. Just recently it experienced rebirth when Mikael
Lund and Bo Jönsson studied the protein–protein interactions using Monte Carlo
simulations [60, 69, 107]. In the framework of statistical mechanics they introduced
the protein capacitance, C, as ability of the protein charge, Q, to fluctuate:

C ⌘ hQ
2
i � hQi

2 = �
@Q

@(�e0�)
. (2.56)

This quantity is useful, since it can be experimentally measured from the titration
curve:

C ln 10 = �
@Q

@(pH)
. (2.57)

This means that the KS interaction is directly related to charge regulation, i.e. to
the dependence of the charge on the pH of the solution! This was an important
signal for me that allowed me to undertake a fundamental study of how the charge
regulation and interactions between charged macromolecules are related on various
levels of the statistical mechanics of Coulomb systems.

With the introduction of the capacitance, continuing in the framework of sta-
tistical mechanics energy perturbation expansion, Lund and Jönsson recovered a
fluctuation-driven interaction between two point charges as:

�A =
lBhQAihQBi

R
�

l
2

B

2R2
(CAhQBi

2 + CBhQAi
2 + CACB), (2.58)

where the first term stands for the direct Coulomb interaction, while the following
term represents the interaction of the fluctuation type, already introduced by Kirk-
wood and Shumaker. Using the coarse-grained representation of proteins, where
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each amino acid is represented with a single bead, and allowing that each bead can
exchange a proton with the bathing solution, they developed a Monte Carlo simula-
tion sheme by defining the trial energy of a “charge regulation Monte Carlo move“
as:

�U = �Uel ± (pH� pK0) ln 10, (2.59)

where �Uel is the change in the electrostatic energy, pK0 is the dissociation constant
of an isolated amino acid, (+) applies when protonating an amino acid, while (�)
applies when deprotonating an amino acid. Simulations proved first the existence of
a long ranged attraction when proteins reach their isoelectric point, and then also
the original KS conceptual framework.

Charge regulation has a long history of development, and has been invoked and
widely applied in the context of various colloidal systems: stability and intersur-
face forces due to the electrostatic double-layers [108, 109], dissociation of amino
acids and the corresponding electrostatic protein–protein interactions [60, 70, 110],
charge regulation of protein aggregates and viral shells [57], and of polyelectrolytes
and polyelectrolyte brushes [62, 111, 112, 113], as well as charge regulation of charged
lipid membranes [114, 115, 116]. However, in spite of this, modern theories of elec-
trostatic interaction between macroions immersed in Coulomb fluids [10] mostly deal
with constant surface charge of a macroion, bypassing the complications introduced
by charge regulation [61, 62, 96].

It is therefore our aim to construct a theory that will include the charge reg-
ulation phenomenon within the field-theoretic formalism and explain consequences
stemming out from it.
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Chapter 3

Counterion-mediated interactions of
planar charge regulated surfaces

For describing protein’s behavior governed by electrostatics, it is crucial to under-
stand a phenomenon of charge regulation. As it is mentioned in the Chapter 2, a
lot of work has been done in this field, but a general theory describing the inter-
actions of objects undergoing charge regulation processes at diverse circumstances
have still been lacking. In the last decade significant progress has been made in
developing an elegant field theoretic framework for describing the various properties
of Coulomb fluids, but they are limited to particles with a constant surface charge.
A constant charge is a very stringent approximation and it holds only in a very
restricted part of the parameter space, since in many biological systems, macroions
bear dissociable groups on their surface, so that their charge always depends strongly
on the acid–base equilibrium that defines the fraction of acidic (basic) groups that
are dissociated [71]. The challenge is to incorporate this property consistently into
a theoretical formulation. In order to do so, it is natural to start from analyzing
counter-ion mediated interaction in the simplest geometries, such as a planar plates
with dissociable surfaces.

In this Chapter we start with the simplest model that retains the salient features
of charge regulation, composed of two planar parallel macromolecular surfaces with
surface distributed charge dissociation sites, immersed in a Coulomb fluid composed
of counterions only. We base our analysis on a field-theoretic description of the
system’s partition function, whose Hamiltonian will be generalized to include a
surface term that describes properly the charge regulation and consequently the
local charge fluctuation at the macromolecular surfaces. The problem is set in the
weak-coupling regime. Going beyond the mean-field level, we address the Gaussian
fluctuations around this mean-field solution with its charge-regulation boundary
condition. That is the main task of interest here, since we expect that the exotic
electrostatics hides in loop corrections to the mean-field solution. We will be able
to calculate one-loop correction exactly and analytically by using the path-integral
approach for the harmonic oscillator with time-depended frequency. Finally, we
present numerical results and comment upon its relevance for the KS interaction.
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ε’ ε
ε’

D

Figure 3.1: Schematic representation of two charged planar surfaces at a separa-
tion D with charge dissociation sites distributed uniformly along the surfaces and
with counterions between the surfaces. The counterions originate from the charge
dissociation of the dissociable groups (AC) through the reaction AC $ A� + C+.

3.1 Model

We consider two flat parallel plates, located at z = ±D/2 and immersed into an
aqueous solvent that carry dissociable charge groups of the type AC $ A� + C+,
where the counterion C is released into the aqueous solution (Fig. 3.1). We do
not specify the identity of the released counterion but assume it to the only mobile
species in the considered model. Furthermore, we assume a grand canonical ensemble
for the counterions, specified by a fixed value of the activity. The number of the
counterions in the solution is thus not fixed but depends on the dissociation state of
the surfaces. While in standard formulations of the counterion-only Coulomb fluids
with fixed boundary charge the grand-canonical formulation is just a step towards
the final canonical ensemble, corresponding to a fixed number of charges, in our case
this is not fixed and the grand canonical description is natural.

We need to note that in the Ninham–Parsegian model the released counterion
is a proton and the aqueous solution contains a salt mixture at a specified ionic
strength for both monovalent and divalent complements [59]. While this model can
be formalized in the same way as our simplified model, we first solve the simplified
case in order to derived the proper level of description as well as to investigate the
salient features of fluctuations in a case, where they can be treated exactly.

In order to describe the surface charge dissociation, we introduce a lattice gas
model with its own surface free energy contribution. This surface part of the free
energy stems from the charge dissociation equilibrium and describes the (free) energy
penalty for a finite surface charge density. We show furthermore that on the mean-
field level, our formulation yields exactly the same result as the Ninham–Parsegian
charge regulation ansatz, which is not explicitly based on any surface free energy.
The equilibrium distribution of the counterions is then obtained from the saddle-
point equation, which corresponds to the minimum of the complete, that is the
volume and surface free energy terms. The dielectric constant in the region between
the walls is taken as ✏, while outside that region it is assumed to be in general
different and equal to ✏0. Dielectric inhomogeneity (jump) is a common phenomenon
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in biological systems, since bio macro-molecules have a dielectric constant (⇠ 2�5),
while the water, as the most common solvent, has a dielectric constant around 80.
The existence of dielectric inhomogeneity may lead to the image forces, which on
the weak coupling level considered here, do not play an important role [31].

3.2 Field-theoretic description of model
In order to describe this model system of interacting particles it is advantageous to
use the field-theoretic formalism to derive the partition function. The configurational
part of the Hamiltonian of an auxiliary system of N counterions, with a fixed surface
charge density �0 on the bounding surfaces, can be written as

H =
1

2

X

i 6=j

u(ri, rj)eiej +
NX

i=1

I
u(r, ri)�0d

2r, (3.1)

where
H

implies an integration over all the charged bounding surfaces and u(r, ri) is
the electrostatic interaction kernel, i.e. Green’s function of the Coulomb potential,
which satisfies the relation

r
2
u(r, ri) = �

�(r � ri)

✏✏0
. (3.2)

The canonical configurational partition function of the system can then be repre-
sented by an integral over all positions of the counterions

QN =

Z
dr1...drN exp (��H). (3.3)

After applying the Hubbard–Stratonovich transformation, one can obtain the grand
canonical partition function as a functional integral over the fluctuating electrostatic
potential '(r)

Z =

Z
D['(r)] exp

⇣
� S['(r)]

⌘
, (3.4)

with the field-action of the form:

S['(r)] =
1

2
�✏✏0

Z
d
3r |r'(r)|2 + �̃

Z
d
3r exp (i�e'(r)) +

+ i�

I
d
2r �0'(r). (3.5)

Here, �̃ is the absolute activity and will be obtained self-consistently. The above
field-action is universal in terms of the non-linear volume interaction term, the sec-
ond term in the above equation corresponds exactly to the van’t-Hoff ideal osmotic
pressure of the counter ions. This is a well-known result [21], which on the weak
coupling mean-field level, using substitution '! i�MF , gives the PB equation with
fixed charged density boundary condition n ·r�MF = �0 [10].

We now generalize this free energy ansatz so that it will contain also the surface
part, not necessarily linear in the surface fluctuating potential, by assuming that
the surface free energy in Eq. (3.5) can be modified as

i

I
�0'(r)d

2r �!

I
f('(r))d2r, (3.6)
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where f('(r)) is a general non-linear function of the local potential. The exact
form of this surface free energy is not universal and depends on the model of the
surface–ion interaction [117, 118]. Here, we will delimit ourselves to a surface lattice
gas model, which was introduced in a different context by Fleck and Netz [119], and
derive the corresponding free energy, as well as show that the same model in fact
corresponds exactly to the Ninham–Parsegian charge regulation theory [59]. The
surface lattice gas model of dissociable charged groups gives [119, 120]

f('(r)) = i�0'(r)� kBT
| �0 |

e0
ln (1 + exp (�µS + i�e0'(r))), (3.7)

where µS is the free energy of dissociation. In the argument of the logarithm function
one can recognize the partition function for a system with uncharged ground state
and a charged state with an effective energy �µS+i�e'(r). It is possible to generalize
this model with other surface free energies [121, 122] that can capture other details
of the surface–ion interaction. Furthermore, in the limit of �µS �! 1, the sites
are completely undissociated, the bounding surfaces are uncharged and there is no
contribution to the surface free energy. In the opposite limit, �µS �! �1, the
bounding surfaces are completely dissociated and we are back to the fixed surface
charge f('(r)) = i�0'(r).

The complete field action of the model at hand thus assumes the form

S['(r)] =
1

2
�✏✏0

Z
d
3r |r'(r)|2 + �̃

Z
d
3r exp (i�e'(r)) +

i

I
d
2r�0'(r)� kBT

I
d
2r

| �0 |

e0
ln (1 + exp (��µS + i�e0'(r))).

(3.8)

While the bulk part presents an exact field-theoretic representation of the counterion
partition function, the surface part pertains to a specific model of the interaction
between the mobile charges and the bounding surfaces.

3.3 Mean-field approximation
The functional integral Eq. (3.4) with the field-action functional S['(r)] decom-
posed as

S['(r)] =

Z

V

fV ('(r)) d
3
r +

I

S

fS('(r)) d
2
r, (3.9)

and can not be evaluated exactly, since it is in general not Gaussian. One thus has
to take recourse to various approximations of which the mean-field approximation,
being equivalent to the saddle-point approximation, is the most straightforward one.
The mean-field potential �MF(r) of the field-action Eq. (3.9) is defined as a solution
of the saddle-point equation corresponding to �S['(r)] = 0 at '(r) = i�MF(r) where
�MF(r) is thus a solution of

r


@fV (�MF(r))

@r�MF(r)

�
�
@fV (�MF(r))

@�MF(r)
= 0, (3.10)

and

��✏✏0
@�MF(r)

@n
=
@fS(�MF(r))

�MF(r)
= �(�MF(r)), (3.11)
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where n is the normal vector to the bounding surface(s), and �(�MF(r)) is the
effective surface charge at the bounding surface(s). In extenso the first equation is
exactly the standard PB equation for the counterion-only system

r
2
�MF(r) = �

�̃e

✏✏0
exp (��e�MF(r)), (3.12)

while the second saddle-point equation with f('(r)) from Eq. (3.7) reduces to the
boundary condition

��✏✏0
@�MF(r)

@n
= �

�0

2

⇥
1 + tanh (1

2
(��µS + �e0�MF) )

⇤
.

(3.13)

Obviously, the above surface charge density can span the interval [��0, 0]. Assuming
that �µS = � ln 10(pH� pK), with pK = � logK and K being the dissociation
equilibrium constant while pH = � log [H+] with [H+] the concentration of the
protons in the bath, the above boundary condition coincides exactly with the charge
regulation boundary condition of the Ninham–Parsegian site-dissociation model [59].
Should there be more then one type of dissociable groups the proper generalization
was introduced in Ref. [79]. For the planar geometry the mean-field solution of
Eq. (3.12) depends only on the z coordinate and has the form

�MF(z) =
1

�e
ln (cos2 (↵z)), (3.14)

where ↵ can be determined from the boundary condition Eq. (3.13) as

(1 + b)↵ tan (↵D/2) + b↵ tan3 (↵D/2) =
1

µ
, (3.15)

with b being related to the dissociation free energy as ln b = �µS. Here µ is the
Gouy–Chapman length.

3.4 Second-order (Gaussian) correction
After solving the mean-field equations, one proceeds to analyze the fluctuations
around the mean-field potential by evaluating the partition function Eq. (3.4) for
the field-action functional S[�(r) = �MF(r) + ��(r)]. To the lowest Gaussian order
in the field fluctuations ��(r) the field-action can be expanded

S[�(r)] = S[�MF(r) + ��(r)] = SMF[�MF] + S2[��(r)] (3.16)

where

S2[��(r)] =
1

2

Z Z
�
2
S

��(r)��(r)

����
MF

��(r)��(r0)d3rd3r0 +

+
1

2

I
CS(�(r0))|MF��(r0)2d2r, (3.17)
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and obviously decomposes into a volume and a surface term just like the complete
field action. Above we introduced the Hessian of the volume part of the field-action
as

1

2

�
2
S

��(r)��(r)

����
MF

=
1

2
�

"
u
�1(r, r0)�

��̃

cos2 (↵z)
�
3(r � r0)

#
; (3.18)

where CS is the surface capacitance due to the nonlinear coupling of surface charge
and surface electrostatic potential

CS(r) =
@
2
f(�MF(r))

@(�e�MF(r))2
=

@�

@(�e�MF(r))
. (3.19)

We will show later on that in the original theory of KS interactions, it is this surface
capacitance that quantifies the thermal charge fluctuations [60].

The decomposition of the field action Eq. (3.17) induces a decomposition of the
partition function into a product of the saddle-point partition function and its first
order correction, so that finally

Z = exp
⇣
�

1

2
ln (det �u(r, r0))

⌘
⇥ exp (S[�MF(r)])

⇥

Z
D[��(r)] exp

⇣
S2[��(r)]

⌘
= ZMF ⇥ Z2. (3.20)

The last term is due to Gaussian fluctuation around the saddle point and thus
corresponds to the one-loop correction in the free energy. In order to proceed we
first introduce the appropriate field Green’s function

G

⇣
��1(r), ��2(r)

⌘
=

Z
��2

��1

D[��(r)] exp

✓
1

2

ZZ
�
2
S

��(r)��(r)

����
MF

��(r)��(r0)d3rd3r0
◆

(3.21)

that describes the field, or better, the propagation of the fluctuations of the Gaussian
electrostatic potential. This will allow us to formally separate the bulk and the
surface terms in the calculation of the one-loop partition function. Since the kernel
u
�1(r, r0) is isotropic in the transverse directions ⇢ = (x, y), one can introduce the

Fourier–Bessel transform of the fluctuating potential as

��(r) = ��(⇢, z) =

Z 1

0

dQJ0(Q⇢)��(Q, z), (3.22)

where ��(Q, z) depends only on the magnitude of the 2D transverse wave vector,
Q = |Q|. With this notation, the complete Green’s function can be presented as the
product

G

⇣
��1(r), ��2(r)

⌘
= ⇧QGQ

⇣
��(Q, z1), ��(Q, z2)

⌘
, (3.23)

where GQ

⇣
��(Q, z1), ��(Q, z2)

⌘
can be furthermore derived in the form

GQ

⇣
��(Q, z1), ��(Q, z2)

⌘
=

Z
��(Q,z2)

��(Q,z1)

D[��(Q, z)] exp

✓
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2
�✏✏0

Z
z2

z1

dz

✓
d ��

dz

◆2

�

✓
Q

2 +
2↵2

cos2 (↵z)

◆
��

2

�◆
.

(3.24)
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Obviously, this is nothing but the Feynman propagator of a harmonic oscillator
with time-depended frequency, where the z coordinate plays the role of time [123],
and the Wick’s rotation makes the action real instead of imaginary as in quantum
mechanics. The general method of solving this type of functional integrals was
described by Khandekar and Lawande [124] and was adapted to this particular case
as described in detail in Appendix A.

The partition function, or specifically the part stemming from Gaussian fluctu-
ations, Eq. (3.20), around the mean-field can now be cast into the following form

Z2(D) = ⇧Q

Z
D[��1(r)��2(r)]

G̃Q

⇣
0, ��1(r)

⌘
⇥ exp

⇣
�

1

2

Z

S1

d
2
rCS1(�MF)��1

2(r)
⌘
⇥ GQ

⇣
��1(r), ��2(r)

⌘

⇥ exp
⇣
�

1

2

Z

S2

d
2
rCS2(�MF)��2

2(r)
⌘
⇥ G̃Q

⇣
��2(r), 0

⌘
,

(3.25)

where G̃Q stands for the Green’s function Eq. (3.24) but with ↵ = 0, as there are
no counterions behind the two bounding surfaces. The exact form Eq. (A.18) thus
still remains valid but evaluated explicitily for vanishing ↵. Of course in that case
the functional integral can be evaluated directly in a trivial fashion. In addition,
one needs to take the dielectric constant as ✏0 for G̃Q(0, ��1(r)) and G̃Q(��2(r), 0),
but as ✏ for GQ(��1(r), ��2(r)) in the definition Eq. (3.24).

One could see the above formula as describing fluctuations behind the surface at
z = z1, described by G̃Q(✏0; 0, ��1(r);1), fluctuations behind the surface at z = z2,
described by G̃Q(✏0; ��2(r), 0);1), fluctuations in the space between the two surfaces
for z1 < z < z2, described in their turn by GQ(✏; ��1(r), ��2(r);D), and finally all of
them coupled through the surface capacitance and the surface potential fluctuations
at the two surfaces at z = z1 and z = z2 corresponding to the two exponential terms.

After integration over the boundary electrostatic potential fluctuations the final
exact form of the partition function can be written as

Z2(D) = ⇧Q

s
2 exp (�DQ)Q(↵2 +Q2)

2⇡(↵ tan (↵D/2) +Q)2 � (↵ tan (↵D/2)�Q)2 exp (�2DQ))
s

1

CS1CS2+�✏0✏0(CS1+CS2)Q+(�✏✏0)2N2+(�✏0✏0)2Q2+(�✏✏0)(CS1+CS2+2�✏0✏0Q)M
;

(3.26)

with the functions M and N defined as

M =
Q(↵ tan (↵D/2) +Q)2 + (↵2 + ↵

2 tan2 (↵D/2))(↵ tan (↵D/2) +Q))

(↵ tan (↵D/2) +Q)2 � (↵ tan (↵D/2)�Q)2 exp (�2DQ)

�
Q(↵ tan (↵D/2)�Q)2�(↵2+↵2 tan2 (↵D/2))(↵ tan (↵D/2)�Q)) exp (�2DQ)

(↵ tan (↵D/2) +Q)2�(↵ tan (↵D/2)�Q)2 exp (�2DQ)

N
2 = M

2
�

4 exp (�2DQ)Q2(↵2 +Q
2)2

h
(↵ tan (↵D/2) +Q)2 � (↵ tan (↵D/2)�Q)2 exp (�2DQ))

i2 .

(3.27)
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We have thereby derived the explicit and exact expressions of the partition func-
tion in the form of a mean-field term and the one-loop or Gaussian fluctuation
correction that has not been calculated before.

What remains now is the evaluation of the corresponding free energy and specifi-
cally the part of this free energy that depends on the separation between the bound-
ing surfaces, i.e. the interaction free energy.

3.5 Second-order correction — interaction free en-
ergy

Knowing the partition function for Gaussian fluctuations around the mean-field, one
can straightforwardly calculate the second-order or the one-loop correction to the
free energy as

F2(D)

S
= �kBT ln

Z2(D)

Z2(D ! 1)
, (3.28)

where we subtracted the free energy corresponding to infinite separation, which con-
tains the bulk free energy as well as the surface self-energies. Assuming furthermore
that the surfaces have identical properties, i.e., CS1 = CS2 = CS, we get the one-loop
correction as:

F2(D)

S
=

kBT

4⇡

Z 1

0

QdQ ln
⇣ 1

(↵2 +Q2)
�2

11
(Q)
⌘

+
kBT

4⇡

Z 1

0

QdQ ln
⇣
1��2

12
(Q) exp (�2QD)

⌘
, (3.29)

where we defined the following quantities

�11(Q) =
CS(↵ tan (↵D/2) +Q) + �✏0✏

0
Q(↵ tan (↵D/2) +Q)

CS + �✏0Q(✏0 + ✏)
+

+
�✏0{✏[Q(↵ tan (↵D/2) +Q) + (↵2 + ↵

2 tan2 (↵D/2))]}

CS + �✏0Q(✏0 + ✏)
; (3.30)

�12(Q) =
A

B

A = CS(↵ tan (↵D/2)�Q)+�✏0{✏
0
Q(↵ tan (↵D/2)�Q)

� ✏[Q(↵ tan (↵D/2)�Q)�(↵2+↵2 tan2 (↵D/2))]};

B = CS(↵ tan (↵D/2)+Q)+�✏0{✏
0
Q(↵ tan (↵D/2)+Q)

+ ✏[Q(↵ tan (↵D/2)+Q)+(↵2+↵2 tan2 (↵D/2))]}.

(3.31)

The second-order correction free energy Eq. (3.29) consists of two integrals.
The first one corresponds to part of the self-energy of the two bounding surfaces
that depends on the inter surface separation, while the second integral represents a
generalization of the zero-frequency (classical) van der Waals–Lifshitz term [80]. In
fact, it can be easily seen that in the limit of no mobile ions between the surfaces,
corresponding to ↵ = 0, it reduces exactly to the zero-frequency van der Waals term
with

�2

12
(Q) =

⇣
✏
0
� ✏

✏0 + ✏

⌘2
, (3.32)
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while the first term vanishes. With mobile ions present, the second order correction
is however very different from this limit. In the limit of fixed surface charge (CS1 =
CS2 = 0) and no dielectric discontinuity (✏0 = ✏), the integral reduces to the known
result [31]:

F2(D)

S
=

kBT

4⇡

Z 1

0

Q̃dQ̃ ln

✓
1

↵̃2 + Q̃2
⇥

⇣2Q̃+ 2Q̃2 + ↵̃
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2Q̃

⌘2◆

+
kBT
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Z 1
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Q̃dQ̃ ln

✓
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⇣ 1 + ↵̃
2

2Q̃+ 2Q̃2 + ↵̃2 + 1

⌘2
exp (�2D̃Q̃)

◆
,

(3.33)

leading to the attractive pressure that scales as ln D̃⇥ D̃
�3 in a system composed of

mobile counterions and fixed surface charge. At the end we also consider a formal
limit of the free energy corresponding to no dielectric discontinuity ✏0 = ✏, as well as
no mobile ions ↵ ! 0, but nevertheless assuming a non-vanishing surface capacitance
C. While this limit is not meaningful in our model, we will nevertheless use it to
show how the KS result [64, 65], which is based on a linear response formalism and
considers no coupling between the mean-field solution and the corresponding values
of the capacitances, is obtained from our conceptual framework.

The KS limit could be obtained more directly if instead of a counterion-only
case dealt with here, one considers a monovalent salt as indeed was considered by
Kirkwood and Shumaker in their derivation of the long range interaction between
protein molecules with dissociable surface groups [64, 65]. Nevertheless, for ↵ ! 0
our general result reduces to

�2

12
(Q) =

⇣
C

C + 2�✏✏0Q

⌘2
, (3.34)

which in its turn, to the lowest order in the surface capacitance leads to the disjoining
pressure

p = �
@

@D

h
F2(D)

S

i
⇠ C

2
D

�1
. (3.35)

As it depends quadratically on the surface capacitance, this interaction presents
the contribution of monopolar fluctuations in the surface charge to the free energy.
This can be easily confirmed by evaluating the free energy of two fluctuating charge
distributions in the Gaussian approximation explicitly. Let us now show that inter-
action pressure Eq. (3.35) corresponds exactly to the KS interaction between two
planar surfaces.

In fact, the disjoining pressure Eq. (3.35) starts to become more familiar when
we realize that a Hamaker-type summation [66] for two thin planar surface sheets
with a pair interaction of the KS scaling V(R) ⇠ R

�2, gives the interaction pressure
as [64]

p =
F (R)

S
= �

@

@D

Z 1

D

2⇡R dR V(R) ⇠ D
�1
. (3.36)

The two forms of the disjoining pressure, Eqs. (3.35) and (3.36), are thus identical,
meaning that the KS interaction is nothing but a monopolar fluctuation interac-
tion. This is clear from the fact that the separation dependence of the fluctuation
interaction free energy between two surfaces is slower in the case of standard vdW
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interaction that stems from dipolar fluctuations between either two semi-infinite
media or two thin layers, scaling respectively as [66]

p =
F (R)

S
= �

A(D)

12⇡D2
and/or �

2A(D)a2

⇡D5
. (3.37)

The KS fluctuation forces thus originate in monopolar fluctuations and follow
a different scaling than in the case of dipolar fluctuations, either between point
particles, R�2, or between fluctuating surface layers, D�1. They arise directly from
surface capacitance that is non-zero only for the surface free energy that is non-
linear, i.e. at least quadratic, with respect to the local electrostatic potential.

3.6 Numerical results
It is convenient to introduce dimensionless quantities by using the Gouy–Chapman
length scale µ and �

2

0
/2✏✏0 as the disjoining pressure scale. Hence, the length

scale (r, D), the free energy (F ), the disjoining pressure (p) and the surface ca-
pacitance (C) can all be rescaled into dimensionless variables r̃ = r/µ, D̃ = D/µ,
F̃ = F/

⇣
�
2
0

2✏✏0

⌘
µ
3, p̃ = p/

⇣
�
2
0

2✏✏0

⌘
, and C̃ = µC respectively. We also introduce the

dielectric mismatch � = (✏� ✏
0)/(✏+ ✏

0). With these definitions, the mean-field free
energy becomes

F̃0(D̃)

S̃
= ↵̃

2
D̃ + 2 ln (1 + ↵̃

2), (3.38)

where ↵̃ = µ↵ is the solution of the boundary condition

(1 + b)↵̃ tan (↵̃D̃/2) + b↵̃ tan3 (↵̃D̃/2) = 1. (3.39)

The rescaled surface capacitance in terms of ↵̃ is then equal to

C̃S1,S2 = 2�✏✏0b
1 + tan2 (↵̃D̃/2)

[1 + b+ b tan2 (↵̃D̃/2)]2
, (3.40)

which goes to zero for large values of b, limb�!1 C̃S1,S2 ! 0 as well as for vanishing
b, limb�!0 C̃S1,S2 ! 0. We also invoke a coupling parameter ⌅, analogous to the one
introduced by Netz and Moreira [24], given as

⌅ =
e
3

0
�0

8⇡(✏✏0kBT )2
, (3.41)

for monovalent counterions. For a counterion-only system with fixed surface charge,
the magnitude of the coupling parameter defines a weak- and a strong-coupling
regime [10]. In our case, the existence of the surface free energy introduces also other
length scales that preclude a direct introduction of a unique electrostatic coupling
parameter and it is thus in general not possible to establish the presence of the weak
and the strong-coupling limits strictu senso as exact limits of the partition function.

While the weak-coupling limit can therefore not be derived as an exact limit, the
saddle-point can be defined for any field-action. As explained in detail in Ref. [10]
we thus use the saddle-point solution as the proxy for the weak coupling limit and
evaluate the contribution of the fluctuations around the saddle-point to the free
energy.
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Figure 3.2: (a) Rescaled mean-field disjoining pressure plotted as a function of
rescaled surfaces separation for different values of parameter b. The curve � = �0

corresponds to b = 0. (b) Rescaled mean-field pressure from (a) plotted in a log-log
plot. The two dotted lines represent the scalings D̃�1 and D̃

�2 introduced solely to
guide the eye. Obviously the scaling D̃

�1 for mean-field pressure sets in for small
and D̃

�2 for large values of the dimensionless separation.

The surface interaction part of the Gaussian fluctuating free energy from Eq. (3.29),
in a dimensionless form is then given as:

F̃2(D̃)

S̃
=

1

2
⌅

Z 1

0

Q̃dQ̃ ln
⇣
1� e

�2Q̃D̃
⇥

✓
P

Q

◆2 ⌘
, (3.42)

with

P = 2(1 +�)b(1 + tan2 (
↵̃D̃

2
))(↵̃ tan (

↵̃D̃

2
)� Q̃)

�(1 + b+ b tan2 (
↵̃D̃

2
))2[2�Q̃(↵̃ tan (

↵̃D̃

2
)� Q̃)� (1 +�)(↵̃2 + ↵̃

2 tan2 (
↵̃D̃

2
))];

Q = 2(1 +�)b(1 + tan2 (
↵̃D̃

2
))(↵̃ tan (

↵̃D̃

2
) + Q̃)

+(1 + b+ b tan2 (
↵̃D̃

2
))2[2Q̃(↵̃ tan (

↵̃D̃

2
) + Q̃) + (1 +�)(↵̃2 + ↵̃

2 tan2 (
↵̃D̃

2
))].

(3.43)

We first investigate the surface separation dependence of the interaction free
energy and the disjoining pressure between the surfaces pertaining to that depen-
dence. The mean-field rescaled pressure is shown in (Fig. 3.2) (a), as a function of
the surface dissociation energy ln b = �µS in a lin-lin and log-log plots. Clearly, the
higher the energy penalty for charge dissociation at the surface, b, the lower is the
interaction pressure between the two surfaces, until for large enough energy penalty
the interaction remains close to zero for all intersurface separations. The scaling of
the mean-field disjoining pressure with the separation is shown in (Fig. 3.2) (b). For
constant surface charge � = �0, i.e., corresponding formally to b = 0, the asymp-
totic forms of the mean-field interaction pressure are limD�!1 p̃0(D) ⇠ D̃

�2 and
limD�!0 p̃0(D) ⇠ D̃

�1, see Ref. [41]. This is in fact also what we observe in the case
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Figure 3.3: (a) Rescaled fluctuation disjoining pressure as a function of rescaled
surface separation is plotted for different values of parameter b with a fixed di-
electric jump � = 0.95, and coupling parameter ⌅ = 1. (b) Rescaled fluctuation
disjoining pressure from (a) plotted in a log-log plot to show the effective scaling
of the disjoining pressure with the intersurface separation. The scaling exponent is
typically comparable with the case of the counterion-only Coulomb fluid between
two surfaces with fixed charges, which is �3, but its exact value depends on b.

of charge regulation, with the proviso that the regime of validity of the two limits
depends additionally on the value of b; the smaller its value the more extended the
region of D̃�1 scaling.

Because the surface capacitance depends on the mean-field solution, the fluctu-
ation correction to the free energy and the corresponding disjoining pressure also
depend on the surface dissociation energy, as can be discerned from (Fig. 3.3) (a).
This is very different from the standard vdW interactions that do not depend on the
mean-field solution, at least in the standard DLVO formulation [66]. The scaling of
the fluctuation part of the interaction pressure, (Fig. 3.3) (b), shows a robust value
of the scaling exponent close to �3, close to its value for the case of a counterion-
only Coulomb fluid between two surfaces with fixed charges, where the fluctuation
disjoining pressure scales exactly as ⇠ lnD ⇥ D

�3, see Ref. [10] for details. The
exact value of the scaling exponent in the charge-regulated case, however, depends
on the value of the surface interaction parameter b. Since the dielectric mismatch
in this case is not zero, the monopolar and vdW dipolar fluctuation interactions,
stemming from the surface capacitance and the dielectric mismatch respectively, are
always mixed together and can not be disentangled in the separation dependence of
the fluctuation pressure.

Adding the mean-field and the fluctuation contribution together, (Fig. 3.4),
we note that for large values of the surface dissociation energy, the fluctuation
contribution becomes dominant, a simple consequence of the fact that the mean-field
vanishes while the fluctuation part remains finite. While in general the fluctuation
part is always subdominant to the mean-field solution, in this case the matters are a
bit more complicated as the charge regulation can wipe out the mean-field entirely
but not the fluctuation part. The fluctuation disjoining pressure for a vanishing
mean-field again depends crucially on the presence of the dielectric mismatch at
the bounding surfaces and does not necessarily coincide with the standard vdW
interaction. In fact, for the case of complete dielectric homogeneity, � = 0 see
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Figure 3.4: Rescaled total disjoining pressure as a function of the rescaled surface
separation plotted for different values of the parameter b, fixed dielectric jump
� = 0.95 and for the following values of the coupling parameter: (a) ⌅ = 0.5; (b)
⌅ = 1.
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Figure 3.5: (a) Rescaled fluctuation disjoining pressure as a function of rescaled
surface separation is plotted for different values of the parameter b but without
any dielectric jump, � = 0, and ⌅ = 1. (b) The scaling exponent � for the
effective scaling of the disjoining pressure with the intersurface separation is defined
as p̃2 ⇠ D̃

�. For small separations it approaches �1 asymptotically, whereas for
large separations it tends to a value close but not equal to �3.

(Fig. 3.5), the interaction pressure scaling exponent is in general smaller then for
� 6= 0. Asymptotically for small separations in fact it approaches one, just as for
the KS interaction. For larger separations it tends to a larger value but does not
approach �3 as the fluctuations it corresponds to, being due to the presence of
counter ions between the surfaces, are never purely dipolar.

Finally, in order to get an idea about the strength of the attractive interaction
we compare the fluctuation disjoining pressure p2 with the pure vdW pressure given
as pvdW = �H(�)/12⇡D3 [66], where H(�) is a Hamaker coefficient, which for
illustration purposes we chose to be 4.3 zJ [125]. We choose a large dielectric inho-
mogeneity (� = 0.95), and a separation between the surfaces of 1 nm (D = 1 nm),
bearing maximal surface charge �0 = 0.5 e0/nm2. With the given set of parameters,
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we calculate the fluctuation disjoining pressure pb=0 corresponding to a maximal
charge at the surfaces, and the fluctuating disjoining pressure pb=100, correspond-
ing to the case of electroneutral surfaces. One finds that for this specific choice of
parameters the fluctuating pressure is comparable to the vdW disjoining pressure:
pvdW = �1.1 bar while pb=100 = �1.3 bar and pb=0 = �0.8 bar.

3.7 Conclusions
In this Chapter, we derived a theory describing electrostatic interactions between
macromolecular surfaces bearing dissociable charge groups immersed in an aqueous
solution of dissociated counterions. Introducing a surface free energy corresponding
to a simple model of charge regulation, and formulating it in a field-theoretic lan-
guage, we derived the mean-field solution related to the Ninham–Parsegian charge
regulation theory and also obtained an exact solution for the second-order fluctua-
tions around the mean-field. The fluctuation contribution to the total free energy
is related to vdW interactions but is fundamentally modified by the presence of
dissociable charges on the bounding surfaces as well as the counterions dissolved in
the space between them.

While for the model discussed, containing an additional surface term usually not
present in Coulomb fluids with fixed charges on interacting surfaces, a weak-coupling
approximation can not be consistently defined, we proceed from the observation that
the saddle-point and the fluctuations around the saddle-point can be defined for any
field action [10]. The range of validity of this approximation should eventually be
ascertained once compared with detailed simulations of the same microscopic model.

What our methodology also clearly identifies, is the monopolar nature of the fluc-
tuation interactions between charge-regulated surfaces that singles them out from
the dipolar fluctuation interactions as is the case for vdW fluctuation interactions.
This sets the two types of interactions fundamentally apart as the range and scaling
characteristics of the two are vastly different. It also emerges quite straightforwardly
that the two types of fluctuation interactions are not additive but are fundamentally
intertwined and can only be decoupled in extreme limiting cases of either no dielec-
tric discontinuity or in the case of no surface capacitance. More specific predictions
regarding the role of monopolar fluctuation interactions between dissociable charge
groups corresponding to deprotonated and protonated molecular groups, as is the
case for proteins, will be forthcoming once the model considered is generalized to
include the intervening salt solution at a set value of the solution pH, which is going
to be a subject of the Chapter 4.

Suffice it to say at this point that in an appropriate limit our theory is related to
the KS interactions known to be relevant in the protein context. More importantly
though, it allows to consistently generalize the theory of KS interactions, or indeed
any electrostatic interaction that presumes charge regulation, in such a way that
one can use advanced concepts and methods of the Coulomb fluid theory to solve
it approximately. In this way, we pave the way to new developments in the theory
of KS and related interactions that would not be conceivable within their original
theoretical framework [64, 65].
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Chapter 4

Titrating macroions in monovalent
salt solution

In Chapter 3 we set a proper theoretical framework for describing charge-regulation
interactions, where we solved a problem of counterion-mediated interactions between
charge-regulated surfaces. In biological systems, it is more common situation to have
proteins in a solution where the salt ions are ubiquitous components (as in a physio-
logical solution, where the concentration of monovalent salt is approximately 0.1 M).
So now we proceed with studying a system, more related to the one also found in
nature. Again, we start from the simplest model, that takes two spherical macroions
with dissociable groups immersed in monovalent salt solution, corresponding more
closely to the original KS model.

The aim of this Chapter is to present an improved theory of fluctuation inter-
action for two small and distant spherical macroions subject to charge regulation.
The problem will be formulated in the way that allows for decoupling of the charge
regulation part and the interaction part, of which the former can be treated exactly
while the latter can be described on the DH level. This allows us to derive a closed
form expression for the total interaction and compare it with various approximate
forms, including the original KS expression. Furthermore, we will be able to go be-
yond the KS result and derive realistic pH and ionic strength dependent interactions
between protein macroions with known amino acid composition.

4.1 Model
We consider a model system composed of two charged spherical macroions in a 1:1
salt solution (Fig 4.1). The charge of the macroions is not constant, but is described
by a dissociation surface free energy density cost corresponding to the Parsegian-
Ninham charge regulation model, as discussed in Chapter 3, of the general lattice
gas form

f0('(r)) = i�0'(r)� ↵kBT
�0

e0
ln
⇣
1 + b exp (i�e0'(r))

⌘
, (4.1)

where ↵ quantifies the number of dissociation sites and ln b = � ln 10(pH� pK) =
�µS, where pK is the dissociation constant and µS is the free energy of charge
dissociation. Here '(r) is the local fluctuating potential that needs to be integrated
over to get the final partition function. The mean-field PB approximation is obtained
by identifying '(r) �! i� = i�PB [126]. The total dissociation free energy for a
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Figure 4.1: Shematic representation of the model: two charge-regulated ions im-
mersed in 1:1 salt solution.

spherical macroion of a radius a0, sufficiently small so that one can assume that
the electrostatic potential is uniform over its surface, '(|r| = a0) = ', and can be
written in the form

f(') =

I

S

f0('(r))d
2r �!

�! iNe0'� ↵kBTN ln (1 + b exp (i�e0')), (4.2)

where N is the number of absorption sites satisfying
R
dS�0 = Ne0, and ↵ > 1

is a coefficient of asymmetry, determining the width of the interval spanned by the
particle’s effective charge e(�) as a function of the mean-field potential on its surface
� = �(a0):

e(� = �(a0)) =
@f(�)

@�
=

e0N

⇣
↵

2
� 1
⌘
�
↵

2
tanh

⇣
�

1

2
(ln b� �e0�)

⌘�
. (4.3)

The effective charge of the macroion can thus fluctuate in the interval �Ne0 <

e < (↵ � 1)Ne0, ↵ > 1. When ↵ = 2 the charge interval is by definition sym-
metric [�Ne0, Ne0]. All of the expressions for the charge regulation referred to
above are just variants of the surface lattice gas free energies [126] with a variable
number of dissociation sites that describe the dissociation of the charge moieties
on the surface of the macroions. In addition, we have taken the limit of small
macroions, a0 ! 0, implying that the surface potential on the macroions is a con-
stant, f(') =

H
|r|=a0

f0('(r))d2r.
While the approximation of treating the macroion as a point-like particle is a

convenient analytical device to make the calculations tractable, it obviously entails
some additional limitations to their validity. The most severe one is the disregard of
non-spherically symmetric charge fluctuations, or equivalently of fluctuating higher
order multipoles. A macroion of finite extension, with an angular distribution of
surface dissociable sites, will typically show fluctuating monopoles, dipoles etc. that
depend on the local electrostatic potential. The point-particle simplification re-
taining only the monopolar fluctuations can be argued to be the most important
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contribution in the large separation limit, while the higher order multipoles are sub-
dominant. In addition, higher order multipoles - starting with the dipole - would
invariably couple the charge fluctuation interaction with the standard van der Waals
interaction.

In addition, the point macroion approximation disregards the electrostatic in-
teraction between dissociable groups, as they are represented by a single point-like
charge regulated moiety. A finite size of the macroion with angular dependence of
the dissociation site distribution would bring in also the electrostatic interactions
between the sites on the same macroion, which could furthermore lead to potentially
important new facets in the interaction between two macroions. While this line of
reasoning can certainly be pursued, and will be in the future, it is important to have
the “baseline“ point-macroion results first in order to assess the importance of other
contributions.

Assuming that the fluctuating electrostatic potential of one macroion is �1(a) =
'1 and of the other one is �2(a) = '2, located at r1 and r2, respectively, the
partition function of the system can be derived in the field-theoretic form, see Ap-
pendix B:

Z =

Z Z
d'1 exp (��f('1))G('1,'2) exp (��f('2))d'2, (4.4)

where the partition function has already been normalized by dividing with the bulk
system partition function [127], obtained for f(') = 0. G('1,'2) is the propagator
of the field, defined with the values of the potential '1 and '2 at the location of the
first and the second particle respectively, derived in Appendix B:

G('1,'2) = exp

✓
�
�

2

✓
'1

'2

◆T

0

@ G(r1, r1) G(r1, r2)

G(r1, r2) G(r2, r2)

1

A
�1✓

'1

'2

◆◆
,

(4.5)

where the matrix of Green’s functions for the bulk composed of a 1:1 electrolyte in
the DH approximation is given as:
0

@G(r1, r1) G(r1, r2)

G(r1, r2) G(r2, r2)

1

A =

0

@ (exp (�a)/4⇡✏✏0a) (exp (�R)/4⇡✏✏0R)

(exp (�R)/4⇡✏✏0R) (exp (�a)/4⇡✏✏0a)

1

A ,

(4.6)
Here we assumed that the two macroions can not come closer than a = 2a0. The DH
screening is given as  =

p
8⇡lBc, where c is the salt concentration. Variations on

the above form are possible that would contain the factor exp (�(R� a))/R(1+a)
for the separation dependence of G(r, r). We will comment on the detailed choice
of the form for the DH interaction later.

The charge regulation energy term exp (��f(')) can now be expanded as a
binomial [128]:

exp (��f(')) = exp (�i�Ne0')[1 + b exp (i�e0')]
↵N =

↵NX

n=0

✓
↵N

n

◆
b
n exp (�i�Ne0') exp (i�e0n'). (4.7)
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The integral (4.4) then becomes:

Z =
1

Z0

Z Z
d'1d'2

↵NX

n

↵NX

n0

anan0 exp (�i�e0(N � n)'1)⇥

exp

✓
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2

✓
'1

'2

◆T

0

@ G(r1, r1) G(r1, r2)

G(r1, r2) G(r2, r2)

1

A
�1✓

'1

'2

◆◆
exp (�i�e0(N � n

0)'2)

(4.8)

where an(↵) =

✓
↵N

n

◆
b
n for any ↵.

Introducing the dimensionless variables R̃ = R/lB, ã = a/lB and ̃ = lB,
one can rewrite the partition function for two equal macroions with both charges
allowed to vary in the interval [�Ne0, Ne0] in the form:

Z =
2NX

n

2NX

n0

an(2)an0(2) exp
⇣
� �FN,N(n, n

0
, R̃)
⌘
, (4.9)

where we introduced FN,N(n, n0
, R̃) as:

FN,N(n, n
0
, R̃) =

1

2

(
e
�̃ã

ã
[(N � n)2 + (N � n

0)2] + 2
e
�̃R̃

R̃
(N � n)(N � n

0)

)
.

(4.10)

Clearly, we have incorporated exactly the charge regulation free energy for each
of the macroions, while the electrostatic coupling between the two macroions is
included approximately via the DH propagator. The configuration of this particular
example is symmetric, as the two macroions are identical and are descibed by the
same charge regulation free energy. The asymmetric configuration, corresponding
to unequal charge regulation free energies for the two macroions, is addressed next.

In order to describe two equal macroions with a regulated charge in the interval
�Ne0 < e < 0 we take as a model expression Eq. (6) with ↵ = 1, i.e.,

f(') = iMe0'� ↵kBTN ln (1 + b exp (i�e0')), (4.11)

where M = N and with the partition function

Z =
NX

n

NX

n0

an(1)an0(1) exp
⇣
� �FN,N(n, n

0
, R̃)
⌘
. (4.12)

Furthermore, charge regulation in the interval 0 < e < Ne0 is described by

f(') = �kBTN ln (1 + b exp (i�e0')), (4.13)

corresponding to the protonation of neutral state (M = 0), with the partition func-
tion for two equal macroions obtained in the form:

Z =
NX

n=0

NX

n0=0

an(1)an0(1) exp
⇣
� F0,0(n, n

0
, R̃)
⌘
. (4.14)
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Finally, for an asymmetric case, where the two macroioins are different, one with
charge in the allowed interval [0, Ne0] and the other one spanning the interval
[�Ne0, 0], the partition function is obviously obtained in the form

Z =
NX

n=0

NX

n0=0

an(1)an0(1) exp
⇣
� FN,0(n, n

0
, R̃)
⌘
, (4.15)

These results for the partition function derived above can be written succinctly in
a single formula as:

Z =
↵NX

n

↵NX

n0

an(↵)an0(↵) exp
⇣
� �FN,M(n, n0

, R̃)
⌘
, (4.16)

where one can distinguish three different cases:

• M = N , ↵ = 2 - full symmetric system (the macroions are identical, both with
charge spanning the symmetric interval [�Ne0, Ne0]);

• M = N , ↵ > 2 - semi-symmetric system (the macroions are identical, both
with charge spanning the asymmetric interval [�Ne0,↵Ne0]);

• N 6= 0, M = 0, ↵ = 1 - asymmetric system (one particle is positive, with
charge fluctuating [0, Ne0], the other negative with charge spanning the inter-
val [�Ne0, 0]).

The partition function Eq. (4.16) can be evaluated exactly only numerically, as we
will do as well, in addition to providing two explicit analytical approximations.

4.2 Symmetric–asymmetric charges on proteins
We proceed to calculate the average value of the charge of the macroions he1,2i,
charge cross correlation he1e2i and auto-correlation function he1�he1ii

2 for all three
systems. The thermodynamic averages can be written as

h. . .i =
1

Z

↵NX

n,n0

an(↵)an0(↵) . . . exp
⇣
� �FN,M(n, n0

, R̃)
⌘
. (4.17)

In this way, we can write e.g. the dimensionless average charge of the particle,
hẽ1i = he1i/e0 as:

hẽ1i = h(n�M)i. (4.18)

In a similar way, other averages are calculated exactly from the full partition function
and are plotted as functions of R̃ and pH� pK, for different values of the number
of absorption sites N and salt concentration c, keeping fixed the diameter of the
macroions ã, see (Figs. 4.2, 4.3, 4.5 and 4.6).

In a fully symmetric system (Fig. 4.2) (solid lines), the average charge is allowed
to vary in a symmetric interval, reaching the point of zero charge (PZC) for pH = pK.
Away from PZC, the average charge changes almost linearly until it reaches satura-
tion and stays constant for any value of pH� pK (Fig. 4.2(a)). The charge auto-
correlation function is positive with the maximum centered at the PZC, being larger
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Figure 4.2: Symmetric system: (a) The average charge of macroions; (b) Auto-
correlation function. All averages are obtained by exact evaluation of the partition
function. Solid lines correspond to a fully-symmetric system (↵ = 2), while dashed
lines represent the semi-symmetric case which takes asymmetry coefficient to be
↵ = 3. Each color corresponds to a choice of parameters (number of adsorption
sites N and salt concentration c) as described in panel (a). The dimensionless
diameter of the macroions is ã = 1 and separation between them R̃ = 1.5.
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Figure 4.3: Charge cross-correlation function for fully-symmetric system (solid lines)
and semi-symmetric system (dashed lines): (a) pH-dependence at R = 1.5; (b) R-
dependence at pH� pK = 0. All averages are obtained by exact evaluation of
the partition function. Each color corresponds to a choice of parameters (number
of adsorption sites N and salt concentration c) as described in Fig. 4.2 (a). The
dimensionless diameter of the macroions is taken as ã = 1.

for larger number of adsorption sites and salt concentration (Fig. 4.2(b)). The charge
cross correlation function, being negative close to the PZC, indicates that even in
the fully symmetric system the macroion charges prefer to fluctuate asymmetrically:
charge fluctuation on one macroion being accompanied with a fluctuation of the op-
posite sign on the other macroion (Fig. 4.3)(a). This is a robust property of the
system, fully discernable also in the 1-dimensional exact solutions [128]. Considering
the charge cross correlation function as a function of distance between macroions,
plotted for fixed pH = pK (Fig. 4.3)(b), one can observe that at the PZC, fluctua-
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Figure 4.4: The interaction force for fully-symmetric system (solid lines) and semi-
symmetric system (dashed lines), plotted as: (a) pH-dependence at R = 1.5; (b)
R-dependence at pH� pK = 0. All averages are obtained by exact evaluation of
the partition function. Each color corresponds to a choice of parameters (number
of adsorption sites N and salt concentration c) as described in panel (b). The
dimensionless diameter of the macroions is taken as ã = 1.

tion asymmetry effect decreases as separation increases, and it is the strongest for
larger number of adsorption sites and smaller values of salt concentration.

Finally, the interaction force is calculated as

F̃ (R̃) = �
d

dR̃
[� lnZ(R̃)],

and it is shown in (Figs. 4.4 and 4.7). Two identical macroions repel for most
values of the parameters, but show a net attraction in the vicinity of the PZC. This
attraction is of purely fluctuational origin, stemming from the asymmetric charge
cross-correlation. At the same value of dimensionless separation, the strength of this
fluctuation attraction is larger in systems with a larger number of adsorption sites
and smaller salt concentration.

Concerning the semi-symmetric system of macroions with both charges spanning
the same asymmetric interval (Figs. 4.2 - 4.4) (dashed lines), one discernes similar
behavior of all averages as in the fully symmetric system. However here, the PZC is
no longer determined by pH = pK, but is shifted, meaning that the concentration
of the positive ions close to the macroion surfaces is different from the concentration
of protons in the bulk. The auto-correlation function as a function pH� pK is not
centered anymore on the PZC, but the asymmetric fluctuations do again appear at
the PZC, (Fig. 4.3), where one can observe net attraction between the macroions,
(Fig. 4.4) (dashed lines).

The behavior of the completely asymmetric system is shown in (Figs. 4.5- 4.7).
Here, away from PZC, the first macroion is positive, the second neutral, or the
first can be neutral, while the second can be negatively charged, depending on
the value of pH� pK. In the region �3 . pH� pK . 3 both macroions carry
nonzero charge of opposite sign, and at pH = pK, the system is electroneutral as
a whole, i.e. the sum of average charges is equal to zero, Fig 4.5(a). The charge
cross correlation function is always negative (Fig. 4.6)(a) and one can observe only
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Figure 4.5: Asymmetric system: (a) The average charge of one particle (solid lines)
and the other (dashed lines); (b) the interaction force at pH = pK. All averages are
obtained using the exact evaluation of full partition function. Each color corresponds
to a choice of parameters (number of adsorption sites N and salt concentration c)
as described in (a). The dimensionless diameter of the macroions is ã = 1 and the
separation between them R̃ = 1.5.

attraction (Fig. 4.5)(b). The number of adsorption sites has the biggest influence
on the intensity of interaction.

The fluctuation effect shows an interesting twist in this system: the interaction
force as a function of separation shows attraction also when one of the macroions is
charged and the other one reaching its point of zero charge, see (Fig. 4.7)(a). The
origin of that attraction comes from the mean charge-induced charge interaction,
see (Fig. 4.7)(b), where one can observe non-zero product hẽii

2
h(ẽj � hẽji)2i of

non-zero charge hẽii
2 and autocorelation function of zero charge hẽji. As it is the

case in the symmetric system, here also for the same separation the attraction is
significantly stronger in a solution with larger number of adsorption sites and smaller
salt concentration.

4.3 Discussion

In the previous section we showed results obtained numerically using the exact eval-
uation of the full partition function [129]. The aim of this section is to seek an
analytical approximation that will provide a better intuition about the behavior
of the attractive interaction arising between identical macroions with fluctuating
charge, so that it can be compared with the original KS result for the attractive
components as well as the DH result for the repulsive component, respectively. In
order to do so, we will evaluate the partition function, Eq. (4.16), introducing two
different approximations, the saddle-point approximation and the “Gaussian“ ap-
proximation, comparing the ensuing approximative results with the exact ones. The
approximations refer to the evaluation of the partition function Eq. (4.4) and not
to the evaluation of the field Green’s function, G('1,'2), which is always assumed
to be of the DH form. All the approximations detailed below thus refer to the
evaluation of the charge regulation part of the partition function.
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Figure 4.6: Asymmetric system — charge cross-correlation function (a) pH-
dependence at R = 1.5; (b) R-dependence at pH� pK = 0 . All averages are
obtained using the exact evaluation of full partition function. Each color corresponds
to a choice of parameters (number of adsorption sites N and salt concentration c)
as described in Fig. 4.5(a). The dimensionless diameter of the macroions is ã = 1.
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Figure 4.7: Asymmetric system: (a) the interaction force plotted at pH� pK = 3;
(b) hẽ1i

2
h(ẽ2 � hẽ2i)2i (solid lines) and hẽ2i

2
h(ẽ1 � hẽ1i)2i (dashed lines). All aver-

ages are obtained using the exact evaluation of full partition function. Each color
corresponds to a choice of parameters (number of adsorption sites N and salt con-
centration c) as described in (a). The dimensionless diameter of the macroions is
ã = 1.
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4.3.1 Saddle-point approximation

The saddle-point approximation consists of finding the dominant contribution to the
partition function, corresponding to the minimum of the field action, which is then
expanded around the minimum to the second-order in deviation. The saddle-point
approximation is usually referred to also as the mean-field approximation, but we
need to distinguish the mean-field in the treatment of the charge regulation free
energy with the PB mean-field, which refers to the interaction part. The procedure
is detailed in Appendix C, where we derive expressions for the saddle-point free en-
ergy, as well as the fluctuation induced free energy from the second-order correction
Eq. (C.9). With respect to that decomposition, one can distinguish the saddle-point
interaction force, F̃0, and the fluctuation component of the interaction force, F̃2,
with magnitudes given by:

F̃0 =
1 + ̃R̃

R̃2
ã
2 exp (2̃ã� ̃R̃)

⇥

h
�
⇤
1
�

ã

R̃
exp

⇣
̃(ã� R̃)

⌘
�
⇤
2

ih
�
⇤
2
�

ã

R̃
exp

⇣
̃(ã� R̃)

⌘
�
⇤
1

i

h
1� ( ã

R̃
)2 exp

⇣
� 2̃(R̃� ã)

⌘i2 (4.19)

and:

F̃2 = �
1 + ̃R̃

R̃3

ã
2 exp

⇣
� 2̃(R̃� ã)

⌘

h1(�⇤
1
)h2(�⇤

2
)� ã2

R̃2 exp
⇣
� 2̃(R̃� ã)

⌘ . (4.20)

Here h1(�⇤
1
) and h2(�⇤

2
) are defined by:

h1(�
⇤
1
) = 1 +

ã

↵bN
exp (̃ã) exp (��⇤

1
)(b+ e

�
⇤
1)2;

h2(�
⇤
2
) = 1 +

ã

↵bN
exp (̃ã) exp (��⇤

2
)(b+ e

�
⇤
2)2, (4.21)

with �
⇤
1

and �
⇤
2

the solutions of the saddle-point equations, Eqs. (C.3) and (C.4),
given in the Appendix C. Since they are obtained numerically, this method does not
give us a transparent analytical solution for the free energy and interaction force.

The sum of the saddle-point interaction force, F̃0, and the fluctuation force, F̃2,
for symmetric, semi-symmetric and asymmetric systems are plotted as functions of
separation R̃ and compared with results obtained with exact evaluation of the full
partition function, (Fig. 4.8). One can notice that there is a good agreement be-
tween both results obtained using these different methods. The saddle-point method
decouples the total force into a saddle-point part and a fluctuation part, one being
repulsive and the other attractive, respectively, except for the asymmetric system,
where there is no repulsion whatsoever and where the agrement is not so good as
in the previous two cases, (Fig. 4.8)(c). They can be differentiated based on the
separation scaling of the interaction free energy. In the first case it decays exponen-
tially with R̃, while in the second it decays exponentially with 2R̃. The repulsive
force decreases as the system is approaching the PZC, where it is identically equal
to zero. In this regime the fluctuation component to the interaction force becomes
the dominant one.
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Figure 4.8: Total interaction force, obtained using the saddle-point approximation
to evaluate the full partition function, (dashed lines) compared with numerical re-
sults, obtained using the exact evaluation of the full partition function, (solid lines).
(a) fully symmetric system (↵ = 2); (b) semi-symmetric system with ↵ = 3; (c)
asymmetric system. Each color corresponds to a different choice of parameters (salt
concentration c and pH� pK) as indicated. The dimensionless diameter of the
macroions is ã = 1 and number of adsorption sites N = 7.

4.3.2 Gaussian approximation

In this case the analytical evaluation of the partition function Eq. (4.16), is based
on a Gaussian approximation for the binomial coefficient, and it is presented in
Appendix D.

The partition function in this case also decouples into two separate contributions,
of which one decays exponentially with R̃, and the other one decays exponentially
with 2R̃. We will again refer to them as the “mean“ and the “fluctuation“ part of
the interaction force, using the same notation as for the saddle-point approximation.
One should note here that on this approximation level there is no real decoupling
into the mean and fluctuation part. We differentiate them purely based on their
scaling with separation.

The mean interaction force, F̃0, can be obtained as:

F̃0 =
1 + ̃R̃

R̃2
ã
2 exp (2̃ã� ̃R̃)

[(pH� pK) ln 10]2
h
1 + 2 ã

N
exp (̃ã) + ã

R̃
exp

⇣
� ̃(R̃� ã)

⌘i2

(4.22)

and the fluctuation force, F̃2, as:

F̃2 = �
1 + ̃R̃

R̃3

ã
2 exp

⇣
� 2̃(R̃� ã)

⌘

(1 + 4ã

↵N
exp (̃ã))2 � ã2

R̃2 exp
⇣
� 2̃(R̃� ã)

⌘ . (4.23)

Again both F̃0 and F̃2 are obtained in the same way and the separation into “mean“
and “fluctuation“ part is arbitrary. Nevertheless, the separation scaling of the two
is the same as for the mean-field and fluctuation contribution in the case of the
saddle-point approximation, making the nomenclature reasonable.

The general form of mean interaction force is given in Eq. (D.4), valid for all three
systems considered: fully symmetric, semi-symmetric and asymmetric. Because of
its complexity, we display here only F̃0 for the fully symmetric system, Eq. (4.22).
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Figure 4.9: Analytical results for the total force, obtained using approximative evalu-
ation of full partition function, (dashed lines) are compared with numerical results,
obtained using exact evaluation of full partition function, (solid lines). (a) fully
symmetric system (↵ = 2); (b) semi-symmetric system with ↵ = 3; (c) asymmetric
system. Each color suits to the corresponding choice of parameters (salt concentra-
tion c, and pH� pK) as it is shown at figures. The dimensionless diameter of the
macroions is ã = 1 and number of adsorption sites N = 7.

On the other side, the fluctuation force, Eq. (4.23), has the same, universal form
for all three types of systems. One can compare these results, Eqs. (4.22), (4.23),
with those obtained using the saddle-point approximation, Eqs. (4.19) (4.20).

Clearly, the fluctuation force in the Gaussian approximation corresponds exactly
to the fluctuating force in the saddle-point approximation, if the saddle-point is
taken at the PZC, pH = pK, and the mean-potentials are �⇤

1
= �

⇤
2
= 0. However,

in general the two approximations do not coincide and thus we can not claim that
F̃2 is purely fluctuational in origin.

The mean and the fluctuation part to the interaction force are plotted as func-
tions of dimensionless separation R̃ in (Fig. 4.9). The total interaction force ob-
tained in this way is compared with the one obtained using the exact evaluation of
the partition function. For the fully symmetric system, the Gaussian approximation
fits perfectly the exact results (Fig. 4.9)(a). A good agreement is found in a semi-
symmetric system (Fig. 4.9)(b), while the analytical results do not work quite well
in the region away from PZC in the asymmetric system (Fig. 4.9)(c).

In the fully symmetric system, the mean part of the interaction force is repulsive,
decreasing on approach to the PZC, while in the asymmetric system, it is actually
attractive as the macroions are on the average oppositely charged. On the other
hand, the fluctuation component to the interaction force is attractive no matter
what the symmetry of the system and the pH of solution, while it does depend on
the salt concentration. Interestingly enough, on the Gaussian approximation level
for the binomial coefficient the pH-dependence of the auto-correlation function again
drops out completely, which is contrary to the full numerical evaluation of the charge
auto-correlation function.

4.3.3 Comparison with Debye –Hückel and Kirkwood – Shu-

maker forms

We now set our results against the mean-field DH theory of interactions between
point-like macroions, and against the KS theory of charge fluctuation forces. Ob-
viously, without charge regulation the charge of both interacting macroions is fixed
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and the DH form of the interaction should be recovered. Setting ↵ = 0 and M = N

in Eq. (4.16), one indeed gets the DH interaction force between two well separated
like-charged macroions in a salt solution:

F̃ ⇡ N
2
exp (�̃R̃)

R̃
. (4.24)

Charge regulation, besides inducing attraction at the PZC, also introduces signif-
icant modifications in the mean-field interaction force, Eq. (4.22), leading to its
vanishing at the PZC. In the limit of large separations, the charge-regulated inter-
action force Eq. (4.22), in fact scales as:

F̃0 ⇡
1

R̃
ã
2 exp (2̃ã� ̃R̃)

[(pH� pK) ln 10]2
�
1 + 2 ã

N
exp (̃ã)

�2 , (4.25)

clearly showing a strong dependence on the solution pH.
As for the fluctuation component of the interaction force for two spherical point-

like macroions, we can cast its form in the Gaussian approximation, going to a limit
of large separation, Eq. (4.23), as

F̃2 ⇡ �
̃

R̃2

ã
2 exp (�2̃(R̃� ã))

[1 + 2 ã

N
exp (̃ã)]2

. (4.26)

The charge auto-correlation function for the two macroions, h�ẽ
2

1
i = h(ẽ1 � hẽ1i)2i,

is calculated analytically using the same Gaussian approximation and the following
form is obtained:

h�ẽ
2

1
ih�ẽ

2

2
i ⇡

ã
2 exp (2̃ã)

(1 + 2 ã

N
exp (̃ã))2

. (4.27)

With this result the fluctuation component of the interaction force assumes the
asymptotic form:

F̃2 ⇡ �
̃ exp (�2̃R̃)

R̃2
h�ẽ

2

1
ih�ẽ

2

2
i. (4.28)

This actually coincides exactly with the original Kirkwood Shumaker result [64, 65]
if we take into account the fact that they take the DH Green’s function for two point
charges with a finite size-scaling factor exp (̃ã)/(1 + ã), so that we would have to
multiply Eq. (4.28) by exp (�2̃ã)(1+ã)2. Again we note that on this approximation
level the pH-dependence of the auto-correlation function drops out completely, but
is retained in the full numerical evaluation of the charge auto-correlation function.

4.4 Protein-like macroions

The general theory formulated above can be straightforwardly applied to the inter-
action of protein-like macroions at large separations. In a protein, the amino acids
Asp, Glu, Tyr and Cys can be negatively charged, while Arg, Lys and His can carry
a positive charge, all depending on the solution conditions. The respective pKs for
the dissociation of the various amino acids are given at the Table 1.1.

63



Chapter 4. Titrating macroions in monovalent salt solution

0 2 4 6 8 10 12 14

- 6

- 4

- 2

0

2

4

6

pH

<
e
 >

~

c = 70 mM   

c = 10 mM   

(a)

0 2 4 6 8 10 12 14

0.0

0.2

0.4

0.6

0.8

pH

<
~

1
2
>

 -
<
e~
1
>
2

e

(b)

Figure 4.10: Generalized system: (a) The average charge of macroions; (b) charge
auto-correlation function. All results are obtained by using the exact numerical
evaluation of the full partition function. Solid lines correspond to a system of two
proteins, each of which consists of 2 Asp, 2 Glu, 2 Lys, 2 His, while dashed lines
represent the system which has additional 2 Tyr and 2 Arg. Blue color corresponds
to the value of salt concentration c = 10 mM, while the red color corresponds to the
c = 70 mM. The dimensionless diameter of the macorions is ã = 1 and separation
between them R̃ = 1.5.

In order to describe a protein macroion composed of these amino acids, one
should write down the charge regulation free energy in the form:

fp(') = i

X

j

NjMje0'� kT

X

j

NjMj ln (1 + bj exp (i�e0'))�

�kT

X

k

NkMk ln (1 + bk exp (i�e0')), (4.29)

where j stands for negative AAs j = {Asp,Glu,Tyr,Cys}, while k stands for posi-
tive ones k = {Arg,His,Lys}. Nj, Nk are the numbers of absorption sites on each
positive and negative AAs and since each of these AAs has one adsorption site it
will be set to 1. Mj,Mk count how many times each of AAs occurs in the protein,
and bj, bk stand for bn = exp (�(pH� pKn) ln 10), where pKn for each AA is given
in Table 1.1. For point-like macroions the spatial distribution of AAs on the surface
of the protein is irrelevant and the above approximation is thus admissible.

The partition function for the system of two point-like proteins immersed in
monovalent salt solution and containing seven types of dissociable AAs, negatively
charged {Asp,Glu,Tyr,Cys} and positively charged {Arg,His,Lys}, can be written
as:
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Y
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(4.30)

where ` runs through {Asp,Glu, Tyr, Cys} and {Arg,His, Lys}, with:
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Figure 4.11: Generalized system: charge cross correlation function - (a) pH depen-
dence; (b) R-dependence. All results are obtained by using the exact numerical
evaluation of the full partition function. Solid lines correspond to a system of two
proteins, each of which consists of 2 Asp, 2 Glu, 2 Lys, 2 His, while dashed lines
represent the system which has additional 2 Tyr and 2 Arg. Blue color corresponds
to the value of salt concentration c = 10 mM, while the red color corresponds to the
c = 70 mM. The functions bearing R̃-dependence are plotted at isoelectric point of
two systems: pH = 5.15 and pH = 8 respectively, while the function bearing pH-
dependence are plotted at fixed separation R̃ = 1.5. The dimensionless diameter of
the macroions is ã = 1.
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where the unprimed/primed notations referred to the two protein macroions. M
`

i

counts how many times each of these seven amino-acids occurs in a protein, while
M

m

i
is restricted on counting only negative amino acids. b` refer to the chemical

energy of dissociation: b` = exp (�(pH� pK`) ln 10), where the intrinsic pK` for
the seven dissociable amino-acids are given in the Table 1.1.

Since the evaluation of Eq. (4.30), is computationally time consuming, we con-
sider only the behavior of two model systems, one (system I) composed of protein-like
macro-ions consisting of 2 Asp, 2 Glu, 2 Lys, 2 His, and the other (system II) hav-
ing 4 AAs more - 2 Tyr and 2 Arg. The results are shown in (Figs. 4.10 - 4.12).
The protein charge, as a function of pH, spans a symmetric interval with constant
plateaus in the pH regions, that correspond to charging up an additional AA. The
cross-correlation function in general follows the pattern of plateaus of the average
charge, being positive everywhere except at the PZC, where asymmetric charge dis-
tribution appears. The auto-correlation function and the charge cross-correlation
show opposite signs, with one being positive and the other negative, respectively.

Analyzing the behavior of the interaction force, one can see that two identical
proteins mutually repel and that the strength of the interaction depends on pH in
the solution, following closely the behavior of the charge cross-correlation function.
The repulsion is smaller in a solution of higher salt concentration, since the salt
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Figure 4.12: Generalized system: interaction force - (a) pH-dependence; (b) R-
dependence. All results are obtained by using the exact numerical evaluation of
the full partition function. Solid lines correspond to a system of two proteins, each
of which consists of 2 Asp, 2 Glu, 2 Lys, 2 His, while dashed lines represent the
system which has additional 2 Tyr and 2 Arg. Blue color corresponds to the value
of salt concentration c = 10 mM, while the red color corresponds to the c = 70 mM.
The functions bearing R̃-dependence are plotted at isoelectric point of two systems:
pH = 5.15 and pH = 8 respectively, while the function bearing pH-dependence are
plotted at fixed separation R̃ = 1.5. The dimensionless diameter of the macroions
is ã = 1.

screens the protein charge and reduces the interaction. The repulsion disappears
at the PZC, where the attraction sets in, increasing with salt concentration at a
fixed dimensionless separation between the proteins. The attractive interaction is
negligible for proteins composed of a larger number of amino-acids, which is not in
correspondence with our previous results, where the attraction is larger for a larger
number of adsorption sites. This can be explained by analyzing the average charge
of the protein, (Fig. 4.10) (a), where one can observe a plateau of zero charge for
the system II, which is not the case in system I, so it can be concluded that the
strength of the fluctuation interaction depends on the rate of change of the charge
of the macroion with pH, which of course depends on the type of the protein.

This can be derived also formally by following Lund and Jönsson [60]. The
fluctuation part of the interaction force, Eq. (4.28), is approximately proportional
to the charge variance, which in its turn follows from the macroion capacitance C,
as

h(ẽ� hẽi)2i ⇠ C =
@ẽ(�)

@(�e0�)
= �

1

ln 10

@ẽ(�)

@pH
, (4.32)

as is clear also from Eq. (4.3). The strength of the fluctuation interaction therefore
depends on the rate of change of the mean charge of the macroion with pH, i.e. its
capacitance. This can be clearly discerned from (Fig. 4.10)(b), where we observe
that the system II has zero capacitance at its PZC, while system I has a non-zero
capacitance at its PZC.
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4.5 Conclusions

We presented a theory describing electrostatic interaction between two spherical
macroions, with non-constant, fluctuating charge, surrounded by a monovalent ba-
thing salt solution. The macroion charge fluctuations are described with the Parse-
gian–Ninham model of charge regulation, which effectively corresponds to the lat-
tice gas surface dissociation free energy. Our theory is based on two approximations:
one assumes the macroions as point-like, in the sense that the electrostatic poten-
tial on the surface of the macro-ion is uniform, whereas the other one treats the
intervening salt solution on the DH level, assuming the electrostatic potential to be
small, such that the PB equation can be linearized. Choosing the proper charge
regulation energy, we analyzed the behavior of three different systems that differ in
the symmetry of charge distribution. These are: a symmetric system composed of
two identical macroions with a symmetric as well as asymmetric charge regulation
intervals, corresponding to the fully symmetric and semi-symmetric cases, and an
asymmetric system, composed of oppositely charged macroions, allowing the case of
having one charged and one uncharged particle.

We have shown that in charge-regulated systems, asymmetrical charge fluctua-
tions appear near the PZC, engendering strong attractive interactions of a general
Kirkwood–Schumaker type, but with different functional dependencies as argued in
their original derivation. The fluctuational nature of the KS interaction is consistent
also with the fact that it arrises even between a charged and a charge-neutral object,
in the vicinity of the pH where the charged macroion becomes neutral itself. This is
the case studied also in the context of the PB theory within the constant charge reg-
ulation model, in fact corresponding to a linearized form of the full charge-regulation
theory [68, 98]. In this limit too, the effects of charge regulation are crucial and lead
to attraction. However, in the context of our approximations, the attractive interac-
tion between a charged and a neutral surface stemms from the coupling between the
net charge of one, and charge fluctuations of the other surface. Off-hand one would
tend to see the attraction in the constant charge regulation model as being grounded
in the mean-field level but caution should be exercized here. In our case too the
Green’s function pertains to the DH mean-field level, and the attraction actually
comes from the surface charge regulation. Constant charge regulation model must
obviously capture some of the same physics.

The bathing solution with its pH and ionic strength therefore plays an important
role in charge regulated systems, and the interactions to which they are subject. In
all cases studied, the fluctuation attraction is larger for smaller salt concentration
in solution at the same dimensionless separation, as well as the repulsion, which is
actually reduced at a fixed separation by increasing the salt concentration, consistent
with the electrolyte screening effect. Furthermore, a stronger attraction is found in
systems composed of identical macroions having a larger number of adsorption sites,
giving rise to larger charge fluctuations.

The theory, developed for toy models, was then applied to the case of protein-like
macroions, with different dissociation constant for different chargeable amino acids.
For protein electrostatic interactions their strength depends on the rate of change
of the charge of the macroion with respect to the solution pH, i.e. the molecular
capacitance of the macroion, which is protein specific and connected with the capac-
itance of the protein charge distribution. Apart from this, salt concentration reduces
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the attraction between protein-like macroions, as is noted also in simulations and
experiments in the case of e.g. lysozyme in monovalent salt solutions [69]. In fact,
understanding the details of the protein–protein interaction is our main motivation
for developing further our theoretical approach, specifically the relation between
the KS interaction, the patchiness effects and vdW interactions between proteins in
electrolyte solutions.
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Chapter 5

Titrating macroions in polyvalent
salt solution

We now change the perspective and consider a case where the bathing solution con-
tains not only a weakly coupled monovalent salt but also polyvalent ions that are
strongly coupled to the charged macroions, mediating the interaction between them.
A possible realization would correspond to a mixture of multivalent ions in a bathing
solution of monovalent ions, a situation rather typical in the context of semiflexible
biopolymers, where multivalent ions are believed to play a key role in their condensa-
tion [34, 35]. With the presence of polyvalent ions in the system, the weak-coupling
paradigm in general breaks down and the existence of KS interactions becomes du-
bious [10]. However, there exists the dressed ion theory based on an asymmetric
treatment of the different components of the bathing electrolyte solution that allows
to analyze the effect of charge reguation of macroions also in the presence of poly-
valent mediating ions in the bathing solution [29, 34, 35, 77]. It is based on the fact
that one can use the weak coupling DH approach in order to describe the monovalent
salt ions, while a strong-coupling approach is preferable for the polyvalent ion part.
This combined weak/strong-coupling approach [34, 35] effectively leads to dressed
interactions between polyvalent ions and thus also affects the interactions mediated
by polyvalent counterions between two like charge-regulated macroions. The ensu-
ing effective interactions between macroions would then correspond to a generalized
KS interaction, mediated by strongly coupled salt ions and not by weakly coupled
monovalent salt. This generalized KS interaction would consequently also cease to
be fluctuational in nature, i.e. of the type proposed in the original work of Kirk-
wood and Shumaker [64, 65], but would show a different behavior stemming from
the polyvalent ion mediated interactions coupled to the charge regulation response
of the dissociation equilibrium at the macroion surfaces.

Our approach is composed of disjoined parts brought together to describe this
new type of generalized KS interaction, and a short guided tour through the concep-
tual and calculational flowchart is thus in order. The dissociable surfaces of the two
identical macroions are described with a charge-regulation surface free energy that
allows the effective charge to vary between a positive and negative maximal value.
We then contract the macroion to a point particle merely as a calculational device,
since we can then disregard the angular distribution of the dissociable groups along
the surface, remaining solely with the monopolar charge as the only characteristics
of the macroion. The bathing solution for the macroions, assuming to be an ionic
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mixture of monovalent salt and polyvalent ions, is then treated within the dressed
ion theory, i.e. the monovalent salt is described within the weak-coupling and the
polyvalent ions within the strong-coupling paradigm, an approximate approach that
has already proved valuable in different contexts [34, 35]. We then further approxi-
mate the non-linear surface charge regulation free energy with a Gaussian expansion
proved to be a good description on the weak-coupling level (Chapter 4). Finally,
we introduce another (admittedly optional) saddle-point approximation to evaluate
the partition function in an analytic form, though exact numerical quadratures are
easily available. We finally study the obtained expressions for the effective gener-
alized KS interaction between the macroions in the various parts of the parameter
space and comment on the results.

The dressed ion theory, as a variant of the strong-coupling theory [10], does
not hold the same status as the original strong-coupling theory, valid exactly for a
counterion-only system in the limit of large coupling constant [56, 83, 130]. In fact
the regime of validity of this approach can be only checked against explicit-ion Monte
Carlo simulations, showing that the dressed ion theory can indeed give quantitatively
accurate results in a wide range of realistic parameter values [34, 35, 36].

5.1 General formalism

5.1.1 Model

The system under consideration consists of two equal titratable macroions immersed
in a bathing solution, itself composed of a mixture of monovalent salt ions as well
as polyvalent ions of valency q, see (Fig. 5.1). Two macroions, representing two
titratable proteins, are located at r1 and r2 so that their separation is equal to
|r1�r2| = R. The macroions are assumed to be identical with a radius of a/2 and can
have either sign. Furthermore, the macroions are charge-regulated with adsorption
sites which can exchange a proton from the environment, and are described with
the lattice gas free energy, see below, with a site number coefficient of ↵ = 2. This
implies that there are twice as many proton adsorption/dissociation sites as there
are negative fixed charges. This allows the total charge of the macroion to span
negative as well as positive values, a basic tenet of our charge regulation model.

The macroion charge is thus not fixed, but responds to the local solution condi-
tions. We also assume that the macroions are “small“ in the specific sense that the
angular variation of the local electrostatic potential along their surface is negligible.
This implies that we only deal with effective monopolar fluctuations, disregarding
the subdominant higher multipolar fluctuations that would correspond to a gen-
eralization of the full vdW interaction potential [131]. The higher multipolar KS
interactions remain as a possible future topic of our investigation.

5.1.2 Charge regulation

For charge-regulated titratable macroions we have already introduced several models
in Chapter 4, based on a charge dissociation free energy that generalizes the law of
mass action charge-regulation approach of Ninham and Parsegian [59]. In these
models the charge regulation is described by a surface free energy fS(r) = fS(�(r))
that depends on the surface electrostatic potential �(r). For each macroion the
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Figure 5.1: Shematic representation of the model: two charge regulated macroions,
representing two proteins with titratable surface groups, immersed in a mixture
of monovalent/polyvalent salt solution. The microscopic model (left) shows the
different types of ions and the surface dissociation equilibrium on the surface of
the macroion. The coarse-grained dressed ion model (right) shows the effective
DH potential (light coloured corona) of the macroioin as well as the polyvalent
solution ions. In a cylindrical coordinate system with the z-axis connecting the two
macroions, having its origin in the middle between the macroions, the macroions are
located at r1 = (0, 0,�R/2), and r2 = (0, 0, R/2), respectively.

total charge regulation free energy F [�(r)] would thus be a functional of the surface
potential amount to

F [�(r)] =

I

S

fS(�(r))d
2r, (5.1)

where S is the surface area of the macroion. At this point we simplify matters by
furthermore assuming that the macroions are spherical and of vanishing radius, i.e.
they are point particles. Of course this approximation will only work for sufficiently
large separations between them and small separation regime would need to be ana-
lyzed separately. It will soon become clear why this type of approximation simplifies
the calculation substantially.

Assuming then that the macroion is located at (r0) and has a vanishing radius
a �! 0, the integral of the dissociation free energy over the surface of the macroion,
Eq. (5.1), simply gives a total dissociation energy of the point-like macroion as a
function of the local potential at the point r = r0. The point-like approximation
for the macroion therefore disregards the angular variation of the local electrostatic
potential along the surface of the macroions and can describe only monopolar charge
regulation, while higher multipoles are ignored.

In the next step one needs to assume a model for fS(�(r)). We already invoked
several models Eq (4.16) related to the original Ninham-Parsegian model [59]. Fo-
cusing on a simple two-parameter model we introduce the following ansatz for a
charge regulated point-like macroion

F (�(r0)) = lim
a!0

I

S

fS(�(r))d
2r �!

�Ne0�(r0)� ↵NkBT ln
⇣
1 + b exp (��e0�(r0))

⌘
, (5.2)
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where �(r0) is now the local electrostatic potential at the position of the ion, while N
and ↵ are two parameters characterizing the dissociation process. The site number
coefficient ↵ quantifies the number of dissociation sites, and ln b = �µS, incorporates
the free energy of charge dissociation µS.

In the case of protonation of the titratable surface charge, it furthermore fol-
lows that ln b = (pH� pK) ln 10, where pK is the dissociation constant and pH =
� log [H+] is the proton concentration in the bulk, differing from the local value of
pH at the dissociation site. It is straightforward to see that the free energy Eq. (5.2)
is composed of the electrostatic energy of N fixed negatively charged sites with the
total charge �Ne0 and ↵N lattice gas sites, that can be filled with adsorbing protons
from the solution; in fact 1 + e

µ is nothing but the lattice gas partition function for
single occupation sites, with zero energy for the empty site and µ for the filled site,
while ln (1 + e

µ) is just the corresponding grand canonical surface pressure.
The form of the charge regulation free energy then allows us to derive the effec-

tive charge of the charge-regulated macroion as a function of the local electrostatic
potential in the form

e (�) =
@F (�)

@�
(5.3)

where F (�) is the dissociation free energy Eq. (5.2) yielding

e (�) = e0N

h⇣
↵

2
� 1
⌘
�
↵

2
tanh (�1

2
(ln b� �e0�))

i
. (5.4)

The effective charge of the macroion then varies in the interval �Ne0 < e(�) <

(↵ � 1)Ne0. Choosing the site number coefficient to be ↵ = 2, one thus remains
with a symmetric charge regulated macroion whose effective charge varies within
the interval �Ne0 < e(�) < +Ne0. This is the generic charge regulation model that
we will consider as a simple description of the protein charge regulation in what
follows.

5.1.3 Field-theory – general formalism

We proceed by writing the partition function through the Hubbard-Stratonovich
transform for the Coulomb potential as explained in detail in Chapter 2. This leads
to a field theory, where the classical partition function is represented as a functional
integral over the fluctuating electrostatic potential. Two explicit exact limiting
results are then obtainable from this representation in the case of a counterion-only
system [10]: the saddle-point of this field theory in fact corresponds to the mean-field
PB approximation, while the Gaussian fluctuation correction together with the PB
theory constitutes the weak-coupling theory; the first order virial expansion of the
partition function then constitutes the strong-coupling theory, unrelated to the PB
approximation. The latter can be further generalized in the case of a mixed system
by treating the monovalent salt on the weak-coupling level while the polyvalent ions
are described on the strong-coupling level, i.e. their contribution to the partition
function is written as a second-order virial expansion theory. This approximation
was dubbed the “dressed ion theory“ [34, 35].

Assuming that the fluctuating electrostatic potential of the macroions is �(r =
r1) = '1 and of the other one is �(r = r2) = '2, located at r1 and r2 respectively,
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the partition function of the system within the dressed ion theory can be derived in
the field-theoretic form as:

Z =

Z Z
d'1 exp

⇣
� �F (ı'1)

⌘
G('1,'2) exp

⇣
� �F (ı'2)

⌘
d'2, (5.5)

where F (ı') is charge regulation free energy, Eq. (5.2), evaluated at imaginary
values of the fluctuating electrostatic potential, and the field propagator or the
Green function, giving the probability of field configurations with �(r = r1) = '1

and �(r = r2) = '2, is given by

G('1,'2) =

Z
D['(r)] exp

⇣
� �H[']

⌘
�('(r1)� '1)�('(r2)� '2) (5.6)

with the bulk field action:

��H['] = ��H0['] +�c

Z
dr exp

⇣
i�qe'(r)

⌘
, (5.7)

where �c is the fugacity of the polyvalent ions with valency q and H0['] is the DH
interaction kernel

��H0['] =
1

2
✏✏0

Z
drdr0

'(r)u�1

DH
(r, r0)'(r0)

=
1

2
✏✏0

Z
[(r'(r))2 + 

2
'
2(r)]dr. (5.8)

Here we have assumed that the monovalent salt is weakly coupled to the rest of the
charges and can be treated on the DH level. The inverse square of Debye length was
introduced as 2 = 4⇡`Bnb, with `B the Bjerrum length and nb = 2n0 + qc0, where
n0 is the bulk concentration of the monovalent salt and c0 is the bulk concentration
of the multivalent ions, assumed to originate in dissociation of a q:1 salt. The above
interaction kernel implies a screened effective DH interaction potential

uDH(r, r
0) =

1

4⇡✏✏0

exp (�|r � r0
|)

|r � r0|
=

1

4⇡✏✏0
ũDH(r, r

0) (5.9)

between the polyvalent ions and the macroions. On this level the polyvalent ions
are thus treated explicitly, but their interactions with the macroions are described
with a dressed electrolyte-mediated effective DH potential.

The strong asymmetry in the system, implied by the presence of polyvalent
mobile ions, together with their small concentration leads straightforwardly to the
expansion for their contribution to the partition function that yields to the lowest
order [34, 35, 36]

exp
⇣
� �H[']

⌘
= exp

⇣
�

1

2
�

Z
drdr0

'(r)uDH(r, r
0)'(r0)

⌘h
1 +

�c

Z

V

dr0 exp
⇣
i�qe'(r0)

⌘
+ ...

i
, (5.10)

furthermore implying that the propagator G('1,'2) can be decomposed into

G('1,'2) = G0('1,'2) + �c

Z

V

dr0G1('1,'2; r0). (5.11)

73



Chapter 5. Titrating macroions in polyvalent salt solution

The propagator G1('1,'2; r0), describes the field propagation from macroion at r1

to macro-ion at r2 mediated by the presence of the polyvalent ion q at r0 integrated
over the fluctuating potential at the positions of both macroions. Formally this can
be expressed as

G1('1,'2; r0) =

Z
D['(r)]�('(r1)� '1) exp

⇣
� �H1['; r0]

⌘
�('(r2)� '2),

(5.12)

where the effective field action H1['; r0] can be decomposed into the DH part due
to the weakly coupled monovalent salt ions and the part that originates in screened
electrostatic interactions mediated by the polyvalent ion of valency q located at r0,
i.e.

�H1['; r0] = �H0[']� i�

Z
⇢(r0)'(r)dr (5.13)

The last term describes the interaction with the polyvalent ion with density

⇢(r0) = q�(r � r0). (5.14)

This formal expression for the propagator G1('1,'2; r0) is thus identical to the
partition function of two macroions at positions r1,2 with set values of the fluctuating
potential '1,2 interacting via the DH interaction with an additional point particle
of charge qe0 at r0 at the positions of the two point-like macroions. The functional
integral in Eq. (5.5) simply indicates the summation over all fluctuating potentials
that satisfy these constraints.

With these definitions the full dressed ion partition function can then be cast
into the form

Z =

Z Z
d'1 exp

⇣
� �F ('1)

⌘h
G0('1,'2)

+ �c

Z

V

dr0G1('1,'2; r0)
i
exp

⇣
� �F ('2)

⌘
d'2

= Z0 + �cZ1 (5.15)

with obvious definitions. Z0 and Z1 thus give the zero order and the first order
polyvalent ion virial expansion terms in the partition function. Z0 has been already
analyzed in the Chapter 4, and Z1 will be evaluated below. The above decomposition
of the full partition function Z = Z(R) is the essence of the dressed ion theory
and the corresponding free energy will describe the interactions between the two
macroions as a function of their separation and model parameters.

5.1.4 Dressed ion theory and charge regulation

The first order virial expanded Green function G1('1,'2; r0) can be reduced to
Gaussian functional integrals (Appendix F), and can be derived in an explicit form

G1('1,'2; r0) =
exp

⇣
1

2
�̃i(r0)G�1

ij(r1, r2)�̃j(r0)
⌘

p
detGij(r1, r2)

(5.16)

where we introduced
�i(r0) = i'1 + qe0uDH(r0, ri), (5.17)
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and

Gij(r1, r2) = kBT

0

@ a
�1

uDH(r1, r2)

uDH(r1, r2) a
�1

1

A , (5.18)

for i, j = 1, 2. From the above expressions it is clear that the macroions interact
with themselves as well as with the polyvalent ion whose position within the system
will be finally integrated over. The diagonal terms describe the self-interaction1 of
the macroions of diameter a, while the interaction between the macroions as well as
between the macroions and the polyvalent ion are given by the DH screened inter-
action potential. In a cylindrical coordinate system with the z-axis connecting the
two macroions, having its origin in the middle between the macroions, themselves
separated by R, the position of the polyvalent ion with respect to both macroions
can be written as |r0�r1| =

p
⇢
2

0
+ (R/2 + z0)2, and |r0�r2| =

p
⇢
2

0
+ (R/2� z0)2,

respectively.

Going back to the definition of the partition function Z1, Eq. (5.15), one can
finally write

Z1 =�c

Z

V

dr0

Z
d'1 exp

⇣
� �F ('1)

⌘h
G1('1,'2)

i
exp

⇣
� �F ('2)

⌘
d'2. (5.19)

In order to proceed with explicit evaluation of this expression, we first expand the
charge regulation free energy of the macroions with ↵ = 2, as

exp
⇣
� �F (')

⌘
= exp (�i�Ne0')(1 + b exp (i�e0'))

2N =

2NX

n=0

✓
2N

n

◆
exp (�i�Ne0')b

n exp (i�e0n'). (5.20)

Note that this choice of parameter ↵ implies that the effective macroion charge can
be regulated in the symmetric interval �Ne0 < e(�) < +Ne0.

While the expansion Eq. (5.20) could in principle be used for a direct numerical
evaluation of the partition function, we have already shown in Section 4.3.2, that an
additional approximation, simplifying the calculation extensively, yields an accurate
result that compares well with the exact summation [132]. This further step relies
on the Gaussian approximation for the binomial coefficient

0

@ 2N

n

1

A '
22N
p
⇡N

e
� (N�n)2

N , (5.21)

valid strictly in the limit of N � 1, i.e. in the limit of a large number of adsorption
sites. Introducing the auxiliary fields x1 = N � n and x2 = N � n

0, summation in
Eq. (5.20) can be replaced with an integral, so that the partition function becomes

1In Chapter 4 we used screened interaction for macroion’s self interaction, exp (�a)/a, while
here we find Coulomb interaction as a more suitable choice. The results do not crucially depend on
the choice of self interaction, especially in the approximation which takes macroions as point-like
particles.
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Here the effective interaction matrix Gij(r1, r2) has been already defined in Eq.
(5.18), while G

�1
ij(r1, r2) is its matrix inverse. We also introduced two additional

auxiliary fields with no other role but to make the notation more compact,
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and
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ũDH(r0, r1)�

1

a
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The effective self-energy of the polyvalent ion, s(q2; r1, r2), mediated by both macroions,
is proportional to the square of the polyvalent ion charge and is given by
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(5.25)

After integrating out the xi-auxiliary fields and the fluctuating potentials of the two
macroions, '1,'2, one obtains the final result in the form
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2

DH
(r0, r1) + C22ũ
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(5.26)

where Z0 is the partition function of a system of two isolated charge-regulated
macroions on the weak-coupling approximation level, already derived within the
context of the weakly coupled macroions in monovalent salt solution Eqs. (4.22)
and (4.23) and given by

Z0 =
exp

h
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2
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Above we also introduced the generalized self and mutual capacitances as

C11 = C22 =
lB
a
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While they do not have the standard form of the capacitances, since they both
contain also contributions from mutual interactions, in the limit of large separa-
tions between the macroions they do reduce to the expected values. The difference
in the definition of capacitances is a consequence of the fact that the dressed ion
theory is not Gaussian as far as the fluctuating potential is concerned, in contrast
to the weak-coupling case analyzed before Eq. (4.27), but is a non-linear strong-
coupling theory. Capacitance is a weak coupling concept, pertaining to Gaussian
fluctuations and thus does not have a direct equivalent in the strong-coupling theory.

We now write down the free energy difference between the state where the two
macroions are at a finite spacing R and the state corresponding to two isolated
macroions with R �! 1. This SC free energy difference, Eq (5.15), finally assumes
the form:

�F = � ln (Z0)� �c
Z1

Z0

= F̃0 + c0F̃1. (5.29)

In the grand canonical ensemble, the fugacity �c is identical to polyvalent ion con-
centration in the bulk c0, and

F̃0 = � ln (Z0), (5.30)

where Z0 is defined in Eq. (5.27), and extensively analyzed in Chapter 4. For the
sake of completeness we nevertheless write it down in an explicit form
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On the other hand, F̃1 yields the final result as

F̃1 =
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(5.32)

with explicitly subtracted free energy value of two isolated macroions with R �! 1.
The structure of this complicated expression is as follows: the first exponent cor-
responds to the screened DH interactions of the q-valent polyvalent ion with both
macroions whose charge is determined by the bulk pH of the solution and is pro-
portional to pH� pK, while the second exponent corresponds to the electrostatic
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self-interaction of the polyvalent ion in the presence of both macroions. Finally the
product of the two expressions needs to be integrated over all the possible positions
of the polyvalent ion. The constants C11 and C22, Eq (5.28), can be interpreted as
generalized self-capacitances and mutual capacitance C12 of the macroions, originat-
ing in the interaction between the three charged particles. At the end, we subtracted
the non-interacting part of two isolated macroions proportional simply to the volume
of the system V .

In addition, we note that both F̃0(R) as well as F̃1(R) contain parts which
are due to polyion mediated interaction between the macroions, proportional to
qN(pH� pK), as well as polyion self-interaction mediated by the macroions and
proportional to q

2. The division into a “mean interaction“ and “fluctuations“ is thus
not possible due to the fact that our theory is not of a mean-field type that would
allow for fluctuations around the mean-field configuration.

In the case of absent charge regulation, where the system consists of two macro-
ions with fixed charge Ne0, immersed in the same bathing solution with a strongly
coupled oppositely charged polyvalent ion, one can repeat the above analysis and
obtain the free energy in the form

F̃0 + c0F̃1 =

N
2
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(5.33)

This is very instructive, since obviously without charge regulation the self-interaction
contributions proportional to q

2 is absent, and the interaction energy reduces to the
macroion-macroion repulsion proportional to the charge squared, (Ne0)2, and a
contribution stemming from the interaction of macro-ions with the polyvalent ion,
proportional to the product of both charges, q(Ne0). The above equations represent
the final result of the dressed ion theory for the interaction between two identical
point-like charge regulated macroions in the presence of small concentrations of a
polyvalent salt and they have to be evaluated numerically. In general they have
to be evaluated numerically, but we will derive a simple analytical approximation
below. While it is nice to have an explicit analytical form for the interaction, the
final volume integration is simple enough and leads directly to numerical results.

5.1.5 Approximate macroion interaction free energy

The volume integration in Eq. (5.32) has to be done numerically. However, one
can obtain an approximate form of this integral by evaluating it at the saddle-point
level, amounting to Gaussian fluctuations around the most probably position of the
polyvalent ion.

The partition function Eq (5.32) can then be approximated as

F̃1 =
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dr0 exp
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� S(r0)
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⌘

r
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⌘ (5.34)
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the most probable position of the polyvalent ion corresponds to the equilibrium
configuration of zero “force“ defined by

rS(a) = 0. (5.35)

One could refer to rS(a) also as the generalized force on the polyvalent ion at
the dressed ion theory level. Generalized because it is not of standard electrostatic
nature but contains terms due to the charge regulation of both macroions amounting
to self-interaction of the ions, i.e. terms proportional to q

2. The solution of this
condition is trivial, amounting to a = 0, in the case when when the macroions and
the polyvalent ion bear charges of opposite sign, i.e. q(pH�pK) � 0. If they are of
the same sign, the minimum configuration does not exist. In the former case

S(r0 = a) =
4qN(pH� pK) ln 10 lB

2 +N(lB/a)[1 + (a/R) exp (�R)]

exp (�1

2
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(5.36)

The Gaussian correction to the saddle-point solution is calculated in Appendix F
and is given symbolically by

� ln F̃1(R) ' S(r0 = a) + 1

2
ln det

@
2
S(r = a)

@r@r
. (5.37)

The corresponding force F (R) between macroions can then be derived via F (R) =
d

dR
F̃1(R) with F̃1(R) written above, and contains two terms, stemming from the sad-

dle point configuration S(r0 = a) and from the Gaussian fluctuations in the position
of the polyvalent ion around the saddle-point, when it exists. We present here only
the force stemming from the saddle point configuration, which contains a term linear
in q and corresponding to the interaction between charged macroion and the polyva-
lent ion, and the one quadratic in q corresponding to electrostatic self-interaction of
the polyvalent ion in the presence of the macroions. It is straightforward to derive
also the asymptotic forms of this interaction. The former has the asymptotic form

F
(1)

sp
⇡ �

4qN(pH� pK) ln 10

2 +N(lB/a)[1 + (a/R) exp (�R)]

 exp (�R/2)

R/2lB
+ . . . (5.38)

and the latter as

F
(2)

sp
⇡ �2q2(C1 + C2)

 exp (�R)

(R/lB)2
+ . . . (5.39)

where the capacitances have been defined in Eq. (5.28). The scaling of the force
between the macroions on the level of the strong-coupling dressed ion theory is
thus easily discernible. For the above expression to remain valid q(pH� pK) � 0
condition has to be fulfilled. Nevertheless, the approximation introduced does not
work well, as it could be seen in (Fig. 5.2), and we will proceed with numerical
evaluation of the full formula Eq. (5.32).
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Figure 5.2: Comparison of the exact interaction force contribution F̃1(R) (calculated
from Eq. (5.32)) (blue/red lines) with the saddle-point interactionforce (Eqs. (5.38)
and (5.39) (black lines). (a) q = 3; (b) q = 4. Solid lines correspond n0 = 150 mM,
dashed n0 = 300 mM, while dotted stand for n0 = 500 mM. Macroions diameter is
a = 1 nm, number of adsorption sites N = 7 and c0 = 1 mM and pH� pK = 3.

5.2 Results and disccussion
The effective interaction free energy between the charge-regulated macroions is ob-
tained directly from Eq. (5.27) after performing the numerical integration over
volume in Eq. (5.32). We calculate the total interaction free energy, �F(R), as a
function of the separation between the macroions as

�F(R) = F̃0(R) + c0F̃1(R), (5.40)

We study the separation dependence of the force:

F̃ (R̃) = �
dF̃0(R̃)

dR̃
� c0

dF̃1(R̃)

dR̃
= F̃0(R̃) + F̃1(R̃),

(5.41)

for different values of the parameters, differentiating in particular the case of PZC
(pH� pK = 0) corresponding to macroions that are on the average uncharged. In
spite of this, the self-energy of the polyvalent ion in this case still contains the non-
vanishing electrostatic self-interaction of the polyvalent ion mediated by both charge
regulated macroions.

We first analyze the term F̃1(R) from Eq. (5.32), which corresponds to the in-
teraction free energy mediated by the polyvalent q-ion only, as seen in (Fig. 5.3(a),
this interaction free energy leads to an attractive contribution to the force at PZC,
stemming solely from the self-interaction of the polyvalent ion, mediated by the
charge regulation of the macroions, whose magnitude depends quadratically on q.
The screening effect of the monovalent salt is clearly discernible. In summary, the
polyvalent self-interaction at PZC yields an attractive interaction that gets stronger
and more long-ranged on increase of the valency q of the polyvalent ion and on
decrease of the monovalent salt concentration n0. We should note that this PZC
polyvalent ion-mediated attraction in the strong-coupling dressed ion approach is
much stronger then the residual weak-coupling (KS) attraction between charge regu-
lated macroions in a monovalent salt solution (black lines) (Fig. 5.3)(a). We should
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Figure 5.3: Interaction force contribution F̃1(R), calculated from Eq. (5.32), origi-
nating in the presence of polyvalent ions, for (a) pH� pK = 0; (b) pH� pK = 3
and (c) pH� pK = �3. Blue lines q = 3, red lines q = 4, black lines q = 0 (standing
for the attraction coming from Eq. (5.31)). Solid lines correspond n0 = 150 mM,
dashed n0 = 300 mM, while dotted stand for n0 = 500 mM in (b) and (c), while in
(a) monovalent salt concentration is chosen as n0 = 100 mM solid lines and n0 = 150
mM dashed lines. Macroions diameter a = 1 nm, number of adsorption sites N = 7
and c0 = 1 mM.
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Figure 5.4: The total interaction force for pH� pK = 3 (solid lines) and pH� pK =
�3 (dashed lines), at fixed values of parameters as shown in legend. Macroions’
diameter is a = 1 nm, with the number of adsorption sites N = 7 and salt concen-
tration c0 = 1 mM.

stress out that these conclusions do not work for divalent ions. This is not a thing to
worry about, since the strong-coupling theory is ion specific and it does not always
work for divalent ions.

We have not specified yet the sign of the q polyvalent ion. In fact the prod-
uct q(pH� pK) can have either sign. In (Fig. 5.3) we thus study how the sign
of polyvalent ions modifies the polyvalent ion-mediated contribution to the total
interaction free energy. For both cases, q(pH� pK) positive, (Fig. 5.3)(b), and
for q(pH� pK) negative, (Fig. 5.3)(c), the interaction free energy corresponds to
attractive polyvalent ion-mediated forces but of vastly different magnitude, being
much larger in the former case then in the latter. In both cases the attraction is
again larger in the weak screening regime (smaller n0, large q).

The total interaction free energy between the two titratable macroions, F̃ (R̃) =
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Figure 5.5: Total interaction force between macroions with small pH� pK val-
ues at low salt concentration compared with the total interaction free energy in
concentrated salt solutions between macroions with large pH� pK. Dotted lines
correspond to q being a counter ion, dashed q is coion, while solid lines stand for
q = 0. Macroions’ diameter is a = 1 nm, number of adsorption sites N = 7 and
c0 = 1 mM.

F̃0(R̃) + F̃1(R̃), is presented in (Figs. 5.4 and 5.5). Obviously, the interaction
force is attractive when q(pH� pK) � 0, due to the strongly coupled polyvalent ion
mediated interaction, and is in general screened by the monovalent salt. Interestingly
enough, in this case even the interaction at small separations remains attractive
and the bare macroion repulsion is not observed. The reason for this is not the
polyion mediated electrostatic attraction but its size: in fact for small separation the
polyvalent counterion cannot enter the space between the macroions and thus exerts
an additional effective osmotically generated attraction between them in general akin
to the depletion effect, already noticed in a similar context for net-neutral surfaces
at small separations [36]. In the opposite case, when q(pH� pK) < 0, the repulsion
in general prevails, except at large separations where one can detect a small residual
attraction, possibly as a consequence of an asymmetrical charge fluctuation due to
charge regulation. At smaller separations the bare repulsion between macroions
is reduced partly due to the charge regulation effects and partly due to depletion
effects. In (Fig. 5.5) one can additionally notice how the two cases, one with
small pH� pK, immersed in a solution of low salt concentration, and the other
one with large pH� pK, but immersed in concentrated salt solution, have quite
similar behavior, indicating that the valency of the polyion and the screening of the
monovalent salt somehow act in parallel.

In (Fig. 5.6) the total interaction energy is now compared for the two cases with
and without charge regulation, Eq. (5.32) and Eq. (5.33), respectively. The charge
non-regulated case corresponds to fixed values of the macroion charge equal to Ne0.
Here, one can notice the important effect of charge regulation through the polyvalent
mediated interaction, ruled by the pH value, which determines the overall strength
of the charge regulation interaction that can then appear as either smaller or larger
than the one corresponding non-regulated interaction energy. This non-monotonic
effect of charge regulation hinges on the two terms in the dressed ion free energy
that respond differently to titration of the macroion charges.
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Figure 5.6: (a) The comparison of the interaction force F̃1 for non-regulated case
(calculated from Eq. (5.33) and presented with: q = 4 black lines and gray lines
standing for q = 3) with regulated interaction force (calculated from Eq. (5.32) for
pH� pK = 3 and presented with blue lines for q = 3 and red lines for q = 4).
Solid lines correspond n0 = 150 mM, dashed n0 = 300 mM, while dotted stand for
n0 = 500 mM. (b) The comparison of the total interaction force for non-regulated
case (black lines) with total regulated interaction force at pH� pK = �2, �4
(dotted lines) and pH � pK = 2, 4 (dashed lines), at fixed values of parameters as
shown in legend. Macroions have diameter a = 1 nm, with the number of adsorption
sites is N = 7 and salt concentration c0 = 1 mM.

The dressed ion theory obviously predicts an attractive interaction between
charge regulated macroions, which can sometimes dominate the overall interaction.
This is different from the weak-coupling case (Chapters 3 and 4), where the fluctu-
ation attraction, or the KS interaction, is subdominant to the DH repulsion, except
close to the PZC, where it indeed becomes dominant. In the strong-coupling dressed
ion theory the attraction can clearly become dominant either with or without the
charge regulation, though it can be stronger in the latter case and remains important
for any value of pH. The salt effect acts mostly to quench the correlation polyvalent
ion-mediated attraction and diminish its spatial range.

The attraction between two identical charge regulated macroions, seen in the
dressed ion theory, has a different origin from the weak-coupling KS interactions,
where they are due to thermal monopolar charge fluctuations around the mean-field
solution, enabled by the dissociation equilibrium of the surface of the macroion.
In the dressed ion theory, the polyvalent ion-mediated attraction could be seen
as being due to the electrostatic bridging interaction involving the polyvalent ion.
This should in general not be confused with the so-called salt bridging interaction
sometimes invoked even in weakly coupled monovalent salt solutions.

The mesoscale model of charge regulation introduced depends only on the dif-
ference pH� pK as a free parameter and the value of pK should be taken from
other considerations. The physical dimensions of the interaction force can be ob-
tained by multiplying the dimensionless force with kBT/lB. Since kBT is 4.114
pN nm and lB is 0.7 nm this then leads to the physical force of the order ⇠ 1 pN
at nanometer-ranged separations. The interaction force of that order of magnitude
is found quite recently in the experiments with charge–regulated silica particles in
dilute aqueous electrolyte solutions containing multivalent counterions, using direct
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force measurements as described in Ref. [133]. Moreover, the similar experiments
based on direct force measurement, confirmed that multivalent coions do not play
an important role on charge regulation and the interaction of two symmetrically
charged sulfate/amidine latex particles can be well described with standard PB the-
ory [106]. Residual attraction at distant separation, our theory proposed, is not
observed in mentioned experiments.

5.3 Conclusions
The main goal of this research was to present a theoretical description for the phe-
nomenon of charge regulation as affected by the presence of polyvalent ions. We
formulated a strong-coupling dressed ion theory, describing the electrostatic inter-
actions between macroions undergoing charge regulation processes, in a mixture of
monovalent-polyvalent salt solution. Using the proper description of charge regula-
tion, suitable for treating it in the field theoretical framework, the partition function
is derived in the form of a virial expansion valid for small concentration of the poly-
valent salt. The first term in such expansion corresponds to the direct interaction
between titratable macroions in a monovalent salt solution, while the first order cor-
rection, stems from the interaction of the polyvalent ion with each macroion. The
asymmetry in the ionic solution allowed us to decouple the system into the mono-
valent salt component, addressed on a week-coupling level, while the polyvalent ion
component was assumed to be strongly coupled with macroions. In both cases,
titration of the macroions is treated on the Gaussian approximation level involving
an expansion of the exact charge regulation free energy valid in general for highly
charged macroions

We have shown that the presence of polyvalent ion brings about a strong attrac-
tion between two symmetrically charged macroions. In the case when polyvalent ion
acts like a counterion, the attraction is large enough to overcome repulsion between
the macroions, while in the opposite case, the repulsion between macroions turns
into a small attraction at large separations due to the asymmetric charge fluctu-
ations at macroions surface, induced by the presence of the polyvalent salt. The
polyvalent-ion mediated attraction remains appreciable even at conditions, when
macroions reach the point of zero charge. From the derived expressions for the free
energy of interaction, it is clear that the polyvalent ion-mediated attractive contri-
bution stems from the charge – induced charge type of the interaction, since it is
proportional to the square of the polyvalent ion charge. Our results show that the
polyvalent ion-mediated attraction is significantly stronger than the KS interaction,
obtained for the same system described in the weak-coupling regime, i.e. without
any polyvalent salt. We therefore derived a generalized form of the KS interaction,
with the range of validity extended to the regime, where their original KS derivation
fails.

By calculating the interaction between point-like charge regulated macroions
in the weak-coupling and strong-coupling approximations, based within the field
representation of the partition function, we have opened a new way to analyze the
interactions between proteins in ionic solutions. Our approach brings together the
charge regulation theory as well as the general weak-coupling and strong-coupling
dichotomy of the field representation of the partition function of Coulomb fluids.
The results seem interesting and we will endeavor to compare them with detailed
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Monte Carlo simulations in the near future.
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Chapter 6

Salt-mediated interactions of planar
charge regulated surfaces

In Chapter 5 we derived the dressed ion theory for charge regulated point-like parti-
cles immersed in a mixture of salt ions [134]. Here, we continue with the analysis of
the influence of polyvalent ions on charge regulation in order to complete our analyt-
ical journey through the charge regulation phenomena. To do so, we will first define
another tractable system set in a planar geometry in order to complete the analysis
of the system we had started from: the double layer problem with titration sites
immersed in a salt mixture. Bathing ions will be treated in conceptually the same
way as we in Chapter 5: we take the monovalent salt as weakly coupled with the
surfaces while the polyvalent ions are strongly coupled. Within this model we then
proceed to derive the dressed ion theory for charge regulated planar bounding sur-
faces. Contrary to the point-like macroion case, here we investigate the case where
the titration sites span an infinite surface and thus analyze the thermodynamic limit
of finite surface densities of all the quantities analysed. The obtained results will
be relevant for systems where the separation between charged macromolecules is
much smaller than their size. The non-vanishing size of the titrating macroion will
introduce additional formal difficulties and one of the goals of this Chapter is to
find a way to overcome them and arrive at the understanding of how the spatial
distribution of charge fluctuations at the surfaces affects their mutual interaction in
the presence of polyvalent ions.

As we have seen in Chapter 1, the double layer problem has never stopped to be
an interesting calculational device for theoretical physicists. The hundred years long
history of different attempts to understand it includes also the successful description
of diverse biological phenomena on one side, but also testifies to the challenging
nature of some problems that needed decades to be solved on the other. This is
certainly the case with the attraction of similarly-charged surfaces in the presence
of polyvalent ions. We saw that its proper theoretical description was given in 2010.
by Matej Kanduč and coworkers [34], and this Chapter will provide an extension of
their work, broadening it to include also the charge regulation phenomenon in its
formalism.

Since the problem of charge regulated surfaces affected by salt has not been
studied before in a field-theoretic manner, we start from a uniform distribution of
titrating sites spread over the planar parallel plates, immersed in a monovalent salt
solution, and then extend the theory to the case where the mixture of monovalent
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q

Figure 6.1: Schematic representation of two charged planar surfaces at a separa-
tion D with charge dissociation sites distributed uniformly along the surfaces with
dissociable groups (AC) undergoing the reaction AC $ A� + C+. In between the
surfaces there is a mixture of monovalent/polyvalent salt.

and polyvalent salt is present. As a final outcome we will obtain a generalized KS
interaction for planar geometry and it will be possible to compare it with the ever
present vdW interaction. The chosen model will allow us also to understand how
the charge regulation affects the like-charge attraction.

6.1 General formalism

6.1.1 Model

The system of interest consists of two flat plates, bearing the surface charge which
can fluctuate due to the absorption/dissociation of ions at the surface. The number
of adsorption sites is equal on both surfaces and it is uniformly distributed accross
the surfaces. The system is immersed in a water described with dielectric constant ✏.
Both a monovalent 1:1 and polyvalent salt q:1 ions are dissolved in between. Behind
the surfaces there is a medium of dielectric constant ✏0, where one cannot find any
ions (Fig. 6.1). The plates are separated by a distance D.

6.1.2 Charge regulation

To describe a charge regulation at the surface, we again start from the surface lattice
gas model, corresponding to the Ninham–Parsegian charge regulation theory [59]
where the surface free energy assumes the form:

f('(r)) = i�'(r)� ↵kBT
| � |

e0
ln
⇣
1 + exp (�µS + i�e0'(r))

⌘
, (6.1)

We kept the same notation for the parameters: � is maximal density of negative
surface charge, uniformly distributed over surface, ' stands for the electrostatic
potential, the asymmetry coefficient is ↵ = 2 , chemical dissociation energy is µS =
�(pH� pK) ln 10 and b = exp (�µS). The total charge at the surface is consequently
able to fluctuate in the interval ��S  e  �S. The total free energy Eq. (6.1) is
then obtained from the integral over the surface:

F ['(r)] =

I

S

fS('(r))d
2r, (6.2)
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so that F ['(r)] is a functional of the surface potential. It enters the partition
function as exp (��F [�(r)]), so that it becomes equal:

exp
⇣
� �F ['(r)]

⌘
=

exp

✓
�i�

Z
d
2⇢�'(⇢, z1/2)+↵

Z
d
2⇢
�

e0
ln
⇣
1 + b exp (i�e0'(⇢, z1/2))

⌘◆
.

(6.3)

For the purpose of further analysis, it is going to be suitable to switch to the
discrete representation in the following way:

exp
⇣
�

Z
d
2⇢fS('1(⇢))

⌘
! ⇧⇢ exp

⇣
� fS('1(⇢))

⌘
, (6.4)

so that one can use the same trick as already used in Chapters 4 and 5:

exp
⇣
� �fS('1(⇢))

⌘
=

↵�̃X

n=0

✓
↵�̃

n

◆
b
n exp (�i�e0�̃') exp (i�e0n'),

(6.5)

where �̃ = �/e0. The binomial coefficient will be treated on the level of the Gaussian
approximation, as explained before:

✓
↵�̃

n

⌘
=

2↵�̃
p
⇡↵�̃

exp
⇣
�

(↵�̃ � 2n)2

2↵�̃

⌘
. (6.6)

We now introduce the notation x̃ = ↵�̃� 2n, and switch from the summation to
integration, obtaining:

exp
⇣
� �fS('1(⇢))

⌘
=

Z
dx̃ exp

⇣
�

1

2

x̃
2

↵�̃
�
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2
x̃[i'̃(⇢) + ln b]
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⇣
� i[�̃ �

1

2
↵�̃]'̃(⇢)

⌘
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⇣1
2
ln b↵�̃

⌘
.

(6.7)

Going back to the full surface free energy, one can write it as a functional integral
over the new variable x̃(⇢):

⇧⇢ exp
⇣
� �fS('1(⇢))

⌘
=

⇧⇢

Z
D[x̃(⇢)] exp

⇣
�

1

2

Z
d
2⇢
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2(⇢)
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�
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2

Z
d
2⇢x̃(⇢)[i'̃(r) + ln b]

⌘
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⇣
� i

Z
d
2⇢[�̃ �

1

2
e↵�̃]'̃(r) exp

⇣1
2
ln b↵�̃

⌘
. (6.8)

For further developments, it is going to be suitable to deal with the above eval-
uation in the Fourier-Bessel representation. The Fourier–Bessel transform of the
functions g = {x,'} can be written explicitly as:

g(⇢, z) =
1

2⇡

Z
QdQJ0(Q⇢)g(Q, z). (6.9)
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Therefore, the surface free energy term can be transformed as:

⇧⇢ exp
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(6.10)

where the following identities have been used [135]
Z 1

0

⇢d⇢J0(⇢Q)J0(⇢Q
0) =

1

Q
�(Q�Q

0),

and Z 1

0

⇢d⇢J0(⇢Q) =
�(Q)

Q
.

6.1.3 Dressed ion theory

To describe such system, we again start from partition function written as a func-
tional integral over the local fluctuational potential:

Z =

Z
D['(r)] exp

⇣
� �F ['(r)]

⌘
exp

⇣
� �H['(r)]

⌘
exp

⇣
� �F ['(r)]

⌘
, (6.11)

with the field Hamiltonian Eq. (5.10):

H['] =
1

2

Z
drdr0

'(r)u�1(r, r0)'(r0)

�
�+

�

Z
dr exp (�i�e0'(r))�

��

�

Z
dr exp (i�e0'(r))�

�c

�

Z
dr exp (�i�qe0'(r)).

(6.12)

Taking the monovalent salt as weakly coupled to the rest of the charges, one can
decompose the bulk field Hamiltonian as:

��H['] = ��H0['] +�c

Z
dr exp (i�qe'(r)), (6.13)

where the monovalent salt is treated on the DH level so that the interaction kernel
is given as the screened effective DH interaction potential:

��H0['] = 1

2
✏✏0

Z
drdr0

'(r)u�1

DH
(r, r0)'(r0)

= 1

2
✏✏0

Z
((r'(r))2 + 

2
'
2(r))dr. (6.14)

Here we again introduced the inverse square of Debye length as 2 = 4⇡`Bnb and
nb = 2n0 + qc0, where n0 is the bulk concentration of the monovalent salt and c0 is
the bulk concentration of the multivalent ions, assumed to originate in dissociation
of a q:1 salt.
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We now invoke the dressed ion approximation for the rest of the system. As-
suming that the fugacity of polyvalent salt is small enough, one is then allowed to
use the following expansion:

Z =

Z
D['(r)] exp

⇣
� �FS1 ['(r)]

⌘
exp

⇣
�
�

2

Z
drdr0

'(r)u�1

DH
(r, r0)'(r0)

⌘

⇥


1 + �c

Z
dr0 exp

⇣
� i�qe0'(r0)

⌘
+ . . .

�
exp

⇣
� �FS2 ['(r)]

⌘
.

(6.15)

Thus we obtained a decomposition of the partition function into the part correspond-
ing to the monovalent salt system and the part due to the one particle polyvalent
ion contribution:

Z = Z0 + �cZ1. (6.16)
We proceed by calculating the partition function Z0 first.

6.2 Planar surfaces in presence of monovalent salt

6.2.1 Derivation of partition function

When the bathing solution is composed of only the monovalent salt, the partition
function for a weakly coupled system is then given as:

Z =

Z
D['(r)] exp

⇣
� �FS1 ['(r)]

⌘

⇥ exp
⇣
�
�

2

Z
drdr0

'(r)u�1
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(r, r0)'(r0)

⌘
exp

⇣
� �FS2 ['(r)]

⌘
.

(6.17)

Due to the symmetry of the system it is going to be more suitable to deal with
the problem in the Fourier–Bessel space. So we again write the Fourier–Bessel
representation of the potential ':

'(⇢, z) =
1

2⇡

Z
QdQJ0(Q⇢)'(Q, z), (6.18)

where Q stands for 2D transverse wave vector, Q = |Q| and then the partition
function becomes:

Z0 =

Z
D['(Q, z)] exp

⇣
� �FS1 ['(Q, z1)]
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� �FS2 ['(Q, z2)]

⌘
,

(6.19)

where p =
p

Q2 + 2. From the above equation one can easily identify the field
propagator:

Gp

⇣
'(Q, z1),'(Q, z2)

⌘
=

Z
'(Q,z2)

'(Q,z1)

D['(Q, z)] exp

✓
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d '(Q, z)
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◆2

+ (Q2 + 
2)'2

�◆
,

(6.20)
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where the complete Green’s function can be represented as the product over the
wave vector:

G

⇣
'1(r),'2(r)

⌘
= ⇧QGp

⇣
'(Q, z1),'(Q, z2)

⌘
. (6.21)

The propagator GQ

⇣
��(Q, z1), ��(Q, z2)

⌘
can be now identified as the Feynman

propagator of a harmonic oscillator with constant frequency, where the z coordinate
plays the role of time [123], and the Wick’s rotation makes the action real instead
of imaginary as in quantum mechanics. This type of integral is straightforward to
solve [124], obtaining:
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⇣
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(6.22)

Now we can proceed with the calculation of the partition function, which takes
the form:

Z = ⇧Q

Z Z
d'1(Q)d'2(Q)
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(6.23)

Invoking next the result obtained for the surface part of the partition function,
Eq. (6.10), we remain with:
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(6.24)

Integrating the partition function Eq. (6.23) over the x–variable, one is left with
the integral over all possible values of the surface potentials '1 and '2:
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Eventually the partition function assumes the final form:

Z = exp
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where we introduced dimensionless quantities D̃ = D/lB, ̃ = lB and �̃ = �̃l
2

B
, and

F(D) = �kBT ln
Z(D)

Z(D �! 1)
. (6.27)

After subtraction of the bulk free energy lnZ(D �! 1), one obtains the inter-
action free energy F(D)00 = F(D)01 + F(D)02 as the sum of two contributions:
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and
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The first term gives the interaction between two equally-charged plates with
fluctuating charge, while the second one leads to the attraction, which becomes
dominant at the point of zero charge where the first term vanishes.

6.2.2 Comparison with van der Waals and Kirkwood – Shu-

maker interactions

The above results are obtained by neglecting the (dielectric) region behind the sur-
faces where in principle the electrostatic field can propagate. Allowing the field to
propagate behind the surfaces, the dielectric jump at the boundary comes into play
and the partition function for such a system becomes

Z = ⇧Q
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⌘
,

(6.30)

where the Green’s functions describing the propagation of the field in the semi-
infinite region behind the surfaces are obtained from the general propagator Eq. (6.22):
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(6.31)
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Figure 6.2: The interaction pressure, obtained form the derivative of the free energy,
at PZC. (a) pressure calculated according to Eq. (6.32) (solid lines) is compared
with the KS pressure calculated from Eq. (6.29) (dashed lines). (b) KS pressure is
compared with the vdW interaction Eq. (6.34) (black line).

where we assumed that there is no salt behind the surfaces, so that p = Q and
D ! 1. The free energy for such a system then yields the expression:
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The first interaction term, corresponding to repulsion stayed unchanged but the at-
tractive term is strongly modified. It can be said that the attraction in the previous
case, Eq. (6.29), corresponds to the KS fluctuation interaction, while here we have
the case of intertwined KS and vdW interaction acting in parallel.

In the case of no charge regulation ↵ = 0, the attraction reduces to the van der
Waals interaction:
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A, (6.33)

which is solvent dependent [136]. Taking the limit of no salt between the plates, one
can get the zero order van der Waals– Lifshitz interaction in the famous form [21]:

�Fvdw/S =
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
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0
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�2
exp (�2Q̃D̃)

!
. (6.34)

The results are shown in (Fig. 6.2). The comparison of two attractive contributions,
Eq. (6.29) and Eq. (6.32), is shown in (Fig. 6.2)(a). One observes that the pure KS
attraction is slightly bigger than the one calculated for the system with a dielectric
jump. In other words, in the system with charge regulation the contribution of
image forces reduces the attraction! Also, the non-additivity of the two type of
forces becomes obvious, while the sensitivity to parameters change is quite small.
What is not expected is that both types of attraction are smaller than the standard
vdW attraction, Eq. (6.34).
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6.3 Planar surfaces in presence of polyvalent salt

6.3.1 Derivation of partition function

The presence of polyvalent ions in the bathing solution decouples the total partition
function into the weak-coupling one Z0, and the one particle contribution Z1, as we
showed in Eq. (6.15), where we obtained Z1 in the following form:
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The integration dr0 should be performed over all the available polyvalent ion posi-
tions in the slab between the surfaces. The point charge qe0 is given as a integral
over the density ⇢(r; r0) = qe0�(r � r0), or indeed by writing it in cylindric coordi-
nates ⇢(r) = qe0

�(⇢�⇢0)
⇢

�('� '0)�(z � z0). In the Fourier–Bessel representation the
partition function becomes:
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The field propagator in this case has a more complicated form, given by:
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and is analogous to the 1D forced harmonic oscillator with constant frequency and
with imaginary ’time’, with an explicit solution in the form [124]:
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(6.38)
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where z1 = �D/2, z2 = D/2, are the positions of the first and second plate, respec-
tively, while z0 is the position of the polyvalent ion. For '(Q, z1) and '(Q, z2) we
will now use the notation '1 and '2. Then:
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(6.39)

Going back to the partition function and introducing the surface parts, one can
derive the following expression:
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After the integration over the surface potential we obtain:
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Total free energy is then decomposed into:

�F = � lnZ0 � �c
Z1

Z0

, (6.42)
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so that one can identify the one particle contribution to the free energy as:
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Above we subtracted the bulk term as well as the polyvalent ion self-energy term
Wself which is given by:

Wself = q
2

Z
Q̃dQ̃

[J0(Q⇢0)]2

p̃
. (6.44)

Written in the Q representation, it is not entirely obvious that this corresponds
exactly to the ion self-energy, so an explicit proof is given in Appendix G.

The two terms in the final expression, Eq. (6.43), can then be differentiated,
leading to one term that corresponds to the linear coupling between the charge of
the polyvalent ion and the surface charge and the other term being proportional to
the square of the charge of the polyvalent ion. The first term thus corresponds to
the direct electrostatic interaction, while the second one stands for the interaction
of the type charge-induced charge electrostatic interaction.

At the point of zero charge (pH = pK, ↵ = 2), the first term vanishes and one
is left with the fluctuating charge interaction due to the charge regulation in the
presence of a strongly coupled polyvalent ion. Since the fluctuations of the surface
charge at PZC are inhomogeneous along the plate, the integral in the exponent
depends on the position vector ⇢0 which runs over the whole plate.

6.3.2 Comparison with fixed charge results

The problem of polyvalent ion mediated interaction between the flat plates with
fixed charge was solved by Matej Kanduč and coworkers [34]. We are first going to
check whether our theory reduces to that limit.

If one considers only the term stemming from ths ion-surface interaction and
take the limit ↵ = 0, corresponding to no charge regulation in the system, then one
is left with:

�F1 = �Sc0

Z
D/2

�D/2

dz̃0 exp

✓
� q� cosh (z0)

exp (�D/2)

[1� exp (�D)]

◆
, (6.45)

which reduces exactly to the known result if neglecting the term exp (�D) in the
denominator. This difference has its origin in the different models studied. Namely,
contrary to our model, the one with the fixed charge was developed for the system
where the salt is allowed to penetrate into the region behind the surfaces, but in
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Figure 6.3: The interaction pressure at PZC, stemming from the presence of the
polyvalent ions, with (a) c0 = 1 mM and (b) c0 = 10 mM. The values of other
parameters are given in the inset. Black lines stand for the vdW interaction.
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Figure 6.4: The interaction pressure p̃1, calculated from Eq. 6.43, plotted for (a)
pH� pK = 4 and (b) pH� pK = �4. The values of other parameters are given in
inset.

our model there are no salt ions behind the surface, neither does the field penetrate
into the region behind the surfaces. The difference is due solely in order to reduce
the complexity of the problem.

6.3.3 Results and discussion

After the numerical evaluation of Eq. (6.43), the interaction pressure, p = �
@F/S

@D
,

is plotted as a function of the plate separation, (Figs. 6.3–6.8).
First we analyze one particle contribution to the interaction pressure, originating

in the presence of polyvalent ions. At the PZC (Fig. 6.3), the attractive contri-
bution arrises due to the fluctuations of surface charge enhanced by the strongly
coupled polyvalent ion in the intervening solution. As we have seen from the for-
mula Eq. (6.43), this is the charge-induced charge type of electrostatic interaction.
As expected, this attraction increases for larger ion valencies and smaller screen-
ing. It can be either smaller or larger than the vdW interaction, depending on the
concentration of the polyvalent ions.

When the system is not in the vicinity of the PZC, two scenarios are possible:
one, where the surface and polyvalent ions are oppositely charged, (Fig. 6.4) (a),
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Figure 6.5: The total interaction pressure p̃0 + p̃1, plotted for (a) q = 3 and q = 4.
The values of other parameters are given in the inset. q is counterion with respect
to macroions’ charge.
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Figure 6.6: Total interaction pressure p̃0 + p̃1, plotted for (a) q = 3; (b) q = 4. The
values of other parameters are given in the inset. q is counterion with respect to
macroions’ charge.

and the other, where they bear the charge of the same sign, (Fig. 6.4) (b). In
both cases the interaction is attractive, but with obvious differences in the overall
behavior. Namely, when q is a counterion with respect to macroions’ charge, the
strong attraction arises in the regime of high valency and small screening, which
has its maximum at small surface separations and is then fast reduced as the plates
become more distant. Here, polyvalent ions successfully screen the plate charge and
tend to bring them closer. The monovalent salt also plays a significant role, since its
concentration can drastically affect this kind of behavior: for larger concentration of
monovalent salt, all the charges can be completely screened, so that the attraction
is neutralized. On the other hand, if q is a coion with respect to macroions’ charge,
a small attraction arises, but it is not so sensitive to changes of the parameters such
as pH of the solution, monovalent salt concentration, or ion valency.

How this affects a total interaction can be seen from (Figs. 6.5–6.8). Polyvalent
ions always reduce the mutual repulsion of two equally-charged plates. Except at the
point of zero charge, where the repulsion vanishes and attractive fluctuation forces
become dominant, the overall repulsion can be overcome in the case of strongly
coupled polyvalent ions with oppositely charged surfaces. While this is not always
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Figure 6.7: The total interaction pressure p̃0 + p̃1, plotted for (a) q = 3 and q = 4.
The values of other parameters are given in the inset. q is coion with respect to
macroions’ charge.
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Figure 6.8: The total interaction pressure p̃0 + p̃1, plotted for (a) q = 3 and q = 4.
The values of other parameters are given in the inset. q is coion with respect to
macroions’ charge.

the case, it is the usual state of affaires for smaller monovalent salt screening, larger
polyvalent ion valencies and of course, larger concentration of polyvalent ions, see
(Fig. 6.5). Interestingly enough, the repulsion can be more easily overcome if the
surfaces bear larger charge density, (Fig. 6.6), which is due to the stronger coupling
with polyvalent salt and dominant correlation effects.

In the other case, when the polyvalent ions bear charge of the same sign as the
surfaces, the mutual repulsion is slightly reduced, irrespective of the ion valency or
the surface charge, (Figs. 6.7 and 6.8). It thus appears that in the presence of poly-
valent coions, the interaction can be described sufficiently well by the weak-coupling
theory. This phenomenon was experimentally discovered recently in the labara-
tory of Michal Borkovec [106]. Nevertheless, for bigger concentrations of polyvalent
salt ions, the derived theory predicts also that repulsion at large separations can
be turned into a small attraction as a consequence of charge regulation, when the
asymmetric charge fluctuations can result with the attraction in the regime when
the surfaces are far apart.

The appearance of the pure attraction between same-charge surfaces is ob-
served in the experiments with atomic force microscope when measuring the direct
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force between negatively charged interfaces in the presence of cationic multivalent
oligoamines [137]. The attraction is proved with charge-reversal effect, since the
highly charged counterions attract strongly to the surface leading to the occurrence
of the attraction. A better experimental insight into charge regulation phenomenon
is given by the same research group [103, 133, 138] measuring the force between
planar silica substrate having the possibility to adsorb an ion from solution and
reduce its charge. They find that charge regulation effect has the important role at
short surfaces’ separations, i.e. 1 nm distances if immersed in a monovalent salt so-
lution, while the presence of multivalent counterions increases this range 2-3 times.
Beyond this range their results agree with standard PB theory even for the mul-
tivalent electrolytes, which contradicts to the many theoretical and computational
studies [10, 18]. All this requires a more detailed investigations to address the range
of validity of theories standing for multivalent ions.

The mentioned experiments provide a strong guarantee for the reasonableness
of a qualitative outcome that our theories predict [139]. For validity distinction it
is necessary to employ Monte Carlo simulations. As far as the comparison of our
theoretical results with the case of proteins is concerning, nowadays experimental
techniques allow only indirect protein-protein interaction measurements through
determination of the second virial coefficient in dilute solution conditions, which
can only tell us about if the attraction or repulsion prevails. But even on that level,
the charge regulation phenomena in a form of attraction between proteins at PZC
is experimentally observed when studying therapeutical monoclonal antibodies at
different solution conditions, using both dynamic and static light scattering [140,
141].

6.4 Conclusions
The aim of this Chapter is to draw final conclusions from the study of the dressed
ion strong-coupling theory, describing the electrostatic interactions between charge
regulated planar surfaces. The dressed ion theory is generally based on the decom-
position of the system’s partition function into the strong-coupling part due to the
presence of polyvalent ions and the weak-coupling part due to the monovalent salt
ions. This decomposition eventually leads to two additive terms in the free energy,
one based on the weakly-coupled partition function and the other one based on the
strong-coupling one particle partition function. Both terms take equally into ac-
count the exact form of the surface free energy which describes the surface charge
regulation.

The weak-coupling partition function describes the repulsion between two equally-
charged surfaces. It exhibits a pronounced pH-dependence, so that it vanishes at
the PZC. Moreover, it also gives an attractive contribution which then becomes
dominant at the PZC, and representing an intertwined vdW-KS interaction. One
can decouple these two parts by first taking the limit of vanishing dielectric jump
in the system, when the KS interaction remains intact, or equivalently by taking
the no charge regulation limit in the system, when it is the vdW interaction turn to
become dominant.

The one particle dressed ion contribution to the partition function was calcu-
lated to describe the effect of polyvalent ions on the charge-regulated systems. That
was the tricky part of the problem, since the polyvalent ions induce intensive charge
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fluctuations at the surfaces that are not homogeneously distributed over the plates,
which then brings fourth additional formal difficulties into the mathematical de-
velopments. Nevertheless, the problem can be solved in the Fourier-Bessel space
employing a Feynman path integral in the form of a forced harmonic oscillator and
all the following relations are then basically exact.

The results showed that two electroneutral surfaces at the PZC can attract in
monovalent salt solutions as well as when polyvalent ions are in addition present
in the bathing medium. In the first case, the attraction stems from the monopolar
charge fluctuations induced by charge regulation, while in the second case, the at-
traction follows as a result of the charge-induced charge type of interaction, again, as
a consequence of the surface charge regulation. Increasing the valency of the poly-
valent salt ions, or increasing their concentration, leads to the attraction becoming
more pronounced.

The theory derived in this section describes in particular the attraction of two
equally-charged surfaces undergoing the charge regulation processes in the presence
of polyvalent ions. We obtained pH-dependent properties of such interaction and
we showed how it behaves as a function of different parameters. The underlying
weak-coupling repulsion can be overcome by the polyvalent ion mediated attraction
only when the surfaces and polyvalent ions bear charges of opposite sign, i.e. when
the polyion is also the counterion. In the opposite case, the polyvalent ions do not
have a significant influence on the strength of electrostatic interaction which then
remains mostly repulsive. Only in the regime where their concentration is large
enough, does the attraction appears at large plate separations, where the repulsion
disappears and the asymmetric charge fluctuations become the dominant feature
of the interaction. This is an additional interesting twist of the strong-coupling
behavior of the unpredictable charge regulation phenomenon.

To conclude, we have made an important contribution and uncovered an impor-
tant new regime of the double layer theory, by going beyond the standard description
with the charge regulation model and at the same time also broadened its range of
validity to polyvalent salt solutions. In this Chapter we completed our analysis
of strongly coupled charge regulated objects in the dressed ion theory as well as
proposed a new formulation to the charge regulation theory in general.
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Concluding remarks

In conclusion, it is important to indicate that this work represents an extension of
a century-long history of the theory of electrostatic interactions in the colloid mi-
lieu. Coulomb fluids composed of macromolecules in an ionic solution represent a
quintessential many-body problem, and are as such challenging to analyze, espe-
cially due to the long-range nature of the electrostatic interactions. This made a
strong imprint on the development of this scientific area, since usually the theoret-
ical approaches proposed had to be limited to the narrow parameter space, where
the relevant approximations retain their validity, thus making the overall progress
in the knowledge difficult and stepwise. Introducing the tools from a field-theoretic
description of Coulomb fluids, significant formal progress was made possible and the
era of the modern theoretical description of Coulomb fluids was ushered in. Never-
theless, even such modern theories are necessarily restricted to the parameter space
corresponding to fixed colloidal or macromolecular charges. As is well recognized,
this assumption is usually not realistic, especially in the world of proteins with
dissociable protonable–deprotonable amino acids, where pronounced charge regula-
tion effects enabling fluctuating surface charges are the general rule. This Thesis is
devoted entirely to the generalized theory of colloidal electrostatic interactions, de-
scribing the effects brought upon by relaxing the fixed macroion charge restraint and
leading to charge regulated macroions. Of course, it can only be based on additional
approximations but we believe that it nevertheless describes the salient fundamental
features of the behavior of charge-regulated macroions in colloidal ionic solutions.
This general endeavour was partitioned into the analysis of four model systems, cho-
sen to represent some fundamental general features of the charge regulated systems.

The first advance was achieved by introducing the free energy that corresponds
exactly to the Ninham–Parsegian chemical equilibrium description of charge regu-
lation, and by formulating the field-theoretic description of charge regulation in the
case of two planar charge regulated bounding surfaces, immersed in a counterion-
only solution. It is exactly this reformulation of the charge regulation problem
that opened up the way to new developments such as going beyond the mean field
Ninham–Parsegian solution, and to calculate exactly and analytically the contri-
bution of Gaussian fluctuations and the inhomogeneous distribution of counterions
between the bounding surfaces. The one-loop Gaussian correction to the mean-field
solution brought forth an attractive contribution stemming from the intertwined
monopolar KS fluctuation interaction and the dipolar vdW fluctuation interaction,
which can in fact be decoupled for certain limiting cases. A similar situation was
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identified also when the interaction between the bounding surfaces was mediated
not only by counterions but also by the addition of monovalent salt ions. In this
case the salt ions were treated on the DH level, while the contribution of charge reg-
ulation of the bounding surfaces was calculated exactly. This in general shows that
the solution of the full statistical-mechanical problem can be achieved with different
levels of approximation for the bulk part and for the surface charge regulated part.

In the case of two small spherical charge-regulated macroions in a monovalent
salt solution, based on the approximation of point-like macroions, we based our
theoretical approach on treating the salt on a weak-coupling level, while the surface
charge regulated part was included exactly. The ensuing electrostatic interaction
showed pronounced pH-dependent behavior, with attraction dominant at the PZC.
Since this system is related to the original KS model, the obtained attraction in
this limit corresponds to the original KS result. Moreover, we also showed that this
attraction stemms from an asymmetric charge fluctuations which appears strictly
at the PZC. The charge regulation part of the free energy did not take into account
the details of the distribution of dissociable sites along the macroion surface but
assumed an uniform distribution of sites, each of which has an equal probability
to be neutralized. This theoretical approach was then generalized to the system
of protein-like macroions, characterized with an assumed amino acid composition,
where each of the dissociable amino acids is defined by its neutralization point pK.
In this way, more realistically describing the real system, the resulting theory was
able to describe an additional phenomenon concerning the attraction at the PZC,
viz. the attraction does not appear always exactly at the PZC, pending on the
details of the protein composition. The attraction is in fact proportional to the
protein capacitance, i.e., the rate of change of its charge with the local electrostatic
potential in the vicinity of the PZC, which in its turn depends on the details of the
amino-acid composition. All these are also well known and experimentally confirmed
facts.

A special theoretical challenge was to broaden the charge regulation theory to be
valid also in the strong electrostatic coupling regime. In that case, the original KS
result is inapplicable, and no other approximate results were available. The prob-
lem was formulated and solved for two model systems, one based on the point-like
macroions in a mixture of monovalent and polyvalent salt solution and the other
based on two charge regulated flat plates immersed in the same type of an asym-
metric ionic solution. The dressed ion theory was taken as the point of departure
and reformulated for the charge regulated component of the solution, by decou-
pling the salt components into a weak-coupling part (monovalent salt ions) and the
strong-coupling part (polyvalent salt ions). In both cases the macroion charge or the
bounding surface charge is regulated with the local solution conditions, allowing the
local charge to fluctuate. The effects of the polyvalent ions are conceptually related
in both model systems: the first order correction to the mean-field weak-coupling
solution gives rise to an attractive force, where two types of attraction can be in
general distinguished: one describes the attraction as stemming from the coupling
of the polyvalent ions with the charged surfaces and the other stemming from the
charge-induced charge type of interaction, relevant in the vicinity of the PZC. They
have significantly different behavior depending on whether the polyvalent ions enter
as a counterions or as a coions. In the first case, strong attraction appears, which
may overcome repulsion between same-charged objects, while in the latter case, the
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attractive contribution is not strong enough to modify the dominant repulsion. Only
at larger separations, a small attraction may arise, due to the asymmetric surface
charge fluctuations. The attraction at the PZC is larger for higher ion valency and
smaller salt screening. A generalized KS attraction, however, different from the
original formulation, is therefore obtained also for strongly coupled systems in these
two geometries.

In this Thesis we presented a theoretic framework for the description of charge
regulated systems in an ionic solution, and was strongly motivated by the challenges
of the protein-protein electrostatic interactions. Though the advances achieved are
non-negligible, there remains a lot of room for improvement and generalizations.
First, the validity of the theoretical approaches presented should be checked by the
Monte Carlo simulations, which is already planned in the near future. Furthermore,
the macroions were described either within the simplest possible model as point-like
macroions, neglecting the spatial distribution of adsorption sites, or within the flat
infinitely extended surface model, with uniform distribution of dissociation sites.
Both these models can be generalized and ammended. Especially interesting would
be to see how the patchy charge distributions affect the charge regulation interac-
tion. It would be also possible to go deeper into the numerics and implement the
results to the interactions between concrete proteins. Concerning further theoretical
development, the inclusion of multipolar moments as well as polarization effects is
particularly called for. This will allow for a deeper and more complete understanding
of the protein-protein interactions.
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Appendix A

Exact evaluation of Feynman path
integral

The path integral in Eq. (3.24) can be written in the form [124]:

Gp

⇣
��(Q, z1), ��(Q, z2)

⌘
=

r
1

2⇡
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⇣
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2
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d
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Z
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��(Q, z2)f
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i⌘
,

(A.1)

where f(z) is a solution of the equation of motion given by:

f̈ � µ

h
Q

2 +
2↵2

cos2 (↵z)

i
f = 0, (A.2)

where f = f(z;µ). The Green’ s function equation is:
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cos2 (↵z)
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Q(z, z0|µ) = ��(z � z

0), (A.3)

with Q(�d, z
0
|µ) = Q(d, z0|µ) = 0. The resolvent R(z, z0|µ) obeys the equation:
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, (A.4)

with R(�d, z
0
|µ) = R(d, z0|µ) = 0. We can see that the resolvent satisfies R(z, z0|µ) =

�

h
Q

2 + 2↵
2

cos2 (↵z0)

i
Q(z, z0|µ). The Green’s function Q(z, z0|µ) has the form:

Q(z, z0|µ) =

⇢
g(z, µ)h(z0, µ)/�(µ), z < z
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(A.5)
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Appendix A. Exact evaluation of Feynman path integral

where g(z, µ) and h(z, µ) are two linearly independent solutions of Eq. (A.2) satis-
fying the conditions:

g(�d;µ) = h(d;µ) = 0, (A.6)

and
�(µ) = ġ(�d, µ)h(�d, µ) = �g(d, µ)ḣ(d, µ). (A.7)

The integration of the resolvent operator yields:
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(A.8)

Consider now the equation satisfied by function g:

g̈ � µ

h
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2 +
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i
g = 0, (A.9)

and differentiating it with respect to µ, we have:
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Inserting this into the resolvent integral and integrating by parts, one can get:
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ġµ(�d, µ)h(�d, µ)� ḣ(d, µ)gµ(d, µ)
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(A.11)

from which it follows that:
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ġ(�d, µ)

⌘����
1

0

= ln
⇣

g(d, 1)
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As g(d, 0)/ġ(�d, 0) = 2d = D, we have:
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Now, the solution of the equation of motion is given as a linear combination of the
solutions g and h as:

f(z, 1) = ��2

g(z, 1)

g(d, 1)
+ ��1

h(z, 1)

h(�d, 1)
, (A.14)
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so the exponent in the propagator Eq. (A.1) becomes:
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(A.15)

Finally the propagator can be written as:
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Dġ(�d, 1)

2⇡g(d, 1)
exp

⇣
�
�✏✏0

2

h
��

2(Q, d)
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(A.16)

Solutions g(z, 1) and h(z, 1), which satisfy equation Eq. (A.2) when µ = 1 and
boundary conditions Eq. (A.6), are given by:
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(A.17)

After inserting these solutions back into the equation Eq. (A.16), one obtains the
final result in the explicit form:
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(A.18)

where z2 = D/2, z1 = �D/2 while A, B and C are defined by

A = Q(↵2 +Q
2) cot2 (↵D/2)

B = 2↵Q cosh (DQ) cot (↵D/2) + [↵2 +Q
2 cot2 (↵D/2)] sinh (DQ)

C = Q cosh (DQ)[2↵2 + (↵2 +Q
2) cot2 (↵D/2)] +

+ 2↵[↵2 +Q
2 +Q

2 cos (↵D)] csc (↵D) sinh (DQ). (A.19)
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Appendix B

Derivation of field propagator
G('1,'2)

The field propagator at points r1 and r2 is defined by:

G('1,'2) =

Z
'(r2)='2
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, (B.1)

where G
�1(r, r0) is the usual Debye-Hückel kernel of the form [10]:

G
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where  is the inverse Debye length. Using the delta function in integral represen-
tation:
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where ⇢1(r) = �(r � r1), one can rewrite the propagator as:
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where t(r) stands for t(r) = k⇢1(r) + k
0
⇢2(r). After integration over the field, one

obtains:
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Appendix B. Derivation of field propagator G('1,'2)
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If one introduces a 2D vector (k k
0), this integral can be rewritten as:
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Since this is a Gaussian integral, it can be evaluated explicitly:

G('1,'2) = exp
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Appendix C

Saddle-point approximation

The partition function Eq. (4.16) can be evaluated using the saddle-point method,
consisting of minimization of the field action @A/@� = 0, where the action can be
written in the form:

A(�1,�2) = f1(�1) + g(�1,�2) + f2(�2), (C.1)

with g the logarithm of the Green’s function, given by:
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The saddle-point equations are obtained as:
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exp (�2ã)/ã2 � exp (�2R̃)/R̃2

exp (�R̃)

R̃
= 0; (C.3)

M � ↵N
b exp (��2)

1 + b exp (��1/2)
+ �2

4⇡✏✏0
�e

2

0


1
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Solutions of these equations are denoted as �⇤
1

and �
⇤
2
. If one sets M = 0, ↵ = 1,

one deals with an asymmetric system, for M = N , ↵ = 2, one deals with a fully
symmetric system, while the choice M = N , ↵ > 2 defines a symmetric system with
an asymmetric interval of fluctuating charge, i.e. a semi-symmetric system.

The action can be expanded around the saddle-point solution up to the second
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where f1/2(�⇤
1/2

) are given as:
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Appendix C. Saddle-point approximation

If we denote second derivatives in the equation above as A11, A12 and A22 respec-
tively, we will have:
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so that the saddle-point and the fluctuation free energy are equal to:

�F0 = �[f1(�
⇤
1
) + g(�⇤

1
,�

⇤
2
) + f2(�

⇤
2
)], (C.8)
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where A0 is a matrix, related to the partition function of the unperturbed system,
with the elements:
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Finally, the saddle-point interaction force and the force due to the fluctuations
around the saddle-point are given as:
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� ã/R̃ exp (ã� R̃)�⇤
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Appendix D

Gaussian approximation

The partition function Eq. (4.16) can be evaluated analytically, if one takes a
Gaussian approximation for the binomial coefficient:
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After substitution x = ↵N �2n and x
0 = ↵M �2n0, summation can be transformed

into the integral, when one assumes N � 1, so that the partition function becomes:
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(D.3)

This is a general Gaussian-type integral and can be calculated analytically, but since
the solution is too cumbersome, it is not displayed here. The interaction force then
follows as a sum of the mean contribution to the force and the fluctuation force as:
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(D.4)

We note that the nomenclature “mean“ and “fluctuation“ do not have the same
meaning in the context of the Gaussian approximation as they do in the saddle-
point approximation. In fact in the former the interaction free energy can not be
consistently separated into a mean and fluctuation types. We use this separation
based on the dimensionless separation scaling.
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Appendix E

Derivation of field propagator
G1('1,'2)

The propagator G1('1,'2), describing how the electrostatic potential propagates
from one macroion to another in the presence of a polyvalent ion q at r0, is given
as::

G1('1,'2) =

Z
D['(r)]�('(r1)� '1)�('(r2)� '2)

exp
⇣
�

1

2

Z
drdr0

'(r)G�1(r, r0)'(r0) + i�

Z

V

⇢(r)'(r)dr
⌘
, (E.1)

with ⇢ = q�(r�r0). The delta function entering the above expression can be written
via a Fourier integral representation as:

�('(ri)� 'i) =Z
dk exp

⇣
ik('(ri)� 'i)

⌘
=

Z
dk exp

⇣
� ik'i + ik

Z
dr⇢i(r)'(r)

⌘
,(E.2)

where ⇢i(r) = �(r � r1), i = 1, 2. One notes that this is an ordinary and not
a functional Fourier integral representation, as the propagator is defined for two
vertex points in the real space. Our strategy now will be to first evaluate the
functional integral over the fluctuating electrostatic potential field '(r) and then
calculate the remaining integral over the auxiliary fields stemming from the Fourier
representation of the delta functions. Therefore it follows that

G1('1,'2) =

Z
dk exp (�ik1'1)

Z
dk

0 exp (�ik2'2)

Z
D['(r)]

exp
⇣
�

1

2

Z
drdr0

'(r)G�1

0
(r, r0)'(r0)+i

Z
[t(r) + �qe0�(r � r0)]'(r)d

3r
⌘
,

(E.3)

with the field t(r) denoting

t(r) = k1⇢1(r) + k2⇢2(r).

The above integral is a general Gaussian functional integral for the fluctuating po-
tential '(r) and can be evaluated explicitly and exactly. The result is then an
ordinary Gaussian integral over the variables k1 and k2.
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Appendix E. Derivation of field propagator G1('1,'2)

One has in fact

�('(r1)� '1)�('(r2)� '2) =Z
dk1 exp

⇣
ik1('(r1)� '1)

⌘Z
dk2 exp

⇣
ik2('(r2)� '2)

⌘
, (E.4)

after which one can derive

G1('1,'2) =
1

detG�1

0
(r, r0)

Z
dk1 exp (�ik1'1)

Z
dk2 exp (�ik2'2)

exp
⇣
�

1

2

Z
drr0[t(r) + �qe0�(r � r0)]G0(r, r0)[t(r0) + �qe0�(r

0
� r0)]

⌘

=
1

detG�1

0
(r, r0)

Z
+1

�1

Z
+1

�1
dk1dk2 exp (�ik1'1 � ik2'2)

⇥ exp
⇣
�

1

2
k
2

1
G0(r1, r1)�

1

2
k
2

2
G0(r2, r2)� k1k2G0(r1, r2)

⌘

⇥ exp
⇣
�

1

2
�
2
q
2
e
2

0
G0(r0, r0)�

1

2
�qe0[2k1G0(r0, r1) + 2k2G0(r0, r2)]

⌘
. (E.5)

The fluctuating electrostatics potential propagator has thus been reduced to
simple integrals in the variable k = (k1, k2).

The vacuum fluctuations term, det u�1/2

DH
(r, r0), as well as the polyvalent ion

bare self-interaction term exp (�1

2
�
2
q
2
e
2

0
uDH(r0, r0)), will be neglected since they

do not depend on the separation between the point-like macroions and thus make
no contribution to the interactions between them. If the macroions had finite di-
mensions det u�1/2

DH
(r, r0) would describe the thermal Casimir (vdW) interactions

between them.
If one introduces a 2D wave-vector k, together with the Einstein summation

convention, this integral can be rewritten simply as

G1('1,'2) =

Z Z
d
2k exp (�f(k)), (E.6)

where we introduced the function f(k) as

f(k) = kj[i'j + �qe0uDH(r0, rj)]+
1

2
kjuDH(rj, rl)kl. (E.7)

Since this is a Gaussian integral, it can be evaluated explicitly as

G1('1,'2) = det u�1/2

DH
(r, r0)

exp
⇣

1

2
[i'i + �qe0uDH(r0, ri)] u

�1

DH
(ri, rj) [i'j + �qe0uDH(r0, rj)]

⌘
.

(E.8)

The above expressions typically involve the Coulomb or the DH self-interaction
uDH(r, r), or indeed its inverse. This quantity is not unambiguously defined because
the field representation does not describe the sizes of the charges in a consistent
description. However, one usually assumes that the finite size can be approximately
included as an ultraviolet cutoff in the Fourier space, or indeed by assuming that
one has the Coulomb self-energy uDH(r, r) ⇠ 1/4⇡""0a, where a is the radius of the
charge; to be consistent one needs to take a �! 0 in the DH expression, which
gives its bare Coulomb limit.
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Appendix F

Saddle-point and Gaussian
fluctuations of volume integral F

We now approximate the free energy F̃1 by its saddle point and Gaussian fluctuations
around the saddle point. This leads to the well known expression

F̃1 =

Z

V

dr0 exp
⇣
� S(r0)

⌘
'

exp
⇣
� S(a)

⌘

p
det(@2S(r = a)/@r@r)

, (F.1)

where the most probable position of the polyvalent ion r0 = a corresponds to the
equilibrium configuration of zero “force“ defined by

rS(a) = 0. (F.2)
It than follows straightforwardly that the determinant of the Hessian is

det
@
2
S(r = a)

@r@r
=
@
2
S(r = a)

@x2

@
2
S(r = a)

@y2

@
2
S(r = a)

@z2
, (F.3)

where at the saddle point

S(a) =
4qN(pH� pK) ln 10 lB
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2
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2
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(F.4)
while the Hessian gives
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(F.5)
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Appendix F. Saddle-point and Gaussian fluctuations of volume integral

F
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(F.6)

This finally leads to the expression

� ln F̃1(R) ' S(r0 = a) + 1

2
ln det

@
2
S(r = a)

@r@r
. (F.7)
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Appendix G

Self energy of polyvalent ion

In Eq. (6.43), it is stated that the following form

Wself = q
2

Z
Q̃dQ̃

[J0(Q⇢0)]2

p̃
, (G.1)

corresponds exactly to the polyvalent ion self–energy Wself = q
2
/. To prove that,

we start from the expression for DH interaction energy of two flat plates in a 1:1
salt solution. In Q representation it is:

Z
QdQJ0(Q⇢)

exp
⇣
�
p

Q2 + 2z

⌘

p
Q2 + 2

=
exp

⇣
� 

p
⇢2 + z2

⌘

p
⇢2 + z2

. (G.2)

If one sets z = 0 one get identity:
Z

QdQ
J0(Q⇢)p
Q2 + 2

=
exp (�⇢)

⇢
, (G.3)

which is going to be used further on in derivation. To continue, we use the identity
from Ref. [142]:

J
2

0
(x) =

1

⇡

Z
⇡

0

J0(2x sin (Q))dQ. (G.4)

With this two equalities, Eqs. (G.3) and (G.4), one can write:
Z

QdQ
[J0(Q⇢)]2p
Q2 + 2

=

Z
⇡

0

dQ

Z 1

0

QdQ
J0(2Q⇢ sin (Q))p
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=

1

⇡

Z
⇡

0

dQ
exp (�2⇢ sin (Q))

2⇢ sin (Q)
= F (⇢,).

(G.5)

Let’s take now the derivative over :
@F

@
= �

1

⇡

Z
⇡

0

dQ
2⇢ sin (Q) exp (�2⇢ sin (Q))

2⇢ sin (Q)
= �

1

⇡
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dQ exp (�2⇢ sin (Q)).

(G.6)

Introducing a function

I0(z) =
1

⇡

Z
⇡

0

dQ exp (�z cos (Q)), (G.7)
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Appendix G. Self energy of polyvalent ion

so that it becomes:
@F

@
⇠ I0(2⇢). (G.8)

Since this expression corresponds to the self-energy of an isolated ion, with the
bounding walls removed to infinity, it should not depend on its position and we can
simply take ⇢! 0, so that one obtains:

F⇢!0 =

Z


0

I0(2⇢)d ⇠ , (G.9)

which is then the final expression for the self-energy of the ion.
One should note here that this convoluted route to the subtraction of the self-

energy in Eq. (6.43) is basically due to the introduction of the Fourier–Bessel trans-
form that assumes a delta function distribution for the ion charge in the z–direction.
In the infinite space, on the other hand, it is clear that the Fourier transform would
lead to exactly the same expression in the limit of a finite but small size of the ion.
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Razširjeni povzetek

H.1 Uvod
Elektrostatične interakcije igrajo pomembno vlogo pri procesih v bioloških sistemih
na molekularnem nivoju ter določajo obnašanje mehke snovi. Tako biološki sis-
temi kot mehka snov so tipično sestavljeni iz makromolekul kot so polimeri, koloidi,
proteini, itd. Te makromolekule običajno pridobijo naboj, ko se nahajajo v polarni
raztopini, kot je denimo voda. Do tega pride zahvaljujoč disociaciji kemijskih skupin
na površinah makromolekul, ki sproščajo mobilne ione v raztopino. Druga možnost
za pridobitev naboja je adsorpcija majhnih nabitih molekul ali ionov soli, ki se fiz-
ično ali kemijsko vežejo na površino makromolekul in jim s tem prinesejo efektivni
površinski naboj. V raztopini soli je posamezna makromolekula obdana z oblakom
nevtralizirajočih, nasprotno nabitih ionov, ki jih imenujemo protiioni, ter tudi z
ioni enakega predznaka – koioni. Za razumevanje obnašanja makromolekul je tako
potrebno razumeti predvsem obnašanje ionskih oblakov s katerim so obkrožene.

Teoretični opis takšnih večdelčnih Coulombskih sistemov se je pričel v prejšn-
jem stoletju, ko sta Louis Georges Gouy in David Leonard Chapman definirala
problem dvojne plasti, ki se nanaša na porazdelitev protiionov blizu nabite ravne
površine [11, 12]. Z nadaljevanjem Petra Debyea in Ericha Hückla [13] je prišlo
do razvoja znane DLVO teorije (Boris Derjaguin, Lev Landau, Evert Verwey, and
Theodoor Overbeek) [15, 16], ki je uspešno opisala stabilnost koloidov s kombinacijo
Poisson-Boltzmannovega elektrostatičnega odboja in van der Waalsovega privlaka.
Temelječ na uporabi teorije povprečnega polja, ki zanemari ionske korelacije, pa
teorije dvajsetega stoletja vseeno niso zmogle opisati močno koreliranih sistemov,
kot je denimo makroion v raztopini polivalentne soli.

Simulacije in eksperimenti so pokazali, da lahko prisotnost polivalentnih proti-
ionov privede do privlaka med enako nabitimi površinami [18, 19]. Slaven primer
tega je denimo kondenzacija DNK [38, 39, 40]. Kot nenehen teoretični izziv so ti
pojavi morali počakati na razvoj modernih teorij coulombskih tekočin, ki temelje
na izpeljavi statistične vsote kot tudi funkcionalnega integrala fluktuirajočega elek-
trostatičnega polja [20]. Rudolf Podgornik in Boštjan Žekš sta pokazala, da pristop
razvoja teorije polja v sedelni točki ustreza Poisson-Boltzmannovi enačbi [21]. To je
utrlo pot k posplošitvi teorij, ki obravnavajo več pojavov iz elektrostatike koloidov
in hkrati podajo ustrezen teoretični opis eksotičnega privlaka med enako nabitimi
delci. Teorije polja so pokazale, da v primeru velikih nabojev prevladujejo enodelčni
prispevki, ki so poglavitni člen opisa v limiti močne sklopitve [24, 29, 77, 83, 84],
medtem ko po drugi strani v limiti šibke interakcije prevlada teorija poprečnega
polja. Ali Naji, Matej Kanduč in Rudolf Podgornik sta razvila ustrezen teoretični
opis te dihotomije, ki je hkrati pokril tudi asimetrične ionske raztopine s teorijo ode-
tih ionov [10], in na ta način prispevala k fundamentalnemu razumevanju coulomb-
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skih tekočin.
Kljub temu koraku so moderne teorije ostale omejene na ozek del parametrskega

prostora, kjer se naboj na površini makromolekul obravnava kot stalen. Na ta način
te teorije ne morejo opisati sistemov s fluktuirajočim nabojem, kot so na primer
proteini. Proteini namreč izkazujejo nenavadno obnašanje, ki se ga ne da zaobjeti
v znanih teoretičnih opisih. Iskanje ustrezne teorije, ki bi opisala ta zapleteni ples
proteinov, je bila zato moja glavna motivacija pri nastanku pričujoče disertacije.

H.1.1 Proteini, regulacija naboja in interakcija Kirkwood-

Shumakerja

Proteini so makromolekule, sestavljene iz aminokislin, ki svojo biološko funkcijo
(kot so replikacija DNK, kataliza metabolnih reakcij, celično signaliziranje, imunski
odziv, ipd.) najpogosteje opravljajo v kompaktni kvartarni strukturi. V tej struk-
turi, vódeni z elektrostatičnimi interakcijami, lahko tvorijo proteinske komplekse,
kot so proteasom, DNK/RNK polimeraze, virusne kapside, . . . Za razumevanje vseh
teh pojavov je najbolj pomembno razumeti elektrostatiko, ki določa zapleteno ob-
našanje proteinov. To, kar proteine uvršča v posebno skupino eksotičnih delcev,
katerih obnašanja se ne da opisati s standardnimi teorijami coulombskih tekočin, je
njihova kompleksna struktura, ki vodi do spremenljivega naboja na njihovih površi-
nah. Proteini so namreč amfoterične molekule zahvaljujoč aminokislinam iz ka-
terih so sestavljeni. Vsaka aminokislina vsebuje poleg spremenljive stranske verige
(ki določa vrsto aminokisline) tudi karboksilno skupino �COOH, ki se obnaša kot
kislina (lahko donira proton raztopini), ter amino skupino �NH2, ki se obnaša kot
baza (lahko sprejme proton iz raztopine). Ko se protein nahaja v raztopini, naboj
na njegovi površini fluktuira zavoljo sledečih procesov:

• deprotonizacija karboksilne skupine na stranski verigi asparaginske in glu-
taminske kisline, RCOOH �! RCOO� +H+;

• deprotonizacija hidroksilne skupine v fenilni skupini tirozina,
ROH �! RO� +H+;

• protonizacija amino skupine arginina in lizina, RNH+

2
�! RNH+ H+ in

RNH+

3
�! RNH2 +H+;

• sekundarna amino skupina histidina lahko prav tako prispeva naboj,
RNH+

2
�! RNH+ H+;

• končne skupine: deprotonacija karboksilne skupine,
RCOOH �! RCOO� +H+, in protonacija ↵-amino skupine,
RNH2 +H+

�! RNH+

3
;

• tudi cistein lahko prispeva k naboju proteina, saj je njegova stranska veriga
tiol šibka kislina, vendar ga običajno ne upoštevamo, ker stranska veriga tvori
disulfidne vezi.

Zaradi protonizacije in deprotonizacije je naboj proteina odvisen predvsem od pH
vrednosti raztopine in je lahko pozitiven ali negativen. Vrednost pH pri kateri je
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protein elektronevtralen se imenuje izoelektrična točka. Sprememba pogojev v raz-
topini tako privede do spremembe naboja na proteinu; ta pojav se imenuje reg-
ulacija naboja. Kljub temu, da je Linderstróm-Lang uvedel ta koncept že pred
stotimi leti [89], moderne teorije ne upoštevajo regulacije naboja v svoji formulaciji
in tako izvzemajo proteine iz svojega okvira obravnave. Na ta način eksotični elek-
trostatični pojavi, kot je privlak med elektronevtralnima proteinoma, ostanejo brez
ustrezne razlage.

Pred petdesetimi leti sta Kirkwood in Shumaker prva prišla do tega pojava v
okviru klasične teorije statistične mehanike na nivoju preprostega perturbacijskega
razvoja [64, 65]. Brez upoštevanja regulacije naboja sta preučevala dva sferična
proteina s predpostavko, da ima en protein ⌫1 skupin intrinzičnega naboja ei, drugi
pa ⌫2 skupin intrinzičnega naboja ek. Tako je naboj na vsakem proteinu enak:

q
(1)

i
= e

(1)

i
+ e0x

(1)

i
,

q
(2)

k
= e

(2)

k
+ e0x

(2)

k
, (1)

in sicer lahko fluktuira ter interagira elektrostatično kot

V =
⌫1X

i=1

⌫2X
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i
q
(2)

k

✏R
(12)
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. (2)

Perturbacijski razvoj da neničelni prispevek v točki ničelnega naboja proteinov
(hq(1)i = hq

(2)
i = 0) v obliki:
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(11)(R) = �

h�q
(1)

2
ih�q

(2)
2
i

2✏2R2kBT
6=

1

R6
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Tako imenovana Kirkwood–Shumakerjeva (KS) interakcija ima drugačno obnašanje
od van der Waalsove interakcije, ki je tipična za elektronevtralna telesa. Kirkwood–
Shumakerjeva interakcija ni univerzalna in obstaja samo v sistemih s fluktuirajočim
nabojem, skalira pa z nižjo obratno potenco razdalje, tako da je daljšega dosega od
van der Waalsove interakcije.

Teorija Kirkwooda in Shumakerja je bila kasneje potrjena z eksperimenti in
simulacijami, vendar je bilo fundamentalno razumevanje teh pojavov še vedno po-
manjkljivo. Glavni cilj moje disertacije je predstaviti posplošen teoretični okvir, v
katerem je možno opisati pojave, ki nastopijo kot posledica regulacije naboja, in
na ta način teoretično zajema vso zapleteno koreografijo, ki nam jo predstavljajo
proteini plešoči po glasbi ionske raztopine v biološki snovi.

H.2 Interakcije površin reguliranega naboja v pris-
otnosti protiionov

Razumevanje pojava regulacije naboja je ključnega pomena za opis obnašanja pro-
teinov. Kljub temu, da je ta tema področje raziskovanja že eno stoletje [59, 67, 68,
89, 93, 94, 95, 96, 97, 98, 99, 100], ostaja izziv njena vključitev v splošen teoretični
okvir zajemajoč interakcijo med proteini pri različnih pogojih. Zato v delu začnem z
najbolj preprostim modelom, ki ohranja najpomembnejše lasnosti regulacije naboja,
in sicer s študijo interakcij posredovanih preko protiionov, ki se nahajajo med dvema
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ravnima vzporednima površinama z enakomerno porazdelitvijo adsorbirajočih točk.
Enovalentni protiioni se nahajajo v vodi in so posledica disociacije na površini plošč.
Voda je opisana z dielektrično konstanto ✏, medtem ko je prostor za ploščama opisan
z dielektrično konstanto ✏

0, tako da sistem vsebuje dielektrični skok, ki je tipičen
za biološke sisteme, kjer imamo običajno makromolekule z dielektrično konstanto
✏
0
⇠ 2�5 in vodo z ✏ = 80 pri sobni temperaturi. Obstoj dielektrične nehomogenosti

lahko privede do sil med ionskimi slikami [31]. Problem bomo obravnavali v sistemu
z dielektričnim skokom, pa tudi v primeru, ko sta dielektrični konstanti enaki, tako
da bomo dobili določen občutek o vseh vrstah interakcij, ki lahko vplivajo na ob-
našanje sistema. Ideja je formulirati ustrezen teoretičen okvir, ki uporablja orodja
iz teorije polja in s tem dovoljuje posplošitev na bolj komplicirane sisteme.

S formulacijo ustrezne statistične vsote kot funkcionalnega integrala elektro-
statičnega potenciala smo dobili znano obliko, izpeljano za coulombske tekočine [21,
31], s prepoznavnim volumskim členom ter površinskim členom, ki potrebuje us-
trezno posplošitev, da bi lahko opisal disociacijo na površini plošč. Do tega smo
dospeli s predpostavko, da namesto linearne sklopitve površinskega naboja z elek-
trostatičnim potencialom mora biti le-ta nelinearna funkcija potenciala, oziroma ima
obliko sledečega nastavka za površinski del:

i

I
�0'(r)d

2r �!

I
f('(r))d2r, (4)

kjer je f('(r)) splošna nelinearna funkcija lokalnega potenciala. Točna oblika
površinske energije ni univerzalna, ampak je odvisna od uporabljenega modela za
interakcijo med površino in ioni [117, 118]. Tukaj obravnavamo ’lattice-gas’ model,
ki sta ga v različnih kontekstih uvedla Fleck in Netz [119]. Naša površinska energija
dobi naslednjo obliko:

f('(r)) = i�0'(r)� kBT
| �0 |

e0
ln
⇣
1 + exp

⇣
�µS + i�e0'(r)

⌘⌘
, (5)

kjer je µS energija disociacije. V argumentu logaritma je moč prepoznati vsoto za
sistem nenabitega osnovnega stanja ter nabitega stanja z efektivno energijo �µS +
i�e'(r). V limiti �µS �! 1 so adsorpcijske točke povsem nedisociirane, površini
sta nenabiti in ni prispevkov k površinski energiji. V nasprotni limiti �µS �! �1

sta površini popolnoma disociirani in sistem se nahaja v režimu fiksnega naboja
f('(r)) = i�0'(r).

Vsota celotnega sistema je obravnavana v limiti šibke sklopitve, kjer smo na
nivoju poprečnega polja dobili Poisson–Boltzmannovo enačbo z robnim pogojem,
ki točno ustreza Ninham–Parsegianovemu modelu regulacije naboja [59]. Limita
poprečnega polja da ravnovesno porazdelitev protiionov, ki ustreza minimumu celotne
volumske in površinske vsote. Pri odmiku iz povprečnega polja smo izračunali prvi
popravek v obliki Gaussovih fluktuacij in to je bil glavni izziv, saj smo pričakovali, da
bo eksotična elektrostatika skrita v popravkih na več zankah. Zaradi neenakomerne
porazdelitve protiionov v povprečnem polju, je bil to tudi zahteven matematični
izziv. To je uspelo izračunati tako, da smo pridobljene popotne integrale obrav-
navali analogno Feynmanovemu propagatorju polja za harmonski oscilator s časovno
odvisno frekvenco, in tako uspeli dobiti analitični in eksaktni prvi popravek k rezul-
tatom povprečnega polja.

Izkaže se, da energija povprečnega polja privede do odboja med enako nabitimi
površinami. Vendar je ta odboj odvisen od kemijske energije disociacije, tako
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da lahko gre proti nič v primeru popolnoma adsorbiranih protiionov, ko površini
postaneta elektronevtralni. V tem primeru privlak, ki se dobi kot prvi popravek,
postane dominanten, tako da je celokupna interakcija privlačna. V primeru sistema
s fiksnim nabojem je prvi popravek vedno subdominanten v primerjavi z rezultati v
povprečnem polju. Na tem primeru vidimo, da ima regulacija naboja nezanemarljiv
vpliv na odboj v povprečnem polju ter vpliva na privlak v prvem popravku. Poleg
tega je izpeljana oblika fluktuacijskega privlaka splošen opis termalno-fluktuacijskih
prispevkov, kjer sta van der Waalsov privlak in Kirkwood–Shumakerjeva interakcija
neposredno vpeljana kot sklopljena prispevka, ki se lahko razklopita samo v primeru
določene limite. Van der Waalsov privlak se tako dobi v limiti ničte koncentracije
protiionov, medtem ko se Kirkwood–Shumakerjeva interakcija dobi v limiti ničtega
dielektričnega skoka.

Izpeljana teorija omogoča predvsem posplošen okvir, v katerem je moč obrav-
navati širok spekter lastnosti coulombskih tekočin. Ena izmed novosti, ki je posled-
ica nelinearne površinske energije, je neničelna kapacitivnost. Dosedanje moderne
teorije coulombskih elektrolitov so obravnavale sisteme, kjer je kapacitivnost makro-
molekule enaka nič, kar je posledica približka fiksnega naboja. V našem primeru je
površinska kapacitivnost odvisna od rešitve v povprečnem polju ter vpliva na rezul-
tate fluktuacijskega privlaka. Zaradi tega so dobljeni rezultati predvsem različni
od standarnega DLVO opisa, kjer van der Waalsov privlak nikoli ni bil odvisen od
rešitve v približku povprečnega polja [66].

Eksponent skaliranja fluktuacijskega tlaka kot funkcije razdalje med površinami
ima približno vrednost okrog �3 v režimu, ki ustreza površini s fiksnim nabojem
v raztopini protiionov; tam fluktuacijski tlak skalira točno po zakonu ⇠ logD ⇥

D
�3 [10]. Točna vrednost eksponenta skaliranja v primeru regulacije naboja zavisi

od površinsko-interakcijskega parametra b. V prisotnosti dielektričnega skoka sta
monopolni Kirkwood–Shumakerjev prispevek in dipolni van der Waalsov prispevek
sklopljena skupaj v fluktuacijskem tlaku. Če je sistem dielektrično homogen, � 6= 0,
lahko določimo asimptotsko obliko skaliranja Kirkwood–Shumakerjevega prispevka.
V limiti majhnih razdalj gre ta eksponent proti �1, kot se pričakuje od Kirkwood–
Shumakerjeve interakcije. Za večje razdalje gre eksponent proti večjim vrednostim,
vendar ne pride do �3, kot se zgodi v primeru sistema s fiksnim nabojem.

Da dobimo občutek o moči privlačnega prispevka, primerjamo izpeljan fluk-
tuacijski tlak s standardnim van der Waalsovim interakcijskim tlakom, pvdW =
�H(�)/12⇡D3 [66], kjer je H(�) Hamakerjev koeficient, za katerega vzamemo
vrednost 4.3 zJ [125]. V primeru velike dielektrične nehomogenosti (� = 0.95),
razdalje med ploščami D = 1 nm ter površinskega naboja gostote �0 = 0.5 e0/nm2,
dobimo naslednje vrednosti za tlake: van der Waals pvdW = �1.1 bar, fluktuacijski
tlak v primeru elektronevtralnih površin pb=100 = �1.3 bar ter fluktuacijski privlak
v primeru maksimalne nabitosti površin pb=0 = �0.8 bar. Kot je razvidno, so za
izbrani nabor parametrov tlaki primerljivi z van der Waalsovo interakcijo.

Za zaključek je potrebno omeniti, da naša metodologija jasno pokaže monopolno
naravo interakcije, ki nastane kot posledica regulacije naboja, in jo jasno razlikuje
od van der Waalsove dipolne fluktuacijske interakcije. Izpeljana oblika fluktuacijske
interakcije pokaže tudi, da te dve interakciji nista aditivni, ampak sta fundamen-
talno spojeni skupaj, tako da se lahko razklopita samo v ekstremnih limitah, ki
sta bodisi primer ničelnega dielektričnega skoka, bodisi primer ničelne površinske
kapacitivnosti. Bolj specifične napovedi, ki se nanašajo na disociabilne molekulske
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skupine pri proteinih, so možne pri študijiu modelov, ki vključujejo vpliv interventne
soli v sistemih z regulacijo naboja. To bo tema naslednjih poglavij.

H.3 Interakcije točkastih makroionov reguliranega
naboja v prisotnosti monovalentne soli

Sistem vzporednih ravnih površin v raztopini protiionov je služil kot dober model
za postavitev ustreznega teoretičnega okvira za študiranje pojava regulacije naboja.
Zdaj se bomo osredotočili na vpliv soli na ta pojav in tako zajeli tudi pogoje, ki
so bolj podobni biološkim, kjer imamo ponavadi raztopine s tipično koncentracijo
monovalentne soli od 0.1 M in več, kot je primer za fiziološke raztopine.

Obravnali smo model dveh titracijskih sferičnih makroionov v raztopini monova-
lentne soli. Naboj na površini ni konstanten, ampak je opisan z preprosto energijo
disociacije, ki ustreza Nihnam–Parsegianovemu modelu, ki smo ga uvedli v prejšn-
jem poglavju, in sicer:

f0('(r)) = i�0'(r)� ↵kBT
�0

e0
ln (1 + b exp (i�e0'(r))), (6)

kjer ↵ določa število disociabilnih mest, kemijska energija disociacije µ je vpeljana
kot ln b = �(pH� pK) ln 10 = �µS, kjer je pK disociacijska konstanta. Tu je
'(r) lokalni fluktuacijski potencial, ki ga je potrebno integrirati iz enačbe, da bi
dobili končno površinsko vsoto. Poisson–Boltzmannov (PB) približek povprečnega
polja se dobi tako, da prepoznamo '(r) �! i� = i�PB [126]. Celotna prosta
energija disociacije sferičnega makroiona s polmerom a0 je dovolj majhna, da lahko
predpostavimo enakomeren elektrostatični potencial na površini, '(|r| = a0) = ',
tako da lahko zapišemo

f(') =

I

S

f0('(r))d
2r �!

�! iNe0'� ↵kBTN ln (1 + b exp (i�e0')), (7)

kjer je N število adsorpcijskih mest, ki zadosti enačbo
R
dS�0 = Ne0, ↵ > 1 je

koeficient asimetrije, ki določa širino intervala v katerem fluktuira efektivni naboj
delca e(�) kot funkcija elektrostatičnega potenciala povprečnega polja na njegovi
površini, � = �(a0):
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@f(�)
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Efektivni naboj makroiona tako fluktuira v intervalu �Ne0 < e < (↵�1)Ne0, ↵ > 1.
V primeru ↵ = 2 je interval v katerem naboj fluktuira simetričen [�Ne0, Ne0]. Po-
dani izrazi za regulacijo naboja so ekvivalentni ’lattice-gas’ modelu z variabilnim
številom disociacijskih mest. Ti izrazi bodo uporabljeni v izpeljavi celotne statis-
tične vsote. Poudariti je treba, da ta oblika preproste površinske energije temelji
na približku majhnih makroionov, tako da površinski potencial ni funkcija kotnih
spremenljivk, ampak velja f(') =

H
|r|=a0

f0('(r))d2r.
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Ko fiksiramo fluktuacijski potencial na enem makroionu kot �1(a) = '1 ter na
drugem kot �2(a) = '2, oba makroiona pa se nahajata v točkah z vektorjema r1

in r2, lahko izpeljemo propagator polja v Debye–Hücklovi limiti, ki opiše dinamiko
elektrostatičnega polja med enim in drugim makroionom. Z upoštevanjem površin-
skih prispevkov na eksaktni ravni lahko izpeljemo statistično vsoto kot funkcional
vseh možnih vrednosti fluktuacijskega potenciala na makroionih '1 in '2.

Tako smo izpeljali teorijo, ki temelji na dveh približkih: prvič, makroione obrav-
navamo kot točkaste (porazdelitev elektrostatičnega potenciala na površini je uni-
formna), in drugič, obdajajoča raztopina je obravnavana na Debye–Hücklovem nivoju
(potencial v raztopini soli je dovolj majhen, da lahko Poisson–Boltzmannovo enačbo
lineariziramo. Upoštevajoč različne vrednosti parametra asimetrije ↵ smo obrav-
navali tri primere: simetrični sistem, sestavljen iz dveh identičnih makroionov z
nabojem, ki fluktuira v simetričnem intervalu; semi-simetričen sistem, pri katerem
naboj fluktuira v asimetričnem intervalu; ter asimetrični sistem, sestavljen iz dveh
nasprotno nabitih makroionov.

Izkaže se, da regulacija naboja privede do privlaka med makroioni tako v simetri-
čnem kot v semi-simetričnem sistemu, in sicer za vrednost pH raztopine, kjer makroiona
dosežeta točko ničelnega naboja. Teorija je pokazala, da je ta privlak posledica
asimetrične fluktuacije naboja v režimu nevtralizacije naboja. Privlak je opažen
tudi v asimetričnem sistemu v primeru, ko je en makroion nabit, nabitost drugega
pa izgine. Pokazali smo tudi, da je privlak posledica sklopitve fluktuacije naboja na
enem ter celotnega naboja na drugem makroionu. Rezultati so dobljeni numerično
z izračunom izpeljane particijske vsote. Z Gaussovim približkom za binomski koe-
ficient pri opisu disociacije na površini makroionov dobimo analitično interakcijsko
prosto energijo kot vsoto dveh prispevkov. Prvi opisuje odboj med enako nabitimi
makroioni in je odvisen od pH raztopine, tako da izgine v točki ničelnega naboja.
Takrat postane dominanten drugi člen, ki podaja fluktuacijski privlak. Izkaže se, da
ta privlačni člen v približni analitični obliki točno ustreza originalnemu Kirkwood–
Shumakerjemu rezultatu.

Parametri obdajajoče raztopine, kot sta pH ter koncentracija soli, tako igrajo
pomembno vlogo v sistemih z reguliranim nabojem in pri interakcijah delujočih
v teh sistemih. V vseh obravnavanih primerih je fluktuacijski privlak manjši v
raztopinah z večjo koncentracijo monovalentne soli, zmanjšan pa je tudi odboj med
enako nabitimi makroioni. To je skladno z učinkom senčenja. Večji privlak je opažen
v sistemih z večjim številom adsorpcijskih mest, kar povzroča močnejše fluktuacije
naboja.

Teorijo, izpeljano na tem modelu smo na to uporabili na sistemu makroionov,
ki so bolj podobni proteinom. To smo naredili tako, da smo v površinski energiji
disociacije upoštevali disociacijske konstante za nabite aminokisline, ki prinesejo
naboj proteinu: Z analizo dveh simetričnih sistemov, različnih v izbiri aminokislin,

ASP GLU TYR ARG HIS LYS CYS

pK 3.71 4.15 10.10 12.10 6.04 10.67 8.14

Table H.1: Vrednosti pK aminokislinskih funkcionalnih skupin v razredčeni raz-
topini [57].

smo prišli do rezultata, ki nam pove, da privlak v točki ničelnega naboja ni odvisen
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zgolj od števila adesorpcijskih mest, ampak tudi od kapacitete makroiona. Kakor
sta pokazala Mikael Lund in Bo Jönsson [60], se kapaciteta makroiona lahko zapiše
kot

h(ẽ� hẽi)2i ⇠ C =
@ẽ(�)

@(�e0�)
= �

1

ln 10

@ẽ(�)

@pH
. (9)

Če je sprememba predznaka naboja kot funkcija pH raztopine dovolj počasna, da
se ustvari plato konstantnega naboja, to ustreza ničelni kapacitivnosti, ki ima za
posledico, da privlak v točki ničelnega naboja izgine. Pojav, da je kapaciteta speci-
fična za vsak protein ter da je privlak premo sorazmeren kapaciteti, je bil tako
eksperimentalno opažen kot tudi potrjen s simulacijami [69]. Zdaj smo dobili tudi
ustrezni pionirski teoretični opis, na katerem lahko gradimo nadaljnje raziskovanje
interakcij med proteini.

H.4 Interakcije točkastih makroionov reguliranega
naboja v prisotnosti polivalentne soli

Sedaj se bomo osredotočili na problem interakcij, ki jih posredujejo polivalentni ioni.
Eksperimenti so pokazali, da prisotnost polivalentnih protiionov privede do dodat-
nega privlaka, tako med enako nabitimi makromolekuli kot med makromolekulami
reguliranega naboja v točki ničelnega naboja [133]. Kljub temu, da imajo v bi-
oloških sistemih multivalentni ioni pomembno vlogo (denimo pri kondenzaciji semi-
fleksibilnh biopolimerov [34, 35]), predstavlja ta problem poseben izziv, saj pred
tem ni obstajal noben teoretičen opis, ki bi napovedal obnašanje sistema reguliranih
nabojev v prisotnosti polivalentnih ionov.

Ob prisotnosti polivalentnih ionov v sistemu se šibka sklopitev zlomi, obstoj
Kirkwood–Shumakerjeve interakcije pa postane dvomljiv. Vendar obstaja teorija,
t.i. teorija odetih ionov [34, 35], ki temelji na asimetrični obravnavi različnih kompo-
nent sistema, ki jo bomo tu posplošili, tako da bo zajela tudi sisteme s spremenljivim
nabojem. Bistvo teorije oblečenih ionov je uporaba Debye Hückel pristopa šibke sklo-
pitve za opis monovalentne soli, medtem ko se za multivalentno sol uporabi pristop
močne sklopitve. Na ta način dobimo odeto efektivno interakcijo med polivalentnimi
ioni.

Za model smo izbrali dva majhna sferična makroiona v raztopini monovalentne
soli ter polivalentne soli nizke koncentracije. Fluktuacija naboja na površini makro-
ionov je opisana z enako površinsko prosto energijo kot v prejšnjem primeru, en. (7),
ki je veljavna v približku točkastih makroionov. Analogno teoriji oblečenih ionov
smo izpeljali ustrezno teorijo veljavno za pojave regulacije naboja. Prvi člen v tem
virialnem razvoju ustreza direktni interakciji med titracijskima makroionoma v raz-
topini monovalentne soli, medtem ko je prvi popravek k temu prispevek polivalentnih
ionov.

Izpeljana teorija pokaže, da prisotnost polivalentnih ionov privede do privlačnega
prispevka v celotni prosti energiji. V primeru, ko so makroion in polivalenti ioni
nasprotno nabiti, je ta privlak dovolj velik, da premaga odboj med enako nabitimi
makroioni. To se zgodi, ker so nasprotno nabiti delci močno sklopljeni, tako da se
znak takšnega sklopitvenega kompleksa spremeni. Ta fenomen je eksperimentalno
opažen v primeru silikonskih delcev z reguliranim nabojem [133]. V nasprotnem
primeru, ko so makroion in polivalentni ioni enako nabiti, ta privlačni prispevek
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ni dovolj močan, da bi premagal odboj. Dominanten postane zgolj na velikih raz-
daljah, ko odboj oslabi ter postanejo asimetrične fluktuacije naboja na površini
makroionov opazne. Eksperimenti so pokazali, da interakcije med delci reguliranega
naboja, posredovane z multivalentnimi koioni, nimajo velikega vpliva na DLVO
rezultate [106]. Najbolj pomemben rezultat naše teorije je opis interakcije v točki
ničelnega naboja. Takrat odboj kot rezultat šibke sklopitve izgine, prvi popravek
postane dominanten in prinese močan privlak med elektronevtralnimi makroioni.
Izpeljana oblika proste energije nam pove, da je ta privlak posledica interakcije med
ioni in induciranimi ioni. Tudi iz dobljenih rezultatov vidimo, da je ta vrsta in-
terakcije precej močnejša od rezultata šibke sklopitve za Kirkwood–Shumakerjevo
interakcijo. Na ta način smo dobili splošno obliko za opis Kirkwood–Shumakerjeve
interakcije, posplošeno tako, da je veljavna tudi v režimu močne sklopitve, ter tako
utemeljili pot za bolj podrobno raziskavo elektrostatičnih interakcij med proteini.

H.5 Interakcije površin reguliranega naboja v pris-
otnosti polivalentne soli

Za razliko od modela točkastih nabojev, je v tem poglavju tema našega razisko-
vanja interakcija med površinami, kjer titracijska mesta zavzemajo neskončno ploščo,
tako da v termodinamski limiti dobimo končno porazdelitveno gostoto naboja na
površini. Takšen model bo pomemben za sisteme, pri katerih je razdalja med
nabitimi makroioni manjša od njihove velikosti. Končna velikost titracijskega makro-
iona bo privedla do dodatnih formalnih matematičnih težav, tako da bo naš cilj najti
načine, kako jih premagati ter priti do razumevanja, kako prostorska porazdelitev
fluktuirajočega naboja vpliva na skupno interakcijo takšnih površin v prisotnosti
polivalentih ionov.

Problem interakcij dvojnih plasti, posredovanih z multivalentnimi ioni, je bil
dolgo časa izziv za teoretike, ustrezen teoretični opis pa sta prva podala Matej
Kanduč in Rudolf Podgornik, leta 2010 za sistem s fiksnim nabojem, tako formuli-
rajoč teorijo oblečenih ionov. Tukaj bomo razširili njuno teorijo tako, da bomo v
naš okvir vključili pojav regulacije naboja. Ker v literaturi ne obstaja teoretični
model za problem interakcije regulacijsko-nabitih delcev v prisotnosti multivalen-
tih ionov, smo začeli s preprostim modelom, ki privzame enakomerno porazdelitev
adsorpcijskih mest na površinah ter predpostavi, da ni interakcije med sosednjimi
titracijsko nabitimi delci na površini. Plošče so potopljene v raztopini monovalentnih
in polivalentnih ionov. Cilj je dobiti posplošeno obliko za Kirkwood–Shumakerjevo
interakcijo, ki jo lahko primerjamo z van der Waalsovo interakcijo.

Naša izpeljava teorije temelji na dekompoziciji particijske vsote na nivoju viri-
alnega razvoja, analognega teoriji oblečenih ionov. En del privede do opisa proste
energije med titracijskimi površinami v prisotnosti monovalentne soli na nivoju šibke
sklopitve, medtem ko drugi člen ustreza prvemu popravku, ki je prispevek poliva-
lentnih ionov, obravnavanih na nivoju močne sklopitve. Oba člena upoštevasta
točno formo površinske proste energije, ki ustreza regulaciji naboja, podobno kot
v en. (5). Prvi prispevek smo definirali v obliki popotnega integrala v Fourier–
Besselovem prostoru ter dobili obliko podobno Feynmanovemu vzbujanemu har-
monskemu oscilatorju. To je bil zapleten del računa zaradi nehomegenih fluktuacij
naboja na površinah, ki so prinesle dodatne matematične težave. Uporabljajoč
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metode iz teorije polja [124] smo dobili točno analitično obliko proste energije.
Vsota šibke sklopitve (ki opisuje sistem brez polivalentnih ionov v raztopini)

se loči na dva člena: prvi opisuje odboj med enako nabitimi površinami in je
odvisen od pH raztopine, medtem ko drugi opisuje privlak, ki postane dominan-
ten v točki ničelnega naboja. Ta privlak predstavlja prepleteno van der Waalsovo in
Kirkwood–Shumakerjevo interakcijo. Interakciji se lahko ločita v limiti dielektrično
homogenega sistema, ko dobimo Kirkwood–Shumakerjevo interakcijo, ali pa v limiti
fiksnega naboja, ko ostane van der Waalsova interakcija. Intenziteti obeh interakcij
sta primerljivi.

Statistična vsota pri močni sklopitvi (ki opisuje prispevek polivalentnih ionov)
nam je dala privlačen prispevek k prosti energiji. V odvisnosti od predznaka naboja
na površinah je celotna interakcija lahko odbojna, če se polivalentni ioni obnašajo kot
koioni, ali pa privlačna, če se polivalentni ioni obnašajo kot protiioni. V primeru
koionov se lahko opazi privlak samo na velikih razdaljah, ko odboj oslabi zaradi
senčenja ter asimetrične fluktuacije naboja imajo večji vpliv. V primeru protiionov
je privlak močnejši za večje vrednosti naboja na površinah, pri večji koncentraciji
polivalentne soli ter manjšemu senčenju.

Kadar površini dosežeta točko ničelnega naboja pride do privlaka. Rezultati so
pokazali, da je ta privlak precej močnejši od privlaka v monovalentni soli. Razlog
za to je, da v monovalentni soli privlak izhaja iz monopolarnih fluktuacij naboja.
Tu polivalentni ioni prinesejo dodaten privlak, ki je posledica interakcije med ioni
in induciranimi ioni, kjer polivalentni ioni močneje inducirajo fluktuacije naboja na
površinah. Te fluktuacije so nehomogeno razporejene na površinah, zaradi česar
dobimo zapleteno obliko te interakcije.

Z izpeljano teorijo smo pokrili široko območje parametričnega prostora ter prispe-
vali k bolj podrobnemu razumevanju problema dvojnih plasti, in s tem presegli
standardni opis, ki temelji na približku fiksnega naboja na površinah. Naša teorija
omogoča tudi razumevanje problema interakcije med proteini v močno koreliranih
sistemih, ki so pogosti v bioloških pogojih.

H.6 Zaključek
Za zaključek moramo izpostaviti, da naše delo predstavlja razširitev stoletja dolge
zgodovine teorij elektrostatičnih interakcij v fiziki koloidov. Coulombske tekočine,
sestavljene iz makromolekul v ionski raztopini, predstavljajo pomemben večdelčni
problem, zahteven za analizo zaradi dolgega dosega elektrostatičnih interakcij. To
je pustilo močan pečat pri razvoju znanstvenega področja, saj so teorije morale
biti omejene na majhen del parametrskega prostora, da bi relevantni približki ob-
držali svojo veljavnost, s tem pa je bil celoten postopek pridobivanja novih spoz-
nanj počasen in postopen. Z uvedbo orodij iz teorije polja smo naredili pomem-
ben korak pri modernem razumevanju coulombskih tekočin. Kljub temu so tudi
te moderne teorije ostale omejene na prostor parametrov, ki ustreza konstantnemu
naboju na makromolekulah. Ta približek je seveda daleč od resničnosti, še posebej v
svetu proteinov z disociabilnimi protoniranimi–deprotoniranimi aminokislinami. V
takšnih sistemih pridejo do izraza učinki regulacije naboja s fluktuirajočim površin-
skim nabojem kot glavnim vodilom. Pričujoča disertacija je namenjena posplošitvi
modernih teorij coulombskih elektrolitov z namenom razumevanja pojavov, ki nas-
tanejo kot posledica regulacije naboja. Motivirani z izzivi iz fizike proteinov je v
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disertaciji predstavljen teoretični okvir, v katerem smo obravnali štiri probleme, ki
se nanašajo na regulacijo naboja makromolekul v ionski raztopini. Seveda so neka-
teri približki še vedno prisotni, vendar predstavljene teorije zajemajo vse osnovne
pojave, ki so prisotne med proteini ali pa katerimi drugimi objekti s spremenljivim
nabojem.

Kljub temu, da je napredek razumevanja eletrostatičnih interakcij med proteini
nezanemarljiv, je ostalo dovolj prostora za izboljšave in posplošitve. Kot prvo, vel-
javnost predstavljenih teoretičnih rezultatov je potrebno preveriti z računalniškimi
simulacijami, kar je načrtovano v bližnji prihodnosti. Poleg tega so obravnavani
makroioni opisani bodisi v limiti točkastih nabojev, zanemarjujoč prostorsko po-
razdelitev adsorpcijskih mest, bodisi z neskončnimi ravnimi površinami enakomerne
porazdelitve adsorpcijskih mest, kjer so interakcije med njimi zanemarjene. Oba
modela sta lahko še izboljšana in posplošena. Posebej zanimivo bi bilo videti, kako
krpaste porazdelitve naboja vplivajo na regulacijo naboja. Lahko bi se šlo globlje
v numeriko, kjer bi morali implementirati dobljene rezultate na primeru konkret-
nih proteinov. Kar se tiče nadaljnjega teoretičnega razvoja, bi bil naslednji korak
v našem opisu vključitev multipolnih momentov ter polarizacijskih učinkov, kar bi
prispevalo k boljšemu razumevanju osnovnih elektrostatičnih interakcij med proteini.
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skiöld) . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Nucleosome conformational variability in interphase nuclei
and in solution explored by cryo-electron microscopy
and tomography of vitreous sections (Mikhail Eltsov,
Diana Grew, Françoise Livolant, Amélie Leforestier) . 27
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Lars Nordenskiöld) . . . . . . . . . . . . . . . . . . . . 48

Genetic outbreak from the endosome:
A molecular perspective on gene therapy (Bart Bruininks) 49

Multiscale simulations of double-stranded DNA with sequence-
dependent mechanical and conformational properties (Sal-
vatore Assenza) . . . . . . . . . . . . . . . . . . . . . . 50

Dynamics and organization of cyclic polymers melt in a con-
finement (S.M. Pachong, J. Smrek, K. Kremer) . . . . 51

4



DNA-based dendrimers: From a single molecule
to the dense solution description

N. Adžić1, C. Jochum2, E. Stiakakis3, G. Kahl2, C. N. Likos1
1Faculty of Physics, University of Vienna, Boltzmanngasse 5, A-1090 Vienna, Austria

2Institute for Theoretical Physics, TU Wien, Wiedner Hauptstraße 8-10, A-1040 Vienna, Austria
3Institute of Complex Systems 3, Forschungszentrum Jülich, Leo-Brandt-Straße, D-52425

Jülich, Germany
e-mail: natasa.adzic@univie.ac.at

We present a joint theoretical-experimental study of a novel class of
macromolecules, the so-called DNA-based dendrimers. They have recently
been synthesized from the enzymatic ligation of Y-shaped DNA unit, a
three-armed structure consisting of double-stranded DNA (ds-DNA), formed
via hybridization of three single-stranded DNA chains (ss-DNA), each of
which has partially complementary sequences to the other two [1]. In or-
der to describe such dendrimers of various generations we have employed
two independent models: a bead-spring model and the oxDNA model. In
the bead-spring model, base-pairs of a single DL-DNA molecule are mod-
eled by charged monomers, whose interactions are chosen to mimic the
equilibrium properties of DNA correctly. On the other hand, the oxDNA
model allows us to take a closer look into the DNA structure, treating DNA
as a string of rigid nucleotides which interact through potentials that de-
pend on the position and orientation of the nucleotides. We have performed
Molecular Dynamics Simulations and we have also employed dynamic/static
light scattering in order to determine equillibrium properties and confor-
mational characteristics of all-DNA dendrimers as well as the behavior of
their solutions. We have investigated their behavior in ionic solution, pay-
ing particular attention on their salt-responsiveness. Our computational
and experimental results reveal that the DL-DNA are rigid objects with
low internal monomer concentration, regular voids in their interior, with
high persentage of absorbed counterions, and that show high resistance to
stimuli-responsiveness [2]. These properties shape the behaviour of their
solutions. Namely, both experimental as well as computational results show
anomalous structure factor of dense DL-DNA solutions, as it had been pre-
dicted theoreticaly in Ref [3]. In this way we have found the object which
was a missing puzzle in understanding the full phase diagram of star poly-
mer solutions.

[1] Y. Li, Y. Tseng, and D. Luo, Nat. Mater. 3, 38, (2004).

[2] C. Jochum, N. Adžić, E. Stiakakis, T. L. Derrien, D. Luo, G. Kahl, and C. N. Likos, Nanoscale,

11, 1604 (2019).
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Abstract: We studied compact conformations of a ring polymer adsorbed on the 
non homogeneous (e. g. porous) substrates. Substrates are represented by the generalization 
of modified rectangular (MR) lattice – a hierarchically constructed family of fractal lattices 
embedded in 2d space and parameterized with an integer p >1. Analyzing the exact set of 
recursive relations for arbitrary value of p, we established an asymptotic form of a number 
of conformations. As a correction to the leading exponential factor we obtained the 
stretched exponential factor with the exponent V = 1/2 on each member of the fractal 
family. Although it is believed that the critical exponent V on fractal lattices is determined 
not only by the fractal dimension of the underlying lattice but also by other lattice parame-
ters, here we found that V had the same value on different fractals with the same fractal 
dimension (df = 2).  

Keywords: non-homogeneous media, fractal, polymer, scaling functions, critical 
exponents. 
 

 
 
1. INTRODUCTION 
 
Polymer is a large molecule made up of 

covalently bonded units called monomers. As solid 
material, a synthetic polymer can exists in various 
forms: from ordinary thermoplastics used in 
everyday life to some highly advanced polymer 
matrix composites used in marine and aerospace 
applications. Nature also prefers polymers since all 
living beings are comprised of polymers such as 
structural or functional proteins whose performance 
is directed and controlled by other well known 
polymers: DNA and RNA. 

The conformational properties of a single 
polymer are best learned when the polymer is immer-
sed in a solvent. Then, due to the thermal agitation, 
polymer continuously changes its shape and acquires 
different conformations. Depending on the quality of 
the solvent and /or temperature, there are three 
qualitatively different regimes. In good solvent (or 
high temperature), the regime polymer is in an 
extended state. Lowering the solvent quality or tem-
perature, at the so called 4 - condition, a polymer 
undergoes collapse transition from expanded to com-

pact state. In the bad solvent regime (or low tempera-
ture) when polymer is in compact state, it occupies 
compact, globular conformations in order to minimize 
contacts with the solvent. Statistics of linear polymer 
conformations in all three regimes are well described 
by a suitable kind of random walks defined on a latti-
ce [1]. In good solvent regime, when conformations 
are of the random coil type, self-avoiding random 
walks are applicable, a concept originally introduced 
in polymer physics by Montroll [2]. Self avoiding 
random walks (SAWs) are random walks that never 
visit some lattice site more than once, i.e. they do not 
intersect themselves, a property that mimics the self-
excluded volume in real polymers. Compact confor-
mations are best represented by Hamiltonian walks 
(HWs) which are SAWs that visit each lattice site and 
therefore maximally occupy the lattice. The compact 
state of a polymer is a principal state in the biological 
world due to the fact that the functional proteins 
under normal conditions fold into the unique compact 
conformation, or to the fact that chromatin in 
eukaryotic cells is compactly packed into the nucleus.  

In this article we study conformations of a 
ring polymer that are compact and fractal in charac-

* Corresponding author: dusamar@netscape.net 
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ter, which is directly applicable to chromatin organi-
zation in the nucleus as stated in [3−6].These kinds 
of conformations are generated by the Hamiltonian 
closed walks (cycles) on fractal lattices, where each 
walk can be viewed as space-filling fractal curve. 
Utilizing self-similarity of fractal lattices, through 
the exact set of recurrence equations, we determine 
how the number of HWs ( Z ) grows with the num-
ber of lattice sites ( N ) when foN  (asymptotic 
law). 

 
 
2. MODIFIED RECTANGULAR LATTICE  

AND ITS GENERALIZATION  
 
Modified rectangular (MR) lattice and its gene-

ralization (GMR) are fractal lattices embedded in 2d 
space [7,8]. Each fractal of GMR family is paramete-
rized with an integer p , fdd p2 . The case 2 p  
corresponds to MR lattice. Construction of fractals is 

iterative, step by step, as illustrated in Figure 1 and 
Figure 2. For an arbitrary p , the first four steps of 
construction are: st1  step − graph of four points in the 
form of the unit square is constructed; nd2  step 
− p unit squares are connected in the form of rectan-
gle; rd3  step − p  rectangles, as the one obtained in 
the previous step, are connected in the form of a 

pp u square; th4  step − p  squares from the previo-
us step are connected in the form of a rectangle. Frac-
tal is obtained after infinitely many steps in which we 
alternatively generate rectangular and square shapes. 
The structure obtained in the thl step of the construc-
tion is called the thl order generator, and is denoted 
by lG . For a given p  generator lG (p) comprises 

14 �� l
l pN  lattice cites, and each fractal lattice 

obtained when fol  has fractal dimension 
2 fd , independently of p . 

 

 
Figure 1. Iterative construction of MR fractal lattice: the first five steps 

 

 
Figure 2. The first five steps of the iterative construction of GMR fractal lattice with 3 p  

 
3. RECURSIVE ENUMERATION OF 

WALKS AND ASYMPTOTICS 
 
In order to enumerate all Hamiltonian cycles 

on )(1 pGl� , in Figure 3 we schematically represent 
all cycles on the coarse grained )(1 pGl�  − generator 
of order 1�l (square or rectangle) that consists of p  
generators of order l  (rectangles or squares) whose 
internal structure is not shown. It turns out that for 
any p  there is only one coarse grained cycle. This 
cycle on )(1 pGl�  consists of p  steps (parts), each 
one through one of the )( pGl . Steps are denoted 

by B  if they consist of one brunch that enters and lea-
ves )( pGl  through vertices of )( pGl  belonging to 
different )(1 pGl� . Actually, step B  represents all 
Hamiltonian walks that enter and leave generator 
through mentioned vertices, and whose number on 

)( pGl  is denoted by lB . Similarly, steps are denoted 
by D  if they consist of two brunches, each of them 
entering and leaving )( pGl  through vertices of 

)( pGl belonging to the same )(1 pGl� . Step D  
represents all walks of that type whose number on 

)( pGl  is denoted by lD . We can see in Figure 3 that 
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there are two B steps and 2�p  steps D , so that the 
overall number of Hamiltonian cycles on )(1 pGl�  
can be expressed as : 

22
1

�
�  p

lll DBZ  .                                                    (1) 

 

 
Figure 3. Schematic representation of all Hamiltonian 
cycles on )(1 pGl� . Grey rectangles represent ).( pGl  

 

Due to the self-similarity of fractal lattices the 
numbers of walks of B  and D  types can be obtai-
ned recursively, but in order to achieve this, the 
other two types of walks, denoted by A  and E , are 
needed. Schematic representation of walks of  type 
A , B  and E are given in Figure 4, and that of walk 
D  is given in Figure 5. Recurrence equations are:  

1
1

�
�  

p
lll DBA ,                                                       (2) 

p
ll AB  �1 ,                                                              (3)  

221
1 )1( ��
� �� p

lll
p

ll DBpEpDD ,                      (4)  
p

ll DE  �1 .                                                             (5) 

This system of non-linear difference equations 
should be supplemented with the initial conditions − 
the numbers of walks on the unit square: 

11111     EDBA  .  
 

 
Figure 4. Graphic representation of A , B  and E  type of walks together with schematic derivation  

of the corresponding recurrence relations 
 

 
Figure 5. Schematic representation of  D  type of  walks and illustration of obtaining recurrence relation 

 
The numerical iteration shows that variables 

lA , lB , lD  and lE  grow very fast with each iteration 

l , so that we rescale them dividing lA , lB  and lE  by 

lD , and obtain new, rescaled variables defined as: 

lll DAx / , lll DBy /  and lll DEz / . Recur-
rence equations for rescaled variables, that follow 
from equations (2), (3) and (5) are: 

ll

l
l pzyp

yx
��

 � 21 )1(
,                                        (6) 

ll

p
l

l pzyp
x

y
��

 � 21 )1(
,                                       (7) 

ll
l pzyp

z
��

 � 21 )1(
1

,                                       (8) 

while equation (4) turns to  

])1[( 2
1 ll

p
ll pzypDD �� � .                             (9) 

By numerical iteration we obtain that 
0, oll yx for large l , while constzl o  whose 

value depends on the parity of l . With these facts, 
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combining equations (6) and (7) for 1!!l  it 
follows that p

ll yy const 2 �|  , meaning that  
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From equation (9) for 1!!l  we have 
p

ll DconstD  ~1�  so that variable D  

asymptotically grows as 
lp

l constD 1 ~ Z , where 

1Z  can be obtained numerically as 

l
l

l p
Dln

limln 1 fo Z  for each value of p . In 

rescaled variables relation (1) becomes 
p

lll DyZ 2
1  � , from which, together with the 

asymptotic given by (10), asymptotic for lD  and 
relation for the number of lattice cites 

14 �� l
l pN , it is derived that the number of 

Hamiltonian cycles on GMR lattices for arbitrary 
p asymptotically behaves as   

°̄
°
®
­

 ωconst
ωconstZ

l

l 
ll

ll

N
o

N

N
e

N

l
,      , 
      ,  ~

  oddfor 

even for 
V

V

P
P               (11) 

where the connectivity constant 41

p
ZZ   and 

constant P  in the stretched exponential factor 
depend on p , but P  also depends on the parity of 
l  for given p .  

We obtained that 
p

oe

1

)(OP   while 
.eo OP   Exponent V  in the stretched exponential 

factor is equal to 2/1  for all p . Values of Z , eO  
and oO  as functions of p are given in Table 1 for 

102 dd p , and graphical presentations of Z , oP  
and eP  are given in Figures 6 and 7. 

 

Table1. Values of parameters Z , eO  and oO  appearing in scaling form (10) for 102 dd p  

p 2 3 4 5 6 7 8 9 10 
Z  1.1687 1.1474 1.1293 1.1151 1.1039 1.0948 1.0872 1.0809 1.0755 

eO  0.4621 0.5537 0.6141 0.6574 0.6903 0.7164 0.7377 0.7555 0.7706 

oO  0.1660 0.1154 0.08999 0.07430 0.06352 0.05561 0.04953 0.04469 0.04075 
 

                         
Figure 6. Connectivity constant Z  as a function of p.                            Figure 7. Constant O for even and odd  

                                                                                                                     values of l as a function of p.  
 

4. DISCUSSION OF THE RESULTS 
 

In this paper we established an asymptotic 
form given by the equation (11) for the number of 
Hamiltonian cycles on GMR fractal lattices. As a cor-
rection to the leading exponential factor we obtained 
the stretched exponential factor with 2/1 V on the 
whole fractal family. It is well known that the bases 

Z  and P  in the scaling form (11) depend on lattice 
details, but it is expected that V  on homogeneous 
lattices depends only on lattice dimension due to its 
origin in surface correction [10,11]. Contrary to 
homogeneous lattices, as pointed out in [12−14], V  
on fractal lattices should be of non-universal charac-
ter, meaning that it should depend not only on the 
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fractal dimension but on other lattice parameters too. 
Here we found the same value of V  on the whole 
family of similar, but slightly different lattices, with 
the same fractal dimension. Although lattice depen-
dent on fractals, we see that V is less sensitive on lat-
tice details than Z  and P . Furthermore, it follows 
from Figure 7 that the connectivity constant Z  
slightly decreases with p , although for all p  lattices 
have the same coordination number (three). Due to 
the high anisotropy of horizontal and vertical directi-
ons for each p , by varying p  we obtained two bran-
ches for the base P  in the stretched exponential fac-
tor (for even and odd values of l ) as depicted in Figu-
re 7. In the end, we can say that this is an instructive 
example of a study of how topological properties of 
lattices influence scaling parameters of Hamiltonian 
walks. 
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ЕКСПОНЕНТ СКАЛИРАЊА КОМПАКТНИХ ПОЛИМЕРНИХ  

КОНФОРМАЦИЈА У НЕХОМОГЕНИМ СРЕДИНАМА 
 

Сажетак: Проучавали смо компактне конформације прстенастих полимера адсор-
бованих на нехомогене (нпр. порозне) супстрате. Супстрати су представљени генерализа-
цијом модификоване правоугаоне (МП) решетке − хијерархијски конструисаном фамили-
јом фракталних решетки смјештених у дводимензионални простор и параметрисаних са 
цијелим бројем p, p > 1. Анализом егзактног система рекурентних релација за произвољну 
вриједност p, успоставили смо асимптотски облик функције скалирања укупног броја 
конформација. Као корекцију на водећи експоненцијални фактор добили смо проширени 
експоненцијални фактор са експонентом V = 1/2 на сваком фракталу разматране фамили-
је. Иако се сматра да критични експонент V на фракталним решеткама не одређује само 
фрактална димензија решетке већ и њени остали параметри, овдје смо добили да V има 
исту вриједност на различитим фракталним решеткама исте фракталне димензије (d f= 2). 

Kључне ријечи: нехомогене средине, фрактал, полимер, функције скалирања, 
критични експоненти. 

 
WX  



SUMMERSOLSTICE 2014

International Conference On 

Discrete Models Of Complex Systems

22-25 June 2014, Institute Jozef Stefan, Ljubljana, Slovenia

B O O K

O F

A B S T R A C T S

Edited by  Bosiljka Tadić & Milovan Šuvakov

 ©Department of Theoretical Physics, Jozef Stefan Institute, Slovenia; June 2014

Bstar© 2013
        Follow post-conference updates at the Web page:     http://www-f1.ijs.si/~tadic/Workshops/Solstice14/



�

⇠



SUMMERSUMMERSOLSTICE 2014SOLSTICE 2014
International Conference on International Conference on 
Discrete Models of Complex SystemsDiscrete Models of Complex Systems
22--25 June 2014, Institute Jozef Stefan, Ljubljana, Slovenia22--25 June 2014, Institute Jozef Stefan, Ljubljana, Slovenia

 Search >

Home Organization Call for papers Speakers Program Registration Abstracts Updates Travel

6th Conference Discrete Models of Complex Systems

Program for Monday, 23rd June 2014
Monday 23. June 2014 Chair: Geoff Rodgers, Brunel University
TIME Speaker Title
09:00-
09:30

Stefan Thurner 
Medical University Vienna Entropies for Complex Systems

09:30
10:00

Milan Rajkovic
Institute Vinca-Belgrade

Quantifying self-organization and complexity with a
wavelet machine?

10:00-
10:30 COFFEE  BREAK

10:30-
11:00

Andrea Rapisarda
University of Catania

Micro and Macro Benefits of Random Investments in
Financial Markets

11:00-
11:30

Jelena Grujic
Imperial College London Multi-strategy game as a complex system

11:30-
12:00

Raul Rechtman
UNAM Mexico

Topological bifurcations in a model of a society of
reasonable contrarians

12:00
-
13:00

L u n c h  B r e a k

Monday 23. June 2014 Chair: Franco Bagnoli, University of Florence
TIME Speaker Title
13:00-
13:30

Andrea Guazzini
University of Florence Sociophysics of Human Virtual Dynamics

13:30-
14:00

Jiri Fiser
Purkinje University ETOS- domain specific language for discrete simulation

14:00-
14:30

Anna Carbone
Politecnico di Torino

Detrending Moving Average Algorithm: a Non-Random
Walk through Complex Systems Science

14:30-
15:00

Alexander Povolotsky
BLTP, Dubna Interacting particle systems: Integrability vs. universality

15:00-
15:30 COFFEE  BREAK

Monday 23. June 2014 Chair: Matjaz Perc, University of Maribor
TIME Speaker Title
15:30-
16:00

Alvaro Corral
Barcelona University Zipf's law and a scaling law, in texts and in music

16:00-
16:30

Maria Letizia Bertotti
Free University of Bozen

Correlation between economic inequality and mobility in
kinetic models for social sciences

16:30-
17:00

JiriSkvara
J. E. Purkinje University

Stock Price Dynamics: Application of Simple Fluids
Models and Percolation

17:00-
17:30

Harbir Lamba
George Mason University

Endogenous Dynamics in Financial and Economic
Systems

17:00-
(19:00) F r e e t i m e

6th Conference Discrete Models of Complex Systems

Program for Tuesday, 24th June 2014
Tuesday 24. June 2014 Chair: Andrea Rapisarda, University of Catania
TIME Speaker Title
09:00-
09:30

Matjaz Perc
University of Maribor Bargaining with discrete strategies

09:30
10:00

Marija Mitrovic
Intitute of Physics Belgrade

Agent-Based Modeling and Social Structure in Bloggers'
Dynamics

10:00-
10:30 COFFEE  BREAK

10:30-
11:00

Bruno Di Stefano
Nuptek Systems, Toronto Biomimicri As A Method For Developing Cognitive Agents

11:00-
11:30

Anna T. Lawniczak
University of Guelph

Model Of A Population Of Autonomous Simple Cognitive
Agents And Their Performance In Various Environments

11:30-
12:00

Rolf Hoffmann
Tech. University Darmstadt Ordering Colors into Strings by Agents

12:00
-
13:00

L u n c h  B r e a k

Tuesday 24. June 2014 Chair: Stefan Thurner, Medical University Vienna
TIME Speaker Title

13:00-
14:00

Roderick Melnik
WLU Waterloo, Canada

Interacting Scales and Coupled Phenomena in Nature
and Models 
(IJS Colloquium )

14:00-
14:30

Anton Grigoryev
Saratov Technical University

DNA Sequencing by Discrete Dynamics DNA Elongation
Monitoring

14:30-
15:00

Luca Tubiana
Jozef Stefan Institute

A simple one-dimensional model for composite polymer
knots

15:00-
15:30 COFFEE  BREAK

Tuesday 24. June 2014 Chair: Andrzej Krawiecki, Warsaw University Technol.
TIME Speaker Title
15:30-
16:00

Jian Yuan,
Tsinghua University Beijing

Understanding the Large Scale Urban Vehicular Mobility
by Discrete Models

16:00-
16:30

Pieter Van der Weeën
Ghent University

Influence of the grid resolution on output accuracy and
parameter sensitivity

16:30-
17:00

Artem Badasyan
University of Nova Gorica

Spin-based description of water in models of biological
macromolecules

17:00-
17:30

Natasa Adzic
Jozef Stefan Institute Field theoretic description of charge-regulation interaction

17:30-
19:30 Short Excursion:  Ljubljana Castle, Guided tour

20:00-
22:00 C o n f e r e n c e  D i n n e r

6th Conference Discrete Models of Complex Systems

Program for Wednesday, 25th June 2014
Wednesday 25. June 2014 Chair: Rolf Hoffmann, Technical University Darmstadt
TIME Speaker Title
09:00-
09:30

Jose F.F. Mendes
University of Aveiro Structural properties of complex networks

09:30
10:00

Geoff J. Rodgers
Brunel University London Network growth model with intrinsic vertex fitness

10:00-
10:30 COFFEE  BREAK

10:30-
11:00

Veronika Stoka
Jozef Stefan Institute

A Structural and Functional Network as a Tool to
Analyze Complex Biological Systems

11:00-
11:30

Franco Bagnoli
University of Florence

A self-organized method for risk perception in
epidemic spreading on multiplex networks

11:30-
12:00

Andrzej Krawiecki
Warsaw Technology Univ

Dynamical Phase Transition in the Ising model on
Scale-Free Networks

12:00
-
13:00

L u n c h  B r e a k

Wednesday 25. June 2014 Chair: Bosiljka Tadic, Jozef Stefan Institute
TIME Speaker Title
13:00-
13:30

Joaquin Marro
University of Granada Non-equilibrium Phase Transitions in the Brain

13:30-
14:00

Zeynep Kaya,
Cognitive Neurosci. SISSA Adding New Neurons on the Tail of a Binomial

14:00-
14:30

Maximilian Sadilek
Medical University of
Vienna

From Wilson-Cowan to Kuramoto: Multiplex
Formulation of Neural Activity

14:30-
15:00

Zoran Levnajic
University Novo Mesto

Reconstructing network structure from dynamical
signals

15:00-
15:30 COFFEE  BREAK

Wednesday 25. June 2014 Chair: Anna T. Lawniczak, University of Guelph
TIME Speaker Title

15:30-
16:00

Benedikt Fuchs
Medical University of
Vienna

Behavioral and Network Origins of Wealth Inequality:
Insights from a Virtual World

16:00-
16:30

An Zeng
University of Fribourg

Enhancing network functionalities by manipulating
complex networks

16:30-
17:00

Gamaliel Percino
Medical University of
Vienna

Complexity and the evolution of music-production
networks

17:00-
17:30

Bosiljka Tadic, Milovan
Suvakov 
Jozef Stefan Institute

Triggering Mechanisms in Emotion Dynamics: From
Brain Activity to Collective Social Behavior

17:30-
17:40 C o n f e r e n c e  C l o s i n g

Bstar© 2013



Discrete Models of Complex Systems
S O L S T I C E 2014,
Jožef Stefan Institute
Ljubljana, Slovenia, June 22-25, 2014

Field theoretic description of charge-regulation interaction

Nataša Adžić1, Rudolf Podgornik2
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2Department of Theoretical Physics, Jožef Stefan Institute, and Department of Physics, Faculty of Mathematics and

Physics, University of Ljubljana, 1000 Ljubljana, Slovenia , rudolf.podgornik@fmf.uni-lj.si

In order to find the exact form of the electrostatic interaction between two proteins with dissociable charge groups
in aqueous solution, we have studied a model system composed of two macroscopic surfaces with charge dissociation
sites immersed in a counterion-only ionic solution[1]. We introduced a surface free energy corresponding to a simple
model of charge regulation. Charge regulation is an old concept refering to the case, where the effective charge
on a macroion, e.g. protein surface, responds to the local solution conditions, such as local pH, local electrostatic
potential, salt concentration, dielectric constant variation and the presence of other charged groups. While in nanoscale
interactions one often assumes constancy of surface macroion charge [2],in fact the charge state of the dissociable
groups on the macroion surface always depends strongly on the acid-base equilibrium that defines the fraction of
acidic (basic) groups that are dissociated and requires to be consistently included in any theoretical formulation . Due
to it , we derived a theory, starting from the field-theoretic representation of the grand canonical partition function.
It is evaluated within the mean field approximation giving the Poisson-Boltzmann theory with the Ninham-Parsegian
boundary condition [3]. Gaussian fluctuations around the mean-field are then analyzed in the lowest order correction
that we calculate analytically and exactly, using the path integral representation for the partition function of a harmonic
oscillator with time-dependent frequency. Our general result gives attractive, long-ranged, fluctuation interaction
which depends on the pH of the solution. The obtained attraction can overcome mean filed repulsion when the
surfaces reach their point of zero charge (PZC). Taking the proper limits, our result reduces to the zero-frequency
van der Waals term, but also gives the correct Kirkwood-Shumaker result [4]-[5], which opens up the possibility to
investigate the Kirkwood-Shumaker interaction in more general contexts where their original derivation fails.

.

Figure 1: Graphical representation of the model: two charged planar surfaces with charge dissociation sites distributed
uniformly along the surfaces and with counterions between the surfaces. The counterions originate from the charge
dissociation of the dissociable groups (AC) through the reaction AC� A�+C+.

This work was supported by program P1-0055 of the Research Agency of the Republic of Slovenia.
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Phenomenology Of Charge-Regulation
Interaction In The Protein World

Nata⌅a Ad⌥ića and Rudolf Podgornikb

aJo#ef Stefan Institute, Ljubljana, Slovenia
bJo#ef Stefan Institute, Ljubljana, Slovenia, Faculty of Mathematics and Physics, University of

Ljubljana, Slovenia

Abstract. In the world of proteins one can find exotic electrostatic phenomena such as long-
ranged attraction between two electro-neutral proteins in an aqueous solution, stemming from
thermal charge fluctuations of dissociable charge groups on their surface, known as the Kirkwood-
Schumaker (KS) interaction [1]. We present here an extension of KS theory, formulating it in a field-
theoretical framework. Our model takes two small spherical macro-ions with dissociable charge
groups, which are immersed in a monovalent salt solution. Fluctuating charge on a macro-ion’s
surface is regulated by local variables such as pH, salt concentration and local electrostatic potential.
Charge regulation is described with the proper free energy function [2] for each of the macro-ions,
while the coupling between the charges is evaluated at the approximate Debye-Hückel level. Strong
attraction between like-charged particles is found close to the point of zero charge, specifically due
to asymmetric and anticorrelated charge fluctuations of the macroion charges. The general theory is
then implemented for a system of two protein-like macro-ions with known amino acid composition,
generalizing the form and magnitude of the Kirkwood-Schumaker interaction. Results show that
the strength of protein electrostatic interactions depends on the rate of change of the charge of the
macro-ion with respect to the solution pH, i.e. the molecular capacitance of the macro-ion, which is
protein specific [3, 4].

FIGURE 1. Two charge-regulated macro-ions, immersed in a solution composed of monovalent salt
ions that can be exchanged with the surface sites.
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Titratable Macroions in Multivalent Electrolyte Solutions 
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In the world of proteins one can find exotic electrostatic phenomena such as long-ranged 
attraction between two electro-neutral protein particles in an aqueous solution, stemming 
from thermal charge fluctuations of dissociable charge groups on their surface. It was first 
observed by Kirkwood and Schumaker, half a century ago, who described it in the 
framework of statistical mechanical perturbation theory and showed that this interaction 
scales different from standard van der Waals interaction. Recently we have formulated a 
theory of fluctuation interaction between macroions subject to charge regulation and showed 
how the Kirkwood-Schumaker (KS) interaction follows directly from charge regulation, 
thereby generalizing the KS perturbation approach. Nevertheless, it has been a challenge to 
broaden a theory to be valid in the regimes where the original KS results fails, which is the 
case in strongly coupled electrolyte solutions. The experiments showed that the presence of 
multivalent ions can even enlarge this type of attraction between electro-neutral proteins.  
 
Here we present a theoretical description of the effect of polyvalent ions on the interaction 
between titratable macro-ions. The model system consists of two point-like macro-ions with 
dissociable sites, immersed in an asymmetric ionic mixture of monovalent and polyvalent 
salts. We formulate a dressed ion strong coupling theory, based on the decomposition of the 
asymmetric ionic mixture into a weakly electrostatically coupled monovalent salt, and into 
polyvalent ions that are strongly electrostatically coupled to the titratable macro-ions. The 
charge of the macroions is not considered as fixed, but is allowed to respond to local bathing 
solution parameters  (electrostatic potential, pH of the solution, salt concentration) through a 
simple charge regulation model. The approach presented, yielding an effective polyvalent-ion 
mediated interaction between charge-regulated macro-ions at various solution conditions, and 
describes the strong coupling equivalent of the Kirkwood-Schumaker interaction.  
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11:00 to 11:40 - DOROS THEODOROU - Interfacial Properties of Polymer Melts: Atomistic and Mesoscopic Simulations

11:40 to 12:20 - Simone Melchionna - Multiscale biofluidics: from molecular transport to physiological flows

Lunch Break

Session 2 - Aula A001

14:00 to 14:40 - Giovanni Bussi - RNA structure and dynamics using models at di!erent resolution and experimental data

14:40 to 15:20 - Ron Elber - Why does RNA fold?

15:20 to 15:50 - Lunch

15:50 to 16:30 - Guido Tiana - Data-driven coarse-grained models of biomolecules

16:30 to 17:10 - John Maddocks - Coarse-grain modelling of DNA on the desktop: the cgDNA family of models

17:10 to 17:30 - Emanuele Locatelli - Condensation and Demixing in Solutions of DNA Nanostars and Their Mixtures: a mean-

field approach

Tuesday September 4th 2018 - Day 2
Roundtable - Aula A001

09:00 to 09:40 - Giovanni Ciccotti - Molecular Dynamics: Where From, Where To

09:40 to 12:00 - Co!ee break

Lunch Break

12:00 to 14:00 -

Session 3 - Aula A001

14:00 to 14:40 - Kurt KREMER - TBA

14:40 to 15:20 - Giovanni Settanni - Nano-bio interfaces investigated using molecular dynamics simulations

15:20 to 15:50 - Lunch

15:50 to 16:30 - Matej Praprotnik - Open Boundary Molecular Dynamics of DNA

16:30 to 17:10 - Agnes Noy - The role of DNA dynamics on genome function & how to model it

17:10 to 17:30 - Luciano Abriata - Prospect for immersive, interactive, integrative molecular modeling using commodity

software and hardware

Forsterbräu Trento

19:30 to 22:30 -

Wednesday September 5th 2018 - Day 3
Session 4 - Aula A001

09:00 to 09:40 - Lorenzo Rovigatti - The importance of softness and deformability, from DNA origami to microgels

09:40 to 10:20 - Mikko Karttunen - Simulating cell division on a desktop

10:20 to 10:50 - Lunch

10:50 to 11:30 - Sarah Harris - Mind the Gap: Bridging between atomistic models and the continuum limit with Fluctuating

Finite Element Analysis

11:30 to 11:50 - Christoph Globisch - Multiscale simulation study of penta peptide aggregation: From atomistic details to a

mechanistic interpretation.

11:50 to 12:10 - Filip Lankas - Coarse-graining of nucleic acids: atomic to rigid base and beyond

Lunch Break

Session 5 - Aula A001

14:00 to 14:40 - Giuseppe Milano - Multi-scale Modelling of Soft Matter: hybrid particle field models

14:40 to 15:20 - Michele Cascella - Hybrid Particle-Field Model for Peptide Chains

15:20 to 15:50 - Lunch

15:50 to 16:30 - Dennis C. Rapaport - Desktop supercomputing: Dynamics of virus self-assembly and packaging with GPU-

based MD

16:30 to 17:10 - Roberto Covino - Machine learning assisted enhanced sampling and interpretation of molecular dynamics

simulations

17:10 to 17:30 - Claudio Perego - Study Complex-Lasso Protein Folding via the Elastic Folder Model

Thursday September 6th 2018 - Day 4
Session 6 - Aula A001

09:00 to 09:20 - Natasa Adzic - Structure and stimuli-responsiveness of all DNA dendrimers

09:20 to 10:00 - Antonio Trovato - Correlation between self-entanglement and amino acid sequences in proteins

10:00 to 10:30 - Lunch

10:30 to 11:10 - Ivan Coluzza - Identification of protein functional regions

11:10 to 11:50 - Matteo Tiberti - E"cient tools for the study of protein mutations: Double Force Scanning and MutateX

11:50 to 12:00 - Closing Word
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Computational biophysics on your
desktop: is that possible?
September 3, 2018 - September 6, 2018
University of Trento - Dipartimento di Lettere e Filosofia - via Tommaso Gar, 14 - Trento, Italy

Talks
Ab initio water on your desktop: machine learning for molecular dynamics simulations

Christoph Dellago

Coarse-grain modelling of DNA on the desktop: the cgDNA family of models

John Maddocks

Coarse-graining of nucleic acids: atomic to rigid base and beyond

Filip Lankas

Condensation and Demixing in Solutions of DNA Nanostars and Their Mixtures: a mean-field approach

Emanuele Locatelli

Correlation between self-entanglement and amino acid sequences in proteins

Antonio Trovato, Marco Baiesi, Enzo Orlandini, Flavio Seno

Data-driven coarse-grained models of biomolecules

Guido Tiana

Desktop supercomputing: Dynamics of virus self-assembly and packaging with GPU-based MD

Dennis C. Rapaport

E!cient tools for the study of protein mutations: Double Force Scanning and MutateX

Matteo Tiberti, Matteo Tiberti [1,2], Alessandro Pandini [3], Thilde Terkelsen [1], Tycho Canter Cremers [1], Marina Vabistsevits

[1], Emiliano Maiani [1], Franca Fraternali [4], Arianna Fornili [2], Elena Papaleo [1,5]

Hybrid Particle-Field Model for Peptide Chains

Michele Cascella

Hybrid Particle-Field Model for Peptide Chains

Michele Cascella

Identification of protein functional regions

Ivan Coluzza, Francesca Nerattini[1], Luca Tubiana[1], Chiara Cardelli[1], Valentino Bianco[1], Christoph Dellago[1]

Interfacial Properties of Polymer Melts: Atomistic and Mesoscopic Simulations

DOROS THEODOROU, Aristotelis P. Sgouros

Machine learning assisted enhanced sampling and interpretation of molecular dynamics simulations

Roberto Covino, Hendrik Jung, Gerhard Hummer

Mind the Gap: Bridging between atomistic models and the continuum limit with Fluctuating Finite Element Analysis

Sarah Harris, Albert Solernou, Ben Hanson, Robin Welch, Robin Richardson, Tom Ridley, Glenn Carrington, Daniel Read, Oliver

Harlen

Molecular Dynamics: Where From, Where To

Giovanni Ciccotti

Multi-scale Modelling of Soft Matter: hybrid particle field models

Giuseppe Milano

Multiscale biofluidics: from molecular transport to physiological flows

Simone Melchionna

Multiscale simulation study of penta peptide aggregation: From atomistic details to a mechanistic interpretation.

Christoph Globisch, Alok Jain [1], Narendra Kumar Mishra [2], Sandeep Verma [2] and Christine Peter [1]

Nano-bio interfaces investigated using molecular dynamics simulations

Giovanni Settanni

Open Boundary Molecular Dynamics of DNA

Matej Praprotnik

Polymer flow and polymer topology: linear chains, rings and knots flow di"erently

Christos Likos, Lisa Weiss, Maximilian Liebetreu

Prospect for immersive, interactive, integrative molecular modeling using commodity software and hardware

Luciano Abriata

RNA structure and dynamics using models at di"erent resolution and experimental data

Giovanni Bussi

Simulating cell division on a desktop

Mikko Karttunen

Structure and stimuli-responsiveness of all DNA dendrimers

Natasa Adzic, Clemens Jochum [2], Emmanuel Stiakakis [3], Gerhard Kahl [2], and Christos N. Likos [1]

Study Complex-Lasso Protein Folding via the Elastic Folder Model

Claudio Perego

TBA

Ralf Everaers

TBA

Kurt KREMER

The future prospects of the MARTINI Force Field

Paulo Telles de Souza, Siewert J. Marrink

The importance of softness and deformability, from DNA origami to microgels

Lorenzo Rovigatti

The role of DNA dynamics on genome function & how to model it

Agnes Noy

Why does RNA fold?

Ron Elber

There are 11 validated posters
1. Multi-domain coarse stochastic dynamical analysis of hSos1 reveals protein-level regulation of its interaction with Ras

diego liberati

2. Coarse-grained simulation of DNA using LAMMPS

Oliver Henrich

3. Computational analysis of hemodialysis operations by using polymeric membrane

Muhammad Ahsan

4. Drug-membrane permeability across chemical space

Roberto Menichetti, K.H. Kanekal, T. Bereau

5. Hybrid Particle-Field Model for Conformational Dynamics of Peptide Chains

Sigbjørn Bore

6. Modeling structure and elasticity of recurrent RNA motifs

Tomas Drsata, Kamila Reblova[2] AND Lucie Pfeiferova[1] AND Filip Lankas[1]

7. Molecular dynamics of Prestin: two flavours, one protein

Gianfranco Abrusci, Gianluca Lattanzi

8. Neural Network Based Prediction of Conformational Free Energies-A New Route toward Coarse-Grained Simulation Models

Tobias Lemke, Christine Peter

9. One method to compute them all: Free energy calculations with adaptive resolution simulations

Robin Cortes-Huerto, M. Heidari, K. Kremer and R. Potestio

10. Origin of spatial organization of DNA-polymer in chromosomes

Apratim Chatterji, T. Agarwal, G.P. Manjunath, F. Habib

11. Theoretical and computational models for the permeation of ions and biomolecules inside microgels

Irene Adroher-Benítez, Arturo Moncho-Jordá[1,2], Gerardo Odriozola [3], S. Ahualli [1], J. Dzubiella [4], A. Martín-Molina [1],

M. Quesada-Pérez [5]
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Structure and stimuli-responsiveness of all DNA dendrimers
Natasa Adzic
Faculty of Physics, University of Vienna

Coauthor(s) : Clemens Jochum [2], Emmanuel Stiakakis [3], Gerhard Kahl [2], and Christos N. Likos [1]

Abstract
We have studied a novel class of macromolecules, the so-called DNA- based dendrimers. They have recently been

synthesized from the enzymatic ligation of Y-shaped DNA, a three-armed structure consisting of double-stranded

DNA (ds-DNA) [1]. This Y-DNA unit is formed via hybridization of three single-stranded DNA chains (ss-DNA), each of

which has partially complementary sequences to the other two. MD simulations have been performed and

dynamic/static light scattering has been employed to determine equillibrium properties and conformational

characteristics of all DNA dendrimers [2]. Additionally, we have investigated their behavior in ionic solution, paying

particular attention to their salt-responsiveness. Our computational and experimental results reveal that DL-DNAs are

rigid objects with low internal monomer concentration, regular voids in their interior, and with a high percentage of

absorbed counterions. Furthermore, these macromolecules show little stimuli responsiveness. Namely, both

experimental as well as computational results show that varying the salt concentration only minimally a"ects the

molecule's conformation and does not cause any backfolding of dendritic arms. With these features, DL-DNA

molecules are promising candidates for the experimental realization of novel forms of self-assembly, such as cluster

crystals in the bulk [3].

Reference
[1] Y. Li, Y. Tseng, and D. Luo, Nat. Mater. 3, 38 (2004).

[2] C. Jochum, N. Adžić, E. Stiakakis, T. L. Derrien, D. Luo, G. Kahl, and C. N. Likos, submitted to Nanoscale, (2018).

[3] B. Mladek, M. Neumann, G. Kahl, and C. Likos, Phys. Rev. Lett. 96, 045701, (2006).
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0XOWL�VFDOH�PRGHOLQJ�RI�'1$�GHQGULPHUV�LQ�HOHFWURO\WH�VROXWLRQV


1DWDVD�$G]LF���&OHPHQV�-RFKXP���*HUKDUG�.DKO���&KULVWRV�/LNRV�

���)DFXOW\�RI�3K\VLFV��8QLYHUVLW\�RI�9LHQQD�����,QVWLWXWH�IRU�7KHRUHWLFDO�3K\VLFV��9LHQQD�8QLYHUVLW\�RI�7HFKQRORJ\

:H�KDYH�VWXGLHG�D�QRYHO�FODVV�RI�PDFURPROHFXOHV��WKH�VR�FDOOHG�'1$�EDVHG�GHQGULPHUV��7KH\�KDYH

UHFHQWO\�EHHQ�V\QWKHVL]HG�IURP�WKH�HQ]\PDWLF�OLJDWLRQ�RI�<�VKDSHG�'1$�EXLOGLQJ�EORFNV��,Q�RUGHU�WR

GHVFULEH�VXFK�GHQGULPHUV�RI�YDULRXV�JHQHUDWLRQV�ZH�KDYH�SHUIRUPHG�0'�VLPXODWLRQV�HPSOR\LQJ�WZR

LQGHSHQGHQW�PRGHOV��D�EHDG�VSULQJ�PRGHO�DQG�WKH�R['1$�PRGHO��7KH�IRUPHU�RQH�PRGHOV�HDFK�EDVH�SDLU

RI�GRXEOH�VWUDQGHG�'1$�DV�D�VLQJOH�FKDUJHG�PRQRPHU�DQG�WKH�LQWHUDFWLRQV�DQG�LQWHUDFWLRQ�SDUDPHWHUV�LQ

WKH�PRGHO�KDYH�EHHQ�FDUHIXOO\�FKRVHQ�WR�PLPLF�WKH�VWUXFWXUDO�SURSHUWLHV�RI�D�VLQJOH�'1$�FKDLQ��7KH
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DNA-Based Dendrimers: Novel Macromolecules
With Peculiar Characteristics

Nataša Adžića, Clemens Jochumb, Emmanuel Stiakakisc, Gerhard Kahlb

and Christos Likosa

aFaculty of Physics, University of Vienna, Austria
bInstitute for Theoretical Physics, TU Wien, Vienna, Austria

cInstitute of Complex Systems 3, Forschungszentrum Jülich, Germany

Abstract. We present a joint theoretical-experimental study of a novel class of macromolecules,
the so-called dendrimer-like DNAs (DL-DNAs). They have recently been synthesized from the
enzymatic ligation of Y-shaped DNA unit, a three-armed structure consisting of double-stranded
DNA (ds- DNA), formed via hybridization of three single-stranded DNA chains (ss-DNA), each of
which has partially complementary sequences to the other two [1]. To describe such dendrimers of
various generations we have employed a bead-spring model, in which base-pairs of a single DL-
DNA molecule are modeled by charged monomers, whose interactions are chosen to mimic the
equilibrium properties of DNA correctly. We have performed Molecular Dynamics Simulations
and we have also employed dynamic/static light scattering in order to determine equillibrium
properties and conformational characteristics of all-DNA dendrimers as well as the behavior of
their solutions. We have investigated their behavior in ionic solution, paying particular attention
on their salt-responsiveness. Our computational and experimental results reveal that the DL-DNAs
are rigid objects with low internal monomer concentration, regular voids in their interior, with high
persentage of absorbed counterions, and that show high resistance to stimuli-responsiveness [2].
These properties shape the behaviour of their solutions. Namely, both experimental as well as
computational results show anomalous structure factor of dense DL-DNA solutions, as it had been
predicted theoreticaly in Ref [3]. In this way we have found the object which was a missing puzzle
in understanding the full phase diagram of star polymer solutions.

FIGURE 1. 6th generation of the dendrimer composed of Y-shaped DNA building blocks.

REFERENCES

1. Li, Y., Tseng, Y. and Luo, D., Nat. Mater. 3, 38-42 (2004).
2. Jochum, C., Adžić, N., Stiakakis, E., Derrien, T.L., Luo, D., Kahl, G., and Likos, C.N., Nanoscale 11,

1604-1617 (2019).
3. Watzlawek, M., Lowen, H., and Likos, C.N., J. Phys.: Condens. Matter 10, 8189-8205 (1998).
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Nanocages in the lab and in the computer: how DNA-based
dendrimers transport nanoparticles
18. Oktober 2018

How to create nanocages, i.e., robust and stable objects with regular voids and tunable
properties? Short segments of DNA molecules are perfect candidates for the controllable design
of novel complex structures. Physicists from the University of Vienna, the Technical University of
Vienna, the Foschungszentrum Jülich in Germany and Cornell University in the U.S.A.,
investigated methodologies to synthesize DNA-based dendrimers in the lab and to predict their
behavior using detailed computer simulations. Their results are published in the high-impact
journal Nanoscale.

Nanocages are highly interesting molecular constructs, from the point of view of both fundamental
science and possible applications. The cavities of these nanometer-sized objects can be employed as
carriers of smaller molecules, which is of critical importance in medicine for drug or gene delivery in
living organisms. This idea brought together researchers from various interdisciplinary Gelds who have
been investigating dendrimers as promising candidates for creating such nano-carriers. Their tree-like
architecture and step-wise growth with repeating self-similar units  results in  dendrimers containing
cavities, hollow objects with controllable design. Nevertheless, decades of research have showed that
vast number of different dendrimer types experience back-folding of outer branches with growing
dendrimer generations, giving rise to a higher density of constituents in the molecule's interior.  The
effect of back-folding is enhanced upon addition of salt in the solution, whereby Jexible dendrimers
undergo signiGcant shrinking, becoming compact objects with no hollow spaces in their interior. 

The team of collaborators consisted of Nataša Adžić and Christos Likos (University of Vienna), Clemens
Jochum and Gerhard Kahl (TU Vienna), Emmanuel Stiakakis (Jülich) as well as Thomas Derrien and Dan
Luo (Cornell). The researchers found a way to create dendrimers rigid enough to prevent back-folding of
outer arms even in the case of high branching generations, preserving regular voids in their interior.
Moreover, their novel macromolecules are characterized by remarkable resistance to added salt: they
showed that the morphology and conformational characteristics of these systems stay unaffected even
upon of addition of salt even at high concentration. The nanocages they created, in the lab and studied
computationally are DNA-based dendrimers, or so-called, dendrimer-like DNAs (DL-DNA). The building
block they are composed of is a Y-shaped double-stranded DNA unit, a three-armed structure consisting
of double-stranded DNA (ds-DNA), formed via hybridization of three single-stranded DNA chains (ss-
DNA), each of which has partially complementary sequences to the other two. Each arm is made up of
13 base pairs and a single-stranded sticky end with four nucleobases which acts as a glue. While a
single Y-DNA corresponds to the Grst dendrimer generation, the attachment of further Y-DNA elements
yields DL-DNA of higher generations. The resulting dendrimer is a charged and hollow-containing
macromolecular assembly with tree-like architecture.  Due to the rigidity of dsDNA, the branches of DL-
DNA are stiff so that the whole molecule is rigid. Since DNA is charged, the electrostatic repulsion
enhances the rigidity of the molecule. 

DL-DNA molecules have been assembled in the laboratory by the Jülich and Cornell partners with
remarkable control and sub-nanometer precision through programmable sticky-end cohesions. Their
step-wise growth is highly controllable, unidirectional and non-reversible. This property is of high
importance, as it has been shown that DNA-based dendrimers have been envisioned to play a promising
role in developing nanoscale-barcodes, DNA-based vaccine technologies, as well as a structural probes
involving multiplexed molecular sensing processes. Sizes, shapes as well as additional conformational
details invisible to the experimentalists, such as the size of voids and the degree of branches back-
folding, have been analyzed by computer simulations in Vienna. To describe the complex structure of
DNA units, the group used a simple monomer-resolved model with interactions carefully chosen to
mimic the equilibrium properties of DNA in physiological solution. The excellent agreement obtained
between experiments and simulations for the dendrimer characteristics validates the theoretical models
employed and paves the way for further investigation of the nanocages’ properties and their applications
as functional and smart nanocarriers and as building blocks for  engineering biocompatible artiGcial
materials. 

The research is supported by the Austrian Science Fund (FWF) under Grant number I 2866-N36 and by
the Deutsche Forschungsgemeinschaft (DFG) under Grant number STI 664/3-1. 

Original publication in "Nanoscale":
Clemens Jochum,  Nataša Adžić, Emmanuel Stiakakis, Thomas L. Derrien, Dan Luo, Gerhard Kahl, and
Christos N. Likos: Structure and stimuli-responsiveness of all-DNA dendrimers: theory and experiment,
Nanoscale (2018).
https://pubs.rsc.org/en/content/articlelanding/2018/nr/c8nr05814h/unauth
#!divAbstractDOI: 10.1039/C8NR05814H
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Die Studie
"Structure and stimuli-
responsiveness of all-DNA
dendrimers: theory and
experiment "
(pubs.rsc.org/en/content/articlelanding/2018/nr/c8nr05814h/unauth),
Nanoscale, 2018

Robuste Nanokä"ge aus DNA

Nanokä!ge sind winzige Strukturen, in denen man etwa
Medikamente zu ihrem Wirkort bringen könnte. Forscher haben nun
Nanokä!ge aus kurzen DNA-Abschnitten hergestellt, die sich im
Gegensatz zu anderen ähnlichen Strukturen als sehr robust
erwiesen.

Als vielversprechende Kandidaten für die Herstellung von Nanokä!gen
gelten sogenannte Dendrimere. Das sind chemische Verbindungen, die
sich wie ein Baum verästeln. Mit ihrer baumartigen Struktur und einem
schrittweisen Wachstum mit sich wiederholenden, selbstähnlichen
Einheiten können diese Moleküle die gewünschten Hohlräume bilden.

In den vergangenen Jahren wurden bereits
zahlreiche verschiedene Dendrimer-Arten
hergestellt, viele davon hatten aber entscheidende
Nachteile. So falteten sich bei zunehmendem
Wachstum die äußeren Äste der einzelnen Bausteine
zurück. Dies führte dazu, dass der Hohlraum im
Inneren kleiner wurde bzw. ganz verschwand.
Speziell in salzigen Lösungen verstärkte sich dieser

E"ekt, was etwa ihren Einsatz als Medikamenten-Transporter im Blut
erschweren bzw. unmöglich machen würde, erklärt Christos Likos vom
Fachbereich Computergestützte Physik der Universität Wien.

Hohe Stei"gkeit
Likos und seine Kollegin Natasa Adzic haben gemeinsam mit
Wissenscha#lern der Technischen Universität (TU) Wien, des
Forschungszentrums Jülich (Deutschland) und der Cornell University
(USA) einen Weg gefunden, starre Dendrimere zu erzeugen, deren Äste
sich auch bei starker Verzweigung nicht zurückfalten. Selbst in
Lösungen mit hoher Salzkonzentration blieben die Nanokä!ge stabil.

Aufgebaut sind diese Dendrimere aus dreiarmigen doppelsträngigen
DNA-Abschnitten, die einem Ypsilon ähneln. Jeder Arm besteht aus 13
Basenpaaren und hat an seinem Ende einen DNA-Einzelstrang mit vier
Basen. Dieser Einzelstrang wirkt als Klebeende, über den sich die
einzelnen Y-Bausteine miteinander verbinden. Die relativ starren
doppelsträngigen DNA-Elemente verleihen dem gesamten Molekül eine
hohe Stei!gkeit.

Während die Partner in Deutschland und USA die neuen Dendrimere im
Labor in hohem Maße kontrollierbar schrittweise wachsen lassen
können, haben die Wiener Forscher die Moleküle in
Computersimulationen analysiert. Zwischen Experiment und Simulation
gab es dabei nach Angaben der Wissenscha#ler eine ausgezeichnete
Übereinstimmung, was die verwendeten theoretischen Modelle
bestätigte.

Neben der Anwendung als Medikamenten-Transporter könnten solche
DNA-Dendrimere auch als biokompatible künstliche Materialien
eingesetzt werden. Likos nannte etwa eine künstliche Haut oder
Beschichtungen als mögliche Anwendungen, da DNA-basierte
Materialien ohne Probleme im Körper verwendet werden könnten.

science.ORF.at/APA

Mehr zum Thema
Forscher entwickeln Nano-Krebstherapie
Was die Eierschale so besonders macht
Forscher entwickeln schwebende Nano-Uhr

DNA-basiertes Dendrimer, eingetaucht in eine Gegenionenlösung

Nataša Adžić
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New State of Matter: Crystalline and Flowing at the
Same Time
09.12.2021

More than 20 years ago, researchers predicted that with sufficiently
high density certain particles of matter would form a new state of
matter that features the properties of both crystalline solids and
flowing liquids. Scientists from Forschungszentrum Jülich, the
University of Siegen, and the University of Vienna have now succeeded
in creating this state in a laboratory. Their experimental concept opens
up the possibility for further development and could pave the way for
further discoveries in the world of complex states of matter.

Through their research efforts, the team was able to finally disprove an intuitive
assumption that in order for two particles of matter to merge and form larger units
(i.e. aggregates or clusters), they must be attracted to each other. As early as the turn
of the century, a team of soft matter physicists headed by Christos Likos of the
University of Vienna predicted on the basis of theoretical considerations that this does
not necessarily have to be the case. They suggested that purely repulsive particles
could also form clusters, provided they are fully overlapping and that their repulsion
fulfils certain mathematical criteria. 

Since then, further theoretical and computational work has demonstrated that if
compressed under external pressure, such clusters develop crystalline order in a way
similar to conventional materials such as copper and aluminium. Put simply, a
crystalline order signifies a periodic lattice structure in which all particles have fixed
positions. In contrast to metals, however, the particles that form cluster crystals are
highly mobile and continuously jump from one lattice site to the next. This gives these
solids properties that are similar to liquids. Each particle will at some point be found at
each lattice site.

Particles with pompom-like structure

It proved difficult to produce particles that had the necessary characteristics for the
detection of cluster crystals. However, Emmanuel Stiakakis from Forschungszentrum
Jülich and his colleagues have now succeeded in achieving this aim in close
collaboration with theoreticians from Vienna and polymer chemists from Siegen. The
researchers were able to produce hybrid particles with a pompom-like structure. The
core of these particles is comprised of organic polymers to which DNA molecules are
attached and which stick out in all directions like the threads of a pompom. This
structure enables the molecules to be pushed far inside each other and thus to be
sufficiently compressed. At the same time, the combination of an electrostatic
repulsion of naturally charged DNA components and a weak interaction of polymers at
the centre of the constructs ensures the necessary overall interaction.

"DNA is particularly well suited for our intentions, as it can be assembled relatively
easily in the desired shape and size due to the Watson–Crick base pairing
mechanism. In combination with polymer cores, the shape and repulsion of the hybrid
particles can be fine-tuned and different variations can be produced relatively quickly,"
explains Stiakakis, who conducts research at Forschungszentrum Jülich’s Institute of
Biological Information Processing. The physicist with a PhD in the field of physical
chemistry has long been using these helix molecules to investigate aspects of self-
assembling soft matter.

"After extensive efforts and by applying numerous experimental methods, including
biochemical synthesis and characterization as well as X-ray scattering and light
scattering, we have now been able to bring a more than 20-year search for cluster
crystals to a successful conclusion," says a delighted Likos. The theoretical physicist
at the University of Vienna’'s Faculty of Physics now anticipates the discovery of
further complex states of matter, which will be formed by the new macromolecular
aggregates.

Original publication:

E. Stiakakis et al.; Self assembling cluster crystals from DNA based dendritic
nanostructures; Nat. comm. 9 December 2021

DOI: 10.1038/s41467-021-27412-3
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Cluster crystals consist of a core of organic
polymers surrounded by DNA molecules
(right). Pressed together (left), they exhibit
properties of crystals and liquids at the same
time. (© Natasa Adzic, University of Vienna)
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