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ABSTRACT 
 

Geochemical normalization with conservative elements has been effectively used for 
assessing the enrichment of metal pollutants and distinguishing their natural and 
anthropogenic sources. Without correcting for textural and mineralogical variability, a 
comparison of heavy metal data with regional background is complicated because of 
large variablity due to irregular grain size and sediment composition. The normalization 
with cobalt in the enrichment factor calculation presents a new approach in detection of 
anthropogenic elements in sediments. In present study, the heavy metal concentrations 
(Cd, Cu, Fe, Mn, Cr, Ni, Pb, V and Zn) were determined in the river sediments of 35 
rivers in Serbia.  

The enrichment factor (EF) was used to estimate the anthropogenic heavy metals 
input as well as to make a quantification of the metal enrichment degree. Different 
research sources recommend the use of Fe, Li, Al and Si as conservative elements. 
Within the scope of this research the cobalt was selected as the element for the 
normalization.  

It was observed that the cobalt concentration is not higher than the regional 
background concentration, which is similar to the average concentration of this element 
in the continental crust.  

The positive correlation between Cd, Cr, Fe, Ni, Pb, V, Mn and Zn with Co suggests 
that it could therefore be a suitable normalizing element in EF calculations for the studied 
river sediments.  

The anthropogenic influence of heavy metal pollution could be traced by the use of 
such EF values, and the values for the studied river systems are presented.  
 

Complimentary Contributor Copy



�✁✂✄✁ ☎✆ �✁✝✁✂✞ ✟✠✂✁✡ ☎✆ �✁✝✁✂ ✁✂✡ ☛☞✁✌✁✂✁ �✆ ✍✎☞✏✠✑✒✓ 168 

1. INTRODUCTION  
 
Sediments in surface water are most vulnerable to various pollution including heavy 

metals due to their ease of access for the disposal of urban and industrial wastewater 
(Chabukdhara et al. 2012). In fact, the sediment acts as an accumulation reservoir and could 
bound or release heavy metals from the water column (Comero et al. 2014). Thought the 
hydrological cycle, over 99% of pollutants are stored in sediments, while far less than 1% 
remains dissolved in water. Therefore the sediments are the major sinks and carriers for 
contaminants in aquatic environments (Bartolli et al. 2012). Trace elements, especially heavy 
metals, were among the most common and significant environmental pollutants (Davutoglu et 
✁✔✆ ✕✖✗✗✘ ✙✠✔✒✓ ✠✚ ✁✔✆ ✕✖✗✛✘ �✁✝✁✂ ✠✚ ✁✔✆ ✕✖✗✕✁✘ �✁✝✁✂ ✠✚ ✁✔✆ ✕✖✗✕✜✘ �✁✝✁✂ ✠✚ ✁✔✆ ✕✖✗✛✢✆ ☛✣✠ ✚✎

the heavy metal non biodegradable nature, and their long-biological half-lives for elimination 
from the water body, significant effect on human health is expected because of their long term 
accumulation in the food chain (Chabukdhara et al. 2012). The main routes of heavy metal 
entering the aquatic systems are mainly through the natural inputs such as weathering and 
erosion of rocks as well as the athropogenic sources, including urban, industrial and 
agricultural activities, terrestrial runoff and sewage ✡✒✤✥✎✤✁✔ ✦✧✠✑✒✝ ✠✚ ✁✔✆ ✕✖✖★✢✆ ✩✂ ✚✪✠ ✔✁✤✚

few decades, human input of these elements to hydrogeoenvironment has exceeded their 
natural inputs in the majority of regions around the world (Iqbal et al. 2013).  

It is difficult to determine what proportion of the sedimentary metal load is natural and 
what proportion is anthropogenic. The comparison of trace metal data is not possible without 
correcting for textural and mineralogical variability, e.g., the grain size and sediment 
composition reflects on regional background. In order to overcome this problem, a 
normalization procedure should be used to compensate for granulometric and mineralogical 
effects on metal contents and enable differentiation between inputs derived from 
anthropogenic activities and those from natural (bio) geochemical processes (Ho et al. 2012). 
Generally, there are two types of normalization techniques when studying metal 
contamination in river-mouth and coastal sediments, namely (1) methods based on 
granulometric approaches and (2) methods using geochemical approaches. However, 
granulometric normalization cannot fully compensate for metal variability, because natural 
metal contents and their variability in sediments are determined not only by grain size 
distribution, but also by the composition of primary and secondary minerals (Ho et al. 2012). 
To overcome this drawback, the geochemical approach is more commonly used. This implies 
the normalization of metal data by the contents of a conservative element such as Al, Fe, Li, 
Rb, Sc, and organic carbon (Sarkar et al. 2011, Chabuhdhara et al. 2012, Ho et al. 2012, 
Sakan et al. 2012a, Sakan et al. 2014, Sakan et al. 2015a). Aluminum, the most important 
constituents of the aluminosilicate mineral fraction, is often used as a normalizer. Besides Al, 
Fe and Li are also common normalizers used in many studies. It is recommended that cobalt 
should be considered as an element for normalization in future studies (Sakan et al. 2015b). 
Also, in Matthai et al. (2001) is shown that Co may be used as a normalizing element for 
determining contaminant sources in the marine environment. Förstner and Wittman (1981) 
also concluded that Co is generally associated with silicate and clay minerals. Because of that 
cobalt should be considered as a suitable normalizing element in areas where there is no 
substantial anthropogenic contributions of this trace metal to surficial sediments.  
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The aim of our study was to assess metal contamination along the Serbian river courses 
and to describe a new approach in detection of anthropogenic elements in sediments using 
normalization with cobalt. Quantification of the metal enrichment was estimated by the 
means of calculating enrichment factor with cobalt as element for normalization. 

 
 

2. EXPERIMENTAL  
 

2.1. Study Area 
 
Surface river sediments were collected from 35 points in Serbia. All rivers in Serbia 

belong to the drainage basins of three seas: the Black Sea, the Adriatic or the Aegean Sea. 
The largest in area is the Black Sea drainage basins, covers an area of 81,261 km2 or 92% of 
the territory of Serbia. The entire basin is drained by only one river, the Danube, which flows 
into the Black Sea. All major rivers, like Tisa, Sava and the Great Morava belong to it. 

The Danube is the second longest river in Europe, flowing for 2857 km from Germany's 
Black Forest to its delta on the Black Sea (Comero et al. 2014). This river is flowing through 
nine countries. The rock types outcropping along the river basin are very different both for 
lithogenic composition and for age. Drainage basins of most tributaries are dominated by the 
same lithologies affecting the Danube course, probably with a greater contribution from 
sedimentary lithologies. 

The river Tisa (966 km and 157,220 km2) is the largest Danube tributary with respect to 
its length and catchment area.  

The Tisa catchment area is bordered by the Carpathians in the north-west to south-east, 
while the divide is low to the west and south-west. A small part of the Tisa watershade area 
lies within Serbia territory, and covers only 6% or 8,994 km2. It is predominantly lowland, 
and part of the Pannonian Basin, which is the largest of the sediment-filled, postorogenic 
basins of the Alpine region (Adriano et al. 2003). 

The Sava river (945 km) is the biggest tributary to the Danube river. The 95,551 km2 

large catchment is extended over Slovenia, Croatia, Bosnia and Herzegovina and Serbia. 
 
 

2.2. Sampling Locations 
 
Sediment samples (Figure 1, Table 1) were taken from 15 rivers during the year 2008. 

Sampling profiles are given in Figure 1: for the Danube: Bezdan (10-12), Bogojevo (13) and 
✁✂✄☎✆✝ ✞✟✠✡✟☛☞✌ ✍✎✏ ✑✝✒✝✓ ✔✕✖✏✗✘✙☎✚✝ ✞✟✛☞✡ ✑✏✂✜✕✄✝ ✢☎✖✏✎✒☎✚✝ ✞✟✣☞✡ ✤✝✥✝✚ ✞✟✦☞ ✝✙✧ ★✝✜✂✙✝
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✝✙✧ ✰✝✱✏✧✝✙ ✞✯✲☞✌ ✍✎✏ ✳✂✕✖ ✢✎✏✝✒✝✓ ✴✏✝✖✎✒✕✄✝ ✕✖✂✙✝ ✞✯✠☞ ✝✙✧ ✢✝✕✄✝✏✂ ✞✯☛☞✌ ✍✎✏ ✵✥✝✏✓ ✶✝✪✄✝

✞✯✷☞ ✝✙✧ ✴✏✝✸✆✂✒✎ ✞✯✟☞✌ ✍✎✏ ✹☎✪✝✒✝✓ ✹☎✪ ✞✯✣☞ ✝✙✧ ✺☎✜☎✖✏✎✒✱✏✝✧ ✞✯✦☞✌ ✍✎✏ ✺✁✺ ✚✝✙✝✸✓ ✻✏✥✝✕
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✍✎✏ ✼✎✏✂✮✄✝ ✏☎✒✂✏✓ ✢✎✕✙✝ ✞✲✯☞❀ ✁✾✂ ✱✏✝✙✗✸✎✜✂✖✏☎✚ ✍✏✝✚✖☎✎✙ ❁< 63 µm❂ of the bottom sediment 
samples ("grab"✫ the sample) were used to determinate the element contents after air drying 
for 8 days (Sakan et al. 2011). The sampling was conducted using Van Veen grab sampler.  
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Figure 1. Danube watershade (a) and Profiles and sampling sites in Serbian rivers (b). 

Table 1. Sampling locations with sampling sites 
 

Number of sample Sampling sites and profiles (rivers) Watershade 
1 Tisa, Martono✔ Danube 
2 Tisa, Titel Danube 
3 Tisa, Titel Danube 
4 Tisa, Titel Danube 
5 ✕✖✗✘✙ ✚✘✛✜✢✣✢✔ Danube 
6 ✕✖✗✘✙ ✚✘✛✜✢✣✢✔ Danube 
7 Tisa, Mar✜✢✣✢✔ Danube 
8 ✕✖✗✘✙ ✚✘✛✜✢✣✢✔ Danube 
9 ✕✖✗✘✙ ✚✘✛✜✢✣✢✔ Danube 
10 Danube, Bezdan Black Sea 
11 Danube, Bezdan Black Sea 
12 Danube, Bezdan Black Sea 
13 Danube, Bogojevo Black Sea 
14 Danube, Gruja Black Sea 
15 Danube, Gruja Black Sea 
16 ✤✘✥✘✙ ✦✗✜✛✧★✣✖✩✘ Danube 
17 Sava, SremskaMitrovica Danube 
18 ✤✘✥✘✙ ✪✘✫✘✩ Danube 
19 Sava, Jamena Danube 
20 ✬✫✘✛✙ ✭✘✔✮✘ West Morava 
21 Ibar, Kraljevo West Morava 
22 ✯✛✰✘✜ ✚✢✛✘✥✘✙ ✱✲✧✫✖✳✰✥✗✮✖ ✴✢✗✜ Danube 
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Number of sample Sampling sites and profiles (rivers) Watershade 
23 Great MoravaMorava, Bagrdan Danube 
24 West Morava, Kratovskastena Great Morava 
25 West Morava, Maskare Great Morava 
26 South Morava, Mojsinje Great Morava 
27 ✁✂✄☎ ✁✂✄✆✝✆ South Morava 
28 ✁✂✄✆✝✆☎ ✞✂✟✂✠✡☛✝☞✡✆✌ South Morava 
29 ✍✆✟✂✄ Danube 
30 Vrbas, Begej Danube 
31 ✍☛✎✏✂✌✑✡✒✓✆✔✂✝✑✡☎ ✔✆✓☛✝✂✕✆ Sava 
32 ✖☛✡✑✏✓✆✔✂✝✑✡☎ ✗☛✒✘✆ Danube 
33 ✙☛✚✛✜✆✡✆☎ ✞✡✆✢✑✝✆✕ Sava 
34 ✖✑✓☎ ✙✛✒✂✣✑ Danube 
35 Toplica, Doljevac South Morava 

 
 

2.3. Analysis of Element Content 
 
Analysis of metals was carried out using the atomic emission spectrometer with an 

inductively coupled plasma iCAP-6500 Duo (Thermo Scientific, United Kingdom), after 
triacid total digestion (HCl, HNO3 and HF). A 0.5 g sediment sample was placed in a Teflon 
vessel. Then 9 mL HCl (37%), 3 ml HNO3 (70%) and 3 mL HF (48%) were added to the 
vessel. One Teflon vessel only contains the acid mixture for a blank. A microwave digestion 
system brings the sample to 165°C in 10 minutes (holding time 0 s), then 175°C in three 
minutes, where held for 10 minutes (max power was 1200 W) (Rönkkömäki et al. 2008). 
Microwave digestion was performed in a pressurized microwave oven (Ethos 1, Advanced 
Microwave Digestion System, Milestone, Italy) equipped with a rotor holding 10 microwave 
vessels (PTFE). 

After cooling the digestion system, 10 ml H3BO3 (5g/100mL water) is added. Again, the 
microwave digestion system brings the sample to 175°C in 10 minutes at 1420W and holds 
the temperature at 170°C for three minutes. The digestate is then diluted to a final volume of 
100 mL (Nam et al. 2001). The solutions were stored in polyethylene flasks for later 
determination of metals using ICP OES. 

All reagents used in the analytical procedure were of analytical grade. Deionized water 
was used throughout the study. Analytical blanks were run in the same way as the samples, 
and concentrations determined using standard solutions prepared in the same acid matrix. The 
metal standards were prepared from a stock solution of 1,000 mg L-1 by successive dilutions. 
The instrumental calibration was checked every 10✤12 samples; if deviated by more than 
2.5%, the machine was recalibrated before analysis continued.  

For each digestion were obtained reagent blanks. They were prepared in the same way as 
the samples without the sediments and CRMs. Blank samples, reflecting blank values for the 
sampling bottles, reagents, digestion vessels, filtration and any contamination during the 
whole procedure were prepared and digested in parallel with the batch of samples, using the 
same procedure, the same quantities of all reagents, but omitting the test portion. The 
concentrations obtained for all metals in the blanks were close to the detection limit of the 
method, indicating a zero contamination effect in digestion method. 
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The accuracy and precision of our results were checked by analyzing sediment reference 
materials (BCR standards, 143R and 146R). Accuracy was determined by comparing the 
measured concentration with the certified value, and then expressed in percentage. The 
percentage recovery of each element was determined as: ✔measured concentration in mg kg-

1/mean certified value for BCR 143 in mg kg-1
✕ and ✔measured concentration in mg kg-1/mean 

certified value for BCR 146 in mg kg-1
✕. Accuracy was assessed as percentage relative 

standard deviation (RSD), with RSD < 20% being deemed acceptable (Chen and Ma, 1998; 
Chand and Prasad, 2013). Calculation results for the accuracy and precision of applied 
method are given in Table 2. Obtained results indicate a good concordance of the certified 
and analytical values for BCR 143 and BCR 146 reference materials; the accuracy ranged 
from 80.9 to 118% and precision was less than 10 % (from 0.03 to 3.80 %). 

Results are expressed in mg kg-1 of dry sediment. 
 
 

2.4. Metal Pair Ratio (M/Co) for Elements in Sediments 
 
The relative proportion of heavy metals and the normalizers in a natural sediment source 

are fairly constant. Therefore, the simplest approach in the geochemical normalization of 
heavy metals in sediments is to express the ratio of the content of a given heavy metal to that 
of the normalizer.  

 
Table 2. Total contents of heavy metals in Certified Reference Materials  

(146R and 143R)  
 

Element 
Certified 146R  Found Accuracy 

(%) 
Certified 143R  Found  Accuracy 

(%) (mg kg-1) (mg kg-1) 
Cd 18.8 18.3 97.3 71.8 70.5 98.2 
Co 7.39 7.62 103 12.3 12.0 102 
Cu 838 678 80.9 130.6 111.4 85.3 
Pb 609 532 87.4 179.7 212.9 118 
Mn 323 347 108 904 834 92.2 
Ni 70 60 85.4 299 248 82.9 
Zn 3060 2749 89.8 1055 1116 106 
Cr 196 167 85.2    

 
 

2.5. Enrichment Factor (EF) 
 
Metal enrichment in the sediments is broadly evaluated by enrichment factor (EF) 

defined as: 
 
EF = (M/Y)sample/(M/ Y)background, 
 

where M is the concentration of the potentially enriched element and Y is the concentration of 
the proxy element (Sakan et al. 2009). Most researchers have used as background for 
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interpreting results the average shale as suggested in early work of Turekian and Wedepohl 
(1961). However, some critical aspects are noted in the literature for this approach. EF based 
on average shale values does not compensate for lithological peculiarities of the respective 
catchment area; natural geochemical differences due to different underlying lithologies, 
especially in large areas, can easily alter the EF by a factor of 100 (e.g., limestone vs shale 
areas). In this paper, the EF values were calculated with regional background and interpreted 
as suggested by Acevedo-Figueroa et al. (2006), where: EF < 1 indicates no enrichment;      
EF < 3 is minor; 3-5 is moderate; 5-10 is moderately severe; 10-25 is severe; 25-50 is very 
severe; and > 50 is extremely severe. 

 
 

2.6. Statistics 
 
The correlations were determined using the simple Pearson correlation coefficient. 
 
 

3. RESULTS AND DISCUSSION 
 

3.1. Metal Content 
 
Concentrations of studied elements in river sediments and summary statistics are 

presented in Table 3 and Table 4. The data for studied elements, extracted from sediments 
show that:  

 
✁ Mn concentrations ranged from 648 to 3688 mg kg-1 with an average 1399 mg kg-1; 
✁ Cd content fluctuated between 1.28 to 10.5 mg kg-1 with an average 4.82 mg kg-1. 

High Cd values observed in all samples suggest an anthropogenic contribution to Cd 
mean concentrations;  

✁ Co concentrations ranged from 8.22 to 36.2 mg kg-1 with an average 22.0 mg kg-1; 
✁ Cr exhibited a significant concentrations varying between 59.8 to 230 mg kg-1, mean 

113 mg kg-1;  
✁ Fe is the major element in all sediment samples, ranging from 24556 to 62800 mg kg-

1, with an average 44178 mg kg-1; 
✁ Ni concentration ranged from 33.2 to 274 mg kg-1 with an average 77.8 mg kg-1; 
✁ Pb concentrations varied from 57.8 to 318mg kg-1 with an average 132 mg kg-1; 
✁ V content fluctuated between 60.4 to 149 mg kg-1 with an average 111 mg kg-1; 
✁ Zn concentrations ranged from 66.6 to 1095 mg kg-1 with an average 353 mg kg-1; 
✁ Cu concentrations ranged from 11.5 to 870 mg kg-1, with an average 78.5 mg kg-1. 
 
Mean elemental concentrations in the Danube, Sava and Tisa do not vary significantly. 

However, a wider spread in the majority of concentration data is observed for the tributaries 
dataset. This could reflect a higher degree of variation in the sediment chemical composition, 
in the context of different sub-basins areas for tributaries, as well as may suggest 
anthropogenic source for elements origin.  
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Table 3. Content of studied elements in sediments, expressed in [mg kg-1] 
 

Sample V Fe Cd Co Cr Cu Mn Ni Pb Zn 
1 87.2 33105 5.05 10.0 59.8 47.8 1276 39.2 95.7 330 
2 131 49098 4.23 20.5 103.3 64.5 1234 46.2 118 335 
3 122 46711 4.97 21.2 95.8 74.1 1324 45.0 124 391 
4 109 42246 4.41 19.1 90.2 63.8 1399 39.2 124 338 
5 122 46480 6.37 22.6 106 88.3 1722 47.7 112 360 
6 131 50118 6.89 21.3 99.8 90.5 2108 42.4 142 420 
7 115 43445 6.23 19.8 92.8 74.0 1870 42.8 90.3 346 
8 114 43281 6.09 19.3 89.5 71.1 1683 41.5 119 337 
9 123 46932 7.00 21.5 96.3 87.1 1816 46.3 140 411 
10 95.5 40134 2.25 16.2 73.4 28.0 1387 33.2 90.0 168 
11 106 39637 2.12 16.3 75.0 23.8 1036 36.0 114 157 
12 107 40922 2.49 16.8 79.9 31.4 979 35.8 104 208 
13 95.5 37534 2.35 15.4 76.1 28.9 896 35.0 132 220 
14 97.7 40389 2.78 19.0 78.4 40.7 1352 37.9 80.3 221 
15 113 44697 5.31 21.5 123 41.9 1185 70.8 136 228 
16 87.5 36506 3.46 21.7 112 32.0 1025 93.6 89.0 270 
17 108 46480 3.02 28.5 154 36.4 1759 126 115 213 
18 104 43872 3.74 26.4 140 36.4 1660 119 113 272 
19 113 45780 4.69 27.3 145 31.3 1819 119 110 213 
20 72.1 36863 10.5 13.6 102 29.0 904 142 318 947 
21 101 47630 8.32 36.2 230 39.4 1352 274 263 1095 
22 129 55319 7.91 32.3 170 65.6 1734 42.6 182 499 
23 110 46593 6.82 27.7 152 53.0 1226 156 182 449 
24 94.5 33860 3.60 12.2 85.6 155 808 84.2 77.2 250 
25 110 46461 7.50 31.8 222 52.6 1032 236 213 660 
26 124 50105 3.88 23.4 106 47.9 3688 55.1 150 238 
27 112 38745 2.65 16.3 86.3 85.0 731 35.9 138 411 
28 101 34881 5.53 16.2 70.7 22.1 770 34.6 84.1 114 
29 149 62800 3.12 26.5 112 51.9 1413 50.4 137 191 
30 60.4 24556 1.28 8.2 62.1 11.5 648 34.7 57.8 66.7 
31 128 50739 3.91 27.9 161 40.9 1226 133 144 338 
32 138 51266 3.13 23.8 118 137 868 59.0 119 155 
33 114 47245 5.45 28.7 146 39.4 1352 132 126 417 
34 127 50977 6.26 30.5 88.7 870 1997 41.6 157 922 
35 137 50808 5.23 29.5 148 55.6 1685 115 135 167 
MAQa / / 2 / 100 100 /  50 100 300 

a Republic of Serbia (1990): MAQ-Maximum Allowed Quantity. 
 

Table 4. Summary statistics for studies elements [mg kg-1] 
 

 Mn Cd Co Cr Fe Ni Pb V Zn Cu 
Mean 1399 4.82 22.0 113 44178 77.8 132 111 353 78.5 
Median 1352 4.69 21.5 102 45780 46.3 124 112 330 47.9 
Minimum 648 1.28 8.22 59.8 24556 33.2 57.8 60.4 66.6 11.5 
Maximum 3688 10.5 36.2 230 62800 274 318 149 1095 870 
Harmonic M. 1235 3.91 19.7 101 42896 54.3 118 108 252 42.8 
Geometric M. 1311 4.37 20.9 107 43566 63.2 125 109 298 52.2 
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The majority of the tributaries are influenced by antropogenic sources. Their metals 
content in sediments could be influenced by mining activities in the catchment area (Comero 
et al. 2014). 

If compared to the Serbian standards (Republic of Serbia, 1990), Cd, Cr, Ni, Pb and Zn 
level exceeded the MAQ limit on some localities. These results indicate serious 
anthropogenic pollution at some stations and that heavy metals concentrations in sediments 
pose a potential risk to aquatic life. 

 
 

3.2. Metal Pair Ratio (M/Co) for Elements in Sediments 
 
Figure 2 shows metal to cobalt ratios in different sampling sites selected for this study. 

The ratios are shown in the form of the logarithm. The metal pair ratios clearly reflect 
enrichment: for Fe, sites 20 and 24 (Ibar and West Morava); for Mn: 1 and 26 (Tisa and South 
✁✂✄☎✆☎✝✞ ✟✂✄ ✠✡☛ ☞✌✍ ☞✎ ☎✡✏ ✑✒ ✓✔✕☎✄✍ ✖✗✘☎✆☎ ☎✡✏ ✙✚✛✝✞ ✟✂✄ ✙✕☛ ✜✑✍ ☞✌✍ ☞✎ ☎✡✏ ✑✒ ✓✢☎✡✣✕✚✍

✔✕☎✄✍ ✖✗✘☎✆☎ ☎✡✏ ✙✚✛✝✞ ✟✂✄ ✤☛ ☞✒ ☎✡✏ ✑☞ ✓✥✚✦✧ ✁✂✄☎✆☎ ☎✡✏ ✙✂✄✚★✛☎ ✄✗✆✚✄✝✞ ✟✂✄ ✩✄☛ ☞0 (Ibar); 
✟✂✄ ✩✣☛ ☞✒✍ ☞✎✍ ✑☞ ☎✡✏ ✑✒ ✓✥✚✦✧ ✁✂✄☎✆☎✍ ✖✗✘☎✆☎✍ ✙✂✄✚★✛☎ ✄✗✆✚✄✍ ☎✡✏ ✙✚✛✝✞ ✟✂✄ ✖✗☛ ☞✌ ✧✂ ☞✪

(Ibar, Great Morava and West Morava) and for Cd: 1, 6-9, 20, 24 and 28 (Tisa, Ibar, West 
✁✂✄☎✆☎ ☎✡✏ ✖✗✘☎✆☎✝✫  

 

 

Figure 2. Ratio M/Co, represented as logarithm. 

Figure 3 shows a variation of M/Co in the studied sediments using the Box plot. Outlier 
and extreme values of M/Co observed were found at localities: 20 (Ibar, for Cd), 20 (Ibar, for 
Zn), 34 (Pek, for Cu), 26 (South Morava, for Mn), and 20 (Ibar, for Pb). This can be 
attributed to the anthropogenic activities in the catchments of these rivers.  
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Figure 3. Box-plot for M/Co, represented as logarithm. 

 
 

3.3. Correlation Matrix 
 
Pearson's correlation coefficient gives an idea about the possible relationships between 

metals: common origin, uniform distribution, similar behaviors and relationships amongst 
metals (Diop et al. 2015).  

Table 5 reports the values of Pearson's correlation coefficient (N=35) for pairs of studied 
elements. Figure 4 presents correlation diagrams between Co and other elements.  

Co is positive correlated with Cr, Cd, Fe, Ni, Pb, V, Zn, and Mn, and no correlated with 
Cu. Cd is positive correlated with Cr, Ni, Pb, Zn; Cr with Cd, Fe, Ni, Pb, and Zn; Fe with Cr, 
V and Mn; Ni with Cd, Cr, Pb, Zn; Cd, Cr, Ni, Zn; V with Fe, Mn; Zn with Cd, Cr, Ni, Pb 
and Cu; Mn with Fe, and V and Cu is positive correlated with Zn. Correlation matrix shows 
significant and positive correlation among Cd, Cr, Ni, Pb and Zn. These correlations possibly 
reflect the same or similar source input for these metals. Non existence of the Cu correlation 
with all the elements (except Zn) suggests different origin or dissimilar sedimentological 
properties. 

 
 

3.4. Enrichment Factor (EF) 
 
For correct examination of the sediments pollution using the calculation of EF is most 

important a proper selection of element for normalization and background values. In this 
chapter, cobalt is selected as a normalization element. 
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Table 5. Correlation matrix for sediment samples giving values of Pearson's correlation coefficients, r, for pair of elements (N=35) 
 

  Cd Co Cr Fe Ni Pb V Zn Mn Cu 
Cd r 1          
 p           
Co r 0.387* 1         
 p 0.022          
Cr r 0.451** 0.858** 1        
 p 0.007 0.000         
Fe r 0.273 0.779** 0.513** 1       
 p 0.113 0.000 0.002        
Ni r 0.452** 0.609** 0.869** 0.172 1      
 p 0.006 0.000 0.000 0.324       
Pb r 0.743** 0.427* 0.571** 0.318 0.627** 1     
 p 0.000 0.010 0.000 0.063 0.000      
V r 0.103 0.583** 0.272 0.903** -0.092 0.037 1    
 p 0.558 0.000 0.114 0.000 0.599 0.831     
Zn r 0.759** 0.415* 0.459** 0.201 0.552** 0.824** -0.036 1   
 p 0.000 0.013 0.006 0.247 0.001 0.000 0.837    
Mn r 0.194 0.378* 0.120 0.496** -0.064 0.063 0.432** 0.070 1  
 p 0.264 0.025 0.493 0.002 0.714 0.719 0.010 0.688   
Cu r 0.144 0.215 -0.110 0.210 -0.137 0.065 0.235 0.421* 0.191 1 
 p 0.410 0.215 0.530 0.227 0.432 0.710 0.174 0.012 0.272  

The bold values represent significant correlated parameter. 
* Correlation is significant at the 0.05 level.  
** Correlation is significant at the 0.01 level.  
 
 
 
 
 
 
 

Complimentary Contributor Copy



 

 

Figure 4. Correlation diagrams between Co and Cd, Zn, Cr, Fe, Mn, Ni, Pb, V, and Zn. 
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Figure 5. EF values for studied elements. 
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The occurrence of cobalt ✒✂ ✔✕✠ ✠✁☞✔✕✖✗ ✗✘☞✙✁✚✠ ✑✁☞✒✠✗ ✌☞✠✁✔✛✜ ✢✣✁☞✁✤✝✒✠✥✒✚✦ and Siepak, 
1999). The occurrence of cobalt in soils is to a large extent determined by bedrock. Its content 
in the soil is within a fairly broad range, i.e., 0.1 to 100 mg kg-1, the lowest average values 
occur in sandy podsol soils 5.5 mg kg-1 and organic soils 4.4 mg kg-1, and the highest for dark 
brown clay soils, fen soils and limestone soils 10-12 mg kg-1. The average content of cobalt in 
the soils of the world amounts to 8 mg kg-1 

✢✣✁☞✁✤✝✒✠✥✒✚✦ and Siepak, 1999). The median 
total Co content in stream sediment is 8.0 mg kg-1 (Co, 2015). In continental crust, content of 
Co is 24 mg kg-1 (Waterpohl, 1995). 

The positive correlation between Cd, Cr, Fe, Ni, Pb, V, Mn and Zn with Co and its 
content, which is similar to the average concentration of this element in the continental crust, 
soil and sediment suggests the possibility of using Co as normalization element in this 
research. Also, this element is not substantially enriched by anthropogenic sources in studied 
area.  

Background measurements represent the natural concentrations in unpolluted soils and 
sediments✆ ✧✔ ✒✗ ✡✒✙✙✒✚✘✛✔ ✔✎ ✁✗✗✠✗✗ ✒✙ ✁ ✗✎✒✛ ✒✗ ✁★✗✎✛✘✔✠✛✜ ✙☞✠✠ ✎✙ ✚✎✂✔✁✩✒✂✁✂✔✗ ✢✪✠✛✒✓ ✠✔ ✁✛✆
2011). The element content in the DTD canal (station in Vrbas) was chosen as background 
values for elements in this research, due to the lack of significant anthropogenic sources of 
toxic elements at this area, and similarity of the sediment samples to other investigated river 
sediments in their geochemical characteristics and composition. Background values of 
elements in this research are: 1.28 mg kg-1 Cd; 11.5 mg kg-1 Cu; 8.22mg kg-1 Co; 648 mg kg-1 

Mn; 62.1 mg kg-1 Cr; 34.7 mg kg-1 Ni; 57.8 mg kg-1 Pb; 66.6 mg kg-1 Zn; 24 556 mg kg-1 Fe 
and 60,4 mg kg-1 V. 

As indicated in Figure 5, with respect to the calculated EF, Cd is ranked no to moderate 
enrichment (EF = 0.68-4.99), Cr is no enrichment (EF = 0.39-1.00), Cu is no to severe (0.78-
20.43), Fe is no enrichment (0.44-1.11), Ni is no to minor (0.31-2.49), Pb is no to moderate 
(0.57-3.34), Mn is no to minor (0.41-2.00), V is no enrichment (0.38-1.18), and Zn is no to 
moderately severe enrichment (0.70-8.62). On the basis of local background values and cobalt 
as normalizer, the Serbian river sediments were found to be enriched in Cd, Cu, Zn and Pb 
and to a lesser extent in Ni and Mn. On the contrary, no significant enrichment occurs for Fe, 
Cr and V. Values of EF for Cr indicate a strong lithogenic origin of Cr (weathering of 
ophiolite complexes). 

 
 

CONCLUSION 
 
The absence of the anthropogenic influence of cobalt in river sediments in Serbia led us 

to conclusion that it could be used as a normalizing element in further investigations. The use 
of cobalt presents not only novelty in river sediment analysis but it also possesses an impetus 
for the use in other regions. The use of cobalt as a normalizing element could help to 
determine the contamination sources more precisely and more distinctive. The presence of 
anthropogenic contributions of Cd, Cu, Zn and Pb, was shown by the using Co as normalizing 
element, and it is in consistence with the previous measurements. There is a need for further 
investigation on influence of background content variation on the values of enrichment factor. 
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ABSTRACT 
 

The presented study was carried out in order to evaluate risk assessment of selected 
heavy metals (Cd, Cu, Mn, Cr, Ni, Pb, Zn, Co and V) in river sediments in Serbia. The 
purpose of this chapter is to describe a new approach in ecological geochemistry 
assessment of heavy metal pollution using different pollution indices for estimation the 
anthropogenic input of elements, quantifying the degree of metal enriched in sediments, 
assessment the pollution status of the area and estimation of the potential acute toxicity of 
studied contaminants. Concentrations of heavy metals were determined at 35 river 
sediments. The metal concentrations (in mg kg-1) ranged: Mn, 648-3688; Cd, 1.28-10.5; 
Co, 8.22-36.2; Cr, 59.8-230; Ni, 33.2-274; Pb, 57.8-318; V, 60.4-149; Zn, 66.6-1095, and 
Cu, 11.5-870. Pollution indices were calculated separately for all sampling sites, to 
evaluate the extent of metal enrichment at each site. Based on calculated indices, the 
studied river sediments were found to be significantly contaminated by Cd, Cu and Zn. 
The most contaminated river systems in Serbia are the Ibar, Pek, and West Morava. 
 
 

1. INTRODUCTION 
 
Growing human population and related human activities have intensified emission of 

various pollutants into the environment. In order to prevent environmental pollution and to 
protect natural resources, the ecological status of the Earth's ecosystems is intensively 
investigated. One of the most important natural reservoirs is water ✎✏✑✒✓✔✑✔ ✕✖ ✓✒✗ ✘✙✚✙✛✗ 
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To protect water resources, detailed and accurate information on the occurence of 
polluting substances in aqueous environment is needed. River sediments are reservoirs of 
materials derived from both anthropogenic and natural weathering processes. Sediments have 
been used as an important tool to assess the health status of aquatic ecosystems and are an 
integral component for functioning of ecological integrity (Zahra et al. 2014). Sediments act 
as a sink of organic as well as inorganic pollutants (heavy metals) and provide a history of 
anthropogenic pollutant input (Zahra et al. 2014). Sediment contamination by heavy metals 
may cause direct harm to benthic organisms and indirect harm to water column ecosystems 
through remobilization. 

In order to identify pollution problems, the anthropogenic contributions should be 
distinguished from the natural sources. Various procedures reported in the literature for the 
assessment of the anthropogenic contributions (Pekey et al. 2004; Mediolla et al. 2008; 
✔✁☞✒✝✕✖✁☞ ✠✗ ✁✘✆ ✙✚✚✛✜ ☎✒✘✁✢✒✢ ✠✗ ✁✘✆ ✙✚✣✚✜ ✤✁✥✒☞ ✠✗ ✁✘✆ ✙✚✣✣✜ ✦✠✘✒✓ ✠✗ ✁✘✆ ✙✚✣✣✜ �✁✝✁✂ ✠✗ ✁✘✆

✙✚✣✙✁✜ �✁✝✁✂ ✠✗ ✁✘✆ ✙✚✣✙✥✜ ✧✁✎ ✠✗ ✁✘✆ ✙✚✣★✜ ✦✠✘✒✓ ✠✗ ✁✘✆ ✙✚✣★✜ �✁✝✁✂ ✠✗ ✁✘✆ ✙✚✣★✩✆ ✧✠✎✪✫✠✖✒✪✁✘

approaches such as the enrichment factor (EF) and geochemical index methods have been 
successfully used to estimate the impact of the activities of civilisation on sediments 
(Chabukdhara and Nema, 2012). Many scientists have studied metal contamination in 
sediments using geochemical approaches (Abrahim and Parker, 2008; Harikumar et al. 2009; 
Sakan et al. 2009; Hu et al. 2011; Kabir et al. 2011; Hui-na et al. 2012; Gao et al. 2013; Sakan 
et al. 2014; Sakan et al. 2015a, Sakan et al. 2015b). 

In this study, the evaluation of the metal pollution level and possible sources compared to 
background pollution is performed for river sediments in Serbia. The main objectives were to 
determine the total content of Cd, Co, Cr, Cu, Mn, Ni, Pb, V and Zn and the calculation of the 
contamination factor, enrichment factor, index of geoaccumulation, ecological risk factor, 
pollution load index, combined pollution index, and ecological risk index to estimate the 
anthropogenic input of the elements and to assess the pollution status of the area. In this 
research was also determined Al content, since this element was used as normalizing element. 

 
 

2. EXPERIMENTAL 
 

2.1. Study Area 
 
Cross border pollution indicates a need to determine the pollutants in the water and 

sediment ✒✂ ✁✘✘ ✗✫✠ ✪✎✕✂✗☞✒✠✬ ✁✘✎✂✌ ✗✫✠ ☞✒✑✠☞✭✬ ✮✘✎✯✆ ✰✠✪✁✕✬✠ ✎✮ ✗✫✁✗✞ ✮✎☞ ✗✫✒✬ ✒✂✑✠✬✗✒✌✁✗✒✎✂

sediment was selected from the main rivers in Serbia. 
The Danube is the most important and the second largest river in Europe, which flows 

through more countries than any other river in the world - Germany, Austria, Slovakia, 
Hungary, Croatia, Serbia, Romania, Bulgaria, Ukraine, and Moldova. On its way from the 
Black Forest (Germany) to its mouth in the Black Sea (Romania and Ukraine), the Danube 
River passes by or through ten riparian states, which makes it the most international river in 
the world. The major tributaries of the Danube river are: the Drava, Sava and Drina in the 
✯✠✬✗✞ ✗✫✠ ☎✎☞✁✑✁ ✒✂ ✗✫✠ ✬✎✕✗✫✞ ✗✫✠ ✱✒✬✁✞ ✱✁✖✒✲✞ ☎✎☞✒✲ ✁✂✡ ✱✒✖✎✝ ☞✒✑✠☞✬ ✒✂ ✗✫✠ ✂✎☞✗✫ ✁✂✡ ✠✁✬✗

were the most important lines of communications. 
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The Sava river is the biggest tributary to the Danube river. Along its total length of 944 
km and total catchment area of 97,713 km2, the Sava River connects four countries and more 
than 8 million people who live in and from its catchment area. River Tisa is considered the 
largest tributary of Danube River by its total length of 977 kilometers. Tisa River's source is 
in Ukraine in the Western Carpathians where the Black Tisa at the altitude of 960 meters and 
White Tisa at the altitude of 1700 meters join. Tisa River flows through Ukraine, Slovakia, 
Romania, Hungary and Serbia. 

 
 

2.2. Sampling Locations 
 
Sampling was performed during the year 2008. 35 samples of river sediment were taken 

from 15 rivers in Serbia: the Danube ✁ samples D1 to D6 (Black Sea watershed), the Sava ✁ 
S1 to S4 (Danube watershed), the Tisa ✁ T1 to T9 (Danube watershed), the Ibar ✁ I1 and I2 
(West Morava watershed), the Great Morava ✁ V1 and V2 (Danube watershed), the West 
Morava ✁ Z1 and Z2 (Great Morava watershed), the South Morava ✁ JM (Great Morava 
✂✄☎✆✝✞✟✆✠✡☛ ☎✟✆ ☞✌✍✄✎✄ ✁ ☞✏ ✄✑✠ ☞✒ ✓✔✕✖☎✟ ✗✕✝✄✎✄ ✂✄☎✆✝✞✟✆✠✡☛ ☎✟✆ ✘✄✙✌✍ ✁ Ta (Danube 
watershed), the DTD canal ✁ ✚✘ ✓✚✄✑✖✛✆ ✂✄☎✆✝✞✟✆✠✡☛ ☎✟✆ ✘✕✜✢✌✠✆✝✞✣✄ ✤✌✎✆✝ ✁ Tr (Sava 
✂✄☎✆✝✞✟✆✠✡☛ ☎✟✆ ✥✕✝✆✢✣✄ ✤✌✎✆✝ ✁ Pr (Danube watershed), the Kolubara ✁ Ko (Sava watershed), 
the Pek ✁ Pe (Danube watershed) and the Toplica ✁ To (South Morava watershed). For the 
larger rivers, sampling was conducted at several locations (Figure 1). The sediment samples 
were stored at 4°C in order to prevent changes in the chemical composition of the sediments. 
The contents of the micro and macro✁elements were determined in the granulometric fraction 
✦ ✧★ ✩✙ ✕✪ ☎✟✆ ✛✕☎☎✕✙ ✞✆✠✌✙✆✑☎ ✞✄✙✜✫✆✞ ✓✬✭✝✄✛✮- the sample) after air drying for 8 days 
(Sakan et al. 2011). 

 
 

2.3. Analysis of Element Content 
 
In this paper, the total content of elements in the sediments was determined by digestion 

with very strong acids: HNO3+HCl+HF. A 0.5 g sediment sample was placed in a Teflon 
vessel. Then 9 mL HCl (37%), 3 ml HNO3 (70%) and 3 mL HF (48%) were added to the 
vessel. One Teflon vessel only contains the acid mixture for a blank. A microwave digestion 
system brings the sample to 165°C in 10 minutes (holding time 0 s), then 175°C in three 
minutes, where it was kept for 10 minutes (max power was 1200 W) (Rönkkömäki et al. 
2008). Microwave digestion was performed in a pressurised microwave oven (Ethos 1, 
Advanced Microwave Digestion System, Milestone, Italy) equipped with a rotor holding 10 
microwave vessels (PTFE). 

After cooling the digestion system, 10 ml H3BO3 (5g/100mL water) are added. Again, the 
microwave digestion system brings the sample to 175°C in 10 minutes at 1420W and holds 
the temperature at 170°C for three minutes. The digestate is then diluted to a final volume of 
100 mL (Nam et al. 2001). 

In this research, the following elements were determined in each sample: Cd, Co, Cr, Cu, 
Mn, Ni, Pb, V, Al and Zn. The results are expressed in mg kg-1 dry sediment. The analytical 
determination of the studied elements was realised with an atomic emission spectrometer with 
an inductively coupled plasma iCAP-6500 Duo (Thermo Scientific, United Kingdom). The 
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detector was a RACID86 Charge injector device (CID). Analytical grade chemicals were used 
throughout the study without any further purification. The metal standards were prepared 
from a stock solution of 1,000 mg L-1 by successive dilutions. The concentrations obtained 
for all the elements in the blanks were close to the detection limit of the method, indicating 
that contamination was not a problem in the digestion. 

 
 

2.4. Quality Control 
 
The accuracy and precision of the obtained results were checked by analyzing sediment 

reference material (BCR standards, 143R and 146R). 
 
 

2.5. Quantification of Sediment Contamination 
 
Various calculation methods for quantifying the degree of metal enriched in sediments 

have been put forward. In this paper, different indices were used to assess the degree of trace 
element contamination in river sediments in Serbia: Contamination factor (CF), Enrichment 
factor (EF), Index of geoaccumulation (Igeo), Ecological risk factor (Eri), Potential ecological 
risk index (RI), Pollution load index (PLI), and Combined pollution index (CPI). 

 
Contamination Factor (CF) 

The contamination factor is calculated as the ratio between the metal content in the 
sediment at a given station and the normal concentration levels (background concentration), 
reflecting the metal enriched in the sediment: 

 
CF = Cs/Cb. 
 

 

Figure 1. The Danube river basin and map of sampling locations. 

CF classified into four groups in Pekey et al. (2004) and Hakanson (1980). 
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Enrichment Factor (EF) 
A common approach to estimating how much the sediment is impacted (naturally and 

anthropogenically) with heavy metal is to calculate the Enrichment Factor (EF) for metal 
concentrations above the un-contaminated background levels. The EF of a heavy metal in 
sediment can be calculated using the following formula: 

 
EF = (M/Y)sample / (M/Y)background, 
 

where M is the concentration of the potentially enriched element and Y is the concentration of 
the proxy element. 
Although EF is not a function of time in its mathematical expression, it reflects the status and 
degree of sediment pollution (Ruzhong et al. 2010). 

 
Index of Geoaccumulation (Igeo) 

Index of geoaccumulation (Igeo), introduced by Müller (Müller, 1979), has been used 
widely to evaluate the degree of metal contamination or pollution in terrestrial, aquatic and 
marine environments. 

The Igeo of an element in sediment can be calculated with the formula (Asaah and 
Abimbola, 2006; Mediola et al. 2008): 

 
Igeo = log2 ✁Cmetal / 1.5 Cmetal (control)✂, 
 

where Cmetal is the concentration of the heavy metal in the enriched sample and Cmetal(control) 

is the concentration of the metal in the unpolluted sample or control. The factor 1.5 is 
introduced to minimise the effect of the possible variations in the background or control 
values, which may be attributed to lithogenic variations in the sediment (Mediola et al. 2008). 

 
Ecological Risk Factor 

An ecological risk factor (Eri) to quantitatively express the potential ecological risk of a 
given contaminant also suggested by Hakanson (1980) is: 

 
Eri = Tri·Cif, 
 

where Tri is the toxic✄response factor for a given substance (for Hg, Cd, As, Cr and Zn, they 
are 40, 30, 10, 2 and 1 respectively; and 5 for Pb, Cu and Ni (Yang et. al. 2009), and Cif is the 
contamination factor. 

 
Ecological Risk Index 

The potential ecological risk index (RI) (Hakanson 1980; Yang et al. 2009) is defined as 
the summation of the change occurred in metals with respect to the background values 
considering the toxicological factor. The mathematical relation of RI can be shown as: 

 
RI = ☎ (Ti x Ci/Co), 
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where n is the number of heavy metals, Ti is the toxic✔response factor for a given substance, 
Ci represents the metal content in the sediment and C0 is the regional background value of 
heavy metals. 

 
Pollution Load Index (PLI) 

Tomlinson et al. (1980) introduced the concept of the PLI to assess metal pollution in 
sediment. The PLI for a single site is the nth root of the number (n) of multiple contamination 
factors (CF) multiplied together (Mohiuddin et al. 2012): 

 
PLI = (CF1 x CF2 x CF3 ✕ ✖✗✘n)

1/n . 
 
This empirical index provides a simple, comparative means for assessing the level of 

heavy metal pollution. 
 

Combined Pollution Index 
The combined pollution index (CPI) was used to evaluate the pollution level of heavy 

metal. There are two steps in this assessment process. 
First step: the contamination coefficient of heavy metal is obtained by: 
 
Cf

i = Ci/Ci
n. 

 
Second step: the combined pollution index is obtained by: CPI = ✙ Ci

f/m, where Cif is the 

contamination coefficient of heavy metal, Ci is the concentration of heavy metal in the 
sediment, Cin is the background values, m is number of heavy metals and CPI is the combined 
pollution index. 

 
 

2.6. Statistical Analysis 
 
To better illustrate the changes in the metal contents in the sediments, it was used the 

box-plot method. A correlation matrix of pollution indices was performed to recognize 
relationships among the different contamination factors. The statistical analyses were 
conducted using SPSS 21.0. 

 
 

3. RESULTS AND DISCUSSION 
 

3.1. The Accuracy Check 
 
The accuracy of analytical procedures applied were checked by the analysis of certified 

reference materials (BCR standards, 143R and 146R). The percentage recovery of each 
element was obtained as: [(measured concentration in mg kg-1) / mean certified value for 
CRM in mg kg-1) × 100]. The obtained results indicate a good agreement between the 
certified and analytical values. The recovery of elements being practically complete for most 
of them and the values were in the acceptable range (recovery: 80-120%) (Chang et al. 2009). 
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The precision is expressed as relative standard deviations. The relative standard deviations of 
the means of duplicate measurement were less than 4% (from 0.03 to 3.80%) for all the 
measured elements. 

 
 

3.2. Heavy Metals in River Sediments 
 
The basic statistics for the Cd, Co, Cr, Cu, Mn, Ni, Pb, Zn, and V concentration measured 

at 35 stations are summarize in Table 1. In general, the heavy metal concentrations of the 
sediments were found to decrease in the sequence Mn > Zn > Cu > Pb > Ni > Cr > V > Co > 
Cd. Some of heavy metals showed significant spatial variations, suggesting a no uniform 
distribution of those heavy metals. 

 
 

3.3. Discussion about Pollution Indices 
 
Contamination of the investigated river sediments with the studied heavy metals was 

assessed using: CF, EF, Igeo, Er, RI, PLI, and CPI. 
 
Table 1. Mean and median of heavy metals content [mg kg-1] in studied sediments 
 
 Cd Co Cr Cu Mn Ni Pb V Zn 
Mean 4.82 22.0 113 78.5 1399 77.8 132 111 353 
St. Dev. 2.08 6.63 41.0 141 556 58.5 51.0 18.5 232 
Median 4.69 21.5 102 47.9 1352 46.3 124 112 330 
Minimum 1.28 8.22 59.8 11.5 648 33.2 57.8 60.4 66.6 
Maximum 10.5 36.2 230 870 3688 274 318 149 1095 

 
Table 2. Grades of Enrichment factor and Index of geoaccumulation 

 
Enrichment factor (EF) Index of geoaccumulation (Igeo) 

Value Pollution category Value Pollution category 
EF <1 No enrichment Igeo < 0 unpolluted (class 0) 

1 ✁ EF ✁ 3 Minor 0 ✁ Igeo < 1 ✂✄☎✆✝✝✂✞✟✠ ✡ ☛✆✠✟☞✌✞✟✝✍ ✎✏✝✌✑✑ ✒✓ 

3 ✁ EF ✁ 5 Moderate 1 ✁ Igeo < 2 moderately (class 2) 

5 ✁ EF ✁ 10 Moderately severe 2 ✁ Igeo < 3 ☛✆✠✟☞✌✞✟✝✍ ✡ ✔✟✌✕✖✝✍ ✎✏✝✌✑✑ ✗✓  

10 ✁ EF ✁ 25 Severe 3 ✁ Igeo < 4 heavily (class 4) 

25 ✁ EF ✁ 50 Very severe 4 ✁ Igeo < 5 ✔✟✌✕✖✝✍ ✡ ✟✘✞☞✟☛✟✝✍ ✎✏✝✌✑✑ ✙✓  

EF >50 Extremely severe Igeo ✚ 5 extremely (class 6) 
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Table 3. Grades of Ecological risk factor, Contamination factor, and Ecological risk 
index 

 
Ecological risk factor (Er) Contamination factor (CF) Ecological risk index (RI) 

Value 
Risk 
category 

Value 
Pollution 
category 

Value 
Risk 
category 

Er ✔ 40 Low CF < 1 
No metal 
enrichment 

RI ✔ 150 Low risk 

40 ✕ Er ✔ 80 Moderate 1 ✕CF✕3 
Moderately 
contamination 

150 ✕RI✔300 Moderate 

80 ✕ Er✔160 Considerable 3 ✕CF✕6 
Considerable 
contamination 

300 ✕RI✔600 Considerable 

160 ✕ 
Er✔320 

High CF>6 
Very high 
contamination 

RI ✖ 600 Very high  

Er ✖ 320 Very high / a / / / 
a no data. 

 
Tables 2 and 3 show the predicted severity of contamination determined by these indices 

and ecological risk based on the calculated factors. On the base of the pollution load index, 
contamination of sediment can be classified as pollution exists, when the PLI > 1, and no 
metal pollution, if the PLI < 1 (Varol 2011). When CPI < 1, the sediment is unpolluted; when 
✗✘✠ ✙✚✛ ✜ ✢✞ ✗✘✠ ✣✠✡✒✤✠✂✗ ✒✣ contaminated by heavy metals (Jian-Min et al. 2007; Hui-na et al. 
2012). In Tables 4-7 are shown values of CF, EF, Igeo, Er, RI, CPI and PLI in sediment 
samples. In Table 8 is shown results of statistical analysis of pollution indices. Figures 2-6 
show a variation of calculated pollution indices using the Box plot. On the figures, open circle 
represents outlying points, while (*) represents extreme points. 

The values of PLI ranged from 1.4 to 4.27 and CPI values ranged from 1.65 to 10.02, 
indicating that the concentration levels of studied elements in most of the stations exceeded 
the background values. Values of RI ranged from 87.3 to 575, indicating ecological risk from 
low risk to considerable. Outlier and extreme values of PLI, RI and CPI (Figure 2) were 
observed at locations: 21✥ Ibar and 33 ✥ Pek (PLI); 20 ✥ Ibar, 21 ✥ Ibar and 33 ✥ Pek (RI) and 
20 ✥ Ibar, 21 ✥ Ibar, 25 ✥ West Morava and 33 ✥ Pek (CPI). Obtained results indicate that 
Ibar, Pek, and Great Morava are the rivers with high level of heavy metal pollution. The high 
value of RI for Ibar and Pek indicated ecological risk for the studied elements in investigated 
rivers. The results of risk index were synchronous with results of the degree of contamination. 

EF In this paper, EF was calculated for each of studied heavy metal. The calculation of 
this factor was based on the background value determined for the studied area (Sakan et al. 
2015b). The element content of elements in the DTD canal (station in Vrbas) was chosen as 
background values for elements in this research, due to the lack of significant anthropogenic 
sources of toxic elements at this area. 

Background values of elements in this research are (in mg kg-1): 1.28 (Cd), 11.5 (Cu), 
8.22 (Co), 648 (Mn), 62.1 (Cr), 34.7 (Ni), 57.8 (Pb), 66.6 (Zn), 60.4 (V) and 360323 (Al). 
The element used for sediment normalization is aluminum. This element was chosen because 
Al is a conservative element and a major constituent of clay minerals, and has been 
successfully used in previous investigations (Rubio et al. 2000). 
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Table 4. CF values of elements in sediment samples 
 
SLa NSb Cd Co Cr Cu Mn Ni Pb V Zn 
T1 1 3.95 1.22 0.96 4.16 1.97 1.13 1.66 1.44 4.95 
T2 2 3.30 2.50 1.66 5.60 1.90 1.33 2.04 2.17 5.03 
T3 3 3.88 2.58 1.54 6.45 2.04 1.30 2.15 2.03 5.87 
T4 4 3.45 2.33 1.45 5.55 2.16 1.13 2.15 1.80 5.07 
T5 5 4.98 2.75 1.70 7.68 2.66 1.37 1.94 2.01 5.39 
T6 6 5.38 2.59 1.61 7.87 3.25 1.22 2.45 2.17 6.30 
T7 7 4.87 2.41 1.49 6.43 2.89 1.23 1.56 1.90 5.20 
T8 8 4.76 2.35 1.44 6.18 2.60 1.20 2.06 1.89 5.06 
T9 9 5.47 2.62 1.55 7.57 2.80 1.33 2.42 2.04 6.17 
D1 10 1.76 1.97 1.18 2.44 2.14 0.96 1.56 1.58 2.53 
D2 11 1.66 1.98 1.21 2.07 1.60 1.04 1.97 1.76 2.36 
D3 12 1.95 2.04 1.29 2.73 1.51 1.03 1.79 1.78 3.12 
D4 13 1.84 1.87 1.22 2.51 1.38 1.01 2.27 1.58 3.30 
D5 14 2.17 2.31 1.26 3.54 2.09 1.09 1.39 1.62 3.31 
D6 15 4.15 2.61 1.98 3.64 1.83 2.04 2.35 1.86 3.43 
S1 16 2.70 2.64 1.80 2.78 1.58 2.70 1.54 1.45 4.06 
S2 17 2.36 3.47 2.47 3.17 2.71 3.63 1.99 1.78 3.20 
S3 18 2.92 3.21 2.26 3.16 2.56 3.42 1.95 1.72 4.07 
S4 19 3.66 3.32 2.33 2.73 2.81 3.43 1.90 1.86 3.19 
I1 20 8.23 1.65 1.65 2.52 1.39 4.10 5.51 1.19 14.2 
I2 21 6.50 4.40 3.71 3.43 2.09 7.89 4.55 1.67 16.4 
V1 22 6.18 3.92 2.74 5.70 2.68 1.23 3.15 2.14 7.49 
V2 23 5.33 3.37 2.46 4.61 1.89 4.50 3.14 1.82 6.74 
Z1 24 2.81 1.48 1.38 13.5 1.25 2.43 1.34 1.56 3.75 
Z2 25 5.86 3.87 3.57 4.57 1.59 6.81 3.69 1.82 9.90 
JM 26 3.03 2.85 1.70 4.17 5.69 1.59 2.60 2.04 3.57 
N1 27 2.07 1.98 1.39 7.39 1.13 1.03 2.39 1.84 6.16 
N2 28 4.32 1.97 1.14 1.92 1.19 1.00 1.46 1.67 1.71 
Ta 29 2.44 3.22 1.81 4.51 2.18 1.45 2.37 2.47 2.86 
Tr 30 3.05 3.39 2.59 3.55 1.89 3.82 2.50 2.13 5.06 
Pr 31 2.45 2.90 1.90 11.9 1.34 1.70 2.07 2.29 2.32 
Ko 32 4.26 3.49 2.36 3.42 2.09 3.81 2.17 1.89 6.26 
Pe 33 4.89 3.70 1.43 75.7 3.08 1.20 2.72 2.10 13.8 
To 34 4.09 3.58 2.39 4.83 2.60 3.31 2.33 2.27 2.50 

a Sample labels. 
b Number of sample. 

 
The results of the calculation of EF of metals in sediments are presented in Table 5 and 

Figure 3. The analysis demonstrate that values of EF were for: Cd: 0.68-8.18 (no enrichment 
to moderately severe); Co: 0.81-4.49 (no enrichment to moderate); Cr: 0.49-3.35 (no 
enrichment to moderate); Cu: 0.84-35.03 (no enrichment to very severe); Mn: 0.65-3.99 (no 
enrichment to moderate); Ni: 0.42-4.84 (no enrichment to moderate); Pb: 0.80-5.48 (no 
enrichment to moderately severe); V: 0.72-2.63 (no enrichment to minor) and Zn: 0.96-14.13 
(no enrichment to severe). These results suggesting various degrees of metal enrichment in 
studied rivers. Outlier and extreme values were observed for: Cd, localities: 7 ✁ Tisa, 20 ✁ 
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Ibar and 22 ✔ Great Morava; Co, 22 - Great Morava and 34 ✔ Toplica; Cr, 22 ✔ Great Morava; 
Cu, 7 ✔ Tisa and 24 ✔ West Morava; Mn, 14 ✔ Danube, 22 ✔ Great Morava and 7 - Tisa; Ni, 
21 - Ibar; Pb, 22 ✔ Great Morava and 20 ✔ Ibar; V, 5 ✔ Tisa, 34 ✔ Toplica, 14 ✔ Danube, 22 ✔ 
Great Morava and 7 ✔ Tisa; Zn, 7 ✔ Tisa, 22 ✔ Great Morava, 20 and 21 ✔ Ibar. 

Er The potential ecological risk factors for studied metals were estimated for all stations 
(Table 7, Figure 4). 

 
Table 5. EF values of elements in sediments 

 
SLa Cd Co Cr Cu Mn Ni Pb V Zn 
T1 2.64 0.82 0.64 2.78 1.32 0.76 1.11 0.97 3.31 
T2 1.88 1.42 0.94 3.18 1.08 0.76 1.16 1.24 2.86 
T3 1.94 1.29 0.77 3.21 1.02 0.65 1.07 1.01 2.93 
T4 1.65 1.12 0.70 2.66 1.04 0.54 1.03 0.87 2.43 
T5 4.60 2.54 1.57 7.09 2.45 1.27 1.79 1.86 4.98 
T6 2.88 1.38 0.86 4.21 1.74 0.65 1.31 1.16 3.37 
T7 6.72 3.32 2.06 8.88 3.99 1.70 2.16 2.63 7.18 
T8 2.41 1.19 0.73 3.13 1.31 0.61 1.05 0.96 2.56 
T9 2.37 1.14 0.67 3.28 1.22 0.58 1.05 0.89 2.68 
D1 1.44 1.62 0.97 2.00 1.75 0.78 1.28 1.30 2.07 
D2 0.68 0.81 0.49 0.84 0.65 0.42 0.80 0.72 0.96 
D3 1.29 1.35 0.85 1.80 1.00 0.68 1.19 1.18 2.07 
D4 1.07 1.09 0.72 1.47 0.81 0.59 1.33 0.92 1.93 
D5 3.36 3.57 1.95 5.47 3.23 1.69 2.15 2.51 5.12 
D6 2.79 1.76 1.33 2.45 1.23 1.37 1.58 1.26 2.30 
S1 2.21 2.16 1.47 2.28 1.30 2.21 1.26 1.19 3.32 
S2 1.48 2.17 1.55 1.98 1.70 2.28 1.25 1.12 2.01 
S3 1.84 2.02 1.42 1.99 1.61 2.15 1.23 1.09 2.56 
S4 2.43 2.20 1.55 1.81 1.86 2.28 1.26 1.24 2.12 
I1 8.18 1.64 1.64 2.51 1.39 4.08 5.48 1.19 14.1 
I2 3.99 2.70 2.28 2.10 1.28 4.84 2.79 1.03 10.1 
V1 7.54 4.79 3.35 6.96 3.27 1.50 3.85 2.61 9.15 
V2 3.16 2.00 1.46 2.73 1.12 2.67 1.86 1.08 4.00 
Z1 2.16 1.14 1.06 10.4 0.96 1.86 1.03 1.20 2.88 
Z2 3.71 2.45 2.26 2.89 1.01 4.31 2.34 1.15 6.27 
JM 1.49 1.40 0.83 2.04 2.79 0.78 1.27 1.01 1.75 
N1 1.27 1.21 0.85 4.53 0.69 0.63 1.46 1.13 3.77 
N2 3.66 1.67 0.97 1.63 1.01 0.85 1.24 1.42 1.45 
Ta 0.92 1.22 0.69 1.71 0.83 0.55 0.90 0.94 1.08 
Tr 2.12 2.35 1.80 2.46 1.31 2.65 1.73 1.48 3.51 
Pr 1.22 1.45 0.95 5.94 0.67 0.85 1.03 1.14 1.16 
Ko 2.50 2.05 1.38 2.01 1.22 2.23 1.27 1.11 3.67 
Pe 2.26 1.72 0.66 35.03 1.43 0.56 1.26 0.97 6.40 
To 4.30 3.78 2.51 5.09 2.74 3.49 2.46 2.39 2.63 

a Sample labels. 
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Table 6. Index of geoaccumulation (Igeo) values of elements in sediments 
 

SLa Cd Co Cr Cu Mn Ni Pb V Zn 
T1 0.97 < 0 < 0 1.02 0.27 < 0 0.10 < 0 1.19 
T2 0.79 0.51 < 0 1.32 0.24 < 0 0.31 0.37 1.21 
T3 0.95 0.54 < 0 1.46 0.31 < 0 0.36 0.30 1.36 
T4 0.83 0.44 < 0 1.31 0.36 < 0 0.36 0.18 1.22 
T5 1.20 0.61 < 0 1.63 0.57 < 0 0.26 0.29 1.28 
T6 1.28 0.54 < 0 1.66 0.77 < 0 0.49 0.37 1.43 
T7 1.18 0.47 < 0 1.46 0.65 < 0 0.04 0.24 1.24 
T8 1.15 0.45 < 0 1.42 0.55 < 0 0.32 0.23 1.22 
T9 1.29 0.56 < 0 1.62 0.63 < 0 0.48 0.31 1.41 
D1 0.16 0.27 < 0 0.49 0.36 < 0 0.04 0.05 0.52 
D2 0.10 0.28 < 0 0.32 0.06 < 0 0.27 0.16 0.45 
D3 0.26 0.31 < 0 0.60 0.01 < 0 0.18 0.17 0.73 
D4 0.20 0.22 < 0 0.52 < 0 < 0 0.42 0.05 0.79 
D5 0.37 0.43 < 0 0.86 0.33 < 0 < 0 0.07 0.79 
D6 1.02 0.55 < 0 0.89 0.20 0.31 0.45 0.22 0.83 
S1 0.59 0.57 < 0 0.62 0.05 0.59 0.03 < 0 0.99 
S2 0.45 0.84 < 0 0.75 0.59 0.88 0.28 0.17 0.76 
S3 0.67 0.76 < 0 0.75 0.54 0.82 0.26 0.14 1.00 
S4 0.89 0.79 < 0 0.60 0.63 0.83 0.24 0.22 0.75 
I1 1.70 0.10 < 0 0.52 < 0 1.01 1.30 < 0 2.25 
I2 1.47 1.08 0.20 0.83 0.33 1.66 1.11 0.11 2.39 
V1 1.42 0.96 < 0 1.34 0.58 < 0 0.74 0.35 1.61 
V2 1.27 0.81 < 0 1.12 0.23 1.10 0.74 0.19 1.50 
Z1 0.63 < 0 < 0 2.20 < 0 0.48 < 0 0.04 0.92 
Z2 1.36 0.95 0.16 1.11 0.06 1.51 0.90 0.19 1.89 
JM 0.70 0.64 < 0 1.02 1.33 0.06 0.55 0.31 0.87 
N1 0.32 0.28 < 0 1.60 < 0 < 0 0.46 0.21 1.41 
N2 1.06 0.27 < 0 0.25 < 0 < 0 < 0 0.11 0.13 
Ta 0.49 0.77 < 0 1.10 0.37 < 0 0.46 0.50 0.65 
Tr 0.71 0.82 < 0 0.86 0.23 0.94 0.51 0.35 1.22 
Pr 0.49 0.66 < 0 2.07 < 0 0.13 0.32 0.42 0.44 
Ko 1.04 0.85 < 0 0.83 0.33 0.93 0.37 0.23 1.43 
Pe 1.18 0.90 < 0 3.92 0.72 < 0 0.59 0.34 2.22 
To 1.00 0.87 < 0 1.17 0.55 0.79 0.44 0.41 0.51 

a Sample labels. 
 
The values of Er were for: Cd: 49.80-247 (moderate to high); Cr: 1.92-7.42 (low); Cu: 

9.60-378 (low to very high); Ni: 4.80-39.45 (low to moderate); Pb: 6.70-27.55 (low); and Zn: 
0.96-14.13 (low risk). Outlier and extreme values were observed for: Cu, localities: 31 ✁ 
✂✄☎✆✝✞✟ ☎✠✡✆☎☛ ☞✌ ✁ West Morava, and 33 ✁ Pek; Ni, 21 ✁ Ibar; Pb, 20 and 21✁ Ibar, and 25 ✁ 
West Morava; Zn, 21 ✁ Ibar and 33 ✁ Pek. 

Igeo The Igeo values for selected metals at each sampling site are listed in Table 6 and 
Figure 5. 
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Table 7. Er (for Cd, Cr, Cu, Ni, Pb, and Zn), RI, CPI and PLI values of  
elements in sediments 

 
SLa Cd Cr Cu Ni Pb Zn RI CPI PLI 
T1 118 1.92 20.8 5.65 8.30 4.95 190 2.34 2.00 
T2 99 3.32 28 6.65 10.2 5.03 156 2.54 2.11 
T3 116 3.08 32.2 6.5 108 5.87 187 2.82 2.41 
T4 104 2.9 27.8 5.65 10.8 5.07 163 2.50 2.12 
T5 149 3.4 38.4 6.85 9.70 5.39 217 2.98 2.30 
T6 161 3.22 39.4 6.10 12.2 6.3 237 3.25 2.62 
T7 146 2.98 32.2 6.15 7.80 5.2 205 2.75 2.17 
T8 143 2.88 30.9 6.00 10.3 5.06 205 2.73 2.27 
T9 164 3.1 37.8 6.65 12.1 6.17 243 3.20 2.67 
D1 52.8 2.36 12.2 4.80 7.80 2.53 87.3 1.66 1.52 
D2 49.8 2.42 10.4 5.20 9.85 2.36 114 1.88 1.79 
D3 58.5 2.58 13.6 5.15 8.95 3.12 97 1.76 1.60 
D4 55.2 2.44 12.6 5.05 11.4 3.3 94 1.72 1.52 
D5 65.1 2.52 17.7 5.45 6.95 3.31 104 1.88 1.59 
D6 124 3.96 18.2 10.2 11.8 3.43 179 2.40 2.18 
S1 81 3.6 13.9 13.5 7.70 4.06 128 2.11 1.86 
S2 70.8 4.94 15.8 18.2 9.95 3.2 128 2.47 2.24 
S3 87.6 4.52 15.8 17.1 9.75 4.07 143 2.50 2.22 
S4 110 4.66 13.6 17.2 9.50 3.19 164 2.52 2.29 
I1 247 3.3 12.6 20.5 27.6 14.21 406 4.55 3.20 
I2 195 7.42 17.2 39.4 22.8 16.43 358 5.33 4.27 
V1 185 5.48 28.5 6.15 15.8 7.49 256 3.47 2.86 
V2 160 4.92 23.0 22.5 15.7 6.74 247 3.38 3.33 
Z1 84.3 2.76 67.6 12.2 6.70 3.75 197 2.99 2.17 
Z2 176 7.14 22.8 34.0 18.4 9.9 287 4.13 3.49 
JM 90.9 3.4 20.8 7.95 13.0 3.57 150 2.75 2.48 
N1 62.1 2.78 37.0 5.15 12.0 6.16 129 2.49 1.86 
N2 130 2.28 9.6 5.00 7.30 1.71 159 1.65 1.40 
Ta 73.2 3.62 22.6 7.25 11.8 2.86 132 2.45 2.29 
Tr 91.5 5.18 17.8 19.1 12.5 5.06 158 2.80 2.54 
Pr 73.5 3.8 59.5 8.50 10.4 2.32 167 2.90 2.25 
Ko 128 4.72 17.1 19.0 10.8 6.26 196 2.97 2.67 
Pe 147 2.86 378 6.00 13.6 13.83 575 10.18 3.66 
To 123 4.78 24.2 16.6 11.6 2.5 188 2.78 2.49 

a Sample labels. 
 
The results of the geo-accumulation index showed that values for studied elements in 

sediments were for: Cd: 0.10-1.70 (uncontaminated to moderately); Co: < 0-1.08 (no 
enrichment to moderately); Cr: < 0-0.90 (uncontaminated to unpolluted/moderately); Cu: 
0.25-3.92 (unpolluted/moderately to heavily); Mn: < 0-1.33 (uncontaminated to moderately); 
Ni: < 0-1.66 (uncontaminated to moderately); Pb: < 0-1.30 (uncontaminated to moderately); 
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V: < 0-0.50 (uncontaminated to unpolluted/moderately) and Zn: 0.13-2.39 (uncontaminated to 
moderately/heavily). 

 
Table 8. Statistical analysis of pollution indices 

 
 Mean St. Dev. Min Max Median 
CdEF 2.77 1.78 0.68 8.18 2.32 
CoEF 1.90 0.90 0.81 4.79 1.66 
CrEF 1.29 0.65 0.49 3.35 1.01 
CuEF 4.37 5.84 0.84 35.0 2.70 
MnEF 1.53 0.82 0.65 3.99 1.29 
NiEF 1.58 1.20 0.42 4.84 1.06 
PbEF 1.62 0.93 0.80 5.48 1.26 
VEF 1.29 0.50 0.72 2.63 1.15 
ZnEF 3.78 2.82 0.96 14.1 2.87 
CdER 115 47.2 49.8 247 113 
CoER nd* nd nd nd nd 
CrER 3.68 1.31 1.92 7.42 3.31 
CuER 35.0 62.1 9.60 378 21.7 
MnER nd nd nd nd nd 
NiER 11.4 8.49 4.80 39.4 6.75 
PbER 11.6 4.33 6.70 27.6 10.8 
VER nd nd nd nd nd 
ZnER 5.42 3.45 1.71 16.4 4.99 
CdIgeo 0.85 0.42 0.10 1.70 0.92 
CoIgeo 0.55 0.30 -0.21 1.08 0.56 
CrIgeo 0.15 0.32 -0.44 0.90 0.10 
CuIgeo 1.15 0.68 0.25 3.92 1.06 
MnIgeo 0.32 0.34 -0.28 1.33 0.33 
Ni Igeo 0.21 0.61 -0.45 1.66 -0.10 
PbIgeo 0.39 0.31 -0. 12 1.30 0.36 
V Igeo 0.21 0.15 -0.23 0.50 0.22 
ZnIgeo 1.14 0.53 0.13 2.39 1.20 
CdCF 3.84 1.57 1.66 8.23 3.77 
CoCF 2.72 0.76 1.22 4.40 2.62 
CrCF 1.84 0.65 0.96 3.71 1.66 
CuCF 7.00 12.4 1.92 75.7 4.34 
MnCF 2.19 0.85 1.13 5.69 2.09 
NiCF 2.28 1.70 0.96 7.89 1.35 
PbCF 2.33 0.86 1.34 5.51 2.15 
VCF 1.86 0.27 1.19 2.47 1.85 
ZnCF 5.42 3.45 1.71 16.4 4.99 
PLI 2.37 0.64 1.40 4.27 2.26 
RI 196 97.0 87.3 575 173 
CPI 2.96 1.50 1.65 10.2 2.74 

nd* - no data. 
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Figure 2. Box-plot for PLI, CPI and RI in sediments. 

 

 

Figure 3. Box-plot of EF in sediments. 
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Figure 4. Box-plot of Er in sediments. 

 

 

Figure 5. Box-plot of Igeo in sediments. 
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Figure 6. Box-plot of CF in sediments. 

These results indicate that the sediments were contaminated with studied element, mainly 
with Cd, Cu and Zn. 

Outlier and extreme values were observed for: Cu, localities: 33 - Pek; Pb, 25 ✔ West 
Morava, 20 and 21 - Ibar; V, 20 - Ibar; and Zn, 21 - Ibar. 

CF The results of the analysis of the contamination factor for the studied metals were 
shown in Table 4 and Figure 6. The values of CF demonstrated for: Cd: 1.66-8.23 (no 
enrichment to moderately severe); Co: 1.22-4.40 (moderately to considerable contamination); 
Cr: 0.96-3.71 (no metal enrichment to considerable contamination); Cu: 1.92-75.7 
(moderately to very high contamination); Mn: 1.13-5.69 (moderately to considerable 
contamination); Ni: 0.96-7.89 (no enrichment to very high contamination); Pb: 1.34-5.51 
(moderately to considerable contamination); V: 1.19-2.47 (moderately contamination) and 
Zn: 1.71-16.43 (moderately to very high contamination). 

Outlier and extreme values were observed for: Cu, 24 ✔ West Morava, 31 ✔ ✕✎☞✠✖✝✁ ☞✒✑✠☞✞
and 33 ✔ Pek; Mn, 26 ✔ South Morava; Ni, 21 ✔ Ibar; Pb, 20 and 21 ✔ Ibar; and Zn, 20 and 21 
✔ Ibar, and 33 ✔ Pek. 

 
 

3.4. Correlations 
 
Pearson's correlation analysis was applied to test the relationships among the pollution 

indices. 
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Table 9. Tables with correlations among pollution indices (Cd, Cr, Cu, and Ni) 
 

  PLI RI CPI CdEF CdEr CdIgeo CdCF 

PLI r 1       

 p        

RI r 0.823** 1      

 p 0.000       

CPI r 0.772** 0.941** 1     

 p 0.000 0.000      

CdEF r 0.390* 0.479** 0.242 1    

 p 0.022 0.004 0.167     

CdEr r 0.744** 0.762** 0.523** 0.784** 1   

 p 0.000 0.000 0.002 0.000    

CdIgeo r 0.730** 0.738** 0.515** 0.733** 0.976** 1  

 p 0.000 0.000 0.002 0.000 0.000   

CdCF r 0.744** 0.762** 0.523** 0.784** 1.000** 0.976** 1 

 p 0.000 0.000 0.002 0.000 0.000 0.000  

  PLI RI CPI CrEF CrEr CrIgeo CrCF 

CrEF r 0.390** 0.189 0.101 1    

 p 0.023 0.284 0.570     

CrEr r 0.703** 0.282 0.264 0.697** 1   

 p 0.000 0.106 0.131 0.000    

CrIgeo r 0.681** 0.260 0.251 0.687** 0.982** 1  

 p 0.000 0.137 0.152 0.000 0.000   

CrCF r 0.703** 0.282 0.264 0.697** 1.000** 0.982** 1 

 p 0.000 0.106 0.131 0.000 0.000 0.000  

  PLI RI CPI CuEF CuEr CuIgeo CuCF 

CuEF r 0.338 0.688** 0.822** 1    

 p 0.050 0.000 0.000     

CuEr r 0.367* 0.699** 0.856** 0.967** 1   

 p 0.033 0.000 0.000 0.000    

CuIgeo r 0.378* 0.599** 0.715** 0.860** 0.842** 1  

 p 0.027 0.000 0.000 0.000 0.000   

CuCF r 0.367* 0.699** 0.856** 0.967** 1.000** 0.842** 1 

 p 0.033 0.000 0.000 0.000 0.000 0.000  

   PLI RI CPI NiEF NiEr Ni Igeo NiCF 

NiEF r 0.609** 0.346* 0.234 1    

 p 0.000 0.045 0.184     

NiEr r 0.700** 0.344* 0.282 0.922** 1   

 p 0.000 0.046 0.106 0.000    

Ni Igeo r 0.647** 0.298 0.240 0.908** 0.959** 1  

 p 0.000 0.086 0.172 0.000 0.000   

NiCF r 0.700** 0.344* 0.282 0.922** 1.000** 0.959** 1 

 p 0.000 0.046 0.106 0.000 0.000 0.000  

** Correlation is significant at the 0.01 level; * Correlation is significant at the 0.05 level. 
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Table 10. Tables with correlations among pollution indices (Pb, Zn) 
 
  PLI RI CPI PbEF PbEr PbIgeo PbCF 
PbEF r 0.466** 0.467** 0.270 1    
 p 0.005 0.005 0.122     
PbEr r 0.782** 0.645** 0.507** 0.757** 1   
 p 0.000 0.000 0.002 0.000    
PbIgeo r 0.806** 0.623** 0.521** 0.654** 0.973** 1  
 p 0.000 0.000 0.002 0.000 0.000   
PbCF r 0.782** 0.645** 0.507** 0.757** 1.000** 0.973** 1 
 p 0.000 0.000 0.002 0.000 0.000 0.000  
   PLI RI CPI ZnEF ZnEr ZnIgeo ZnCF 
ZnEF r 0.631** 0.687** 0.526** 1    
 p 0.000 0.000 0.001     
ZnEr r 0.851** 0.868** 0.868** 0.833** 1   
 p 0.000 0.000 0.000 0.000    
ZnIgeo r 0.822** 0.802** 0.802** 0.792** 0.947** 1  
 p 0.000 0.000 0.000 0.000 0.000   
ZnCF r 0.851** 0.868** 0.868** 0.833** 1.000** 0.947** 1 
 p 0.000 0.000 0.000 0.000 0.000 0.000  
 

Table 11. Tables with correlations among pollution indices (Co, Mn, and V) 
 
  PLI RI CPI CoEF CoIgeo CoCF 
CoEF r 0.258 0.142 0.108 1   
 p 0.141 0.422 0.543    
CoIgeo r 0.611** 0.297 0.394* 0.543** 1  
 p 0.000 0.088 0.021 0.001   
CoCF r 0.683** 0.365* 0.451** 0.563** 0.985** 1 
 p 0.000 0.034 0.007 0.001 0.000  
  PLI RI CPI MnEF MnIgeo MnCF 
MnEF r 0.021 0.037 0.005 1   
 p 0.906 0.834 0.980    
MnIgeo r 0.272 0.181 0.238 0.615** 1  
 p 0.119 0.304 0.176 0.000   
MnCF r 0.223 0.142 0.205 0.582** 0.960** 1 
 p 0.205 0.423 0.244 0.000 0.000  
  PLI RI CPI VEF V Igeo VCF 
VEF r -0.085 -0.041 -0.097 1   
 p 0.632 0.818 0.587    
V Igeo r 0.151 0.000 0.132 0.139 1  
  PLI RI CPI VEF VIgeo VCF 
 p 0.393 0.998 0.456 0.434   
VCF r 0.165 0.022 0.143 0.148 0.994** 1 
 p 0.351 0.900 0.419 0.403 0.000  

** Correlation is significant at the 0.01 level; * Correlation is significant at the 0.05 level. 
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Table 9, 10 and 11 shows the correlation matrix among PLI, RI, CPI, as well as EF, Er, 
Igeo and CF calculated for studied elements. PLI is positive correlated with RI and CPI, RI 
with PLI, CPI and CPI with PLI and RI. Since that PLI and CPI reflect the level of heavy 
metal pollution and RI reflect the ecological risk for the investigated elements, it can be 
concluded that the elements with the most anthropogenic influence also evidence the highest 
risk of contamination. A significantly high correlation was observed for Cd, Cu, Pb and Zn 
and their pollution indices. These positive correlations points to anthropogenic contributions 
in the studied sediments. Because of high Er values for Cd (all locations) and Cu (Z1, Pr and 
Pe sampling sites), these elements are relatively harmful environment contaminants. 

Mn, V and Cr contamination factors are not correlated with RI and CPI, indicating that 
these elements are not significant contaminant on these localities. The existence of significant 
positive correlations among individual pollution indices for Cr, Ni, Co and Mn indicates the 
existence of local sources of contamination in some locations. 

 
 

CONCLUSION 
 
Heavy metals are of considerable environmental concern due to their toxicity, wide 

sources, and accumulation behaviors. Data from sediments provide important information 
about environmental pollution, as well as indicating a stress on the ecological status of rivers. 

In this paper, distribution and accumulation of heavy metal in river sediments were 
investigated and compared. Obtained results suggest various degrees of metal enrichment in 
studied rivers. The calculated values of pollution indices indicating that the concentration 
levels of studied elements in most of the stations exceeded the background values. The 
sediments were contaminated with studied elements, mainly with Cd, Cu and Zn. The 
elements with the most anthropogenic influence also evidence the highest risk of 
contamination. Values of potential ecological risk indexes indicating ecological risk from low 
risk to considerable for river sediments. The high value of this index for Ibar and Pek 
indicated high ecological risk for the studied elements in these rivers. 

In general, the results of risk index were synchronous with results of the degree of 
contamination. The obtained results confirmed the use of applied factors for describing the 
pollution status of the river and river sediments. 
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ABSTRACT 

 

Potentially harmful trace elements pollution in aquatic ecosystems is a worldwide 

environmental problem that has received increasing attention over the last few decades 

because of its adverse effects. Sediments pollution by toxic elements is related to 

different kinds of human activities such as industrial production, agricultural operations, 

burning of fossil fuels, mining and metallurgical processes and waste disposal practices.  

Trace elements are distributed throughout sediment components and associated with 

them in various ways including ion exchange, adsorption, precipitation, and 

complexation. They are not permanently fixed by sediment. Changes of the environment 

conditions, such as acidification, redox potential or organic ligand concentrations, can 

cause mobilization of element from solid to liquid phase and cause contamination of 

surrounding waters.  

Proper assessment of the implication of sediment contamination with trace element 

normally requires more than one method to be used. This paper describes methods for 

                                                           
* Corresponding author: ssakan@chem.bg.ac.rs. 
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identification, evaluation, and estimation of the levels of potentially harmful trace 

elements in sediments using the different methods: sequential extraction, pollution 

indices and statistical analyses. Obtained results indicate that heavy metal contamination 

should be taken into account during development of management strategies to protect the 

aquatic environment in the Serbia. 

 

Keywords: Serbia, potentially harmful, trace elements, aquatic ecosystems, sediment 

 

 

1. INTRODUCTION 

 

In recent years, investigations of potentially toxic inorganic pollutants have increased 

(Li and Thornton, 2001; Relić et al. 2005; Silveira et al. 2006; Farkas et al. 2007; 

Widmeyer and Bendell-Young, 2008; Daesslé et al. 2009; Egiarte et al. 2009; Mil-

Homens et al. 2009; Nguyen et al. 2009; Feng et al. 2011; Wang et al. 2015; Sakan et al. 

2016; Sierra et al. 2017), because they threatens the economic and ecological value of 

many localities. Potentially harmful trace elements are naturally occuring elements that 

meet the following conditions: 1) cannot be degraded or destroyed; 2) are persistent in the 

environment; 3) can be bioaccumulated and 4) biomagnified (higher concentrations are 

found in organisms higher up in the food chain) (Sierra et al. 2017). 

Trace element may be introduced into the aquatic systems by both natural processes 

(e.g., weathering, erosion and atmopsheric deposition and as a result of human activities, 

for which reason they can be used as a tracers of environmental pollution (Manta et al. 

2002). Significant quantities of heavy metals are discharged into rivers, which can be 

strongly accumulated and biomagnified along water, sediment, and aquatic food chain, 

resulting in sublethal effects or death in local fish population (Yi et al. 2011).  

The aquatic sediments are characterized by extreme complexicity and diversity. 

Elements in sediments can be associated with several reactive components. Although 

total metal concentrations may indicate the overall level of metals in soils and sediments, 

they provide no information regarding the chemical nature or potential mobility and 

bioavailability of a particular element (Silveira et al. 2006). 

There is a great diversity of possible associations of heavy metal elements with the 

various substrates. They can be adsorbed on the particle surfaces of clays, iron, and 

manganese oxyhydroxides or organic matter present in the lattice of secondary minerals, 

such as, carbonates or sulfides; occluded in amorphous iron and manganese 

oxyhydroxides, sulfides or remains of biological organisms and present in the lattice of 

primary minerals (Tessier etal., 1979). Heavy metals in sediments can be classified on the 

basis of the primary accumulation mechanism, as the adsorptive and the exchangeable 

one, as well as on the bonding substrate, the carbonate phase, the Mn-oxide, as well as 

organic matter or sulfides, and finaly detrital or lattice metals (Salomons and Förstner, 

1980). A number of studies on metal distribution and fractionation in river sediments, 
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suspended particles, soils and on fractionations of metals have been performed (Davidson 

et al. 1998; Egiarte et al. 2010; Yobouet et al. 2010; Relić et al. 2013). 

Sequential fractionation is a frequently used approach to evaluate metal distribution 

into different chemical forms present in a solid phase. Conceptually, sequential 

fractionation categorizes metal associated with chemically homogenous fractions that, 

ultimately affect metal variablity. The reactivity or mobility of toxic elements in 

sediments, and thus their potential toxicity depends on phase in which they occur in, and 

to which chemical and physical processes these phases are subject to (Rao et al. 2010). 

These phases are also referred to as fractions, and they include the following wide-range 

categories: water-soluble, exchangeable, specifically adsorbed, carbonate, Fe and Mn 

oxides, organic matter, sulfides, and silicates. All of these fractions may occur in a 

variety of structural forms (Sakan et al. 2016).  

Prica et al. (2008) emphasized that sequential extraction procedure must be used an 

additional tool for assessing the potential bioavailability and toxicity of metals in 

sediment. Despite the potential limitations of sequential extraction procedures, 

particularly relating to the potential for reagents to be non-selective and for metal-ions to 

be re-adsorb to different sediment phases, this method remains a powerful technique in 

the assessment the significance of heavy metal pollution of the environment (Farkas et al. 

2007). Bacon and Davidson (2008) concluded that this method will have a healthy future 

in the 21st century. 

To evaluate the potential biological adverse effect, hazard quotient (HQ) is one kind 

of single value estimate and is also the simplest method to estimate toxicity potential of 

the selected pollutants in the sediment (Qian et al. 2015). 

In this research, 32 samples of river sediment from 15 rivers in Serbia were studied to 

estimate their environmental pollution levels of potentially toxic elements. The five-step 

sequential extraction procedure was used to determine the respective distribution and to 

assess the environmental mobility of toxic elements. The hazard quotient has been 

calculated to estimate toxicity potential of the selected pollutants in the sediments. To 

identify the relationship among heavy metal in river sediments and their possible sources, 

multivariate statistical analysis (hierarchical cluster analysis) was performed in this 

research. 

 

 

2. EXPERIMENTAL 

 

2.1. Sampling Location 

 

The largest and most important rivers that flow through Serbia are: the Danube, Sava, 

Great Morava, West Morava, South Morava, Tisa, Ibar, Drina, Timok, Nišava, Tamiš and 

Begej. The Danube is the largest river in the country, flowing for 588 km inside Serbia, 
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while forming the border with Romania, and the second largest river in Europe. The basin 

drains parts of 19 countries. Some major tributaries of the Danube are still heavily 

polluted. Water quality in the Middle and Lower Danube remained relatively high (class 

II) between 1950 and the 1970s, but deteriorated afterwards due to rapid industrial 

development, poor pollution control and inputs from heavily polluted tributaries (Tockner 

et al. 2009). 

The 945-km long Sava River is the largest tributary of the Danube by volume 

(average discharge: 1572 m3/s) and the second largest, after the Tisza, by catchment area 

(95,793 km2). In Serbia, it remains a typical lowland river. Until the 1990s, the Sava was 

affected by heavy pollution from the metallurgical, chemical, leather, textile, food, 

cellulose and paper industries, as well as from agricultural activities. The Sava is the 

main recipient of wastewater from many cities and is impacted by the polluted water of 

the tributaries (Tockner et al. 2009). 

The River Tisza (966km; 157,220 km2) is the largest Danube tributary in its length 

and catchment area. A small part of the Tisza watershed area lies within Serbian territory, 

and covers only 6% or 8,994 km2. It is predominantly lowland and part of the Pannonian 

basin, which is the largest of the sediment-filled, postorogenic basins of the Alpine region 

(Adriano et al. 2003). Ecological accidents that took place in 2000 in the superior 

watershed and their effects on the rivers upstream with resulting transboundary 

influences proved the necessity of a regional approach to environmental protection and 

the active involvement of riverside countries in establishing common strategies and 

programs for preventing and reducing the risk of accidental pollution (Adriano et al. 

2003).  

The 308 km long West Morava drains south-western Serbia (catchment area: 15,567 

km2). The largest tributary is the Ibar. 

 

 

2.2. Description of the Sampling Site and Sampling 

 

Cross border pollution indicates a need to determine the pollutants in the water and 

sediment in all the countries along the river’s flow.  

Because of that, for this investigation sediment was selected from the main rivers in 

Serbia. 32 samples of river sediment from 15 rivers in Serbia were collected for this 

research (Table 1, Figure 1): the Danube (Black Sea watershed), the Sava (Danube 

watershed), the Tisa (Danube watershed), the Ibar (West Morava watershed), the Great 

Morava (Danube watershed), the West Morava (Great Morava watershed), the South 

Morava (Great Morava watershed), the Nišava (South Morava watershed), the Tamiš 

(Danube watershed), the DTD canal-Vrbas (Danube watershed), the Topčiderska River  
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(Sava watershed), the Porečka River (Danube watershed), the Kolubara (Sava 

watershed), the Pek (Danube watershed) and the Toplica (South Morava watershed). For 

the larger rivers, sampling was conducted at several locations (Figure 1). 

 

 

Figure 1. Sampling locations, rivers in Serbia. Explanation: 1-5/Tisa (Martonoš); 6,7/Tisa (Titel); 

8/Danube (Gruja); 9-12/Danube (Bezdan); 13/Sava (Sremka Mitrovica); 14/Sava (Šabac); 15/Sava 

(Ostružnica); 16/Sava (Jamena); 17/DTD canal (Begej, Vrbas); 18/Tamiš; 19/Pek (Kisiće); 20/Kolubara 

(Draževac); 21/Porečka river (Mosna); 22/Ibar (Raška); 23/Ibar (Kraljevo); 24/Topčiderska river 

(Rakovica); 25/South Morava (Mojsinje); 26/Great Morava (Ljubicevski bridge); 27/Great Morava 

(Bagrdan); 28/West Morava (Maskare); 29/Nišava (Niš); 30/Nišava (Dimitrovgrad); 31/South Morava 

(Vladičin Han); 32/Toplica (Doljevac). 
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Table 1. Number of sediment sample, river name and sampling site 

 
Sample River Sampling site 

1 Tisa  Martonoš 

2 Tisa  Martonoš 

3 Tisa  Martonoš 

4 Tisa  Martonoš 

5 Tisa  Martonoš 

6 Tisa  Titel 

7 Tisa  Titel 

8 Danube Gruja 

9 Danube Bezdan  

10 Danube Bezdan  

11 Danube Bezdan  

12 Danube Bezdan  

13 Sava  Sremska Mitrovica  

14 Sava Šabac  

15 Sava  Ostružnica  

16 Sava  Jemena  

17 DTD canal Begej, Vrbas 

18 Tamiš JašaTomić 

19 Pek Kusiće 

20 Kolubara Draževac 

21 Porečka river Mosna 

22 Ibar Raška 

23 Ibar Kraljevo 

24 Topčiderska river  Rakovica 

25 South Morava Mojsinje 

26 Great Morava Ljubičevski most  

27 Great Morava Bagrdan 

28 West Morava Maskare 

29 Nišava Niš 

30 Nišava Dimitrovgrad 

31 South Morava Vladičin Han  

32 Toplica Doljevac 

 

The sediment samples were stored at 4°C in order to prevent changes in the chemical 

composition of the sediments. The contents of the micro and macro-elements were 

determined in the granulometric fraction < 63 μm of the bottom sediment samples 

(“grab”- the samples) after air drying for 8 days (Sakan et al. 2011). 

 

 

2.3. Sequential Extraction of Studied Elements 

 

The sediment samples were analyzed by modified version of a sequential extraction 

procedure described in the manuscripts (Polić and Pfendt, 1992; Relić et al. 2005; Sakan 

et al. 2007).  
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The extractants and operationally defined chemical fractions applied in this research 

were as follows:  

The first step (exchangeable fraction, F1): Each 1 g of sediment sample was added 

40 ml of a 1 M CH3COO(NH4), with agitation for 2 hours at 22°C. The extract was 

separated from the solid phase by centrifugation at 3000 rpm for 20 min, and the 

supernatant stored for later analysis. The elements adsorbed on the sediments were 

exchangeable and are in equilibrium with the water’s ionic composition, which was 

typical for sorption-desorption processes (Mingbiao et al. 2008). 

The second step (easily reducible fraction, F2): Residue from stage 1 was added   

40 ml of a 0.5 M NH2OH·HCl (pH 1.5). The suspension was then agitated for 16 hours at 

22°C. The extract was separated from the solid phase by centrifugation, as described for 

stage 1. 

The third step (metals bound to moderately reducible phases, F3): Residue from 

stage 2 was added 40 ml mixture of 0.2 M H2C2O4 / 0.2 M (NH4)2C2O4. The suspension 

was then agitated for 10 hours at 22°C. The extract was separated from the solid phase by 

centrifugation, as described for stage 1. 

The fourth step (oxidizable fractions-elements associated with organic matter and 

sulfides, F4): Residue from stage 3 was added 10 ml 8.8 mol l-1 H2O2 solution, and the 

mixture left at room temperature for 1h. It was then heated to 85°C for 1h in a water bath, 

and then the volume was reduced to 2-3 ml by the further heating in a water bath. 

Another 10 ml portion of 8.8 mol l-1 H2O2 solution was added, and the mixture heated to 

dryness at 85°C for 1h. After cooling, 50 ml of a 1.0 mol l-1 solution of ammonium 

acetate (pH 2) was added to residue, followed by agitation for 16 h at 22°C. The addition 

of ammonium acetate was designed to prevent adsorption of the extracted metals onto the 

oxidized sediment (Mingbiao et al. 2008). The extract was separated from the solid phase 

by centrifugation, as above. 

After the first four extraction steps, extract was separated from solid residue by 

centrifugation at 3000g for 20 min, decant supernatant, diluted to 50 ml with 1M HNO3 

and stored in a polyethylene bottle at 4°C until metal analysis. The residue was washed 

with 20 ml deionized water and shaken 15 min, followed by centrifugation for 20 min at 

3000g. The supernatant was decanted and discarded, acting cautiously not to discard 

any solid residues. In this way, the residue was prepared for the next BCR step 

(Sutherland 2010; Relić et al. 2013). 

The fifth step (residual fraction–metals strongly associated with the crystalline 

structure of minerals, F5): The Stage 4 residue was digested using a mixture of the acids 

(8 ml aqua regia, 3:1, v/v, HCl to HNO3) on water bath for 1 h at 85°C, until the volume 

was reduced to 2–3 ml. Another 8 ml portion of aqua regia was added, and the mixture 

heated to dryness at 85°C for 1 h. The final residue was dissolved in 1M HNO3 and 

diluted to 50 ml and stored in a polyethylene bottle at 4°C until metal analysis.  
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2.4. Determination of Element Concentrations 

 

In this research, the following elements were determined in each sample: Ba, Ca, Cd, 

Co, Cr, Cu, Fe, K, Li, Mg, Mn, Na, Ni, Pb, V and Zn. Element concentrations in 

solutions obtained at each step were determined using an atomic emission spectrometer 

with an inductively coupled plasma iCAP-6500 Duo (Thermo Scientific, United 

Kingdom). The detector was a RACID86 Charge injector device (CID). Analytical grade 

chemicals were used throughout the study without any further purification. The metal 

standards were prepared from a stock solution of 1,000 mg l-1 by successive dilutions. 

The concentrations obtained for all the elements in the blanks were close to the detection 

limit of the method, indicating that contamination was not a problem in the analyses. 

The analytical data quality was controlled by using laboratory quality assurance and 

quality control methods, including the use of calibration with standards, and analysis of 

both, reagent blanks and replicates. The blank solutions were prepared in the same way as 

samples during the extraction procedure.  

Duplicate samples are used to measure the precision of the method. In this research, 

duplicate analysis was performed for seven sediment samples for fifth-step sequential 

extraction. The precision is expressed as the relative standard deviations. The relative 

standard deviations of the means of duplicate measurement were less than 10% (from 0.6 

to 7.2%). 

The total amounts of elements in this paper are defined as the sum of the five binding 

fractions (Facchinelli et al. 2001; Sakan et al. 2007). This method results in 

concentrations normally referred to as “pseudo-total,” “total extractable amount” and 

“sequentially extractable amount,” as the silicates are not completely destroyed 

(Facchinelli et al. 2001). 

All concentrations values below the detection limit were replaced by half of the DL, 

as suggested by Relić et al. (2005).  

The moisture content of each sample was determined by drying a separate 1 g sample 

in an oven (105 ± 2°C) to constant weight. From this, a correction to dry mass was 

obtained, which was applied to all reported metal concentrations. Sediment data in this 

study are reported on a dry weight mg kg-1 basis. 

 

 

2.5. The Hazard Quotients (HQ) 

 

The potential toxic risk to aquatic ecosystems was evaluated by calculating the 

hazard quotients (HQ) of the chemical contaminants using the equation (Wang et al. 

2015): HQ = SCC/SQG, where SCC is the concentration of metals in sediments in g/g, 

and SQG is the sediment quality guideline in g/g. SQG values were determined at ERL  
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levels according to Long et al. (1995): Cd = 1.2; Cr = 81; Cu = 34; Ni = 20.9; Pb = 46.7; 

and Zn = 150, in g/g. According to Long et al. (1995), ERL is defined based on the 

concentration when 10th percentiles of organisms are influenced by the toxicity of a 

specific contaminant, while ERM value is decided when 50th percentiles are influenced 

by the toxicity of contaminant in that concentration. For toxicity characterization, HQ 

values were used to express the potential risk to ecological receptors; at HQ < 0.1 no 

adverse effects were expected; at 0.1 < HQ < 1 potential hazard were expected to be low, 

but in the range of 1.0 < HQ < 10, some adverse effects or moderate hazard are probable; 

and, finally, if HQ >10, high hazard potential is anticipated (Feng et al. 2011). 

 

 

2.6. Statistical Methods 

 

Descriptive data analyses were performed in this research. The statistical analyses 

done in this study include also Cluster analysis (CA). The purpose of cluster analysis is to 

identify groups or clusters of similar sites on the basis of similarities within a class and 

dissimilarities between different classes (Chabuhdhara and Nema, 2012). Cluster analysis 

can be run in the Q-mode, when clusters of samples are sought, or in the R-mode, when 

clusters of variables are desired. The hierarchical clustering joining of the most similar 

observations, and successively of the next most similar observations, was employed in 

the presented research. The statistical analyses were performed using IBM SPSS 

Statistics-Statistical Package for the Social Sciences (SPSS) (version 21.0).  

 

 

3. RESULTS AND DISCUSSION 

 

3.1. Metal Fractionation 

 

Using the method of sequential extraction, a metal fractionation was performed, i.e., 

an assessment of the distribution of the content metals in the different fraction was 

carried out. The results are given in Table 2 as the mean, median, maximum and 

minimum values, as well as the standard deviation for each metal and fraction. The 

percentage element distribution by fractions was calculated as the average content of the 

extracted element in each fraction with respect to the total content of the extracted 

element (Figures 2-6). 
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Table 2. Summary statistics of element content in sediment (mg kg-1)  

in five fractions  

 

 Ba 1* Ba 2 Ba 3 Ba 4 Ba 5 Ba s Ca 1 Ca 2 Ca 3 Ca 4 Ca 5 Ca s 

Mean 60.1 24.8 3.11 6.26 24.1 118 11320 22787 42 1606 1960 37715 

Median 56.7 22.6 2.60 5.55 21.9 114 11671 19961 38 944 583 33316 

SD 17.0 10.7 3.15 3.09 9.57 29.2 1829 15269 25 2095 3330 19797 

Min 32.8 8.20 0.57 1.80 11.6 58.6 3383 1697 2 83 199 5925 

Max 97.0 62.7 18.2 16.80 71.4 199 13745 62942 99 6423 14005 79607 

 Cd1 Cd2 Cd3 Cd4 Cd5 Cds Cr1 Cr2 Cr3 Cr4 Cr5 Crs 

Mean 0.74 1.03 0.22 0.47 2.25 4.70 0.02 2.67 .56 11.0 42.3 62.5 

Median 0.62 0.77 0.21 0.30 2.15 4.40 0.02 1.21 .00 7.80 32.0 52.5 

SD 0.54 1.15 0.12 0.56 0.50 1.69 0.02 2.70 .10 13.8 23.0 30.2 

Min 0.05 0.08 0.07 0.15 1.10 2.57 <DL 0.11 .60 2.00 14.0 26.7 

Max 1.80 6.00 0.67 3.10 3.10 10.6 0.08 7.60 6.7 80.0 98.8 134 

 Cu1 Cu2 Cu3 Cu4 Cu5 Cus Fe1 Fe2 Fe3 Fe4 Fe5 Fes 

Mean 4.98 10.7 24.8 13.3 24.8 78.6 2.48 2936 4534 1229 19121 27822 

Median 2.00 0.92 18.1 4.40 25.0 51.7 1.75 3119 028 1185 18831 28897 

SD 14.1 28.6 29.9 44.4 12.0 125 2.54 1730 2186 365 3790 4328 

Min 0.38 <DL 7.00 1.00 9.00 26.0 0.94 337 2156 620 9856 13453 

Max 82.0 162 179 254 78.1 755 14.8 6164 12003 2402 25590 34139 

 K1 K2 K3 K4 K5 Ks Li1 Li2 Li3 Li4 Li5 Lis 

Mean 242 41.6 19.5 11.7 1568 1883 0.17 2.71 0.47 1.29 18.6 23.2 

Median 249 42.6 12.6 10.0 1569 1846 0.17 2.35 0.44 1.15 19.8 23.8 

SD 69 17.9 19.6 6.43 322 375 0.04 1.26 0.25 0.42 3.97 4.33 

Min 156 18.1 <DL* 3.40 1018 1248 0.10 0.85 0.12 0.67 9.80 13.9 

Max 446 78.2 96.7 31.4 2306 2794 0.31 6.10 1.10 2.20 24.8 30.0 

 Mg1 Mg2 Mg3 Mg4 Mg5 Mgs Mn1 Mn2 Mn3 Mn4 Mn5 Mns 

Mean 719 1940 1574 807 5581 10621 173 401 46.48 31.15 119 771 

Median 546 1549 369 687 5369 9681 119 384 42.60 26.25 125 741 

SD 419 1456 2869 482 1861 4748 121 202 27.21 15.59 22.9 317 

Min 384 335 115 217 2138 3424 51 95 13.70 8.00 64.0 240 

Max 2403 5177 10057 2407 11063 22522 581 1184 146 78.9 153 2009 

 Na1 Na2 Na3 Na4 Na5 Nas Ni1 Ni2 Ni3 Ni4 Ni5 Nis 

Mean 106 26.5 9.03 <DL 101 243 1.24 12.6 10.9 13.3 45.2 83.2 

Median 96.0 24.2 7.05 <DL 67.2 228 0.71 8.85 7.45 7.40 26.2 48.7 

SD 56.6 13.2 7.84 <DL 128 140 1.16 12.5 9.81 13.5 33.2 59.6 

Min 34.5 12.9 <DL <DL 27.7 123 0.28 1.00 2.10 1.90 10.8 25.2 

Max 257 89.4 29.0 <DL 745 888 5.80 53.8 41.7 72.4 136 260 

 Pb1 Pb2 Pb3 Pb4 Pb5 Pbs V1 V2 V3 V4 V5 Vs 

Mean 0.74 32.6 0.75 13.0 0.90 48.0 0.10 3.43 4.73 1.52 21.8 30.3 

Median 0.20 24.0 <DL 7.00 <DL 35.7 0.09 3.50 4.40 1.50 21.2 30.7 

SD 1.88 40.6 2.44 13.90 5.11 47.0 0.09 1.98 2.05 0.57 4.59 7.33 

Min <DL 0.23 <DL <DL <DL 4.44 <DL 0.68 2.00 0.36 9.20 9.51 

Max 10.5 197 10.9 48.8 28.9 249 0.44 7.90 12.0 3.60 30.5 45.3 

 Zn1 Zn2 Zn3 Zn4 Zn5 Zns Co1 Co2 Co3 Co4 Co5 Cos 

Mean 16.9 148 31.7 20.0 60.1 277 0.15 4.35 2.15 0.94 5.84 13.4 

Median 6.80 98.0 27.0 15.8 58.2 242 0.11 4.90 1.80 0.88 5.60 13.1 

SD 27.4 158 21.0 13.1 17.2 213 0.15 3.00 1.29 0.84 1.61 3.89 

Min 1.10 8.57 6.10 5.50 19.6 46.4 0.03 <DL 0.70 <DL 2.40 3.67 

Max 123 675 97.7 50.3 95.2 1003 0.87 10.5 5.80 3.30 9.00 20.4 

* Explanation: 1-exchangeable fraction; 2-easily reducible fraction; 3-moderately reducible fraction; 4-oxidizable fraction; 5-

residual fraction, s-sum extracted elements from 1 to 5 fractions. 
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Figure 2. Distribution of Cd, Co, Cr, and Cu by fractions and by localities, shown as a percentage and 

content in mg kg-1. 

The mobility and immobility of heavy metals along with their availability in soil and 

sediment largely depend on their types of binding forms. The mobility and availability of 

the metals decrease in the order of acid soluble forms > reducible forms > oxidisable 

forms > residual forms. In such a situation, the first two fractions (acid soluble and 

reducible) constitute a more available form of the metals. Similarly, the last two fractions 

(oxidisable and residual) form a less available pool.  
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3.1.1. Copper 

Copper is a very important element, which could influence the metabolism of the 

human body and it is also a nutritional element for living beings (Mingbiao et al. 2008). 

In the studied sediments, copper was in range 26.0 to 755 mg kg-1, with a mean content of 

78.6 mg kg-1. The total content of extracted copper was the highest in the sediments from 

Pek river (above 700 mg kg-1). High content of Cu was also observed in Porečka river 

(above 100 mg kg-1). For other sediments, copper not shows significant variation in 

content. Average distribution by fractions of copper was: V ≈ III > IV ≈ II > I. The 

highest content of copper was extracted in the fifth ant third fractions, indicating 

significance of iron oxides in bounding of this element. This suggests that Cu in the 

selected sediments is associated mainly with primary minerals (residual and crystalline 

fractions) and their weather products (poorly crystalline Fe oxides and easily reducible 

Mn oxide fractions) (Silveira et al. 2006). Some of copper was also bounded to organic 

matter, which is consistent with the results (Li et al. 2001). The mean percentage of the 

exchangeable, the most available fraction was only 6%. This result is in agreement with 

observations of Mingibao et al. (2008). In samples from river Tisa it can be observed the 

significance of mobile fractions of Mn and Fe oxides in Cu bounding, as well as for 

sediments from Tamiš and Pek (18 and 19 samples). Elevated levels of copper in Tamiš 

river are shown in Lujić et al. (2013). The source of the Pek River is near to Majdanpek, 

and since there is a Cu mine in Majdanpek, it is justifiable to assume that the origin of the 

Cu is associated with the existence of this mine (Sakan et al. 2011). 

 

3.1.2. Cadmium 

Cadmium levels in the sediment vary widely, from 2.57 to 10.6 mg kg-1 and average 

value of 4.70 mg kg-1. The highest value was observed at the Ibar river (samples 22 and 

23). Cadmium probably has the largest number of possible anthropogenic inputs of 

metals investigated, such as following: industry, transport, agriculture, waste 

management and electricity production (Kastratović et al. 2016). Average distribution by 

fractions of cadmium was: V > II > I > IV > III. In general, percent of extracted cadmium 

in more mobile fractions (I and II) was about 40, but in some sediments, percent of 

extracted Cd was about 60 (river Ibar, samples 22 and 23). The mean percentage of Cd in 

the stable, residual fraction (V) was, in general about 50%. Cadmium bound to residual 

fraction is “unreactive,” but cadmium bound to reducible Mn and amorpous/crystalline 

Fe oxides can eventually become available under redox conditions. 

 

3.1.3. Cobalt 

The minimum and maximum values of cobalt were 3.67-20.4 mg kg-1 in the 

sediments, with an average content of 13.4 mg kg-1. The content of cobalt was higher 

than 15 mg kg-1 in sediments from Sava, PEK, Kolubara, Ibar, Great and West Morava 
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and Toplica. As shown in Barałkiewicz and Siepak (1999), the occurrence of cobalt in 

soils is to a large extent determined by bedrock.  

The average distribution by fractions of cobalt in the studied sediments was: V > II > 

III > IV > I. This result is in accordance with the result of Barałkiewicz and Siepak 

(1999) that cobalt is combines with the hydroxides of iron and manganese as well as silty 

minerals. The amount of cobalt bound to residual and Fe-Mn oxides was relatively high. 

For most of the river it was observed higher content of cobalt which is bounded to mobile 

fraction of Fe-Mn oxides (II fraction). Only for sediments from Danube and Nišava it 

was observed higher content of cobalt bounded to amorphous and partially crystalline Fe-

oxide (III fraction) with respect to II fraction. Only 1% of cobalt was extracted in the first 

step, indicating low mobility of this element. Some of cobalt was extracted in the organic 

matter–sulfides fraction.  

 

3.1.4. Lead 

The range for the content of lead was between 4.44 to 249 mg kg-1, with a mean 

value of 48.0 mg kg-1. The highest total content of lead was recorded at the locations of 

the river Ibar. These results revealed the existence of local anthropogenic sources that 

contribute to the enrichment of lead in the quoted river sediments. Average distribution 

by fractions of lead in the studied sediments was: II > IV > III ≈ V ≈ I. In accordance 

with the distribution by fractions, it is possible to conclude that the most significant 

fraction binding of lead in the studied sediments is easily reducible fraction. This result is 

consistent with results of the other authors (Li et al. 2001; Ip et al. 2007; Mingbiao et al. 

2008) that lead which is reducible in non-resident factions often dominates in sediments, 

due to the fact that lead can form stable complexes with iron (III, IV) and manganese 

(IV) oxides. Organic fraction is also significant in lead bounding in some of sediment 

samples (Danube, Sava, etc). Similar percent of bounded lead in organic fraction is also 

shown in results Yobouet et al. (2010) and Kastratović et al. (2016). Content of lead 

extracted in III, IV and I fractions was very low. 

 

3.1.5. Nickel 

The range for the content of nickel was between 25.2 and 260 mg kg-1. The mean 

total content of nickel was 83.2 mg kg-1. In some localities, significantly higher contents 

of nickel were found in comparison to other sites: Ibar, Sava, Kolubara, Topčiderska 

river, Great and West Morava, Toplica and one sample from Danube. Average 

distribution by fractions of nickel in the studied sediments was: V > IV ≈ II ≈ III > I. 

Obtained results is similar to those found in Relić et al. (2005), that the highest 

proportion of nickel is in residual fraction. Similar percent of extracted nickel is noticed 

in oxidizable, reducible and moderately reducible fraction. Content of nickel extracted in 

I fractions was very low. The same distribution by fraction has been demonstrated in the  
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Mingbiao et al. (2008) for the branch sediments of Poyang Lake. As shown in Mingbiao 

et al. (2008), the low percentage active fraction was an advantage, to control the pollution 

in studied area. 

 

 

Figure 3. Distribution of Ni, Pb, V, and Zn by fractions and by localities, shown as a percentage and 

content in mg kg-1. 
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3.1.6. Chromium 

The variable total Cr content were found in the sediments (ranging from 26.7 to      

134 mg kg-1, mean 62.5 mg kg-1). Average distribution by fractions of chromium in the 

studied sediments was: V > IV > III > II > I. Chromium content in easily available 

fraction at all locations was either not recorded or only an insignificant amount of 

bioavailable chromium was recorded. The residual fraction (associated with Fe oxides 

and residual pools) was generally most important in retaining this element. 

 

 

Figure 4. Distribution of Ba, Ca, Fe, and K by fractions and by localities, shown as a percentage and 

content in mg kg-1. 

Complimentary Contributor Copy



Sanja M. Sakan, Nenad M. Sakan and Dragana S. Đorđević 70 

 

Figure 5. Distribution of Li, Mg, Mn, and Na by fractions and by localities, shown as apercentage and 

content in mg kg-1. 

Chromium bound to residual fraction is often considered “unreactive” and not 

affected by environmental changes. The high content of chromium is also bound in the 

oxidizable fraction, which is result of the stronger adsorption ability of chromium to 

organic matter than to the iron and manganese oxyhydroxides. A similar distribution of 

chromium by fractions was also observed in the manuscript Kastratović et al. (2016) and 

Davison et al. (1998). The highest content of chromium is extracted from samples 23 
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(Ibar) and 28 (West Morava). The high concentrations of chromium in the sediments are 

often of geological origin and are not related to anthropogenic pollution. 

 

3.1.7. Vanadium 

The range of vanadium in the studied river sediments is 9.51 to 45.3 mg kg-1, and the 

average value is 30.3 mg kg-1. The highest content of vanadium was found at the 

localities of South Morava (31) and Toplica (32), the lowest content in DTD canal (17), 

while in other places, its content is relatively uniform. Average distribution by fractions 

of vanadium in the river sediments was: V > III > II > IV > I. The highest content of 

vanadium was associated with the residual and oxide fraction. 

 

3.1.8. Zinc 

The zinc total content in sediments was particularly variable (46.4-1003 mg kg-1, 

mean 277 mg kg-1). The highest content of zinc was observed in the sediment form Ibar 

(22 and 23), Pek (19) and West Morava (28). Average distribution by fractions of zinc in 

the river sediments was: II > V > IV > III > I. The highest content of zinc was extracted 

in easily reducible fraction, which indicates that this element is mainly associated with 

easily reducible Mn and Fe oxide fractions. This result is in agreement with the fact that 

non-residual Zn is mostly concentrated in the Fe-Mn oxides (Li et al. 2000). The Zn 

adsorption onto Fe–Mn oxides has higher stability constants than onto carbonates (Li et 

al. 2000). The exchangeable Zn was very low in studied sediments. 

The highest amount of manganese (about 50%) is in reducible fraction (Figure 6), 

with a lower content in exchangeable and residual fractions. The largest amount of iron in 

the sediments is in the residual fraction (about 70%), followed by moderately and easily 

reducible fractions, indicating existence of Fe in surface sediments predominantly as 

crystalline Fe oxides. Extracted barium, sodium, lithium and potassium from studied 

sediments originate mainly from silicate minerals. Dominate extraction of barium in the 

first fraction (about 50%) indicate on existence of water-soluble and exchangeable form 

of Ba, i.e., available Ba as a significant form of Ba in the studied sediments. Ca is in 

studied river sediments represented mainly carbonates, since this element extracted 

dominantly in the second fraction. Magnesium is originated mainly from silicates and 

carbonates, since this element in higher content was extracted in the fifth and second 

fraction. 

Heavy metals in uncontaminated soils and sediments are mainly immobile as they are 

bound to silicates and to primary minerals. Therefore, heavy metals in contaminated 

sediments are more mobile and bound to other phases (Sungur et al. 2014). Considering 

the extractable rates of heavy metals, it was determined that mobile fractions of Mn, Zn 

and Pb are higher than immobile fractions and it was concluded that human-induced 

effects may be a factor that can cause contamination. Since that about 20% of Cd is 

bound to reducible Mn and amorphous/crystalline Fe oxides, it can eventually become 
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available under redox conditions. It is necessary to point out that about 16% of Cd is 

extracted in the exchangeable, easily soluble fraction. Cu, Co, Ni, Cr and V is mainly 

bound to residual fraction and may considered as “unreactive” and not affected 

environmental changes. 

 

 

Figure 6. Average percentage distribution of studied elements by fractions. 

 

3.2. Statistical Analyses 

 

Figures 7 and 8 show the HCA results (R and Q mode) for the elements as a 

dendrogram in the study area.  

The R mode of HCA (Figure 7) showed that the investigated elements were classified 

into 3 clusters: (1) Pb, Zn, and Cd; cluster (2) is consisting from two subclusters: 2a) Cr 

and Ni, and 2b) Fe and Co; and (3) Cu. Strong similarity between Pb, Zn, and Cd 

indicated strong anthropogenic input, since these elements are considered as toxic metals. 

Elements form cluster 2 have mixed sources, but mainly derived from natural sources, 

natural parent material; Cr and Ni have geological similarities, and Co and Fe also. Cr 

and Ni were derived from natural geological sources and generally present in the residual 

fractions.  

At some localities, it is evident existence of anthropogenic sources of Ni. Iron is 

known as an Earth element in analysis. Oxides of Fe are significant substrate for cobalt in 

the environment (coprecipitation and adsorption on Fe and Mn oxides). Cu was isolated 
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from the other elements, which is indicative of lack of association with the other 

elements, as well as different origin of Cu, mainly from mining activities. In general, it 

can be concluded that heavy metal contamination originated from multiple emission 

sources in the studied sediments. 

Cluster analysis (Q mode) was used to identify similarity between the sampling sites. 

The Figure 8 shows 3 clusters: (1) cluster including three subclusters: 1a) sediments from 

Tisa (1-7), Nišava (29), Great Morava (26 and 27), and Kolubara (20); 1b) sediments 

from Sava (13-16), Danube (8-12), Topčiderska river (24), Tamiš (18), Nišava (30), 

South Morava (25 and 31), Toplica (32), DTD canal (17) and Porečka river (21) and 1c) 

West Morava (28); (2) Ibar (22 and 23) and (3) Pek (19). Clusters 2 and 3 consist of 

sediments with higher content of toxic elements. These sediments originated from the 

river systems most polluted with heavy metal in Serbia: the Ibar and Pek. Another 

sediment sample group (Cluster 1) constitutes sediments from the major river systems: 

the Tisa, Sava, and Danube, along with the sediments from smaller rivers that have a 

higher content some of the elements as in the major rivers. The sample of Great Morava 

(28) makes a separate subcluster ((1c), Figure 8), as a result of large content of some 

elements (Ni, Zn, and Cd) in sediments. 

 

 

Figure 7. Dendrogram obtained by HCA (Hierarchical cluster analysis) for total sequentially extractable 

amount of elements in sediments (R mode). 
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Figure 8. Dendrogram obtained by HCA (Hierarchical cluster analysis) for total sequentially extractable 

amount of elements in sediments (Q mode). 

 

3.3. The Hazard Quotients (HQ) 

 

HQ values calculated from the metal contents in the selected sediments range from 

2.14 to 8.88 for Cd, 0.33 to 1.65 for Cr, 0.76 to 22.21 for Cu, 1.2 to 12.44 for Ni, 0.10 to 

5.33 for Pb and 0.31 to 6.69 for Zn (Figure 9).  
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Figure 9. Hazard quotients (HQ) of the chemical contaminants (Cd, Cr, Cu, Ni, Pb, and Zn). 

In general, all the heavy metals (Cd, Cr, Cu, Ni, Pb, and Zn) might cause potential 

hazard effects or moderate hazard effect in the present study area. For Cu and Ni, high 

hazard potential is anticipated. Copper and nickel were of environmental concern because 

the HQ values of them indicated that these two metals might result in adverse biological 

effects in the rivers. The rivers with high HQ values are Pek (19): Cu, Cd, and Zn; Ibar 

(22 and 23): Cd, Ni, Pb, and Zn; and West Morava (28): Cd, Ni, and Zn. These results 

suggested that the urban and industrial activities have made great contributions to heavy 

metal inputs. 

 

 

CONCLUSION 

 

An overall and comparative ecological risk assessment of heavy metal pollution in 

surface sediments was conducted in Serbian rivers. The results show that the sediments in 

the studied river sediments have been polluted by toxic elements, posing certain 

ecological risks to the benthic community. In general, all the heavy metals (Cd, Cr, Cu, 

Ni, Pb, and Zn) might cause potential hazard effects or moderate hazard effect in the 

present river systems. 

Sequential fractionation provides valuable information about the potential mobility of 

elements. Considering the extractable rates of heavy metals, it could be concluded that 

mobile fractions of Mn, Zn, Pb and Cd are higher than immobile fractions and it could be 

Complimentary Contributor Copy



Sanja M. Sakan, Nenad M. Sakan and Dragana S. Đorđević 76 

supposed that human-induced effects may be a factor that can cause contamination. The 

Cu, Co, Ni, Cr and V is mainly bound to residual fraction and crystalline oxides, that 

indicates on dominate geochemical origin, and may be considered as “unreactive” phase 

and cannot be affected by the environmental changes.  

This study presents the importance of applying sequential extraction, hazard 

quotients and Cluster analysis methods for the evaluation of sediment contamination with 

trace metallic and metalloid elements and the determination the origin and mobility of 

these contaminants in the sediments. Sequential extraction procedure can provide useful 

information for planning and management of polluted soils and sediments. 

 

 

ACKNOWLEDGMENTS 

 

This chapter was supported by the Ministry of Education, Science and Technological 

Development of Serbia, Grant Nos. 172001 and 43007. In addition, we would like to 

thank the Republic Hydrometeorological Service of Serbia for the sediment samples. 

 

 

REFERENCES 

 

Adriano, D. C., Németh, T., Győri, Z. (2003). Assessment of heavy metal enrichment 

factors and the degree of contamination in marine sediment from Tamaki Estuary, 

Auckland, New Zeland. Environmental Monitoring and Assessment, 136, 227-238. 

Barałkiewicz, D., Siepak, J. (1999). Chromium, nickel and cobalt in environmental 

samples and existing legal norms. Polish Journal of Environmental Studies, 4, 201–

208. 

Chabuhdhara, M., Nema, A. (2012). Assessment of heavy metal contamination in Hindon 

River sediments: A chemometric and geochemical approach. Chemosphere, 87, 945–

953. 

Daesslé, L. W., Lugo-Ibarra, K. C., Tobschall, H. J., Melo, M., Gutiérrez-Galindo, E. A., 

García-Hernández, J., Álvarez, L. G. (2009). Accumulation of As, Pb, and Cu 

associated with the recent sedimentary processes in the Colorado Delta, South of the 

United States-Mexico boundary. Archives of Environmental Contamination and 

Toxicology, 56, 680-692. 

Davidson, C. M., Duncan, A. L., Litteljohn, D., Ure, A. M., Garden, L. M. (1998). A 

critical evaluation of the three stage BCR sequential extraction procedure to assess 

the potential mobility and toxicity of heavy metals in industriallycontaminated land. 

Analytica Chimica Acta, 363, 45–55. 

Complimentary Contributor Copy



Identification, Evaluation, and Estimation of the Levels … 77 

Egiarte, G., Corti, G., Pinto, M., Arostegui, J., Macías, F., Ruíz-Romero, E., Camps 

Arbestain, M. (2009). Fractionation of Cu, Pb, Cr, and Zn in a Soil Column Amended 

with an Anaerobic Municipal Sewage Sludge. Water, Air, and Soil Pollution, 198 (1), 

133-148. 

Facchinelli, A., Sacchi, E., Mallen, L. (2001). Multivariate statistical and GIS-based 

approach to identify heavy metal sources in soils. Environmental Pollution, 114, 313-

324. 

Farkas, A., Erratico, C., Viganó, L. (2007). Assessment of the environmental significance 

of heavy metal pollution in surficial sediments of the River Po. Chemosphere, 68, 

761-768. 

Feng, H., Jiang, H., Gao, W., Weinstein, M. P., Zhang, Q., Zhang, W., Yu, L. Yuan, D., 

Tao, J. (2011). Metal contamination in sediments of the western Bohai Bay and 

adjacent estuaries, China. Journal of Environmental Management, 92, 1185-1197. 

Ip, C. C. M., Li, X. D., Zhang, G., Wai, O. W. H., Li, Y. S. (2007). Trace metal 

distribution in sediments of the Pearl River estuary and the surrounding coastal area, 

South China. Environmental Pollution, 147, 311–323. 

Kastratović, V., Jaćimović, Ž., Bigović, M., Đurović, D., Krivokapić, S. (2016). 

Environmental Status and geochemical assessment Sediments of Lake Skadar, 

Montenegro. Environmental Monitoring and Assessment, 188, 449. 

Li, X., Thornton, I. (2001). Chemical partitioning of trace and major elements in soils 

contaminated by mining and smelting activities. Applied Geochemistry, 16, 1693-

1706. 

Li, X., Shen, Z., Wai, O. W. H., Li, Y. (2000). Chemical partitioning of heavy metal 

contaminants in sediments of the Pearl River Estuary. Chemical Speciation & 

Bioavailability, 12(1), 17-25. 

Li, X., Shen, Z. G., Wai, O. W. H., Li, Y. (2001). Chemical forms of Pb, Zn and Cu in 

the sediment profiles of the Pearl River estuary. Marine Pollution Bulletin, 42, 215–

223. 

Long, E. R., MacDonald, D. D., Smith, S. L., Calder, F. D. (1995). Incidence of adverse 

biological effects within ranges of chemical concentrations in marine and estuarine 

sediments. Environmental Management, 19, 81-97. 

Lujić, J., Marinović, Z., Miljanović, B. (2013). Histological analysis of fish gills as an 

indicator ofwater pollution in the Tamiš River. Acta Agriculturae Serbica, 18 (36), 

133-1411. 

Mil-Homens, M., Branco, V., Lopez, C., Vale, C., Abrantes, F., Boer, W., Vicente, M. 

(2009). Using Factor Analysis to Characterise Historical Trends of Trace Metal 

Contamination in a Sediment Core from the Tagus Prodelta, Portugal. Water, Air, 

and Soil Pollution, 197 (1), 277-287. 

Complimentary Contributor Copy



Sanja M. Sakan, Nenad M. Sakan and Dragana S. Đorđević 78 

Mingbiao, L., Jianqiang, L., Weipeng, C., Maolan, W. (2008). Study of heavy metal 

speciation in branch sediments of Poyang Lake. Journal of Environmental Sciences, 

20, 161-166.  

Nguyen, H. L., Braun, M., Szaloki, I., Baeyens, W., Van Grieken, R., Leermakers, M. 

(2009). Tracing the Metal Pollution History of the Tisza River through the Analysis 

of a Sediment Depth Profile. Water, Air, and Soil Pollution, 200 (1), 119-132. 

Polić, P., Pfendt, P. (1992). Iron and manganese oxides as dominant nickel substrates in 

the Novi Beograd aquifer. Journal of the Serbian Chemical Society, 57, 697-703. 

Prica, M., Dalmacija, B., Rončević, S., Krčmar, D., Bečelić, M. (2008). A comparison of 

sediment quality results with volatile sulphide (AVS) and simultaneously extracted 

metals (SEM) ratio in Vojvodina (Serbia) sediments. Science of the Total 

Environment, 389, 235-244. 

Qian, Y., Zhang, W., Yu, L., Feng, H. (2015). Metal pollution in coastal sediments. 

Current Pollution Reports, 1, 203-219. 

Rao, C. R. M., Sahuquillo, A., Lopez-Sanchez, J. F. (2010). Comparison of single and 

sequential extraction procedures for the study of rare earth elements remobilization in 

different types of soils. Analytical Chimica Acta, 662, 128-146.  

Relić, D., Đorđević, D., Popović, A., Blagojević, T. (2005). Speciations of trace metals in 

the Danube alluvial sediments within an oil refinery. Environment International, 31, 

661-669. 

Relić, D., Đorđević, D., Sakan, S., Anđelković, I., Pantelić, A., Stanković, R., Popović, 

A. (2013). Conventtional, microwave, and ultrasound sequential extractions for the 

fractionation of metals in sediments within the Petrochemical Industry, Serbia. 

Environmental Monitoring and Assessment, 185, 7627-7645. 

Sakan, S., Gržetić, I., Đorđević, D. (2007). Distribution and fractionation of heavy metals 

in the Tisa (Tisza) river sediments. Environmental Science and Pollution Research, 

14, 229-236.  

Sakan, S., Đorđević, D., Manojlović, D., Polić, P. (2009). Assessment of heavy metal 

pollutants accumulation in the Tisza river sedimenmts. Journal of Environmental 

Management, 90, 3382-3390. 

Sakan, S., Đorđević, D., Dević, G., Relić, D., Anđelković, I., Đurićoč, J. (2011). A study 

of trace element contamination in river sediments in Serbia using microwave-assisted 

aqua regia digestion and multivariate statistical analysis. Microchemical Journal, 99, 

492–502. 

Sakan, S., Popović, A., Anđelković, I., Đorđević, D. (2016). Aquatic sediments pollution 

estimate using the metal fractionation, secondary phase enrichment factor calculation, 

and used statistical methods. Environmental Geochemistry and Health, 38, 855-867.  

Salomons, W., Förstner, U. (1980). Trace metal analysis on polluted sediments. Part II: 

Evaluation on Environmental Impact. Environmental Technology Letters, 1, 506-517.  

Complimentary Contributor Copy



Identification, Evaluation, and Estimation of the Levels … 79 

Sierra, C., Ruíz-Barzola, O., Menédez, M., Demey, J. R., Vicente-Villardón, J. L. (2017). 

Geochemical interactionsstudy in surface river sedimentsatanartisanal mining area by 

means of Canonical (MANOVA)-Biplot. Journal of Geochemical Exploration 175, 

72–81.  

Silveira. M. L., Alleoni, L. R. F., O’Connor, G. A., Chang, A. C. (2006). Heavy metal 

sequential extraction methods - A modification for tropical soils. Chemosphere, 64, 

1929-1938. 

Sungur, A., Soyak, M., Ozcan, H. (2014). Investigation of heavy metal mobility and 

availability by the BCR sequential extraction procedure: relationship between soil 

properties and heavy metals availability. Chemical Speciation & Bioavailability, 26 

(4), 219-230.  

Sutherland, R. A. (2010). BCR-701: A review of 10-years of sequential extraction 

analyses. Analytica Chimica Acta, 680, 10-20. 

Tessier, A., Campbell, P. G. C., Bisson, M. (1979). Sequential Extraction Procedure for 

the Speciation of Particulate Trace Metals. Analytical Chemistry, 51 (7), 844-851. 

Tockner, K., Robinson, C., Uehlinger, U. (2009). Rivers of Europe. = Academic Press. 

Wang, H., Wang, J., Liu, R., Yu, W., Shen, Z. (2015). Spatial variation, environmental 

risk and biological hazard assessment of heavy metals in surface sediments of the 

Yangtze River estuary. Marine Pollution Bulletin 93, 250–258. 

Widmeyer, J. R., Bendell-Young, L. I., (2008). Heavy metal levels in suspended 

sediments, Crassostreagigas, and the risk to humans. Archives of Environmental 

Contamination and Toxicology, 55 (3), 442-450. 

Yi, Y., Yang, Y., Zhang S. (2011). Ecological risk assessment of heavy metals in 

sediment and human health risk assessment of heavy metals in fishes in the middle 

and lower reaches of the Yangtze River basin. Environmental Pollution, 159, 2575-

2585. 

Yobouet, Y. A., Adouby, K., Trokourey, A., Yao, B. (2010). Cadmium, copper, lead and 

zinc speciation in contaminated soils. International Journal of Engineering, Science 

and Technology, 2, 802–812. 

 

Complimentary Contributor Copy



HeHaA CaraH

O1,l31,lqKE
METOEE
MJEPE}bA



Aou. Ap Eena.q N{. C&,.

AII3UI]I{E IIETOAE I,IEPEI6A

tt3ado{
EVEi H€dncs! yt,Bep3xr€r B6a JIxo

3a m,lsaca
fopd Kunrn6, arpo{op HqaBnGof yH,DeFrrqa Bda irlj,(a

peqeBeHn

.[p 3opas ClMxb
Brrn Mysxr capa4rrK AcrposoMcke OncepBarop,je y Eeo.paAy

Ma HeNea paxnh
Btrur tu"oeHr nprponscNareMalqrcr ea(yrrera

Ynn@p:rMa y Basoj ,rl'r!

nFO. rp MrroDd MuyrrroDnh

oil3

Ioq. np O6pa,q JIJ{nb

[Irenap,ja |PAO]4A B&a ryxa

y qoocrtr uin no looBnMa 6e3 ca.jacHoo,

npr €paxa. tuckr?olcm Eep3 ja



nubl 6.)
NEZAVISIiI UNIVERZITET BAI{JA LUKA

OI43I4qKtr METOAE MEPE}bA
HerEA M. Caxad

HYEJ'I
BaBa ,rlyKa 2019



!D@(a ! Ede 3Eee o cDe-ry orc de 1
t .1  ExcnepxMeEr  r  reopr jo  . . . . . .  2
1 .2  MareMar lo ,  Moh 6po jeD . . . . . . .  3
1.3 Teop{a, dGrqM 3arcm . . . . . . . . . . . . . . . 4
1 .4  MerE6e,6po jeBn,  reopn j  . . . . . .  6
1 .5  M4oador t r ja  uopa t rB  . . . . , , ,  l 0
1 .6  T ,noBr  qc rePt r  dm , , . . . . .  l 0
1 .7  Oe emepwema.  . . , . . . . .  11
1 .8  KreroE i .qn ja  M€peM . . . . . .  12
r .9  KM6pa l l j a  MepEn rEc lpyMe lad  . . . . . . . . .  14
1.10 Kur6pdrrja Mepse xwae . . . . . . . . . . . . . . 16
1 .U PeuHn Mepsr  nHcrpyNeHr ,  oco6 t r€  . . . . . . . . .  1?
1 .12  I l I yN. , .  . . . . . . . . . . . . . .  17
i.l3 AMnepMdap n @nrMeap . . . . . . . . . . . . . . . 23
1 .14  Oco6rse  !@p!d  n tsopy  . - . . . , .  25

1.14.1 KpaM rorrc! tsa AmarrKe mpsrepndrKe
rEdpyM€Eaa. . . . . .

1.15 fperre xHcrpyMelm r MNne
peBdqpy je  I  neo4  . . . . .

2.1 fipen(:maaBe p*yrrara Nep@o

i2

. . . . . . . . . . . .  36

4l
4l



22 3arc re jdHjy *m.pxredruHe rp€o{e'
. J bnoe ehcnePxrcLruBh
2.4  .q rpckmorepeoaDo,cxna.  .  . , .  .
2.5 irEArpeRqo i4pena Ds
2 .6  rpadrcko  nperc r@dre  . . . . . .

CAIPXAJ

43
43
,!6
55
58

u5

Itd' pho r6a ] j FtrBv H o6pu, p€ym ara dJ

. . , . .  t s a \ L c r p  r  l d p d P  .  .  .  .  .  . .  6 l12 P,eyts"n .  ocns ndrB

96

102

104

tH. tu! r



b14On14orPaQI,IJ a

T1l ltrd AHuetr' O6pa'p p€viara M€peBo'' Onncxn Oaxvr!

rei VsnDep3irem Y Eeo'Pa,ry, 1990

t2 .  Ter ) rvaca 'o  l ^ . l pcmi r r ' . "o ,  '  PoS (z 'hs f to l  od r5 r '
''' 

e'"-' i.'' i,rr"' D'ol cD.''cq HandbooL ol \lP' i losl

-i ii"ii.t so'i.e"' Hddbook' sPrinser verlos Boiin

Eeidelbers, 2 ediiion' 201r'

,3  BB.  I . tFApB O.H t (a . 'P '  ! "poBl  O6poroRD p ' \  I  c 'oBso
'  

o .o r " "nn  r ,u r *u  fTBh@ p 'na \  u td /a rxo  tF ' l  J '  Kor

l4l lllt.oieB E.\4 \4arsdmrecKae o6psidno Ds6'FAefltfi fo'-
' 

rc!-Bo Src. laa n{relsYpE, 1962

l5 l  qSQ \ l . .uFn tu  Qua! 'v  Dr i 'on  dd  Ed 'o . ,Jo \  I  BU 'hq

p;;. 1N \1.'toloa] 'lan'lbook 2nd Ldtr'oD \\'r'h CD_FOiu'

[E Tp@6tx. o6pa6or@ p*rrbrarcB da6ioaesril 2004

,l ! Pt\"{ C B Fo*i P ':d rn: \l C Cox adr'dFd
'  

i r " .1 , . " ' t  
" r  " ,a  

C" .p . r 'ono Lools i r \1" 'oos\4 5 ' r i6

" . 'e l * " ' *  
r "  ] lo l "mor ' . '  or  Appl : 'd  s ' ' " "h  \ \b td

Scienti6c Pubhning CompaDv, 2004

l8l lot ' \ol rzoRl fdror ' Hlldbook or lfr_al ' d olon
" '  

; : . .  p l ; , -"  
"o ' i '  " , , "" .  

cnc P,a..  r  'dr io.  "no

105



106 EI4EIII4O BI'IBJII4Of

l20l Ali Ks

l21l c. D.

l22l s. Moj

I23l A. Ch

l2al Gnu r

[25] rhoD

126l La{re

I27l M. H(
Stri!!

l28l Gnupl

I20l Philip
Co-, (

l30l Fityl

l31l S. sal

l9l An lDpori&t Qudtion r! MerrotoAy, Bsed trDon
Orisinal Dinv€ri6. Welrsorth pr6s, me 2019.

ll0l Roe scbodel Madem lDierlsomc-r] Ior Leqb M€
Erdor:DB Linits ed Noet Tpctnique {tpH0or).
PublishiDg Lrd, 0d 2019.

Jrrl Mom" o Sar$. l4e-odotosla laulie. Nr BL boja
2008.

Ir2l l:it 
po.pp-d. Ttre Losic of scieniific Dj&orery (R.n

Clssict. Routiedae. nov 2019.

l13l Alper Denir. AmllEis ed Sinrrarion or Noi.e
Dle.trooc Cncuirs od Syd,eDs {The SDrj!rer
5qi6 in Ensi,€erinc dd Cooputer Sdaei

[14] F, N. Il Robimon. Noise FluctuarioDs in El€crrolic Devie ud
Cncuits. Cldendo! Pres, nov 19i4.

lr5l T. I1 w mhh.. .isnal tu@v"1 fron Noir In Etecirolic
l6lImqtarioD. se.oDd Ediriotr. tbJtor & Frdlis. ju r99O

Jr6l f,oorhr C U!de. Siarisri.s in ptdD Etrglish. Thim EdrioD.
Houttedse, na! 2010.

ll?/ Htury L. \d TE. Radd.Sobe Srsnal procFsns ed
udN& sr8trsls iD NoiF tD+.ijon Es,harion, ud
Moddation Tleory, pet 3). Kriegd pub Co, iul 1s92.

llsl Eiv".B Jore C'ounds ror croud,ns: A Cn.uir -o S'€rem
ri&dbook wiley IEEE pres, js 2010.

ll9l Petr witoD. The cin:r Dgislcr's C.hpdDn. NcM6. aug



EUE]'IUO|PAAUJA IO?

I20l Art Xay. Operational Anpliier Noise: Tehniqu6 $d Tips for
Anab?nrs md R€ducins Nois. Netrn€i jm 2012.

Et  : r ia  L

I21l C. D. Mot.henbrcher. lnl.Noi& El@rronic Sysien D6isn.
Wiley-InieFcience, ju 1993.

l22l H. Motulsky md A. Chdstopotlos. Fitting oodels io biological
data usiDs liDear ud mnlinedr re$ession: a F&iical glide to
ryrp fi rins. Oxlord Unirprr'J PF-, Oxlord.2004

l23l A. Chm6, E. L. Frcne, dd P L. Y!. TIE cquival@c€ or
seDeralized le6t squares md ndimun likelihood estinats in
ihe dponeDiial fmily. JourDal ol ihe Anericar Stotistical
Association, 71(3$):169 17r, 1976.b"-

l24l Cnu r hone p8€e hiiDs://ww.r prcjeci.ors/.

l25l TLons RaLU. Data VisualisatioD Niih R.
Inlernatio!.j Ptrblbhirg, New York, 2017.

126l l,awioce r€enis. Leaning B6e R. Lishtnins Source, 2016.

[27] M. Henry H. Stevens. A Primer ot Ecolooi with R. Usc R.

l28l GDuplot hone pd€e http://xw.smplot.info/.

I2gl Philipp K. Jardt. GNplot h Action. Mmning Publications
Co., GEnsich, CT, USA,2Dd €dition,2015.

I30l Firyk hone pase https://6tyk.nieto.pl/.

l31l S. Sakli, N. Sakan. A. Popovit, ddD. SI(Jivdj. S.and Dordevic.
GeocheDjcal fi&tioratjo! dd Nesnml of probabiListic
{olosical risk ol poieniia.l tdic eloenis in sedinents u6ing
noDte c$lo sinulations. Molecules, 2,4:21,15, 2019.

iL i992.



r08

l32lc€{^a,sakr. Gooea D"vi,. DLbraLd Reli". ttr ADdelk
:l:l:d 

sax"i 
td D'aada Do,dpLt E!€ruar,@

"edr-m rcdmindioD -;L *,* .;.. ;;;;-
:i-:::"jT..c 

rpp,op.ia.e b&krouno .oD.eD, ud -uplcno", r^. -^.-^'.- -.

""':;',:l,l:-'1".'-'i'-' 
LDvtroDh"Dtor c@rhnisr,,

,E4  u ,  J ' 11 / :e /_ r1J ,  f ab  2015 .

l"rl 
:,^j^1,y..1"y co,dam-J D.f Dub,akar Rcr, ha
i:::-T:l i*"d Ir. sar@n. md D ac&a s. rlo,dpvi:#;:11"i,1,:?Til r';il *;ll,:rlfi #ii.E

F4 .3r..:.y Nqad s'iaD. I @ A odp. kovj/. sD, zaa rvihDoq(,4! urogea Do.devii ctudv ot porpnr:& hmrut et@"bl^s
11i1. 

...," tuc .pr"biD, D su{r" edimrn,s 1106

ilril;i,ilx -:,1;61?1"* 
"- 

of c"ocbh,"dr

EI'ArI'{OfPA



@- v€@o$sqja y qercsjr

P€46:rec!u!,&MrF

., o8rrex@ercpes/Hsq
nF:r!a4'd.-vr,D3@ :

ap6 0o. - Extunoryorj' q. D5 13.



Journal of Physics A: Mathematical and Theoretical

Modeling of continuous absorption of
electromagnetic radiation in dense partially ionized
plasmas
To cite this article: A A Mihajlov et al 2011 J. Phys. A: Math. Theor. 44 095502

 

View the article online for updates and enhancements.

Related content
The Calculation of the Photo Absorption
Processes in Dense Hydrogen Plasma
with the Help of Cut-Off Coulomb Potential
Model
Nenad M Sakan

-

CHEMI-IONIZATION IN SOLAR
PHOTOSPHERE: INFLUENCE ON THE
HYDROGEN ATOM EXCITED STATES
POPULATION
Anatolij A. Mihajlov, Ljubinko M. Ignjatovi,
Vladimir A. Srekovi et al.

-

Ultrashort filaments of light in weakly
ionized, optically transparent media
L Bergé, S Skupin, R Nuter et al.

-

This content was downloaded from IP address 147.91.1.42 on 12/06/2019 at 14:14

https://doi.org/10.1088/1751-8113/44/9/095502
http://iopscience.iop.org/article/10.1088/1742-6596/257/1/012036
http://iopscience.iop.org/article/10.1088/1742-6596/257/1/012036
http://iopscience.iop.org/article/10.1088/1742-6596/257/1/012036
http://iopscience.iop.org/article/10.1088/1742-6596/257/1/012036
http://iopscience.iop.org/article/10.1088/0067-0049/193/1/2
http://iopscience.iop.org/article/10.1088/0067-0049/193/1/2
http://iopscience.iop.org/article/10.1088/0067-0049/193/1/2
http://iopscience.iop.org/article/10.1088/0067-0049/193/1/2
http://iopscience.iop.org/article/10.1088/0034-4885/70/10/R03
http://iopscience.iop.org/article/10.1088/0034-4885/70/10/R03
https://oasc-eu1.247realmedia.com/5c/iopscience.iop.org/217628870/Middle/IOPP/IOPs-Mid-JPA-pdf/IOPs-Mid-JPA-pdf.jpg/1?


IOP PUBLISHING JOURNAL OF PHYSICS A: MATHEMATICAL AND THEORETICAL

J. Phys. A: Math. Theor. 44 (2011) 095502 (17pp) doi:10.1088/1751-8113/44/9/095502

Modeling of continuous absorption of electromagnetic
radiation in dense partially ionized plasmas

A A Mihajlov1, N M Sakan1, V A Srećković1 and Y Vitel2
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Abstract
A new modeling way of describing the continuous absorption of
electromagnetic (EM) radiation in a dense partially ionized hydrogen plasma
is tested in this work. It is shown that the obtained results give a possibility
of calculating spectral absorption coefficients which characterize the relevant
absorption processes in partially ionized hydrogen plasmas with electron
densities Ne ∼ 1019 cm−3 and temperatures T ≈ 2 × 104 K. A key parameter
of the used procedure is determined empirically. The calculation method is
applied to the wavelength region 300 nm < λ < 500 nm. The presented results
can be of interest for dense laboratory plasmas as well as for partially ionized
layers of different stellar atmospheres.

PACS numbers: 32.80.Fb, 52.25.Os, 52.27.Gr

1. Introduction

By now, direct methods of determination of various plasma characteristics, based on quantum
or classical statistical mechanics, have been developed only for practically fully ionized
plasmas [1–8]. In the case of dense partially ionized plasmas, where the density of neutral
particles (atoms) is close to the density of positively charged particles (ions), such rigorous
methods do not exist at present. Recently, in [9], this problem was discussed in connection with
the transport properties of dense partially ionized plasmas. As for their optical characteristics,
it is enough to recall that adequate calculation methods exist only for weakly and moderately
ionized plasmas with electron density Ne � 1017 cm−3. As is well known, the influence of
the neighborhood on an excited atom can be neglected in such plasmas, as for example in
the Solar photosphere [10, 11], or be treated as a small perturbation and described within the
framework of a perturbation theory [1, 12–19].
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In this paper, we will consider the continuous absorption of electromagnetic (EM)
radiation in a dense partially ionized plasma, with electron density Ne ∼ 1019 cm−3,
temperature T ≈ 20 000 K and atom density Na ≈ Ne. Plasmas with similar parameters
are of interest from both the laboratory [20, 21] and the astrophysical aspect. Here, we keep
in mind the plasma of the inner layers of the solar atmosphere, as well as of partially ionized
layers of other stellar atmospheres, for example the atmospheres of DA and DB white dwarfs
with effective temperatures between 10 000 K and 20 000 K (see [22–24]).

Due to the exceptional simplicity of the hydrogen atom, this research is starting with the
hydrogen case. Under the mentioned conditions the continuous absorption of EM radiation in
hydrogen plasmas is determined by the following radiative processes:

ελ + H∗(n, l) → H+ + ek′ , (1)

ελ + ek + H+ → ek′ + H+, (2)

ελ +

{
ek + H(1s),
H−(1s2),

→ ek′ + H(1s), (3)

ελ +

{
H+ + H(1s),
H+

2(1�+
g ),

→ H(1s) + H+, (4)

where ελ is the energy of a photon with wavelength λ; n and l are the principal and the orbital
quantum number of hydrogen-atom excited states; ek and ek′ are free electrons with energies
E = h̄2k2/2m and E′ = h̄2k′2/2m, respectively; m is the electron mass; and h̄ is Plank’s
constant.

In the considered region of Ne and T , the processes of electron–H+ and electron–H(1s)
inverse bremsstrahlung, photo-detachment of the negative ion H−(1s2), H(1s)–H+ absorption
charge exchange and photo-dissociation of molecular ion H+

2

(
1�+

g

)
, which are described by

equations (2)–(4), can be treated in the same way as in previous papers [25, 26]. Therefore,
photo-ionization processes (1) will be in the focus of attention in the next section, and here let
us note only that in this field methods obtained by extrapolation (with minor modifications)
of the methods developed for weakly and moderately non-ideal plasmas [20, 27, 28] have
been used for such processes up until now. Moreover, for the determination of absorption
coefficients characterizing their influence in the region of Ne � 1019 cm−3, methods based on
Cramer’s approximation [21, 29] have been used so far. So, developing a new modeling way
of describing the continual absorption in dense partially ionized plasmas, which is the main
aim of this paper, is still an actual task.

We take as the landmarks the hydrogen plasmas which were experimentally studied in
[28] with Ne = 6.5 × 1018 and 1.5 × 1019 cm−3, and T = 1.8 × 104 and 2.3 × 104 K,

respectively. The presented modeling way is tested within the optical range of photon
wavelengths: 300 nm � λ � 500 nm. A key parameter of the used numerical procedure is
determined empirically. It is shown that this procedure already allows for the determination of
the spectral absorption coefficients characterizing all the relevant absorption processes in dense
partially ionized hydrogen plasmas, at least in the regions 5×1018 cm−3 � Ne � 5×1019 cm−3

and 1.6 × 104 K � T � 2.5 × 104 K.
The material of this paper is divided into sections 2 and 3. In section 2 the following is

presented. The approximation of the cut-off Coulomb potential, together with the reasons for
applying just this approximation in the considered regions of Ne and T; the way of obtaining
all the partial spectral absorption coefficients, as well as their corresponding final expressions.
In section 3, the results of the calculations of the partial and the total absorption coefficients
are presented and discussed.

2
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2. Theory: the spectral absorption coefficients

2.1. The approximation of the cut-off Coulomb potential

Let us note that numerous papers dedicated to development of rather rigorous methods of
ground-state and excited-atom photo-ionization processes were published over the past few
decades (see for example [27, 30–36]). Although some of these methods were tested on the
examples of isolated H-like and He atom systems, the main results of those papers are intended
for more complex atoms and for atoms in extreme EM fields. Therefore, we will consider
here that an isolated hydrogen atom H∗(n, l) should be described in the same way as in [37].
The appearance of these papers has certainly encouraged intensive investigation of the atom
ionization processes in plasmas (see for example [38–45]); however, the regions of temperature
and electron density which are considered here (Ne ∼ 1019 cm−3 and T ≈ 20 000 K) have
not been examined yet. Namely, the results obtained in those papers refer to the regions of
extremely large electron density and temperature, where the non-relativistic way of describing
plasma becomes invalid. Besides, the models of ion screening which are used in the mentioned
papers are not generally appropriate (as is being shown below) to the considered regions of
plasma parameters. That is why we examine a new modeling way here, as already mentioned
above.

In the considered hydrogen plasmas processes, equation (1) will present the main
difficulties in describing the continuous absorption, since under the stated conditions the
energy of interaction of an excited atom with its neighborhood reaches the order of the
corresponding ionization potential. It means that these processes have to be considered as
a result of radiative transitions in the whole system ‘electron–ion pair + the neighborhood’,
namely

ελ + (H+ + e)n,l + Srest → (H+ + e)E + S
′
rest, (5)

where Srest and S
′
rest denote the rest of the considered plasma. However, as is well known,

many-body processes can sometimes be simplified by a transformation to the corresponding
single-particle processes in an adequately chosen model potential.

In this context, we will introduce into the consideration the ion Wigner–Seitz radius, rs;i ,
given by

rs;i =
(

3

4πNi

) 1
3

, (6)

where Ni is the H+ ion density, and the characteristic length rc is defined by the relation

Up;c = −e2

rc

, (7)

where the quantity Up;c has the meaning of the mean potential in which a free electron moves
in the considered plasma. Then, we will take into account the fact that, according to the results
of [46], the characteristic length rc

∼= rs;i in the hydrogen plasmas which are considered here.
It means that in these plasmas the radius of the zone where an ion and an electron can be
treated as an electron–ion pair in equation (5) is just rc.

Here, we will follow the previous paper [47], where it was noted that an adequate ion
screening potential has to satisfy two main requirements:

(a) it has to be practically equal to the Coulomb potential (−e2/r) in the mentioned zone, i.e.
in the region r < rc,

(b) outside of this zone (r > rc) it has to be practically equal to the mean potential Up;c,

3
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(a) (b)

Figure 1. Potentials U(r; rc) and Uc(r), where rc is the cut-off parameter.

where r is the distance from the considered ion, and e is the modulus of the electron charge.
Condition (a) is due to the fact that the averaged potential, created by the rest of the considered
plasma inside the mentioned zone, where the electron of (H+ + e)-pair is localized, is equal
to zero in the first approximation, since the rest is neutral as a whole. As for condition (b),
it reflects the fact that under such a condition a realistic, physically acceptable asymptotics is
realized for the electron wavefunction characterizing (H+ + e)-pair in the considered plasma,
which cannot be Coulomb-like as in an isolated electron–ion pair.

As an adequate model potential for the hydrogen plasma with Ne ∼ 1019 cm−3 we choose,
as in [47], the screening cut-off Coulomb potential, which satisfies conditions (a) and (b), and
can be presented in the form

U(r; rc) =
⎧⎨
⎩−e2

r
, 0 < r � rc,

Up;c, rc < r < ∞,

(8)

where the cut-off radius rc is defined by relation (7), as is illustrated in figure 1(a). This
potential was first introduced to the plasma physics in [48] and its properties were investigated
later in [49, 50].

In connection with such a choice of the ion screening potential, let us note the following:
the argumentation from [47] is taken into account here that the often used model of the Debye–
Hückel (DH) potential is not adequate for the description of an electron–ion pair in a dense
non-ideal plasma. It is important that we focus here only on the physical meaning of the
DH potential, leaving out of the consideration all of its disadvantages, which have been noted
and discussed in [46, 51]; namely, as is well known, the DH potential has the meaning of an
average electrostatic potential created by the observed ion and all the charged particles from
the rest of the plasma. This potential was introduced in [52] in order to describe (in accordance
with its meaning) some of the thermodynamical characteristics of free-particle systems with
the Coulomb interaction. From this aspect, its applications have been justified until now, if
the accuracy of the calculations is not very important [46].

Let us note also that in order to reduce errors which are generated by the application
of the DH potential, instead of the DH screening radius rD = [kT /(8πNee

2)]1/2 for the
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two-component (electron–ion) plasma, another radius re is often taken, given by

re = [kT /(4πNee
2)]1/2, (9)

which in principle characterizes the corresponding single-component system. In [46], it was
shown that replacing rD with re is really justified in weakly non-ideal plasmas, since the
adequate screening radius is approaching just re when the non-ideality degree is approaching
zero. Here, it is necessary to recall that by replacing the DH screening radius rD with the
electron screening radius re, the DH potential loses its physical meaning, becoming one of the
numerous DH-like potentials.

However, due to its physical meaning, the DH potential could not be applied in principle
to describing electron–ion scattering in dense plasmas. Namely, in such plasmas the electron
in the considered electron–ion pair is itself a part of the corresponding ion’s ‘screening cloud’
and thus takes part in the creation of the DH potential. This fact is often being forgotten, but
neglecting it yields an absurd situation in the case of such plasmas where the DH screening
radius rD is approaching the ion Wigner–Seitz radius rs;i , given by equation (6). In such a case,
the complete ion ‘screening cloud’ consists practically of one electron from the considered
electron–ion pair.

Just this kind of situation is realized in a plasma of the kind treated in this paper, i.e. with
Ne of the order of magnitude of 10−19 cm−3 and T of about 20 000 K, where the ion Wigner–
Seitz radius rs;i is close to the ion screening radius re given by (9), making an application of
the DH potential completely unacceptable. Let us emphasize the fact that the same is valid
for any other potential which has a similar meaning as DH.

For all these reasons, we consider that DH screening potentials, which were used in
the above-mentioned papers [38–45] cannot be accepted for an application in any region of
plasma parameters. As for DH-like potentials, one of them could be accepted in principle for
an application in some regions of Ne and T, but only under the following condition:

the screening radius in the expression for the used potential guarantees that the values of
the basic parameters of the considered problem (number and energies of the bound states,
elastic scattering amplitude for the angle equal to zero as a function of the free-electron
energy, etc) are very close to the corresponding experimental data.

This condition could probably be satisfied under the condition of the existence of reliable
experimental data which could be used for the determination of the effective screening radius
by means of the corresponding fitting method, and some rigorous procedure being included
for describing the bound and free states of the electron in the considered DH-like potential.
However, for the considered plasmas there are no such reliable experimental data in the
literature.

Because of all the things mentioned, we consider that the choice of the potential U(r; rc),
which is given by equation (8), is the best solution in the case of the considered dense partially
ionized plasmas. Besides, an additional advantage of this model potential is the possibility of
obtaining all the needed final results in a compact analytical form.

As in [47], we will take the value Up;c as the zero of energy. After that, the potential
equation (8) is transformed into the form

Uc(r) =
⎧⎨
⎩−e2

r
+

e2

rc

, 0 < r � rc,

0, rc < r < ∞,

(10)
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Figure 2. The parameter ac ≡ rc/re as the function of the ratio rs;i /re , where rs;i and re are given
by equations (6) and (9).

which is used in further considerations, and is also illustrated in figure 1(b). It is important
that, through the characteristic lengths rs;i and re defined by equations (6) and (9), the cut-off
radius rc is determined here as a given function of Ne and T. Namely, taking that

rc = ac · re, (11)

we can directly determine the quantity ac as a function of the ratio rs;i/re, on the basis of the
data from [46] about the mean potential energy of an electron in the singly ionized plasma.
We recall that in [46], a quantity is determined which is equal to Up;c/UD = rD/rc (being
just designated differently), where UD = −e2/rD is the mean potential energy determined
within the DH method [52]. Keeping in mind that rD = re/21/2, and taking rc/(

√
2 · rD) = ac,

we obtain ac = rc/re, and then expression (11) for rc too. As the quantity rD/rc is being
determined among else in [46], just for the case of the singly ionized plasma, so the curve in
figure 2 of this paper is obtained routinely from the curve in figure 4 in [46], which represents
the quantity rD/rc as a function of ratio rs;i/re. The behavior of ac in a wide region of values
of rs;i/re is presented in figure 2.

2.2. Processes (1) absorption coefficients

For the sake of further considerations, it is necessary to have energies En,l of the bound states
|n, l〉 which are possible in the potential Uc(r) and the corresponding radial wavefunctions
Rn,l(r), as well as the radial wavefunctions RE,l(r) which correspond to the free states |E, l〉.
These quantities are determined from Schrödinger equation

d2R(r)

dr2
+

2

r

dR

dr
+

[
2m

h̄2 · (W − Uc(r)) − l(l + 1)

r2

]
= 0, (12)

where W and R(r) denote either En,l and Rn,l(r) or E and RE,l(r). Here, we will find the
radial wavefunctions in the form: Rn,l(r) = Pn,l/r and RE,l(r) = PE,l/r , where Pn,l(r) and
PE,l(r) can be expressed through the well-known analytical functions given in [53], namely

6



J. Phys. A: Math. Theor. 44 (2011) 095502 A A Mihajlov et al

– in the region 0 < r < rc, all Pn,l(r) and PE,l(r) with E < e2/rc are expressed through the
corresponding Witteker’s functions, and PE,l(r) with E > e2/rc through Coulomb-like
ones which are regular at the point r = 0;

– in the region rc < r < ∞, all Pn,l(r) are expressed through modified Bessel functions,
and all PE,l(r) through spherical Bessel functions. Let us note that the bound-state
energies (in the region W < 0) and the free-state phase shifts (in the region W > 0) are
determined from the condition of continuity of R(r) and dR(r)/dr at the point r = rc.

Since the considered photo-ionization processes can be described in the dipole
approximation (rc � λ), the corresponding cross-sections, for the non-perturbed bound states
in the potential Uc(r), are given by the expressions from [54], namely

σph(λ; n, l, En,l) = 4π2e2kph

3(2l + 1)

∑
l′=l±1

lmax

(∫ ∞

0
Pn,lrPE,l′ dr

)2

, (13)

where kph = ελ/h̄c, lmax ≡ max(l, l′), and E = En,l + ελ.
As is well known, the spectral absorption coefficient κ

(0)
ph (λ;Ne, T ), characterizing the

photo-ionization processes (1) in the case of non-perturbed energy levels in the potential Uc(r),
is given by the expression

κ
(0)
ph (λ;Ne, T ) =

∑
n,l

Nn,l · σph(λ; n, l, En,l) · fst(λ, T ), n � 2, (14)

where σph(λ; n, l, En,l) is the partial photo-ionization cross-section defined by equation (13),
Nn,l is the density of atoms H∗(n, l), and factor fst, given by

fst(λ, T ) = 1 − exp(−2πh̄c/λ), (15)

describes the influence of the stimulated emission. One can see that this expression is similar
to the one for the diluted hydrogen plasma (see for example [10]) and, in accordance with
what was said above, it cannot model the absorption coefficients of dense non-ideal plasmas
described in [28]. In order to determine the absorption coefficients κph(λ;Ne, T ) which can
be applied to the mentioned modeling, we have to take into account additional details of the
atom–plasma interaction, besides those which are already described by the shape of potential
(10). It is known that within the usual way (i.e. as is being done in the cases of weakly
non-ideal plasmas) this additional influence should be characterized by shifts and broadenings
of the bound-state energy levels of the considered atoms. However, this way is generally
applicable in any case, including the case of a strongly non-ideal plasma too.

This is confirmed by the approach of [55], the main feature of which is treatment of
electrons in existing atoms H∗(n, l) as a Fermi gas of particles, which move in a self-consistent
field created by immobile ions and other electrons. One of the results of this approach is a
description of the relevant elementary event in such a gas, i.e. annihilation of an electron
localized at the j th proton in the chosen νth state with a simultaneous creation of an electron
in some free state, caused by the absorption of a photon with energy ελ. Namely, it was
found that such an event can be described in terms of the corresponding probability density,
which is practically equal to zero outside of a finite interval of free-state energies. This
result, despite the fact that it has only qualitative significance, suggests that κph(λ;Ne, T ) can
be obtained by a modification of equation (14) based on an adequately chosen probability
density pn,l(ε) of the perturbed atom energy levels with given n and l, characterized by the
corresponding shifts 
n,l and broadenings δn,l . It is assumed that energies ε of the perturbed
atomic states are dominantly grouped around energy ε

(max)
n,l = E(n, l)+
n,l , inside the interval(

ε
(max)
n,l − δn,l/2, ε

(max)
n,l + δn,l/2

)
, similar to the known cases (Gaus, Lorentz, uniform, etc).

7
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All this justifies a semi-empirical approach to the considered problem, until a
corresponding strict method is developed. In this work, any (n, l)-shell (with given n) of
the perturbed hydrogen atom is characterized by only two quantities, namely an averaged
shift 
n and broadening δn, which are treated as empirical parameters. Consequently, here
it is considered that 
n,l ≡ 
n, δn,l ≡ δn and pn,l(ε) describe the corresponding uniform
distribution of the perturbed energy levels, i.e.

pn,l(ε) =
{

1
δn

,
∣∣ε(max)

n,l − ε
∣∣ � δn

2

0,
∣∣ε(max)

n,l − ε
∣∣ > δn

2 ,
ε

(max)
n,l = En,l + 
n. (16)

Here, we keep in mind that the uniform distribution can approximate many other distributions
well (Gaussian, cupola, etc)

Let us note that although 
n is treated here as an empirical parameter, it is possible
to describe its qualitative behavior as a function of Ne. Namely, for well-known physical
reasons all shifts 
n,l , and consequently 
n, have to change proportionally to the density of
the perturbers, the relative atom–perturber velocity and the characteristic perturbation energy.
Consequently, we will have


n
∼= const · Ne · vea(T ) · e2/l(Ne, T ), (17)

where vea(T ) and l(Ne, T ) are the characteristic electron–atom velocity and distance. On the
basis of the results of [46] in the considered cases (Ne ∼ 1 × 1019 cm−3, T ∼ 2 × 104 K) any
relevant characteristic length has to be close to the radius re, which is given by equation (9).
Since vea(T ) ∼ (kBT )1/2 and re ∼ (kBT /Ne)

1/2, from (17) the relation


n
∼= const · N3/2

e (18)

follows, which is also in accordance with [55], and will be particularly significant in further
considerations.

Here, we will describe the perturbed atomic states in the first order of the perturbation
theory and, in accordance with what was said above, we will have

κph(λ;Ne, T ) =
[∑

n,l

Nn,l · ελ

δn

∫ ε+

ε−

σph(λ
(ε); n, l, En,l)

ελ + ε
· dε

]
· fst(λ, T ), (19)

where n � 2, ε− = ε
(max)
n,l −δn/2, ε+ = ε

(max)
n,l +δn/2, ε(max)

n,l = En,l+
n, and σph(λ
(ε); n, l, En,l)

is given by equation (13) for λ(ε) = λ · ελ/(ελ + ε), i.e. for the wavelength of a photon with
energy (ελ + ε).

2.3. Processes (2), (3) and (4) absorption coefficients

The spectral absorption coefficients characterizing the electron–ion absorption process (2),
electron–atom absorption processes (3) and ion–atom absorption processes (4) are determined
here as in the previous papers [25, 26, 56], dedicated to the same absorption processes in some
laboratory and astrophysical plasmas.

So, the spectral absorption coefficients κei(λ), κea(λ) and κia(λ) are defined by the
expressions

κei(λ) = Kei(λ, T ) · Ne · Ni · fst(λ, T ) ∼= Kei(λ, T ) · N2
e · fst(λ, T ), (20)

κea(λ) = σ−
phd · S−1

ea · Ne · Na + Kea(λ, T ) · Ne · Na · fst(λ, T ), (21)

Sea =
(

Ne · Na

Nneg.i

)
eq

= 4

(
mkT

2πh̄

) 3
2

· e− E
−
d

kT , (22)

8
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κia(λ) = Kia(λ, T ) · Ni · Na
∼= Kia(λ, T ) · Ne · Na · fst(λ, T ), (23)

where Na, Ni and Nneg.i are the densities of H(1s) atoms, H+ ions and negative H−(1s2)

ions respectively, ‘eq’ denotes that the quantity Sea is determined under the condition of
thermodynamic equilibrium of the considered system, E−

d is the energy of H−(1s2) ion
dissociation, and the factor fst(λ, T ) is given by expression (15).

The spectral coefficient Kei(λ, T ), given in (cm5), is calculated by means of the
corresponding expressions from [54], with the Gaunt factor determined in [57]. The spectral
coefficient Kea(λ, T ), given also in (cm5), and the cross-section σ−

phd for photo-dissociation
of the ion H−(1s2) are determined on the basis of the expressions from [58] and [59]. Finally,
the spectral coefficient Kia(λ, T ) is determined in the quasi-static approximation, which is
described in detail in [56], and is taken in the form

Kia(λ, T ) = 0.62 × 10−42 C(Rλ)(Rλ/a0)
4

1 − a0/Rλ

· exp

(
−U1(Rλ)

kT

)
, (24)

where U1(R) is the energy of the electronic ground state 1�+
g of the molecular ion H+

2, as
a function of internuclear distance R, Rλ is the resonance internuclear distance for given λ,
a0 is the atomic unit of length, and C(Rλ) is a dimensionless coefficient which is close to 1.
Parameters Rλ, U1(Rλ) and C(Rλ), as functions of λ, are tabulated in [25, 56]. The relative
contributions of the partial channels, i.e. H(1s)–H+ absorption charge exchange and molecular
ion H+

2(1�+
g ) photo-dissociation, are obtained by multiplication of Kia(λ, T ) by factors X(z)

and [1 − X(z)], respectively. In the considered region of λ factor, X(z) = �(3/2; z)/�(3/2),
where z = −U1(Rλ)/kT .

3. Results and discussion

3.1. The characteristics of the cut-off Coulomb potential

In this paper, the approximation of cut-off Coulomb potential (10) is applied to modeling the
spectral absorption coefficient obtained in [28] in two experiments with hydrogen plasmas,
which are treated as a short and a long pulse, respectively. In the first case (short pulse), a
plasma with Ne = 1.5 × 1019 cm−3 and T = 2.3 × 104 K was studied, while in the second
case (long pulse), it was a plasma with Ne = 6.5 × 1018 cm−3 and T = 1.8 × 104 K. In
the experiments described in [28], plasmas with electron densities up to ≈ 1019 cm−3 were
created by pulse discharge in quartz capillary. Diagnostics of the plasma was carried out on the
basis of optical measurements (at λ = 632.8 nm), taking into account radial inhomogeneity
of the plasma column. The temperature profile is defined from independent measurements of
brightness and transparency at different distances from the center of the capillary. A detailed
study is performed just for the two above-mentioned examples.

On the basis of figure 2 and equation (11) it was found that the cut-off radius rc is equal
to 44.964 au for the short pulse, and 55.052 au for the long one. For these values of rc,
the solutions of equation (12) correspond to the energies of the realized bound state, which
are presented in tables 1 and 2, respectively. The corresponding partial photo-ionization
cross-sections σ(λ; n, l, εn,l) are obtained by means of equation (13) for n, l and εn,l given in
tables 1 and 2. The behavior of these cross-sections is illustrated in figures 3 and 4 by the
examples of photo-ionization cross-sections of all realized states with l = 0. These figures
show qualitative similarity of behavior of the cross-sections in the cases rc = 44.964 au and
rc = 55.052 au and domination of the cross-sections with n = 2. One can see a significant
difference between the maximal values of the cross-sections with n = 2 (about 2.70 and
0.75 au) which correspond to these cases. This fact reflects the tendency of a significant

9
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Figure 3. The photo-ionization cross-section for the bound state with l = 0 and n = 2, 3 and 4 in
the potential Uc(r) for the short pulse (rc = 44.964 au).

Table 1. The energies of the bound states in the potential Uc(r) in the case of short pulse (cut-off
radius rc = 44.964 au): the principal and orbital quantum numbers n and l, and the corresponding
energies En,l in cm−1.

l

n 0 1 2 3

1 −104 856.113 87
2 −22 553.198 71 −22 553.198 71
3 −7311.916 33 −7311.916 33 −7311.916 33
4 −1979.099 16 −1978.639 43 −1978.018 38 −1977.598 97

Table 2. The energies of the bound states in the potential Uc(r) in the case of long pulse (cut-off
radius rc = 55.052 au): the principal and orbital quantum numbers n and l, and the corresponding
energies En,l in (cm−1).

l

n 0 1 2 3 4

1 −105 750.582 78
2 −23 447.667 62 −23 447.667 62
3 −8206.369 11 −8206.369 11 −8206.369 11
4 −2871.963 03 −2871.946 89 −2871.938 83 −2871.930 76
5 −428.407 05 −423.274 95 −415.402 17 −408.2198 −404.062 01

decrease of the maximal values of the cross-sections for n = 2 with an increase of the cut-off
radius rc.

Let us recall that tables 1 and 2 characterize the bound states of an electron in the potential
Uc(r) with the values of cut-off radius rc given above. The energies of the corresponding
ground states approach the value of −IH, where IH = 13.598 eV is the tabulated value of
the isolated hydrogen-atom ionization potential (see for an example NIST Atomic Spectra
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Figure 4. The photo-ionization cross-section for the bound state with l = 0 and n = 2, 3, 4 and 5
in the potential Uc(r) for the long pulse (rc = 55.052 au).

Database), only when rc → ∞, i.e. when Ne → 0 or T → ∞. Also, the energies of the
ground states (for the electron densities and the temperatures observed) would be close to
(−IH) in the case where instead of Uc(r) the potential U(r; rc) would be used (see figure 1).

For each of the considered cut-off radii rc, the existence is assumed here of a Boltzmann’s
distribution of the populations Nn,l of the bound states, given in table 1 or 2, which exist in
equation (19). Such a distribution is determined by the corresponding values of the total density
of neutral hydrogen atoms Na and the temperature T. In accordance with [28], here it is taken
that Na = 1.9 × 1019 cm−3 and T = 22 980 K for rc = 44.964 au, and Na = 3.4 × 1019 cm−3

and T = 17 960 K for rc = 55.052 au. As one of the consequences, we have that the total
populations of groups of the states with same n are equal to 4.4 × 1017, 3.82 × 1017 and
4.86×1017 cm−3 for n = 2, 3 and 4 in the first case, and 1.87×1017, 1.24×1017, 1.44×1017

and 1.85 × 1017 cm−3 for n = 2, 3 , 4 and 5 in the second case.

3.2. The absorption coefficient: the results of the calculations

In order to compare the obtained theoretical results with the experimental data from [28],
we have to take into account all the absorption processes which cannot be neglected in the
considered hydrogen plasmas, i.e. the processes described by equations (1)–(4). Therefore,
when comparing our theoretical results with the experimental data from [28], we have to use
the corresponding total spectral absorption coefficient κtot(λ), namely

κtot(λ) = κph(λ) + κadd(λ), (25)

where κph(λ) ≡ κph(λ;Ne, T ) is given by equation (19), and the member
κadd(λ) ≡ κadd(λ;Ne,Na, T ) characterizes the contribution of absorption processes (2)–(4).
Consequently, we have

κadd(λ) = κei(λ) + κea(λ) + κia(λ), (26)

where κei(λ) ≡ κei(λ;Ne, T ), κea(λ) ≡ κea(λ;Ne,Na, T ) and κia(λ) ≡
κia(λ;Ne,Na, T ) are the partial spectral absorption coefficients, which are given above by
equations (20)–(24).
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Figure 5. The influence of the shift and broadening to the calculated total absorption coefficient.
Short pulse: 1—the absorption coefficient κtot(λ) calculated in the approximation of the constant
shift with 
n = δn = 0.3 eV; 2—the same, but with 
n = δn = 0.6 eV; 3, 4 and 5—the same, but
with 
n = 0.45 eV and δn = 0.4, 0.45 and 0.5 eV, respectively. Dashed curve—the absorption
coefficient κadd(λ) which characterizes the total contribution of absorption processes (2)–(4). Bold
curve—the experimental absorption coefficient from [28].

In accordance with the aims of this work, the calculations of the total absorption
coefficients κtot(λ) have been performed for both cases (short and long pulses) in a wide region
of values of shifts (
n) and broadenings (δn) of atomic levels with n � 2. The calculations
of κtot(λ) cover the wavelength region 300 nm � λ � 500 nm. However, let us emphasize
the fact that the values of the experimental absorption coefficient κexp(λ) characterize not only
the bound-free (photo-ionization) processes (1) and the said additional absorption processes
(2)–(4), but also the bound–bound (photo-excitation) processes, which are not considered in
this work. Consequently, for the purpose of this work, the region λ � 450 nm in the case
of short pulse, and λ � 425 nm in the case of long pulse (see tables 1 and 2), has the real
significance, where the considered photo-ionization processes dominate in comparison with
photo-excitation ones. The results of calculations are shown in figures 5–10 together with the
corresponding experimental values κexp(λ) of the spectral absorption coefficient from [28].

Figures 5–8 illustrate the results of the calculations of κtot(λ) in the case when 
n = const,
while figures 9 and 10 present the calculations of κtot(λ) in the case when 
n decreases (relative
to 
2) with increasing n.

The bottom and the top curves of κtot(λ) in figures 5 and 6 illustrate strong influence of

n on the calculated total absorption coefficient: 
n = δn = 0.30 eV and 
n = δn = 0.60 eV
for the short pulse; 
n = δn = 0.05 eV and 
n = δn = 0.20 eV for the long pulse.
The groups of three curves, which lie between the corresponding bottom and top curves,
demonstrate relatively small influence of δn on the calculated values of κtot(λ): 
n = 0.45 eV,
and δn = 0.40 eV, δn = 0.45 eV and δn = 0.50 eV for the short pulse; 
n = 0.125 eV, and
δn = 0.120 eV, δn = 0.125 eV and δn = 0.130 eV for the long pulse.

Also, the dashed curves in figures 5 and 6 demonstrate the behavior of the spectral
absorption coefficient κadd(λ), defined by equations (26) and (20)–(24), in the case of short
and long pulses, respectively. One can see that the total contribution of electron–ion, electron–
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Figure 6. The influence of the shift and broadening to the calculated total absorption coefficient.
Long pulse: 1—the absorption coefficient κtot(λ) calculated in the approximation of the constant
shift with 
n = δn = 0.05 eV; 2—the same, but with 
n = δn = 0.2 eV; 3, 4 and 5—the same,
but with 
n = 0.125 eV and δn = 0.12, 0.125 and 0.13 eV, respectively. Dashed curve—the
absorption coefficient κadd(λ) which characterizes the total contribution of absorption processes
(2)–(4). Bold curve—the experimental absorption coefficient from [28].

Figure 7. Short pulse: 1—the absorption coefficient κtot(λ) calculated in the approximation
of the constant shift with the optimal values of 
n and δn, namely 
n = 0.455 eV
and δn = 0.525 eV; 2—the absorption coefficient κtot(λ) calculated in the same approximation
with 
n = δn = 0.455 eV. Bold and doted curve—the absorption coefficients obtained in [28]
experimentally and by means of the perturbation theory.

atom and ion–atom absorption processes, described by equations (2)–(4) indeed cannot be
neglected in the considered cases.
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Figure 8. Long pulse: 1—the absorption coefficient κtot(λ) calculated in the approximation
of the constant shift with the optimal values of 
n and δn, namely 
n = 0.13 eV
and δn = 0.11 eV; 2—the absorption coefficient κtot(λ) calculated in the same approximation
with 
n = δn = 0.13 eV. Bold and dashed line—the absorption coefficients obtained in [28]
experimentally and by means of the perturbation theory.

Figures 7 and 8 show the curves of κtot(λ) calculated with the values of 
n and δn which
are treated as the optimal ones: 
n = 0.455 eV and δn = 0.525 eV for the short pulse,
and 
n = 0.13 eV and δn = 0.11 eV for the long one. In order to estimate the possible
error due to such a choice of shifts and broadenings, the results of calculations are shown in
figures 9 and 10 in the case when 
n decreases with the increase of n, proportionally to the
ionization energies of the corresponding atomic levels. Let us note the fact that calculated
curves presented in these figures correspond to the optimal values of 
n=2 and δn=2. One
can see that the calculated curves in figures 9 and 10 are very close to the calculated curves
in figures 7 and 8, respectively. This fact is reflected in the values of 
n=2 and δn=2 which
correspond to the curves in figures 9 and 10: 
n=2 = 0.49 eV and δn=2 = 0.55 eV for the
short pulse, and 
n=2 = 0.14 eV and δn=2 = 0.12 eV for the long one.

Besides the curves κtot(λ) and κexp(λ), the curves κp.th.(λ) are also presented in figures 7
and 8, which were obtained in [28] for the short and long pulse on the basis of the perturbation
theory used in [20, 28]. For the sake of correct interpretation of the presented data, let us note
the fact that the values of κp.th.(λ), similar to κexp(λ), characterize not only photo-ionization,
but also the bound–bound (photo-excitation) processes, which are not considered in this work.
One can see that in the case of strongly non-ideal plasmas (short pulse, Ne = 1.5×1019 cm−3)
the difference between κexp(λ) and κp.th.(λ) is so large that it justifies any effort toward
the development of an alternative method of calculation of the strongly non-ideal plasma
absorption coefficient. However, in the case of long pulse (Ne = 0.65 × 1019 cm−3) the
considered plasma is located by its parameters in the lower part of the region of strong non-
ideality, where the perturbation theory should give much better results. This fact is reflected
in a significant reduction of the difference between κexp(λ) and κp.th.(λ).

Therefore, it is important to check whether relation (18) is valid also for Ne close to
0.65 × 1019 cm−3. Since in the case of constant shifts 
n = 0.455 and 0.130 eV for
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Figure 9. Short pulse: thin line—the absorption coefficient κtot(λ) calculated in the approximation
of the variable shift with the optimal values of 
n=2 and δn=2, namely 
n=2 = 0.49 eV and
δn=2 = 0.55 eV. Bold line—the experimental absorption coefficient from [28].

Figure 10. Long pulse: thin line—the absorption coefficient κtot(λ) calculated in the approximation
of the variable shift with the optimal values of 
n=2 and δn=2, namely 
n=2 = 0.14 eV and
δn=2 = 0.12 eV. Bold line—the experimental absorption coefficient from [28].

short and long pulses, respectively, the validity of equation (18) means that 0.455/0.130 =
(1.5/0.65)3/2, which is satisfied with an accuracy better than 1%. In the case of variable shift,
we have that 
n=2 = 0.49 and 0.12 eV for the short and long pulse, respectively, and the
validity of equation (18) means now that 0.49/0.14 = (1.5/0.65)3/2, which is satisfied with
the same accuracy.
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This fact offers a possibility of determining 
n or 
n=2 for any Ne and T from intervals
0.65×1019 cm−3 < Ne < 1.5×1019 cm−3 and 1.8×104 K � T � 2.3×104 K, and probably
in some significantly wider regions, at least for 5 × 1018 cm−3 � Ne � 5 × 1019 cm−3 and
1.6 × 104 K � T � 2.5 × 104 K. Then, since it has been established that the influence
of δn is significantly weaker than the influence of 
n, we can determine δn for any Ne from
those intervals, taking δn = 
n, as in the examples illustrated by the dashed curves in
figures 7 and 8.

On the grounds of all that has been said, one can conclude that the presented method can
already be used for calculations of the spectral absorption coefficients of dense hydrogen
plasmas in the regions Ne ∼ 1019 cm−3 and Te ≈ 2 × 104 K, as long as electron–H+ and
electron–H(1s) inverse bremsstrahlung, negative ion H−(1s2) photo-detachment, H(1s)–H+

absorption charge exchange and molecular ion H+
2(1�+

g ) photo-dissociation can be described
as in this paper. Let us note the fact that with some modifications related to the atom photo-
ionization processes, which should enable the description of the influence of the atom core,
the presented method can be applied to other kinds of laboratory dense hydrogen-like plasmas.
Most of all, we mean alkali metals, helium and other rare-gas plasmas. Also, the obtained
results can be of interest for some astrophysical plasmas, namely the plasma of the inner layers
of solar atmosphere, as well as the plasmas of partially ionized layers of some other stellar
atmospheres (for example some DA and DB white dwarfs).

Further development of the method described requires first of all an improvement of the
procedure used, in order to replace the semi-empirical parameters with the ones determined
within the procedure itself. Another step would be including into consideration atom bound–
bound (photo-excitation) processes which have been omitted here, and extending the region
of the method’s applicability to the long wavelengths.
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We present an analysis of the procedure for plasma electron number density, Ne, diagnostics based on the
comparison of theoretical and experimental shape or width of hydrogen Balmer lines. Low Ne diagnostics,
requiring an extension of available theoretical Stark broadening data tables was examined first. The difficul-
ties encountered during experimental line profile analysis at low Ne are discussed and appropriate proce-
dures suggested. The widely adopted deconvolution of experimental profile by fitting with a Voigt function
is examined and it is shown that this deconvolution introduces large systematic error in Stark width deter-
mination. This uncertainty can be decreased but never completely avoided by fixing the Gaussian part of
the Voigt function. Simple formulas of satisfactory accuracy for deconvolution at the half width of experimen-
tal profile were investigated and their application recommended. The contribution of Van der Waals broad-
ening to the experimental profile is examined and the correction for its contribution discussed. Approximate
and reliable formulas for the evaluation of Ne from the Stark width were critically evaluated. To estimate the
applicability of different sets of theoretical data for Ne diagnostics, a comparison of theory versus experiments
was carried out and best data tables were recommended. For low Ne diagnostics the application of higher
members of Balmer series is advised whenever possible.

© 2012 Elsevier B.V. All rights reserved.

Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2. Spectral line broadening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3. Hydrogen Balmer line shapes below fine structure limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4. Hydrogen Balmer line shapes above fine structure limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

4.1. Deconvolution of experimental profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.1.1. Fitting with Voigt function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.1.2. Approximate formulas for deconvolution at the line halfwidth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.1.3. Correction for Van der Waals broadening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4.2. Comparison theory versus experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3. Simple formulas for evaluation Ne from the Stark width . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.3.1. The Hβ line . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.3.2. Hα and the Hγ lines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.4. Higher members of Balmer series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5. Summary and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Acknowledgment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1. Introduction

Various Ne plasma diagnostic techniques were devised for the elec-
tron number density, Ne, one of the most important parameters for

plasma characterization. Depending on Ne value and plasma geometry
numerous modifications of microwave [1] and infrared heterodyne
interferometry [2] were developed while optical interferometers [3,4]
were successfully used for higher Ne. The application of visible and
infrared interferometry is considerably increased after the discovery
of coherent radiation sources. The lasers may be used not only as light
sources, but also as detectors and amplifiers of laser radiation in the
so called, laser interferometer arrangement [5], which has several
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modifications, see e.g. [6]. Some important properties of interferometric
Ne plasma diagnostic techniques are: no perturbation during the course
of measurement and high sensitivity if appropriate wavelength used.
The main drawback is that only an average Ne along interferometer
beam path through plasma can be determined. In addition to interfer-
ometry, the lasers also enabled the development of Thomson scattering
technique for simultaneous Ne and electron temperature, Te, plasma
diagnostics [7,8].

Parallel to the development of new techniques and improvements
of the old ones, for the last fifty years the applications of Optical
Emission Spectroscopy (OES) for plasma diagnostics were extensively
studied. Several advantages of OES techniques attracted attention:
lack of plasma perturbation during the course of measurement, high
spatial resolution (as good as optical system set for plasma obser-
vation) and use of simple, robust and relatively cheap equipment
usually available in laboratory. Last but not least, the OES techniques
may be applied to study distant plasmas such as in astrophysics or for
remote control of industrial plasma processing.

In this work the applications of the hydrogen line shape OES
technique for Ne diagnostics is discussed. This technique is one of
the first and most frequently used for Ne diagnostics [9]. Hydrogen
lines are selected for plasma diagnostic applications because of their
high line shape sensitivity (linear Stark effect) on microfield induced
by charged particles – electrons and – ions. Moreover, Balmer lines
are located in visible and near UV spectral region where sensitive
photodetectors and other required spectroscopy equipment is widely
available. As a consequence of all the advantages of Balmer lines and
numerous requirements in astrophysics for plasma diagnostics, in-
cluding applications such as opacity calculations (hydrogen is the
most largely widespread element in the Universe), a large number
of theoretical and experimental studies of these lines were carried
out; see e.g. [10] and references therein. The results of this effort are
evident. For example, the Hβ line may be used for plasma diagnostic
purposes in the Ne range (1022–1023)m−3 with an accuracy of
5%–7% [11,12]. Here, we focus our attention on the application of
hydrogen Balmer lines for low Ne diagnostics. To be more specific,
the upper density limit of “low Ne”, as defined here, is Ne for which
Stark broadening dominates all other broadening mechanisms. This
is plasma Ne where no deconvolution of experimental profile is re-
quired to determine Ne and depends primarily upon spectroscopic
equipment used for line shape recording (instrumental broadening).
It varies also from line to line within Balmer series. For example,
for the Hβ line, this limit is at Ne≈1021 m−3 while for the Hα, it is
close to 1022 m−3 if lines are recorded with a medium spectral reso-
lution instrument. For the sake of generalization, the Ne range is
sometimes extended to higher electron densities.

The choice of Balmer line for diagnostics is determined by line
intensity and by interference with neighboring lines in the presence
of other gases. The line intensity is important for two reasons: if the
line is too strong the self-absorption may be present, while weak
line requires an acceptable signal to noise ratio. All in all, the Hβ

line is most frequently the best choice. The Hβ line is also favored
as the line with the most detailed sets of calculated data, which
are experimentally tested in a number of studies, see e.g. [13].
Recently, the interest for the Hα has considerably increased. This
strong line appears when only traces of molecular hydrogen, water
vapor or hydrocarbon compounds are present. In these cases, the
intensity of the Hβ is usually so low that it cannot be used for the
line shape analysis.

For the correct application of line shape diagnostic techniques nu-
merous precautions must be taken during experimental profile anal-
ysis. These are primarily related to the estimation of other broadening
mechanisms, the deconvolution procedure, the self‐absorption effect
etc. Some of these interference effects and procedures to overcome
difficulties were described and discussed already in our preceding
publications [14–17] and will be mentioned here briefly for the sake

of completeness. It is useful to note that details of the various applica-
tions of hydrogen line shapes for plasma diagnostics can be found in
the NIST bibliography on line shapes [13].

2. Spectral line broadening

The experimental line shape is the result of several plasma broad-
ening mechanisms which are described in details in well known text
books and articles, se e.g. [9,10,18]. These mechanisms are as follows:

 Natural broadening: usually negligible in most line shape plasma
experiments. The line width of the Lorentz profile induced by nat-
ural broadening may be calculated if relevant transition probabil-
ity data are available, see e.g. [14,16].

 Doppler broadening: unavoidable in the presence of thermal
motion of emitters. If temperature of emitting particles is known
and if emitters follow the Maxwellian velocity distribution, the
line width is simple to evaluate, see e.g. [14,16]. The line shape
in this case has a Gaussian form.

 Pressure broadening: includes three broadening mechanisms: res-
onance, Van der Waals (VdW) and Stark broadening. Although the
evaluation of resonance and Van der Waals line widths is possible
using sophisticated semiclassical and fully quantum mechanical
calculations, see e.g. [19–21], the linewidths aremost often estimat-
ed using simple approximate formulas, see e.g. [9,14,16,22–24]. The
procedure for evaluation of VdW line width is usually provided for
an atomic emitter perturbed by inert gas. For the atomic emitter
perturbed by molecules, see e.g. [23,24]. Both, resonance and VdW
profiles have Lorentzian form. Apart from broadening, Van der
Waals interaction shifts the spectral line in the red, approximately
1/3 of the FWHM, see [9]. Resonance broadening does not induce
shift of spectral line. Since resonance broadening is usually negligi-
ble for the Balmer line in low electron density plasmas, we shall
focus our further discussion on VdW broadening only. More details
on VdW broadening contribution to Balmer lines width we refer
reader to Section 4.1.3.

Stark broadening is the result of interaction between emitter and
charged particles (electron and ions) in plasma; see e.g. [18]. For
hydrogen lines, the disposition of energy levels and presence of Fine
Structure Components (FSC) makes evaluation of line profiles labori-
ous and time consuming. The resulting shape of Stark broadened
hydrogen line has no simple Lorentz or Gauss form, which induce dif-
ficulties in its presentation and application. This is further complicat-
ed by the fact that the line shape varies with Ne and to the smaller
extent with Te. Hence, the results of hydrogen line shape calculations
are usually presented in the form of tables; one table for single Ne

followed by several tables for different Te. For the evaluation of inter-
mediate Ne and Te profiles, one has to use an interpolation program
usually supplied by the authors of data tables. In the case when one
uses experimental line profile for Ne plasma diagnostics, apart from
a numerical program for experimental data fitting, theoretical Stark
broadening data tables with an interpolation subroutine are used to
obtain best fit between theory and experiment. A simpler technique
for Ne diagnostics consists of measuring line half width only and com-
paring it with theoretical calculations for the same Te. Obviously, the
half width technique is less accurate than the comparison of the
whole line profile. Some important details of Ne diagnostics using
both techniques will be discussed in the following sections.

- Instrumental broadening is an important quantity in particular at
low Ne and low emitter's temperature when line profile is narrow
i.e. when Stark broadening is small or comparable with other
broadening mechanisms. In a large number of cases, the instru-
mental line shape of an imaging spectrometer is close to Gaussian
but it has to be carefully determined and used in the de-
convolution procedure. We recommend low-pressure discharge
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as the light source for the measurement of the instrumental pro-
file instead of a highly coherent directional light source such as
the laser. However, if only the laser light source is available we
recommend the removal of its directionality and spatial coher-
ence, which can be done by transmitting the beam through lens
tissue or matted glass.

- Self-absorption is the result of radiative transfer of line radiation
through plasma. The central part of line profile (largest radia-
tion intensity) is absorbed the most by the same species in the
lower energy state of transition and the maximum of line pro-
file decreases while relative line width increases if collisional
deexcitation is present. If the test for self-absorption is not carried
out, then we may deduce higher but erroneous Ne from the appar-
ent increase in Starkwidth. The presence of self-absorptionmay be
detected by the use of an external concave mirror which doubles
the optical path of radiation through plasma, see e.g. [14]. In
the case of homogenous plasma and if the line is not too much
absorbed the correction of optically thick line profile to the optical-
ly thin may be performed, see e.g., [14,25]. Relative line intensities
within multiplet may be used as a good indicator of the presence
of self-absorption, see e.g. [17]. Unfortunately, this technique is
not applicable to hydrogen lines along spectral series. Recently, a
new technique for self-absorption detection was demonstrated in
plasma induced by Electrolytic Oxidation (PEO). In PEO two plas-
ma processes with different Ne and Te occur almost simultaneously
[26]. The line profiles of the Hα and of the Hβ in this case can be
fitted only with two profiles of unequal widths. From the intensity
ratio of two profiles within the Hα and within the Hβ it is possible
to detect self-absorption of the stronger Hα line, see Figs. 9, 10
and 13 in [26].

The use of line shapes for inhomogeneous plasma diagnostics is a
very difficult task, in particular when a strong gradient of Ne, Te and
consequently the density gradient of emitters, is present. The line
profile is distorted by superposition of line radiation from cooler plas-
ma layers onto the line profile from the central warmer part of the
plasma. Then, instead of expected typical self-absorbed broadened
profile we may get the resulting overall profile with smaller half
width and/or distorted due to difference in line shifting in hot dense
plasma and cold layer. In this case the distorted profiles cannot be
used for plasma diagnostics without plasma modeling to fit experi-
mental line shape.

Finally, in relation to self-absorption, its importance for line shape
analysis and for OES plasma diagnostics in general is so large that it
cannot be overemphasized.

3. Hydrogen Balmer line shapes below fine structure limit

As already pointed out the results of hydrogen line shape calcula-
tions are in most cases presented in the form of tables for different Ne

and Te. Stark profiles in these tables are usually given before and after
convolution with Gaussian profile from Doppler broadening. Here,
we discuss the results of several line shape calculations: Kepple and
Griem — KG [27], Vidal Cooper and Smith — VCS [28], Stehle and
Hutcheon (Model Microfield Method — MMM) [29], and Gigosos
and Cardeñoso (Computer Simulation — CS) [30]. Recently, Gigosos
et al. [31] have performed CS Balmer line shape calculations for differ-
ent hydrogen–ion–perturber combinations. It should be noted here
that MMM calculation of Balmer line shapes [29] is performed for hy-
drogen plasma only, i.e. reduced emitter–perturber mass μ=0.5.

Most calculations, see [27,30,31], do not report data for Ne below
certain limit. This Ne limit depends upon Fine Structure Splitting
(FSS) of spectral line and varies from line to line along the spectral se-
ries [32,33]. Below this limit the separation between Fine Structure
Components (FSC) becomes larger than Stark broadening width.

For example, the Fine Structure Limit (FSL) of the Hβ is slightly
below the lowest value in tables at Ne=1020 m−3. To extend calcula-
tions below FSL we must treat each FSC separately and this includes
convolution with Doppler and other broadening contributions. This
is formidable task and such tables are not yet available. Since for plas-
ma diagnostic purposes the theoretical data below Ne=1020 m−3 are
needed, many authors linearly extrapolate Stark width, wS(Ne), data
from the region above FSL, where wS=Ne

2/3 to the region below
the limit, where wS=Ne, for each FSC see Figs. 13 and 14 in [34].
The extrapolated data are then used with each FSC separately, see
e.g. [23,24].

In the next step another erroneous assumption is usually made.
The wavelength separation between FSC is assumed to be fixed and
the Stark component (assumed Lorentzian) is convoluted with pro-
files of other broadening mechanisms (resonance, VdW, Doppler
and instrumental). This is incorrect also, since in plasma microfield
each FSC shifts differently [35,36]. To illustrate this, let us note that
for Ne=1016 m−3 FSCs positions are shifted between −2.8 and
1.1 MHz (depending upon component) with respect to the zero
field according to theoretical calculations [35] or between −7.4 and
+5.8 MHz in accordance with the experiment [36]. In addition to
shift, it was also wrongly assumed that Stark width of each FSC is
the same. On the contrary, the calculations [35] and experiment
[36] at Ne=1016 m−3 report FSC Stark widths between 3.7 and
8.8 MHz or between 12 and 14.2 MHz, respectively. Finally, when
all broadening contributions for each FSC are taken into account
their profiles are summed up and the overall “Voigt like” profile
obtained. In the last step, the “Voigt like” profile was deconvoluted
and the half width of Lorentz fraction was used to deduce wS, see
e.g. [23,24]. Thus, it was assumed again that the resulting Stark profile
has Lorentzian form which is another erroneous assumption, see
Section 4.1. The described procedure for evaluation of theoretical wS

below FSL of the Hβ line is burdened with so many dubious assump-
tions that any agreement between Ne determined this way and
using another diagnostic technique is only accidental.

Here, one should note that the FSL depends primarily upon the
upper quantum number of the spectral line and differs considerably
along the Balmer series. The electron density at the FSL decreases
for higher member of the series e.g. 6×1020 for the Hα, 4×1019 m−3

for the Hβ, 1019 m−3 for the Hγ [33], etc. In addition to the difficulty
caused by the appearance of FSC, in a number of cases Doppler and
instrumental broadening introduce another limitation in determination
of low electron densities. The influence of both effects was studied in
[33]. In the conclusion of the discussion about the extension of
Stark broadening data tables below FSL we state that the only correct
approach would be an extension of the data tables. At this moment
data from the tables may be extended safely by using wS~Ne

2/3 depen-
dence to FSL of 4×1019 m−3 for the Hβ and increase FSL for the Hα to
6×1020 m−3 from tabulated value at 1020 m−3. Experimental and
theoretical studies in the vicinity of FSL are desirable.

4. Hydrogen Balmer line shapes above fine structure limit

For the electron densities above FSL in the region where
Stark broadening tabulated data are available, large error in Ne di-
agnostics can be induced by the application of an inappropriate
deconvolution procedure or by the use of inappropriate data tables.
In the following sections we deal with both potential sources of
error frequently met in reports of plasma characterization. To dem-
onstrate difficulties encountered in the analysis of experimental
profiles we used theoretical line shapes to avoid interference with
the experimental data scatter, which blur the effects intended to
demonstrate. In addition, the theoretical data are available in
a wide range of plasma parameters, which helps to generalize
conclusions.
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4.1. Deconvolution of experimental profiles

Whenever the contribution of other broadening mechanisms
compared to Stark broadening is not negligible, the deconvolution
procedure must be employed to determine Stark width — wS, which
is used to determine Ne from the comparison with theoretical widths
at the same Te. Another approach is to fit the whole experimental line
shape with the theoretical Stark profile and determine Ne from the
best fit. This approach will be discussed later.

4.1.1. Fitting with Voigt function
As already pointed out, deconvolution is most frequently performed

by the fitting experimental profile with the Voigt function and then,
assuming that Stark width equals Lorentzian part of Voigt profile —

wL, the Stark width — wS is extracted. The electron density Ne is deter-
mined from the comparison with theoretical Stark widths —wS for the
sameTe. Such a deconvolution procedure is employed in spite of the fact
that the Stark profile has no Lorentz form neither below neither above
FSL, see examples in Fig. 1. Otherwise there would be no need for
Stark broadening tables and theoretical Stark widths would be pres-
ented as Lorentzian half widths.

4.1.1.1. The Hβ line. To illustrate the inadequacy of the Hβ line profile
fitting with the Voigt function we convoluted the theoretical Stark
profile tabulated for reduced mass μ=1 (e.g. hydrogen emitter in
argon plasma); Ne=1020 m−3; Te=4168 K [31] with Gaussian
corresponding to Doppler temperature (Tg=Te=4168 K). Then, the
generated profile was fitted with the Voigt function using several
commercial programs, all giving almost identical results. The typical
fit is presented in Fig. 2a. The overall profile is in excellent agreement
with the Voigt function, see the residue which is smaller than 1%.
However, the results for the half widths obtained after deconvolution
of the best fit Voigt profile in Fig. 2a are very different from starting
broadening parameters. The half width of the Lorentz part of Voigt
profile wL is 2.74 times smaller than Stark width wS used to generate
overall profile. If one assumes wL=wS large error is introduced. On
the other hand, the Gaussian part is enormously enlarged and the
temperature of emitters determined from wG exceeds Te more than
three times (Tg=3.21 * Te).

If the fitting procedure is performed with the Voigt function hav-
ing a fixed Gaussian, which implies knowledge of emitters' tempera-
ture and instrumental profile width, the overall agreement of the best
fit is worse, see residue in Fig. 2b, but the agreement with wS used for
the overall profile generation is better, wL/wS=0.76, which is still in
large systematic disagreement with starting wS.

In order to estimate the accuracy of Stark half width—wS evaluat-
ed by fitting generated profiles with Voigt function in a broad range of
plasma parameters we repeated fitting procedure, see Fig. 2, with all
profiles tabulated in [31] for relative reduced mass μR=1. Here, μR
corresponds to the reduced mass μ=1 where μR=μ * Te/Ti while Te
and Ti are temperatures of electrons and heavy particles respectively
and Te=Tg.

In Fig. 3 the parameter— ρ is the ratio of distance between particles—
ρ0 and Debye length — ρD (ρ= ρ0 / ρD):

ρ ¼ 3=4πð Þ1=3 � q2=ε0k
� �1=2 � Ne

1=6 � Te
1=2

¼ 0:00899 � Ne
1=6 m−3

h i
� Te K½ �1=2 ð1Þ

where q is electron charge, ε0 is dielectric constant of vacuum and k —

Boltzmann constant. To facilitate the analysis of the results in Fig. 3 and
other results presented below, the values of the electron temperatures
for different ρ and Ne are presented in Table 1.

The results in Fig. 3 show that fixing the Gaussian part of Voigt
fitting function increases the accuracy of deconvolution with the

Voigt function for all studied plasma parameters, but a substantial
error still remains.

Here and in other comments of the wL/wS ratio the term “accuracy”
and “error” are used to describe deviation between half width wL and
starting Stark width wS. Thus, the largest accuracy or zero error, is in
the case of wL/wS=1.

The accuracy of deconvolution of generated Stark⊗Gaussian pro-
files by fitting to the Voigt function depends on the deviation of the
Stark profile from the Lorentz form and to a smaller extent upon
the ratio of Stark and Gaussian half width wG. The latter value can
be calculated from

wG
2 ¼ wDI

2 ¼ wD
2 þwI

2 ð2Þ

where wD,I is half width of the Gaussian resulting from convolution of
Doppler, wD, and instrumental, wI profile. We assume here that in-
strumental profile has a Gaussian intensity distribution.

The degree of deviation of the Stark profile from the Lorentz shape
can be illustrated using the ratio of line width at 1/10 and ½ of line
intensity, w0.1/w0.5, which is 3.0 for Lorentz profile, see e.g. [37]. In
the case of the Hβ line the deviation from the Lorentz profile is largest,
see Table 2. Thus, the accuracy of Hβ line profile achieved by fitting
with the Voigt function is worst in comparison with other two stud-
ied Balmer lines.

Fig. 1. The examples of Stark profiles for the Hβ line at: a) Ne=1020 m−3; Te=4168 K
and b) Ne=4.67∗1020 m−3; Te=5 108 K. For comparison with Stark profile best fit Lo-
rentz function (thin line) is shown.
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4.1.1.2. The Hα and the Hγ lines. The Stark profile of the Hα is closer to
the Lorentz function, see Fig. 4a. Thus, the overall line shape obtained
after convolution of Stark profile with Gaussian is closer to Voigt as
well, see Fig. 4b.

Under the same plasma conditions, however, the deconvolution
error of the Hα is larger than for the Hβ line as a consequence of small-
er Stark and larger Doppler width. This is especially evident at higher
temperatures (ρb0.3) and/or at lower Ne when Stark to Gaussian
width ratio — wS/wG becomes small, see Table 2, causing lower accu-
racy in determination of the Lorentz fraction. Consequently, very
small residuals are obtained even when fitting of the Hα is performed
with Gaussian. The influence of the contribution of Gaussian fraction
to the accuracy of deconvolution for ρ=0.3 (most laboratory
plasmas) is illustrated by Fig. 5.

From the point of view of the similarity with Lorentz function, see
Table 2 and Fig. 6a, the fitting accuracy of the Hγ Stark profile with
Voigt function is an intermediate case between first and second
Balmer line. Fitting without fixing Gaussian parameter of the Voigt
function looks good i.e. the residuals are small, see Fig. 6b, but the
estimation of Stark half widths is poor. By fixing Gauss fraction
when fitting with Voigt function, the wL/wS ratio becomes closer to
one, see below Fig. 8c.

4.1.2. Approximate formulas for deconvolution at the line halfwidth
In the foregoing section we have shown that the accuracy of wS is

improved by fitting the experimental profile with Voigt function hav-
ing fixed Gaussian fraction—wG. Here, we propose the use of the pre-
determined Gauss fraction full width, wG, with one of two following
formulas for the Voigt function [38,39]:

wV ¼ wL=2þ wL=2ð Þ2 þwG
2

� �1=2 ð3Þ

wV ¼ 0:5346 �wL þ 0:2169 �wL
2 þwG

2
� �1=2 ð4Þ

where wV is the full half width (FWHM) of the Voigt profile.
We successfully used formulas (3) and (4) for deconvolution of

Stark profile halfwidths, see below, with an accuracy exceeding the
one for whole profile deconvolution technique, see Section 4.1.1.

4.1.2.1. The Hβ line. First, a simple deconvolution formula was devel-
oped from the comparison of theoretical widths of VCS Stark profiles
[28] before and after convolution with Gaussian (Doppler profile).
The formula has the following form [40]:

wS ¼ wm
1:4−wD;I

1:4
� �1=14 ð5Þ

where: wm is measured halfwidth of experimental profile.
In addition to Eq. (5) we applied formulas (3) and (4) to

deconvolute the Hβ profiles for ρ between 0.1 and 0.6, see Fig. 7.
The results in Fig. 7 show that the ratio wL/wS decreases for low Ne

and low ρ values but the accuracy of the deduced wS is always better
with approximate formulas than by fitting the whole experimental
profile with Voigt function.

To achieve the highest accuracy of Ne plasma diagnostics at lower
Ne and higher Te, the use of a program for line fitting of the Hβ line
[41] is recommended. However, in the gas mixtures when interfer-
ence of hydrogen lines with neighboring lines occur the use of ap-
proximate deconvolution formulas (3)–(5) have an advantage.

4.1.2.2. The Hα and the Hγ lines. The application of approximate formu-
las (3)–(5)with theHα line gives resultswith anaccuracy exceeding the
one estimated for the Hβ. The value of wL for medium temperatures —
ρ=0.3 is only a few percent different from the wS used to generate
the Stark profile. This holds also for low electron densities of several

Fig. 2. The example of fitting the Hβ profile at Ne=1020 m−3; Te=Tg=4168 K (bold
line) with Voigt function: a) without presumption about the Gaussian contribution
(dotted line) and b) with fixed Gaussian contribution (dashed line). Lower curves cor-
respond to residuals between generated and fitted functions.

Fig. 3. The ratio of the halfwidths wL/wS versus electron number density Ne for the Hβ

line: two lower curves are border lines for the Voigt free parameter fit are for ρ, in the
range (0.1–0.6) [31] while two upper curves are border lines for Voigt fitting with fixed
Gaussian part of Voigt function.
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times 1020 m−3, see Fig. 8a. It is interesting to note that the most accu-
rate widths wL are determined from Eq. (5), which is derived and orig-
inally applied to the Hβ profiles only [40].

From the results of the analysis for the Hα and Hγ line in Fig. 8
for ρ in the range 0.3–0.6 (plasmas with medium temperatures, see
Table 1) follows that by using Eqs. (3)–(5) for profile deconvolution
at the half width, the achieved accuracy is better than 10%.

4.1.3. Correction for Van der Waals broadening
For low Ne plasmas operated at high pressures like e.g. microwave

induced plasmas, atmospheric pressure arcs and jets, the Van der
Waals broadening contribution may not be negligible in comparison
with Stark broadening.

Up to now only the deconvolution of the Gauss (Doppler+
instrumental broadening) from the Stark profile was considered. In
the presence of VdW, after deconvolution of Gaussian components,
the remaining part (Stark⊗VdW) has to be deconvoluted also. The
adopted procedure for this deconvolution, which is necessary to per-
form before evaluating wS, is to subtract estimated VdW Lorentz
width, wVdW, from the Stark⊗VdW part of the experimental profile.
Here, we made an attempt to test this simple and, in its essence, in-
correct deconvolution procedure. In addition to this, the overall
VdW line shape of hydrogen lines has no Lorentz distribution at low
perturber densities, see below.

First, it is necessary to estimate the shape and width of VdW con-
tribution. As pointed out already in Section 3 the hydrogen lines con-
sists of several FSC. The line shape of each FSC broadened by VdW is
described by Lorentz function, see e.g. [23,42], whose FWHM can be
calculated from the following formula, see e.g. [9,14]

wVdW cm½ � ¼ 8:18� 10−12 � λ2 � �α b R2
>

� �2=5 � T=μð Þ3=10 � N ð6Þ

where bR2> is the difference between the squares of the expectation
values (in units of a0) of the coordinate vector of the radiating elec-
tron in the upper and lower state of the transition, �α — the mean
atomic polarizability of the neutral perturber and μ is the atom‐

perturber reduced mass in a.m.u. Introducing

K1 ¼ λ2 � b R2
>

2=5 Kp ¼ α2=5
=μ3=10 ð7Þ

and by substitution of N with pressure, p, the Eq. (6) may be written as

wVdW nm½ � ¼ 5:925 � 1014K1 � Kp � p mbar½ � � T K½ �−0:7 ð8Þ

The coefficients in the above equation depend on line — Kl and
perturber's parameters — Kp, see Table 3.

The examples of the Hβ VdW line profiles in argon at 800 K for dif-
ferent gas pressures are presented in Fig. 9. The profiles were
obtained by summing profiles of FSC having Lorentz widths as calcu-
lated from Eq. (8). Relative FSC line intensities and wavelengths are
taken from [44].

With the exception of VdW profiles for low perturber pressures,
see Fig. 9, the overall line shape can be approximated with Lorentz
function whenever the wVdW of FSC is greater than 0.05 nm (five
times maximum separation between line components), see also
[23]. For the Hβ line in argon the range of p and Tg when VdW profile
can be approximated with Lorentz function is presented in Fig. 10. For
any other perturber or line, similar graph can be evaluated from
Eq. (8) and Table 3. If FSC line width wVdWb0.05 nm the deconvolution

Table 1
Electron temperatures Te for different ρ and different electron number densities -Ne.

Te [K]

log Ne [m−3] 20 20.333 20.667 21 21.333 22 23 24 25

ρ=0.1 37508 48444 26568 80809 104369 174098 375083 808092 1740981
ρ=0.3 4168 5383 6952 8979 11597 19344 41676 89788 193442
ρ=0.6 1042 1346 1738 2245 2899 4836 10419 22447 48361

Table 2
Parameters w0.1/w0.5 and wS/wD for the first three hydrogen Balmer lines. The wS, wD

and wS/wD are given for Ne=1020 m−3 ρ=0.3 Te=Tg=4 168 K.

Line w0.1/w0.5 wS wD wS/wD

Min Max

Hα 2.686 3.65 0.013 0.03 0.433
Hβ 2.06 2.285 0.0437 0.0225 1.942
Hγ 2.23 2.68 0.055 0.02 2.74

Fig. 4. The examples of the Hα line profile fitting for Ne=4.67∗1020 m−3 and Te=5
108 K: a) Stark profile (thin line) with Lorentz function (dotted line) and b) Stark pro-
file convoluted with Doppler for Te=Tg (thick line) fitted with Voigt function: without
presumption about the Gaussian contribution (dotted line) and with fixed Gaussian
part (dashed line).
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of VdW contribution has to be performed using the line shape form
evaluated from the sum of FSC.

After the evaluation of the VdW profile, an attempt is made to test
the accuracy of the wS determination by using deconvolution with
simple subtraction (wS⊗wVdW)−wVdW. For these tests VdW Lorentz
profile is convoluted with Stark or Stark⊗Doppler profiles.

4.1.3.1. The Hβ line. In cases when VdW profile is approximated by Lo-
rentz function, the error in determination of wS by subtraction from
convoluted Stark⊗VdW profile becomes significant if wVdW is com-
parable or larger than wS. The error in the determination of wS after
the subtraction of wVdW after deconvolution from Stark⊗VdW⊗
Gauss using Eqs. (3)–(5) is approximately equal to the sum of errors
caused by two deconvolution processes. Thus, the above analysis con-
firms that the deconvolution by subtraction of wVdW is valid whenev-
er VdW profile has Lorentz shape.

4.1.3.2. The Hα and the Hγ lines. For the Hα line the deconvolution error
of VdW contribution is of the same magnitude as for the Hβ line. For
the same plasma conditions the largest source of error is usually
lower Stark width in comparison to wVdW. For the Hγ line the
deconvolution by subtraction for the same plasma conditions is
most accurate in comparison with other two studied Balmer lines.
This is caused by higher wS/wVdW ratio than for the Hα and for the
Hβ line. Smaller deviation of the Hγ from the Lorentz shape in com-
parison with the Hβ line, see Table 2, is important also.

All conclusions in the above analysis are based on the assump-
tion that each FSC has identical line shift. The VdW line shift, dVdW,
for all FSC is estimated to be equal to 1/3 of wVdW: dVdW is always
red i.e. towards larger wavelengths, see e.g. [9]. It was shown [43]
however, that dVdW depends strongly upon the perturber. For
example the ratio dVdW/wVdW for 2p–3d component of the Hα

line is equal to −0.046, +0.027 and +0.397 for He, Ne and Ar per-
turbers respectively [43]. Since dVdW for 2p–3d component of the
Hα is only available for three perturbers (to the authors' knowl-
edge, data for the Hβ are not available) we propose, as adopted
already, to neglect the influence of variation from line to line of
the dVdW to Ne measurements.

Testing of the influence of dVdW on deconvolution was performed
only in cases when VdW profile is well approximated with Lorentz
function. For these tests VdW Lorentz profile red shifted by wVdW/3
is convoluted with Stark⊗Doppler profiles. For all tested cases the
results remain the same or within 1% with results obtained without
inclusion of VdW shift.

Fig. 5. The dependence of the ratios wL/wS on wS/wG.

Fig. 6. The examples of the Hγ line profile for Ne=4.67∗1020 m−3 and Te=5 108 K:
a) Stark profile (thick line) fitted with Lorentz function (thin line) and b) Stark profile
convoluted with Doppler for Te=Tg (thick line) and fitted with Voigt function: without
presumption about the Gaussian contribution (dotted line) and with fixed Gaussian
part (dashed line).

Fig. 7. The ratio wL/wS for the Hβ line versus electron number density Ne for ρ=0.1 and
0.6 evaluated by fitting profile with Voigt function having fixed Gaussian and
corresponding results from formulas (3)–(5).
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4.2. Comparison theory versus experiment

Numerous experiments were carried out to test theoretical calcu-
lations for hydrogen Balmer line shapes, see NIST bibliography [13].
For Neb1023 m−3 and for the first three Balmer lines the experimen-
tal tests of theoretical calculations show the following:

The Hβ line: mutual agreement of Stark widths from three sets of
theoretical calculations, KG [27], VCS [28], MMM [29] and CS [30,31]
is within 6–10% [11,31], see also Fig. 11. The overall agreement be-
tween theoretical calculations and experiment is in the range 10–15%,
see e.g. [11,31,34].

The central part of the Hβ line is not correctly described by KG [27]
and VCS [28] calculations, which do not take into account ion dynam-
ics effect. For the comparison of experimental the Hβ line profiles
with theory see e.g. [11,18].

Since the Hβ line is frequently used for plasma diagnostics several
numerical programs, which are developed for fitting experimental
profiles and comparison with results of theoretical calculations; for
an overview of different programs see e.g. [15]. Here, we recommend
program for use with the Hβ experimental profiles [41], with three
sets of theoretical data (MMM, VCS and CS) for Ne diagnostics.

The Hα and the Hγ lines. The comparison of theoretical results
with experiments, see Figs. 12 and 13, shows best agreement between

Fig. 8. The comparison of wL/wS evaluated for ρ=0.3 and wI=0.02 nm from approxi-
mate formulas (3)–(5) for the: a) Hα, b) Hβ and c) Hγ line. FSL — fine structure limit.

Table 3
Line – Kl and perturber coefficients – Kp, see Eq. (7). Data for �α taken from [43].

Perturber He Ne Ar Kr Xe

Kp [10−10] 1.43 1.76 3.095 3.63 4.40

Line Hα Hβ

Transition 3d–2p 3p–2s 3s–2p 4d–2p 4p–2s 4s–2p
K1 [10−8] 2.695 3.077 3.402 2.757 2.945 3.069

Fig. 9. The VdW profiles of the Hβ line in argon at Tg=800 K at different pressures.

Fig. 10. The regions of VdW deconvolution for the Hβ line profile with argon per-
turbers: above straight line VdW profile can be approximation with Lorentz function
and the deconvolution with subtraction procedure may be applied.

23N. Konjević et al. / Spectrochimica Acta Part B 76 (2012) 16–26



experiment and CS [30,31] and MMM [29] calculations. For the Hγ mu-
tual agreement between CS and MMM is better.

From the comparison of data in Figs. 12 and 13 follows that the
results of MMM [29] and CS [30,31] calculations are recommended
for low Ne plasma diagnostics. At Ne approaching 1023 m−3 mutual
agreements of all theoretical calculations and the agreement with
experiments improves considerably.

4.3. Simple formulas for evaluation Ne from the Stark width

If the approximate deconvolution formulas (3)–(5) are employed
to determine Stark half width wS, see Section 4.1.2, for Ne measure-
ment, one can use simple approximate formulas that correlate wS

with Ne.

4.3.1. The Hβ line
First approximate formula is deduced from the Hβ experimental

Stark widths for the Ne range (1.5−30)×1022 m−3 in Ref. [11]:

Ne m�3
h i

¼ 1022 � wS nm½ �=0:94666ð Þ1:49 ð9Þ

where wS is the full halfwidth (FWHM) of the Stark contribution to
the experimental profile. The application of this formula was later
extended to Ne≈(0.2–1.3)×1022 m−3 with minor modification [40]
and frequently employed below 1021 m−3 where Eq. (6) is not exper-
imentally tested. Recent calculations based on the CS [31] confirmed
the applicability of Eq. (9) for diagnostics of plasma Ne as low as
1020 m−3. We estimate the accuracy of Eq. (9) in the range 8–12%.
This estimate does not include uncertainty in wS measurement.

Another approximate formula

log Ne ¼ 22:578þ 1:478 � log wS−0:144 � log wSð Þ2
−0:1265 � log Te

ð10Þ

with an estimated accuracy of ±5%was derived from the results of VCS
calculations [52]. The applicability of Eq. (10) is in the Ne (0.0316–
3.16)×1022 m−3 and Te (5000–20000) K range [52]. The estimated ac-
curacy does not include uncertainties in wS and Te measurement.

On the bases of CS calculations the authors [31] derived for the Hβ

line another formula similar to Eq. (9):

Ne m−3
h i

¼ 1023 � wS nm½ �=4:8ð Þ1:46808 ð11Þ

4.3.2. Hα and the Hγ lines
The approximate formulas [31] for the Hα and the Hγ are reported

only in the form that relates full width at half area, wSA with Ne:

Hα : Ne m−3
h i

¼ 1023 � wSA nm½ �=1:098ð Þ1:47135 ð12Þ

Hγ : Ne m−3
h i

¼ 1023 � wSA nm½ �=4:668ð Þ1:45826 ð13Þ

Here, one should note that the application of Eqs. (12) and (13) im-
plies deconvolution of experimental profile and then determination of
wSA of the Stark profile only. This requires first the deconvolution of
experimental profile and then reconstruction of theoretical Stark pro-
file to determine wSA. Thus, with an exception of the Hα, formulas
Ne=f(wSA) are not practical for Ne plasma diagnostics.

The profiles of the Hα are close to Lorentzian, see Table 2 and
Fig. 3, and it is justified to use wSA=wS=wL. This simplifies the ap-
plication of Eq. (12): one has to determine wS by assuming wS=wL

and to introduce this result in Eq. (12) instead of wSA. Unfortunately

Fig. 11. The comparison of wS=f(Ne) for the Hβ line deduced from different theories
and approximate formulas.

Fig. 12. Comparison of experimental and theoretical halfwidths—wS for hydrogen Balmer
alpha line. Theories: KG [27]— thin line, VCS [28]— dotted line, MMM [29]— dashed line,
CS [31] — thick line. Experiment: ◯ — Ehrich and Kelleher (70 Torr) [45], ● — Ehrich and
Kelleher (1 atm) [45],Δ— Ehrich andKusch [46],+—Wiese et al. [47],★—wall stabilized
arc end-on [48],☆—wall stabilized arc side-on [48],▽—microwave induced plasma [48].

Fig. 13. Comparison of experimental and theoretical halfwidths—wS of hydrogen Balmer
gamma line. Theories: VCS [28] — dotted line, MMM [29] — dashed line, CS [31] — thick
line. Experiment: Δ — Bengston and Chester [49], ■ — Wiese et al. [11] ○ — Hill and
Gerrardo [50], × — Wiese et al. [51], ▲ — Ehrich and Kelleher [45], ★— wall stabilized
arc end-on [48],☆—wall stabilized arc side-on [48],▽—microwave induced plasma [48].
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the same procedure cannot be applied to Eq. (13) for the Hγ line. Fi-
nally it should be pointed out that formulas (12) and (13) differ
from the original ones [31] where HWHA are used instead of claimed
FWHA [53].

4.4. Higher members of Balmer series

The application of higher members of Balmer series for plasma di-
agnostic purposes have been discussed already [15]. Here, we draw
attention to some advantages of this technique and to the recent
work in this field. Namely, the use of higher member increases the
sensitivity of Ne diagnostics and, what is very important, the line
shape is almost independent on ion dynamics i.e. reduced mass
emitter–perturber does not play an important role. To illustrate the
increased sensitivity let us quote the result from low-pressure hydro-
gen microwave induced plasma where Ne≈1018 m−3 is determined
[54] from an experimental profile of the H16 line in conjunction with
theoretical calculations of line shapes for higher members of Balmer
series [55].

5. Summary and conclusions

For the characterization of plasmas used for numerous applica-
tions, the electron number density, Ne, is an important parameter,
which has to be determined in a large density range starting from
1018 m−3 up to several times 1023 m−3. In this work the attention
is focused to relatively low Ne when other broadening mechanisms
of hydrogen Balmer lines are comparable with Stark broadening.
This is the case when deconvolution of experimental profile has to
be performed to separate Stark contribution used for Ne diagnostics.

First part of this publication is devoted to the analysis of numerous
attempts to extend Stark broadening data tables below those pres-
ented for lowest Ne and which are close to Fine Structure Limit
(FSL). At this limit, which is different for each Balmer line, the line
splits in several components. Each line becomes isolated from one an-
other and therefore, Stark broadening has to be treated separately for
each fine structure component. In other words, Stark broadening of
each component is smaller than mutual wavelength separation
of components. To the authors' knowledge data tables below FSL
for Balmer lines are not available. In order to measure Ne below FSL
several authors extrapolated Stark broadening data to lower densities
below FSL which is wrong from several points of view, see Section 3.
Unfortunately there is no correct way to extend Stark broadening
data except performing theoretical calculations below FSL. The exper-
imental testing of extended data is required also. Another possibility
would be the measurement of line shapes below FSL in order to deter-
mine empirical formulas relating line shape parameters with Ne. This
work requires careful measurements of atomic hydrogen temperature
and determination of reduced mass emitter–perturber μ, which is not
always an easy task in non-equilibrium multi component plasma. In
addition this experiment requires an independent technique for Ne

plasma diagnostics. Presently however we can only recommend to
use data tables above FSL, which is 6×1020 for the Hα, 4×1019 m−3

for the Hβ, and 1019 m−3 for the Hγ [33]. This means that data for
the Hα usually given in data tables from 1020 m−3 can be used only
above 6×1020 m−3 while data for the the Hβ can be extended to
4×1019 m−3. Here one should not forget Van der Waals, Doppler and
instrumental broadening, which have to be taken into account since
they can easily “cover” Stark broadening contribution.

For low Ne but above FSL, the authors who are not using numerical
program for Ne diagnostics, for deconvolution of experimental profile
usually apply fittingwith Voigt function. In Section 4.1 it is shown how
large error is introduced by this procedure. By fixing the Gaussian part
of Voigt function the error is considerably decreased but remains
still large and systematic. The deconvolution of experimental Stark
profile at the half width may be improved by applying approximate

formulas (3)–(5). These simple and reasonably accurate formulas
are recommended in particular cases when Balmer lines are interfer-
ing with neighboring lines in gas mixtures.

Here, it should not be forgotten that to obtain Stark width, the
remaining part of an experimental profile after deconvolution from
Doppler and instrumental contribution has to be corrected some-
times for Van der Waals broadening. In principle, to perform this cor-
rection is not easy because Stark or VdW profiles do not have the
same line shape, see Section 4.1.3. To simplify deconvolution proce-
dure, we recommend already adopted subtraction of estimated
VdWwidth from the Stark⊗VdW part of line profile. For more details
about estimation of VdW contribution, see Section 4.1.3.

After deconvolution of experimental profile Ne can be evaluated ei-
ther from the comparison of Stark width with those determined from
theoretical data tables or by using approximate formulas (9)–(12). For
the Hβ formulas (9) and (10) are highly recommended while for the
Hα formula (11) is a good choice. Unfortunately Eq. (12) for the Hγ

is not easy to apply.
Finally, we draw attention to Figs. 12 and 13 showing that Com-

puter Simulation [31] and MMM [29] are recommended for low Ne

plasma diagnostics from the Hα and from the Hγ line Stark width.
The use of higher members of Balmer series increases considerably
the sensitivity of Stark broadening technique for Ne plasma diagnos-
tics, see Section 4.4. Therefore, these lines are highly recommended
for low Ne plasma diagnostics whenever line with good signal to
noise ratio is detected.
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Abstract Metals in sediments are present in different chemi-
cal forms which affect their ability to transfer. The objective of
this body of work was to compare different extraction
methods for the bioavailability evaluation of some elements,
such as Ba, Cd, Co, Cr, Cu, Fe, K, Mg, Mn, Ni, Pb, Vand Zn
from Serbian river sediments. A bioavailability risk assess-
ment index (BRAI) was used for the quantification of heavy
metal bioavailability in the sediments. Actual and potential
element availability was assessed by single extractions with
mild (CaCl2 and CH3COONH4) and acidic (CH3COOH)
extractants and complexing agents (EDTA). Aqua regia ex-
traction was used for the determination of the pseudo-total
element content in river sediments. In different single extrac-
tion tests, higher extraction of Cd, Cu, Zn and Pb was ob-
served than for the other elements. The results of the single
extraction tests revealed that there is a considerable chance of
metal leaching from the sediments assessed in this study.
When the BRAI was applied, the results showed a high risk
of heavy metal bioavailability in Serbian river sediments.

Keywords BRAI . Heavymetal . Bioavailability . Single
extraction . Sediment . River

Introduction

Sediments make up an integral part of the aquatic environment
and are the main carriers of all types of pollutants. From an
ecotoxicological view point, one of the most important groups
of pollutants is heavy metals (Kastratović et al. 2013). The
presence of metals in sediments can be attributed to natural
weathering processes that affect soils and rocks and potentially
additional anthropogenic inputs. It is believed that most of the
metal content, as much as 90 %, in aquatic systems is bound to
sediments (Calmano et al. 1993; Jamshidi-Zanjani et al. 2015).

Elements in sediments are associated with a number of
physico-chemical processes that act as a reservoir or sink for
environmental elements (exchangeable or specifically adsorbed
carbonate, secondary Fe and Mn oxides, organic matter, sul-
phides, silicates etc.). These phases can strongly affect the be-
haviour of the element within the sediment in terms of its bio-
logical availability, potential toxicity, chemical interactions and
mobility within the profile (Anju and Banerjee 2011).

Numerous studies have been conducted to assess and es-
tablish the extent of metal contamination in rivers
(Villaescusa-Celaya et al. 2000; Vicente-Martorell et al.
2009; Mohiuddin et al. 2010; Massolo et al. 2012; Jiao et al.
2015; Guan et al. 2016). Most of the previous studies have
been limited to the determination of the total content of metals
in sediments, which is a poor contamination-risk indicator and
reflects only the maximum amount of contamination, when
metal properties basically depend on their binding state, sed-
iment properties such as pH, total organic carbon (TOC), re-
dox conditions and their chemical speciation (Ma et al. 2016).
Using only the total metal content in potential risk
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assessments may overestimate environmental pollution and
the risks due to heavy metals, as only a portion of the total
metal content is bioavailable (Madrid et al. 2008; Li et al.
2009; Jamshidi-Zanjani et al. 2015; Ren et al. 2015). The
exchangeable fraction corresponds to the metal form that is
most available and can be released by merely changing the
ionic strength of the medium (Anju and Banerjee 2011). The
use of single extractions for sediment evaluation allows a
more nuanced assessment of heavy metal forms and their mo-
bility within the sediment. Various one-step extraction
methods are frequently used for bioavailability evaluation be-
cause of their simplicity and ease of operation.

Although there are numerous methods used for partial ex-
tractions, they generally fall into the following groups: (1) water
soluble metals fractions released using water as the extraction
agent; (2) exchangeable trace metals (electrostatically weakly
bound), extraction with: CaCl2, CH3COONH4, NH4NO3, Ca
(NO3)2, NaNO3, AlCl3, BaCl2, MgCl2 and Mg (NO3)2, which
function through leaching cations that are adsorbed onto solid
materials due to permanent structural charges: phyllosilicates,
phyllomanganates and sometimes organic matter (Leleyter
et al. 2012); (3) elements that are sensitive to acidification pro-
cesses (e.g. bound to carbonates), extraction with CH3COOH,
HCl and CH3COONa, which simulate the effect of an acid
input (e.g. through acid rain or an accidental spill), as low pH
conditions favour the dissociation of the existing complexes
(Leleyter et al. 2012) and (4) elements that are sensitive to
complexation processes (e.g. non-silicate bound phases), ex-
traction using complexing or reducing extraction agents, such
as EDTA, DTPA and CH3COONH4-CH3COOH/EDTA
(Sahuquillo et al. 2003; Rao et al. 2010; Qasim et al. 2015).

The comparison of aqua regia, as the standard method for
pseudo-total heavy metal assessment in sediment, with several
widely used single extraction procedures for evaluating the
heavy metal availability is presented in this research. Since the
aqua regia is a standard method, exploring its relationship with
the metal availability yielded with the milder chemical reagents
procedures is of great importance for the metal assessment in
river sediments. Four single extraction agents (CaCl2,
CH3COONH4, EDTA and CH3COOH) were applied to exam-
ine the bioavailability of Ba, Cd, Co, Cr, Cu, Fe, K,Mg,Mn, Ni,
Pb, Vand Zn in river sediments from Serbia. An index (BRAI)
based on EDTA extraction and described by Jamshidi-Zanjani
et al. (2015) was used for the formal categorisation and quanti-
fication of the heavy metal bioavailability. Since the issue of
quantifying the bioavailability of potentially harmful metals
has not been intensively explored or applied in previous studies,
the importance of the application of this index as a quantitative
measure of metal bioavailability in sediments is of great impor-
tance in future eco-chemical investigations. The innovative of
this approach lies in the comparison of several methods and
yielding a relationship between the results. There is a need to
estimate and quantify the bioavailability of potentially harmful

metals on measurements based on samples that are no more
available. Also, there is an importance for providing rapid indi-
cations based on the new samples, and it could be achieved by
the help of yielded connections. Because of usefulness of studied
methods on different heavy metals groups, the presented rela-
tionship has importance in anthropogenic influence estimation.

Materials and methods

Study area

Serbia has an extensive inland waterway network comprised of
three international rivers and a channel network of almost
2000 km of inland waterways. The rivers in Serbia belong to
the watersheds of the Black, Adriatic and Aegean seas. On more
than 90 % of the Serbian territory, there are rivers that join with
the Danube before emptying into the Black Sea. Approximately
588 km of the Danube River passes through Serbia and it is
considered to be one of the most important components of the
region’s transport infrastructure. The Danube also represents the
main inland transport corridor linking Eastern and Western
Europe. It crosses Germany, Austria, Slovakia, Hungary,
Croatia, Serbia, Romania, Bulgaria, Moldova and Ukraine and
connects the North Sea with the Black Sea via the Rhine-Main-
Danube Canal (RIS 2007).

The eco-chemical status of Serbian rivers is a constant topic of
interest, both at local and international level. Teodorović (2009)
reported that several hot spots of severe freshwater pollution and
sediment contamination have been identified in Serbia, which
can be attributed to outdated environmental legislation, negligi-
ble amounts of properly treated waste waters and accidental
spills. Heavy metals appear to be the most significant problem.

Sampling sites and sampling

Sediment river samples were collected from 32 sites in Serbia
during 2008; sampling site numbers are denoted within the
parentheses: the Tisa (7), the Danube (5), the Sava (4), the
Ibar (2), the Great Morava (2), the West Morava (1), the
South Morava (1), the Nišava (2), the Tamiš (1), the Vrbas
(1), the Topčiderska river (1), the Porečka river (1), the

�Fig. 1 Map of the study area and sampling sites (site number is rendered in
italics). Explanation: Tisa (Martonoš, 1); Tisa (Titel, 2); Tisa (Titel, 3); Tisa
(Martonoš, 4); Tisa (Martonoš, 5); Tisa (Martonoš, 6); Tisa (Martonoš, 7);
Danube (Bezdan, 8); Danube (Bezdan, 9); Danube (Bezdan, 10); Danube
(Bezdan, 11); Danube (Gruja, 12); Sava (Ostružnica, 13); Sava (S.
Mitrovica, 14); Sava (Šabac, 15); Sava (Jamena, 16); Ibar (Raška, 17);
Ibar (Kraljevo, 18); Great Morava (Ljubičevski most, 19); Great Morava
(Bagrdan, 20); West Morava (Masakare, 21); SouthMorava (Mojsinje, 22);
South Morava (Vladičin Han, 23); Nišava (Niš, 24); Nišava (Dimitrovgrad,
25); Tamiš (Jaša Tomić, 26); Canal DTD (Vrbas, 27); Topčiderska r.
(Rakovica-Belgrade, 28); Porečka r. (Mosna, 29); Kolubara (Draževac,
30); Pek (Kusiće, 31) and Toplica (Doljevac, 32)
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Kolubara (1), the Pek (1) and the Toplica (1). Locations of the
sampling sites are shown in Fig. 1 and Table 1. The sampling of
sediments in this research was conducted using aVanVeen grab
sampler, designed to collect an accurate representative sediment
sample. The sediment samples were stored at 4 °C to prevent
changes in the chemical composition. The micro- and macro-
elemental contents were determined in the granulometric frac-
tion, i.e. <63 μm of the bottom sediment sample (grab sample),
after air drying for 8 days. Analysis of the metal concentration
in the fine sediment fraction (less than 63 μm) is recommended
as these particles are the most important sources of bioavailable
metals in sediments (Villaescusa-Celaya et al. 2000).

The moisture content of each sample was determined by
drying a separate 1 g sample in an oven (105 ± 2 °C) until a
constant weight was reached. From this, a correction to dry

mass was obtained, which was then applied to all reported
metal content results.

Extraction of heavy metals

To evaluate the mobile fractions, representative aliquots of
each sample were leached by four different chemical reagents:
0.01M CaCl2, 0.05 M EDTA, 1 M CH3COONH4 and 0.11 M
CH3COOH.

Extraction with 0.01 M CaCl2

A 20-mL aliquot of a 0.01 M CaCl2 solution was added to
2.0 g of sediment in a 50-mL centrifuge tube and the suspen-
sion was shaken on a shaker for 3 h in a room at 20 ± 2 °C

Table 1 Locations of sampling
sites Number Sampling site River Latitude (x° y′ z″) Longitude (x° y′ z″)

1 Martonoš Tisa 46 06 52 20 05 13

2 Titel Tisa 45 11 52 20 19 07

3 Titel Tisa 45 11 52 20 19 07

4 Martonoš Tisa 46 06 52 20 05 13

5 Martonoš Tisa 46 06 52 20 05 13

6 Martonoš Tisa 46 06 52 20 05 13

7 Martonoš Tisa 46 06 52 20 05 13

8 Bezdan Danube 44 52 56 25 26 29

9 Bezdan Danube 44 52 56 25 26 29

10 Bezdan Danube 44 52 56 25 26 29

11 Bezdan Danube 44 52 56 25 26 29

12 Gruja Danube 44 15 45 22 41 10

13 Ostružnica Sava 44 43 54 20 19 02

14 Sremska Mitrovica Sava 44 58 00 19 36 24

15 Šabac Sava 44 46 18 19 42 12

16 Jamena Sava 44 52 41 19 05 21

17 Raška Ibar 43 17 01 20 37 43

18 Kraljevo Ibar 43 43 06 20 41 39

19 Ljubičevski most Great Morava 44 35 12 21 08 18

20 Bagrdan Great Morava 44 04 06 21 12 12

21 Maskare West Morava 43 40 19 21 24 07

22 Mojsinje South Morava 43 37 50 21 29 27

23 Vladičin Han South Morava 42 43 30 22 04 06

24 Niš Nišava 43 19 36 21 54 30

25 Dimitrovgrad Nišava 43 00 27 22 49 01

26 Jaša Tomić Tamiš 45 25 55 20 51 50

27 Vrbas DTD (Vrbas) 45 35 15 19 37 34

28 Rakovica-Belgrade Topčiderska river 44 45 05 20 27 09

29 Mosna Porečka river 44 25 22 22 10 43

30 Draževac Kolubara 44 35 36 20 13 18

31 Kusiće Pek 44 29 00 21 39 24

32 Doljevac Toplica 43 12 12 21 50 12
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(Quevauviller 1998). The extract was separated immediately
from the solid phase by centrifugation at 3000 rpm for 20 min.
Then, the supernatant was decanted and diluted to 50 mLwith
1 M HNO3 and stored in a polyethylene bottle at 4 °C until
needed for analysis.

Extraction with 0.05 M EDTA

A 20-mL aliquot of a 0.05-M EDTA solution was added to
2.0 g of sediment in a 50-mL centrifuge tube and the suspen-
sion was shaken on a shaker for 1 h in a room at 20 ± 2 °C
(Quevauviller 1998). The extract was separated immediately
from the solid phase by centrifugation at 3000 rpm for 20 min.
Then, the supernatant was decanted and diluted to 50 mLwith
1 M HNO3 and stored in a polyethylene bottle at 4 °C until
needed for analysis.

Extraction with 1 M CH3COONH4

A 40-mL aliquot of a 1-M CH3COONH4 solution was added
to 1 g of sediment in a 50-mL centrifuge tube and the suspen-
sion was shaken on a shaker for 2 h in a room at 20 ± 2 °C
(Sakan et al. 2009; Petrović et al. 2010). The extract was
separated from the solid phase by centrifugation at 3000 rpm
for 20 min. Then, the supernatant was decanted and diluted to
50 mL with 1 M HNO3 and stored in a polyethylene bottle at
4 °C until needed for analysis.

Extraction with 0.11 M CH3COOH

A 40-mL aliquot of a 0.11-M acetic acid solution was added to
1 g of sediment in a 50-mL centrifuge tube and the suspension
was shaken on a shaker for 16 h in a room at 20 ± 2 °C
(Sutherland 2010; Relić et al. 2013; Sakan et al. 2015). The
extract was separated from the solid phase by centrifugation at

3000 rpm for 20 min. Then, the supernatant was decanted and
diluted to 50 mLwith 1 MHNO3 and stored in a polyethylene
bottle at 4 °C until needed for analysis.

Digestion with aqua regia

Approximately 500 mg of sample sediment and 12 mL of aqua
regia (9 mL HCl and 3 mL HNO3) were added to a microwave
vessel (DIN 38414 S7 1983, SW-846 EPA Method 3051a
2007). Microwave digestion was performed in a pressurised
microwave oven (Ethos 1, Advanced Microwave Digestion
System, Milestone, Italy) equipped with a rotor holding ten
microwave vessels (PTFE). During digestion, the temperature
of the microwave oven was raised to 165 °C over 10 min (hold-
ing time 0 s), then to 175 °C over 3 min, after which it was
maintained at 175 °C for 10 min (max power 1200 W)
(Rönkkömäki et al. 2008). One control vessel per rack
contained a temperature and pressure probe. The vessels were
removed from the oven after the temperature had dropped to
less than 50 °C and the pressure to less than 69 kPa. At the end
of the digestion cycle, the vessels were allowed to cool to room
temperature before continuing the sample preparation, to align
with security protocols and to avoid the leakage of volatile
substances. After cooling, the sample digests were filtered with
Whatman No. 42 filter paper, to remove solids which remained
after the microwave digestion process. The digests were then
transferred into a flask, diluted to 100 mL with 1 M HNO3 and
stored in a polyethylene bottle at 4 °C until needed for analysis
(Sakan et al. 2011).

Certificate reference materials

Quality assurance and quality control were assessed by dupli-
cate sample analysis, method blanks and standard reference
materials. The accuracy of the applied analytical procedures

Table 2 Comparison of analysed and certified values of BCR-701, BCR-143 and BCR-146

Cd Cr Cu Ni Pb Zn Mn Co

CH3COOH

Analysed 7.52 1.82 48.9 13.5 3.45 189 nd* nd

Certified (BCR-701) 7.34 2.26 49.3 15.4 3.18 205 nd nd

Recovery (%) 102 80.5 99.2 87.7 108 90.9 nd nd

Aqua regia

Analysed 70.5 469 111 272 156 960 822 12.0

Certified (BCR-143) 72.0 426 128 296 174 1063 858 11.8

Recovery (%) 97.9 110 86.4 92.0 89.7 90.4 95.8 102

Aqua regia

Analysed 16.4 148 680 54.0 494 2622 270 7.6

Certified (BCR-146) 18.4 174 831 65 583 3040 298 6.5

Recovery (%) 89.2 85.0 81.8 83.1 84.7 86.2 84.7 117

* nd
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was verified by analysis of the certified reference materials:
BCR-701 for extraction with CH3COOH and BCR-143 and
BCR-146 for aqua regia digestion. The obtained results are
shown in Table 2.

Determination of element content

The element content in the extracts was determined using an
inductively coupled plasma optical emission spectrometer
iCAP-6500Duo (ThermoScientific, UK). The detector was a
RACID86 Charge injector device (CID). This instrument
operates sequentially with both radial and axial torch config-
urations. The analytical performance of the iCAP 6000 Series
is demonstrated by its improved detection limits, enhanced
linearity, superior long-term stability and high-resolution im-
ages (Sakan et al. 2011).

External standard solutions were prepared from
1000 mg L−1 stock metal solutions. To minimise interference,
a multi-element standard stock solutionwas prepared in which
the ratios of the metals in the multiple element calibration
standard were analogous to their ratios in the samples. The
multi-element standards and blanks were prepared in the same
matrix as the extracting reagents to minimise matrix effects
and for background correction. The instrumental calibration
was checked after the analysis of every 10 to 12 samples.

Bioavailability risk assessment index

Bioavailability is defined as the extent to which living recep-
tors are exposed to contaminants in soil or sediment (Feng
et al. 2005). In this study, an index (bioavailability risk assess-
ment index, BRAI) proposed by Jamshidi-Zanjani et al.
(2015) was used to quantify metal bioavailability in sedi-
ments, which is based on the results of single extraction
methods to ensure a more reliable assessment of the potential
risks. It should be noted that this index was developed based
on single extraction methods with EDTA as the extractant,
with a view to assessing the risk of metal bioavailability.

The proposed formula to calculate BRAI is:
BRAI = ∑ Bdi (i = 1 to n) / ∑ TEi (i = 1 to n),
where Bdi denotes the bioavailable degree of each metal in

the sediment sample, which is calculated by:
Bdi = SEi × TEi and SEi = (Bi/TCi) × 100,
where n is the number of metals, TE is the toxic effect of

the metal derived from the effect range median (ERM) values
proposed by Long et al. (1995), SE or source effect represents
the release potential of the bioavailable fraction of each of the
metals, Bi is the amount of the extracted metal using single
extraction methods (mg/kg) and TCi is the total concentration
of metal in the sediment samples (mg/kg). A detailed descrip-
tion is given elsewhere (Jamshidi-Zanjani et al. 2015).

Based on the TE and SE values, the proposed categories for
BRAI are presented in Table 3.

Statistical analysis

Mean, minimum, maximum and standard deviation were de-
termined for all data. Correlation analysis was performed
using Pearson’s coefficient between the element content
values. All statistical analyses were carried out using SPSS
21 for Windows.

Results and discussion

The accuracy check

Comparative results of analysed and certified values of BCR-
701, BCR-143 and BCR-146 are shown in Table 2. Good
concordance between the determined and the certified values
were obtained, confirming the accuracy of the results reported
in this manuscript. The precision is expressed as relative stan-
dard deviation (RSD). The RSD values of the mean values
obtained from duplicate measurements were less than 8 % for
all the measured elements and methods. No reference material
was available for the extractions with CaCl2, EDTA and
CH3COONH4; therefore, a difference of less than 8 % among
replicates was considered acceptable. The accuracy and pre-
cision values calculated in this work confirm the high perfor-
mance of the adopted procedures.

Single-extraction analyses and total metal content
in sediments

The total element content and the results obtained for the
element content after the execution of four single extraction
methods are presented in Table 4 and Figs. 2–6. The percent-
ages of the extracted elements in the mobile fraction compared
to the total content obtained with aqua regia digestion were
also calculated. Table 4 and Supplementary Figs. 1–4 detail
the results obtained for all the elements for the four extraction
techniques used.

It is possible to observe similar trends when the average
value of extractable element content (shown in mg kg−1) and
the mean percent of extracted elements are compared
(Table 4). A difference can be observed for the maximum
percentage of individual extracted elements, for example, for
Fe and Ni using EDTA. These results can be explained by the

Table 3 The categories of BRAI and its criteria

BRAI value BRAI category

BRAI ≤1 Low risk of bioavailability

1< BRAI ≤3 Medium risk of bioavailability

3< BRAI ≤5 High risk of bioavailability

BRAI >5 Very high risk of bioavailability
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high heterogeneity of the sediments studied with significant
differences in the geochemical composition of the substrates.
Also, the observed differences may be due to presence of
different anthropogenic contributions to the sediment compo-
sition. The individual maximum content of the extracted ele-
ments varied from 1.05% (for Cr) to 77.30 % (for Mn), which
highlights the large differences between the bioavailabilities
of the elements studied.

Compared to the other extraction reagents, the least ele-
mental content was extracted using CaCl2. Less than 9 % of
the total content (Table 4) was extracted with CaCl2. These
results are consistent with previously published results

(Bakircioglu et al. 2011) and can be explained by the fact that
unbuffered salt solutions such as CaCl2 extract only the water-
soluble fraction (Jamshidi-Zanjani et al. 2015).

The highest amount of elemental content was extracted
using CH3COOH as the extracting reagent. In terms of the
relative amounts of elements extracted using the four ap-
proaches, the highest amount of Ba and K was extracted using
CH3COONH4; Cu, Fe, Pb and V with EDTA and Cd, Co, Cr,
Mg, Mn and Ni with CH3COOH (Table 3).

As previously outlined, the highest amount of Ba and K
was extracted using CH3COONH4 as the extracting agent.
The neutral 1-M ammonium acetate extraction method is the

Table 4 Element content in studied sediments (mg kg−1) and percent of extracted elements (%)

Ba Cd Co Cr Cu Fe K Mg Mn Ni Pb V Zn

CaCl2
aMean (mg kg−1) 2.07 0.01 0.01 <DL 0.39 1.83 69.3 292 17.8 0.11 0.03 0.02 0.18

Max 3.50 0.06 0.10 <DL 2.40 7.14 117 896 77.3 0.42 0.08 0.14 1.70

Min 1.10 <DL <DL <DL 0.08 0.04 35.0 143 2.17 0.03 <DL 0.00 0.00
bAverage (%) 0.82 0.73 0.08 0 0.63 0.00 0.72 2.17 1.49 0.16 0.07 0.02 0.04

Max 1.73 1.89 0.45 0 1.11 0.01 1.46 8.27 7.87 0.53 0.3 0.13 0.23

Min 0.42 0.1 0.02 0 0.21 0 0.34 0.64 0.3 0.03 0 0 0

EDTA
aMean (mg kg−1) 12.6 0.94 0.62 0.07 26.2 762 218 487 276 2.46 33.1 1.76 56.7

Max 47.2 2.94 1.92 0.25 280 3141 373 1361 890 18.0 172 11.0 231

Min 0.77 0.10 0.04 0.00 4.30 192 25.0 84 76.0 0.00 2.30 0.00 8.92
bAverage (%) 4.77 36.3 3.29 0.14 32.1 1.84 2.27 3.55 23.42 2.65 43.8 1.90 14.4

Max 14.5 58.6 8.8 0.57 46.8 7.1 3.99 7.63 45.6 23.4 61.0 11.6 61.2

Min 0.28 3.9 0.21 0 5.43 0.43 0.2 0.73 8 0 4.59 0 4.05

CH3COOH
aMean (mg kg−1) 26.8 1.18 1.75 0.15 10.5 360 177 1877 609 4.60 2.91 0.11 89.2

Max 47.3 5.62 5.17 0.46 166 2108 329 7278 1651 26.1 34.6 1.64 544

Min 13.2 0.04 0.35 <DL 0.18 5.40 83.0 483 129 <DL <DL <DL 5.80
bAverage (%) 10.5 41.3 8.73 0.29 8.66 0.84 1.84 12.7 51.4 4.63 2.71 0.12 19.1

Max 16.1 66.9 22.2 1.05 57.1 4.27 3.76 31.2 77.3 13.8 10.7 1.73 45.1

Min 5.08 9.12 2.47 0 0.83 0.01 0.8 4.39 21.45 0 0 0 5.44

CH3COONH4
aMean (mg kg−1) 60.1 0.74 0.15 0.02 4.98 2.48 242 719 173 1.24 0.77 0.23 16.8

Max 97.0 1.80 0.87 0.08 82.0 14.8 446 2403 581 5.84 10.5 2.88 122

Min 32.8 0.05 0.03 <DL 0.38 0.94 156 384 50.5 0.28 <DL <DL 1.10
bAverage (%) 23.1 28.8 0.81 0.04 4.80 0.00 2.50 5.22 14.8 1.59 0.71 0.25 3.45

Max 32.4 60.6 3.99 0.15 12.1 0.03 4.83 13.5 32.6 8.2 4.89 2.7 10.2

Min 12.7 6.69 0.19 0 0.73 0 1.41 1.56 4.72 0.37 0 0 0.33

Aqua regia
aMean (mg kg−1) 260 3.00 19.0 55.0 72.0 40,490 9986 14,335 1134 88.0 71.0 87.0 350

Max 426 9.01 27.0 120 676 50,230 12,887 24,983 3185 284 323 110 1207

Min 135 0.30 5.30 26.7 21.8 20,299 5089 6915 507 32.04 16.6 40.3 67.6

aMean content of extracted element, shown in mg kg−1

b (Metal content (mobile) / metal content (aqua regia)) × 100

<DL below detection limit
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most widely used procedure to extract water-soluble and rap-
idly exchangeable fractions. This method extracts the water-
soluble and rapidly exchangeable fractions of the alkali and
alkaline earth cations by displacement with NH4

+ from ex-
changeable sites. Since NH4

+ forms inner-sphere surface com-
plexes with 2:1 layer-type clay minerals, the use of this meth-
od to measure soil cation exchange capacity has significant
potential for inaccuracy (Carter 1993). Compared to CaCl2,
CH3COONH4 showed better extraction ability for all the ele-
ments studied (Fig. 5a, b). The average proportion of extracted
Ba and Cd were 23.1 and 28.8 % of their total content, respec-
tively. For other elements, the extracted amount was less than
15 % of their total content. The results obtained are consistent
with others previously reported (Meers et al. 2005; Jamshidi-
Zanjani et al. 2015). The fact that higher extraction was shown

for toxic elements such as Cd, Zn and Cu using CH3COONH4

instead of CaCl2 highlights the high potential risk of their
release into the environment. Furthermore, considerable frac-
tions of these elements could be available for biota metabo-
lism. Ba and K were extracted in higher amounts with
CH3COONH4 than with EDTA and CH3COOH, which is
consistent with previously published results, which propose
that this method may be used to assess the amount of available
K, Na, Li, Ba, Mg and Ca (Carter 1993).

According to the results detailed in Table 4, the mean pro-
portions of Cu, Fe, Pb and V and the maximum values of Ni
and Zn, from samples taken from particular regions, are ex-
tracted in higher content with EDTA than with the other
extracting reagents. This indicates that these elements are
more easily remobilised by complexation than by acidification

Fig. 2 Box plot showing the variation of Ba, Cd, Co, Cu, Fe and K content in mobile fractions in the studied sediments (explanation: e—EDTA; b—
CH3COOH; a—CH3COONH4; c—CaCl2). Open circle represents outlying points, while asterisk represents extreme points
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processes. EDTA is a widely used complexing agent due to its
high extraction capacity (Sahuquillo et al. 2003). EDTA is
assumed to extract metals on exchange sites of both inorganic
and organic complexes. Additionally, EDTA is recognised to
concurrently complex with soil and sediments components,
such as Fe and Al oxides, aluminosilicates and carbonates
(Chao, 1984; Sahuquillo et al. 2003; Gismera et al. 2004),
resulting in their dissolution and competitive phenomena
among metals (Tsang et al. 2007). In general, EDTA is con-
sidered as an extractor of water soluble, partially exchange-
able, and partially organic-bound elements (Zhang et al. 2010;
Jamshidi-Zanjani et al. 2015).

It can be assumed that Cu, Zn and Pb are mostly associated
to a mineralogical fraction that is not attacked at all by other
extracting reagents, but is solubilised by EDTA, which also is

in agreement with work reported by Leleyter et al. (2012).
This scenario implies that these metals are not associated to
any carbonate phase, or exchangeable fraction, but may be
present as highly complexed forms, adsorbed on minerals.
Additionally, the proposed complexes would have to be less
stable than the complexes they can form with EDTA.
Sahuquillo et al. (2003) explained the reasons for the higher
extractability observed for Cu and Pb when using a
complexing agent for extraction: firstly, Cu and Pb have high
complexation constants with EDTA (log K = 17.8 and 18.3,
respectively). Secondly, these two metals are highly associat-
ed with Fe oxides and hydroxides and can be remobilised due
to the complexation of Fe with EDTA (log K = 25.1). Di
Palma and Mecozzi (2007) point out that in the remediation
of copper contaminated soil and sediments, the effectiveness

Fig. 3 Box plot showing the variation of Ni, Pb, Mn, V, Mg, and Zn content in mobile fractions in the studied sediments (explanation: e—EDTA; b—
CH3COOH; a—CH3COONH4; c—CaCl2). Open circle represents outlying points, while asterisk represents extreme points
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Fig. 4 Content of element after extraction with CH3COOH (a) and with EDTA (b)
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of EDTA has beenwidely demonstrated as a chelating agent in
washing treatments.

Leleyter et al. (2012) describe that for the estimation of
metal mobility, EDTA is adapted for Pb. Pb bound in the
organic fraction is an important non-residual fraction due to
Pb2+ having high stability constants with humic acids. Very
little lead bound to the exchangeable and carbonate fraction
was noted which is in agreement with the research carried out
by Anju and Banerjee (2011). Some data have shown that in
uncontaminated soils 20–60 % of the total Pb content can be
extracted with EDTA, which is in line with the results reported
here (Table 4). Results generally confirm EDTA effectiveness
in removing metals weakly bound to carbonate, oxide and
hydroxide fractions.

Dominant extraction of Zn, Cd, Co, Cr, Mg, Mn and Ni
was observed when CH3COOH was used as the extraction
reagent (Table 4, Figs. 2 and 3), which means that these metals
are more sensitive to acidification than to complexation pro-
cesses (Sahuquillo et al. 2003). Similar percentages of extract-
ed Cr, Cu, Pb, Ni, Zn and Cd with CH3COOH were also
shown for the Sava river (Milačič et al. 2010). Leleyter et al.
(2012) concluded that EDTA leaching appears to be the best
method to estimate Pb mobility, whereas sequential extraction
appears more appropriate to estimate Zn mobility. Successful
extraction of Cd with CH3COOH has also been reported by
other researchers (Kartal et al. 2006; Di Palma and Mecozzi
2007; Massolo et al. 2012). The Cd was mainly associated
with the fraction dissolved in acetic acid (Fig. 4a), which is
thought to remove predominantly water-soluble, exchange-
able, and carbonate-boundmetals from the sediment. The very
low solubility of cadmium carbonate and the low adsorption
constant of the complex formedwith the organic matter causes
Cd to become more concentrated in the carbonates and the
exchangeable fractions. Mn was considered to be the most
mobile element since it was present in the highest relative
percentage (a mean content of 51.4 %) when extracted with
CH3COOH (Fig. 4a). This is probably because of the known
close association of Mn with carbonates, as endorsed by other
researchers (Massolo et al.2012).

The box and whisker plots shown in Figs. 2 and 3 summa-
rise the basic statistics for the concentrations of heavy metals
investigated in the studied sediments. It is obvious that the
extractable amounts of elements by various single extractants
displayed wide differences in their variance. Some elements
have anomalies of higher extractable amounts in some of the
river sediments: Cd (Ibar, Pek); Co (Toplica, Ibar, Pek); Cu
(Pek, Toplica, Porečka river, South and West Morava,
Nišava); Ni (Ibar, South and West Morava, DTD canal); Pb
(Ibar, West Morava) and Zn (Ibar, Toplica, Tisa, Pek, West
Morava). These elements at quoted localities mainly originate
from anthropogenic sources. Anthropogenic metals entering
the aquatic environment are participated in geochemical frac-
tions that are environmentally reactive and as result their

bioavailability is higher. Anomalies of higher extractable
amounts of Ba, Fe, K, Mn, V and Mg are consequence of
significant differences in the geochemical composition of the
sediments.

Bioavailability risk assessment index

The results of the calculated bioavailability risk assessment
index (BRAI) with EDTA as the extractant are presented in
Fig. 7. In general, for all the sediments studied, the BRAI
values were higher than one, which means medium to high
risk levels of the researched elements. The BRAI values from
the Tisa; the Danube (Bezdan and Gruja, two of five samples);
the Sava (Ostružnica); the Ibar (Raška); the Great, West and
South Morava; the Nišava; the Tamiš; the Kolubara; the Pek
and the Toplica were all higher than three. The highest values
of BRAI (higher than four) were from the Tisa and the Pek.
The mean of the calculated BRAI for the sediments studied
were 3.13 (high risk of bioavailability). Therefore, it can be
concluded that the sediments in this study have considerable
potential to leach metals. Comparing the BRAI values report-
ed here with other published results, the mean BRAI value in
this research was higher than urban soil in Sevilla (Madrid
et al. 2008), but lower than mining areas in India (Anju and
Banerjee 2011), agricultural soils from Italy (Poggio et al.
2009) and residential sites in Italy (Poggio et al. 2009). The
results obtained for the studied river sediments are consistent
with results reported for the Sava (Milačič et al. 2010), where
it was shown that the environmental status of the Sava river is
generally comparable to other moderately polluted rivers in
Europe.

Correlation between single extractions and pseudo-total
element content

Supplementary Table 1 presents an overview of the significant
correlation between the element content obtained with differ-
ent single extraction procedures and the pseudo-total content
of elements obtained with aqua regia. A significant linear cor-
relation was found between the following: EDTA—extract-
able and total concentrations of Cd, Co, Cu, Ni, V and Zn;
CH3COOH—extractable and total concentrations of Cd, Co,
Mg, Ni, Pb and Zn; CH3COONH4—extractable and total con-
centrations of Ba, Cd, Cu, Mn, Ni, Pb and Zn and CaCl2—
extractable and total concentrations of Cu and Zn. These cor-
relations indicate that studied elements originate from anthro-
pogenic source rather than geochemical background. Positive
correlation of mobile Mn content with total Mn content indi-
cate that Mn oxides were the main substrate for some of the
elements (Relić et al. 2005). Correlation between the mobile
fractions ofMg and pseudo-total content ofMg indicating that
carbonates are significant substrates of elements in studied
sediments, considering that metal mobilisation with acetic
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Fig. 5 Content of element after extraction with CH3COONH4 (a) and with CaCl2 (b)
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acid is basically attributed to carbonate dissolution. No corre-
lation was found between the mobile fraction and the total

content for Cr, Fe and K. This can be explained by the fact
that aqua regia extracts the inert fraction of the sediment

Fig. 6 Content of element after aqua regia digestion. (a) Cd, Co, Cr, Cu, Ni, Pb, V and Zn and (b) Cd, Co, Cr, Ni, Pb and V (without Cu and Zn)
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components that is not related to the available chemical forms
(Kelepertzis et al. 2015). Cr was found to be the least mobile
element and was generally not released in significant amounts.
Also, Fe and K are elements that are predominantly bound
with oxides and silicates in sediments, and are generally im-
mobile. These elements are retained within the crystal lattice
of minerals and in well-crystallised oxides, and could be used
as an indicator of natural sources input (Favas et al. 2015).

It is possible to conclude that single extractions offer the
possibility to perform fast screening analysis of the
mobilisable pool of elements in soils and sediments. No cor-
relation between all the single extractions and the total extrac-
tion confirmed that total concentration is a poor indicator of
bioavailability.

Conclusions

Various single extraction procedures were used to evaluate Ba,
Cd, Co, Cr, Cu, Fe, K,Mg,Mn, Ni, Pb, Vand Zn extractability
in Serbian river sediments. The results of the single extraction
methods reveal that the studied sediments hold considerable
potential to leach metals. Among the protocols used for the
determination of heavy metal pool, the highest amount of
elemental content was extracted using acetic acid as the
extracting reagent. The highest amount of Ba and K was ex-
tracted using ammonium acetate; Cu, Fe, Pb and V with
EDTA, and Cd, Co, Cr, Mg, Mn and Ni with acetic acid.
Compared to calcium chloride, ammonium acetate showed

better extraction ability for all the elements studied. The fact
that higher extraction was shown for toxic elements such as
Cd, Zn and Cu using ammonium acetate instead of calcium
chloride highlights the high potential risk of their release into
the environment. Cd, Cu, Zn and Pb were among the metals
that show the highest potential bioavailability in the Serbian
river sediments tested. No correlation between all the single
extractions and the total extraction confirmed that total con-
centration is a poor indicator of bioavailability. Results of this
study imply that the potential risk arising from elevated con-
tents of toxic elements in the river sediments does not solely
rely on the total content, but on the determination of bioavail-
able fractions. In general, single extractions offer the possibil-
ity to perform fast screening analysis of the mobilisable pool
of elements in soils and sediments.

BRAI was used to quantify metal bioavailability in sedi-
ments. This index is very important in environmental research
due to its ability to quantify metal bioavailability in sediments
from which more reliable potential risks can be assessed. For
all the sediments studied, the BRAI values were higher than
one, which means medium to high risk levels of the
researched elements. These results may be of great importance
to researchers since the quantification of the bioavailability of
heavy metals in Serbian river systems using the BRAI has
never been previously reported. Also, the results provide base-
line information for overall management of the river’s
environment.

Based on the results obtained, we recommend the use of
single extraction procedures and the BRAI in future studies.

Fig. 7 BRAI values in the
surface sediment based on EDTA
extraction
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Furthermore, our recommendation would be to perform ex-
traction with glycine for the prediction of the effects of heavy
metal contamination on human health and to calculate an in-
dex to quantify human bioaccessibility.
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ABSTRACT
In this work, we present a study dedicated to determination of the inverse bremsstrahlung
absorption coefficients and the corresponding Gaunt factor of dense hydrogen-like stellar-
atmosphere plasmas where electron density and temperature change in a wide range. A method
suitable for this wide range is suggested and applied to the inner layers of the solar atmosphere,
as well as the plasmas of partially ionized layers of some other stellar atmospheres (for example,
some DA and DB white dwarfs) where the electron densities vary from 1014 cm−3 to 1020 cm−3

and temperatures from 6000 K to 300 000 K in the wavelength region of 10 nm ≤ λ ≤ 3000 nm.
The results of the calculations are illustrated by the corresponding figures and tables.

Key words: atomic processes – Sun: atmosphere – stars: atmospheres – white dwarfs.

1 IN T RO D U C T I O N

Although, of all the plasma internal absorption processes, we have
so far considered only ion–atom radiative ones, we are aware of the
need to consider other possible absorption processes too. Namely,
some of them must be treated as concurrent to the ones that we have
studied, and others warrant our attention for more diverse reasons.
One such kind of process is that of electron–ion bremsstrahlung,
which, by its very nature, suggests its importance, as its efficiency
increases proportionally to the square of the free-electron density.
Anyone interested in these processes must be fascinated by the
amount of works about them. Indeed, so much has been done in
this field that any new work should contain a very important result.
However, we believe that for some time now we have had results
of significant importance; we mean the possibility of determining
the spectral characteristics of inverse bremsstrahlung (absorption
coefficients and Gaunt factors) in the same way in a wide range of
electron densities and temperatures. We note that some preliminary
results have been presented at the X Serbian Conference on Spectral
Line Shapes in Astrophysics (Mihajlov, Srećković & Sakan 2015),
in order to inform other researchers of the potential possibilities
existing in the field of inverse bremsstrahlung processes.

� E-mail: vlada@ipb.ac.rs (VAS); nsakan@ipb.ac.rs (NS); mdimitrije-
vic@aob.rs (MSD)

The aims of this work require determination of the correspond-
ing spectral absorption coefficients for the inverse bremsstrahlung
process and the corresponding Gaunt factors for a broad class of
weakly non-ideal plasmas, as well as for plasmas of higher non-
ideality. It is shown that this process can be successfully described
in the frame of the cut-off Coulomb potential model within the range
of the physical parameters that cover the area important for mod-
elling astrophysical plasma (white dwarfs, solar atmospheres, etc).
The physical sense and the properties of a group screening param-
eter for two-component systems that are used in this paper are dis-
cussed in detail in our previous papers (Mihajlov, Vitel & Ignjatović
2009a,b). This method for describing the electrostatic screening in
two-component systems is applicable to systems of higher non-
ideality degree. On the basis of data from the above-mentioned
papers are determined new characteristic lengths that complete a
new system of screening lengths in plasma. This topic itself, the
discussion and search for more consistent models of screening and
more realistic potentials in plasmas is still continuing and is very
current (see Mihajlov et al. 2009b; Demura 2010, and references
therein).

For the sake of further considerations, we will introduce some
designations that are used below: E and E′: respectively, the energies
of the initial and final states of the electron–ion system (absorber);
εph: the energy of the absorbed photon and �k: its impulse; �q: the
impulse of the electron in its initial state; and m, e: respectively, the
mass of the electron and the modulus of its charge.
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2 N E C E S S A RY T H E O R E T I C A L R E M A R K S

2.1 The potential and electrostatic screening model

In Mihajlov et al. (2015) the significance of the model potential
used in this paper was emphasized. One of the model Coulomb
screening potentials, known as the cut-off potential, had already
been introduced in Suchy (1964), and had been investigated in
connection with the transport plasma properties in Mihajlov et al.
(1986). This potential is given by

U (r) =
⎧⎨
⎩ − e2

r
+ e2

rcut
0 < r ≤ rcut

0 rcut < r,

(1)

where r is the distance from the coordinate origin and rcut is a
parameter defined and determined further on in the text.

This is the model, illustrated by Fig. 1, used in this work. Let us
note that in Mihajlov et al. (2011) the universality of the screening
model did not arise at all. However, in the case of the electron–
ion inverse bremsstrahlung process, which is possible in plasmas
with enormous differences in electron densities and temperature,
the situation is the other way round. Namely, in this case we have
to start from the inner plasma electrostatic screening model of any
considered system and to solve the problem of its applicability. For
that purpose we will first consider the models used in the papers
that exist in the literature (Hazak et al. 2002; Armstrong et al. 2014;
van Hoof et al. 2014).

One can see that the electron–ion scattering is treated in those
models as scattering of the electron upon the adequate Debye po-
tential. This fact is a serious handicap of the mentioned models, as
was discussed in our previous papers.

This is caused by the fact that the Debye potential is defined as
a potential of the observed ion and the entirety of its surrounding
as a function of the distance from the ion, and can be used only
for determination of its average potential energy in the observed
plasma. Because of this, in Mihajlov et al. (2011) the model of the
inner plasma screening was applied for the first time. Fig. 1 im-
plies that in this screening model the potential energy of the free
electron Uscr.(r) is of a strictly Coulomb nature: Uscr.(r) = −e2/r in
the region r < rcut, where rcut is the corresponding cut-off radius,
and Uscr.(r) = const = Ucut in the region r > rcut, where Ucut is
equal to the average energy of the free electron in the considered
system. In further consideration of this, we take Ucut = −e2/rcut as
the zero of the energy and describe such plasma just by means of the
model cut-off potential given by equation (1), which is especially
suitable for describing electron–ion scattering within plasma. Cer-
tainly, we assume that the above-described electrostatic screening
model could be applicable in such a wide range of electron densi-
ties and temperatures that this allows one to consider it as an almost
universal model. For that very reason the cut-off potential equation
(1) could also be considered as almost universal.

2.2 Transformation of the dipole moments

It is only after an explanation of the universality of the potential
equation 1 that the procedures gain importance for the determina-
tion of inverse bremsstrahlung processes as characteristic spectral
absorption coefficients, Gaunt factors, and the possibility of im-
provement of these procedures.

As the first improvement, for the inverse bremsstrahlung cross-
section σ

(ex)
i.b. , the standard expressions from Sobelman (1979) will

be used here, since the potential equation (1) has a finite radius.

U
sc
r.(
r)

r

U = e2/r

r
0

cut cut

cut

Figure 1. Behaviour of the potential Uscr.(r), where rcut is the cut-off pa-
rameter presented in equations (6) and (7).

Consequently,

σ
(ex)
i.b. (E; E′) = 8π4

3

�e2k

q2

∑
l′=l±1

lmax|D̂E,l;E′l′ |2,

D̂E,l;E′l′ =
∫ ∞

0
PE′;l′ (r) · r · PE;l(r)dr, (2)

where lmax is defined in section 2.4, the radial functions PE; l(r) and
PE′;l′ (r) are the solutions of the radial Schrödinger equation

d2PE;l(r)

dr2
+

[
2m

�2
(E − U (r)) − l(l + 1)

r2

]
PE;l(r) = 0, (3)

and U(r) is the cut-off Coulomb potential given by equation (1). The
radial functions PE; l(r) of all states that are possible in the potential
U(r) are described and discussed by Mihajlov et al. (1986). As
the next step, using the transformation characteristics of the matrix
element of the solutions PE; l(r) we will replace the dipole matrix
element D̂E,l;E′l′ in equation 2 by the matrix element of the gradient
of the potential energy U(r). This procedure is described by the
expressions

|D̂(r)E,l;E′l′ |2 = �
4

m2
(
E − E

′)4 |∇UE,l;E′l′ |2, (4)

∇rUE,l;E′ l′ =
∫ rcut

0
PE,l(r) · ∇rU (r) · PE′l′ (r)dr, (5)

where U(r) is given by equation (1).
It is known that the transition from the dipole matrix element

D̂E,l;E′l′ to the dipole matrix element ∇rUE,l;E′ l′ in principle does
not mean much. However, in the case of U(r), which is given by
equation (1), it means a transition from determination of the quantity
D̂E,l;E′l′ , which cannot be factually calculated, to determination of a
quantity that can be calculated routinely. Namely, in the case of this
potential the integral of two functions of the Coulomb continuum
from 0 to ∞ gets replaced by the integral of the same two functions,
but from 0 to rcut.

2.3 Determination of the cut-off radius

In order to complete the described model we have to determine the
cut-off parameter rcut and the energy parameter Ucut as functions
of the electron density Ne and the temperature T. Here we will
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Table 1. Values of the Gaunt factor for Ne = 1 × 1017 [cm−3] as a function of wavelength λ and temperature T. The tables are available in their entirety
for 1014 cm−3 to 1020 cm−3 and temperatures from 6000 K to 300 000 K in the wavelength region of 10 nm ≤ λ ≤ 3000 nm in machine-readable form
in the online journal as additional data. A portion is shown here for guidance regarding their form and content.

λ [nm]/T [K] 10 000 20 000 40 000 50 000 100 000 150 000 200 000 250 000 300 000

10 1.084E+00 1.101E+00 1.121E+00 1.133E+00 1.207E+00 1.244E+00 1.291E+00 1.341E+00 1.415E+00
100 1.088E+00 1.104E+00 1.166E+00 1.217E+00 1.588E+00 1.813E+00 2.053E+00 2.303E+00 2.562E+00
200 1.093E+00 1.151E+00 1.402E+00 1.565E+00 2.522E+00 3.053E+00 3.609E+00 4.185E+00 4.778E+00
500 1.167E+00 1.512E+00 2.425E+00 2.932E+00 5.769E+00 7.322E+00 8.940E+00 1.061E+01 1.233E+01
1000 1.469E+00 2.340E+00 4.401E+00 5.533E+00 1.182E+01 1.524E+01 1.877E+01 2.240E+01 2.611E+01
1500 1.845E+00 3.251E+00 6.532E+00 8.330E+00 1.825E+01 2.359E+01 2.908E+01 3.469E+01 4.039E+01
2000 2.251E+00 4.207E+00 8.762E+00 1.125E+01 2.486E+01 3.213E+01 3.957E+01 4.715E+01 5.484E+01
2500 2.675E+00 5.197E+00 1.106E+01 1.424E+01 3.157E+01 4.075E+01 5.014E+01 5.968E+01 6.934E+01
3000 3.110E+00 6.216E+00 1.339E+01 1.729E+01 3.833E+01 4.942E+01 6.074E+01 7.223E+01 8.385E+01
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Figure 2. Behaviour of the parameters acut = rcut/re as a function of the
ratio rs; i/re, where re is given by equation (6) and rs; i is the ion Wigner–
Seitz radius for the considered electron–ion plasma. The presented curve is
obtained on the basis of data presented in Mihajlov et al. (2009a).

use the fact that these parameters can be determined by means of
Fig. 2, which is obtained using the data from Mihajlov et al. (2009a).
Namely, the curve presented in Fig. 2 shows the behaviour of the
parameter acut = rcut/re as a function of the ratio rs; i/re, where re

and the ion Wigner–Seitz radius rs; i are given by the relations

rs;i =
[

3

4πNi

]1/3

, re =
[

kT

4πNee2

]1/2

, (6)

where Ni is the ion density. After that the cut-off radius rcut is
determined here as a function of Ne, T by means of the relation

rcut = acut · re, (7)

where the parameter acut can be directly determined from Fig. 2.
The procedure for the determination of acut is to calculate the ratio
rs; i/re (by equation 6) for the required values of plasma parameters
(electron density and temperature) and to directly obtain (download)
the y values on the curve in Fig. 2 for the known x value.

2.4 The numerical procedure

The numerical procedure consists of two important elements.
The first element refers to the way of determining PE; l(r) in the
area r > rcut. As known, the necessary solution of equation 3
is given by superposition of the spherical Bessel functions, i.e.
C1jn(z) + C2yn(z), where jn(z) and yn(z) are spherical Bessel

functions of the first and second kinds and they are of the nth order.
However, here is used the fact that these functions are expressed over
the Coulomb functions Fl(0,

√
2mE
�

r) and Gl(0,
√

2mE
�

r) by means
of the relations (see e.g. Gough 2009) jL(ρ) = ρ−1FL(0, ρ) and
yL(ρ) = −ρ−1GL(0, ρ), where GL(0, ρ) is the Coulomb function
that is irregular at the coordinate origin. In accordance with that,
the necessary radial function PE; l(r) in the case r > rcut is used here
in the form

PE;l(r) = Cc
N

{
CF Fl

(
0,

√
2mE

�
r

)
+ CGGl

(
0,

√
2mE

�
r

)}
,

(8)

where Cc
N is the normalization constant and CF and CG are the

constants that provide the behaviour of the solution according to
the convergent value for infinite radii. In such a way, we have fully
standardized the expressions for the necessary (continual) radial
solutions of equation (3).

The second element of the numerical procedure refers to the
method of summing in equation 2 for the inverse bremsstrahlung
cross-section σ

(ex)
i.b. (E; E′). After a detailed investigation, the follow-

ing method of summation is chosen: the sum goes over l′ from 0 to
lmax with no need for initial checking of the convergence, and for
l′ > lmax the sum is checked for convergence, e.g. when l′ is greater
than lmax the Cauchy criteria for the convergence test is applied
since it is expected that the sum monotonically converges towards
the limit value. The behaviour of the sum after reaching the limiting
value lmax was examined and convergence is proved in the limiting
series of rcut, when the cut-off radius converges towards infinity
rcut → ∞. To determine the start of the checking boundary we use
lmax =	l∗�+ 1 where l∗ is determined from the relation �

2·l(l+1)
2mr2

cut
= E

From here, keeping in mind that l(l + 1) = (l + 1/2)2 − 1/4, we get

the boundary value l∗ in the form l∗ = 0.5 · (
√

1 + 8 · 2mE
�2 r2

cut − 1).

It has been shown that summing over l in the region l > lmax ends
very quickly, so that the total number of summands is not much
greater than lmax. Such behaviour of the sum is proof of a well
defined lmax boundary. After these improvements we could use the
possibilities provided by the universality of the electrostatic screen-
ing model that we used and finally perform extensive calculations
of the inverse bremsstrahlung characteristics that could be the basis
for creation of the corresponding data base.

3 T H E C A L C U L AT E D QUA N T I T I E S

We consider here plasmas with electron densities from 1014 cm−3

to 1 · 1020 cm−3 and temperatures from 6000 K to 300 000 K. In
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0.75 0.80 0.85 0.90 0.95 1.00
1015

1016

1017

1018

1019

1020

1021

1022

1023

r/R=0.99;Ne=1.6x1020[cm-3];T=45000K

N
e[
cm

-3
]

r/R

Ne_model

r/R=1;Ne=8x1016[cm-3];T~5000K

104

105

106

107
T[K]

T
[K
]

-100 -80 -60 -40 -20 0

10-11

10-9

10-7

10-5

10-3
6000

7000

8000

9000

10000

h[km]

T[K]
Ne[cm-3]

T
[K
]

Solar Photosphere

1014

1015

N
e[
cm

-3
]

100nm
200nm
300nm
500nm
1000nm

3000nm
2500nm
2000nm
1500nm

100 nm; AI
200 nm; AI
300 nm; AI
100 nm; H-

200 nm; H-

300 nm; H-

ff

100nm
200nm
300nm

1000nm

[c
m
-1
]

500nmff

3000nm
2500nm
2000nm
1500nm

(b)(a)

Figure 3. (a) Electron density and temperature in the interior of the Sun as a function of radius for the Standard Solar Models (Bahcall, Serenelli & Basu
2006). (b) Upper panel: behaviour of the temperature T and Ne as a function of height h within the considered part of the solar atmosphere model of Fontenla,
Balasubramaniam & Harder (2007). Lower panel: plots of the absorption coefficients (equation (9)) of the absorption processes considered for the case of a
solar atmosphere model from Fontenla et al. (2007). Black lines denote free–free (ff) absorption processes, i.e. inverse bremsstrahlung absorption coefficients,
blue electron–atom and red ion–atom absorption coefficients (Ignjatović et al. 2014; Srećković et al. 2014). The extrapolated values are in the left shaded
region in front of the dashed line.

accordance with Mihajlov et al. (1993) and Adamyan et al. (1994),
for such conditions we find that, for the electron component, treated
as an appropriate electron gas on a positively charged background,
the value of the chemical potential is practically equal to the classical
one, so that the distribution function for electrons is Maxwellian
fT (v) = 4π (m/2πkT )3/2v2e−mv2/2kT , for a given temperature T.
Consequently,

κ
(ex)
i.b. (ελ; Ne, T ) = N2

e ·∫ ∞

0
σ

(ex)
i.b. (E; E′)v · fT (v)dv ·

(
1 − exp

[
−�ω

kT

])
, (9)

where the expression in parentheses takes into account the effect
of stimulated emission. Additionally, we take the quasi-classical
Kramer’s k

q.c.
i.b. (λ, T ; Ne) (see e.g. Sobelman 1979) as

k
q.c.
i.b. (λ, T ; Ne) = N2

e · 16π5/2
√

2e6

3
√

3cm3/2ε3
ph

�
2

(kT )1/2

(
1 − exp

[
−�ω

kT

])
,

(10)

where εph = 2π�c/λ, and the averaged Gaunt factor Gi.b.(λ, T) is

k
(ex)
i.b. (λ, T ; Ne) = k

q.c.
i.b. (λ, T ; Ne) · Gi.b.(λ, T ), (11)

where k
(ex)
i.b. (λ, T ; Ne) and k

q.c.
i.b. (λ, T ; Ne) are given by equations (9)

and (10).

4 R ESULTS AND DISCUSSION

The contribution of inverse bremsstrahlung to the total absorption
in stellar atmospheres is not so important, but its contribution in-
creases with density, and for very dense plasmas it becomes domi-
nant. For example, Grinenko & Gericke (2009) stated that inverse
bremsstrahlung is the dominant absorption mechanism for lasers

with parameters typical for inertial confinement fusion. Plasma in
inertial confinement fusion experiments has properties that are simi-
lar to the conditions in stellar interiors. Consequently, it is of interest
to investigate the role of inverse bremsstrahlung in subphotospheric
and deeper layers, and to examine its influence on radiative transfer
through such layers.

In addition to other factors that determine the importance of
inverse bremsstrahlung, we should bear in mind the existence of
a physical area where inverse bremsstrahlung is dominant com-
pared to other processes. The examples that demonstrate this can
be found in the literature (Rozsnyai 2001; Grinenko & Gericke
2009). Moreover, we expect a major contribution to the inverse
bremsstrahlung process in a dense highly ionized plasma (see
e.g. Fig. 3(a), the marked region of r) in the process of trans-
fer of radiation. Here we mean the high electron density and
temperature that occur in the interior of the Sun, which are in
Fig. 3(a) presented as a function of radius (Standard Solar Models,
Bahcall et al. 2006).

In the lower panel in Fig. 3(b), the plot of each absorption co-
efficient of the considered absorption processes for the case of a
solar atmosphere model from Fontenla et al. (2007) is shown as
a function of height for various values of wavelengths. Here h is
the height of the considered layer with respect to the chosen ref-
erent one. The corresponding plasma parameters are presented in
the upper panel of Fig. 3(b). The electron–atom processes that are
sometimes treated as the H− continuum. With AI, i.e. κai, atom–ion
symmetric and non-symmetric processes (Ignjatović et al. 2014;
Srećković et al. 2014) are represented. From this figure one can see
that the inverse bremsstrahlung absorption coefficients are compa-
rable with the concurrent ones, especially in the region of higher
electron density and temperature h ≤ −70 km (left-hand part of
Fig. 3(b)). Consequently, we can conclude that the influence of
the inverse bremsstrahlung process increases with temperature and
density.
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Figure 4. (a) Dynamics of the Gaunt factor data from this work (equation (11)) and data obtained by the approximation formula (D’yachkov 1990) for the
electron density Ne = 6.5 · 1018 cm−3 and temperature T = 18 000 K (from Vitel et al. 2004; Mihajlov et al. 2011). (b) Behaviour of the mean Gaunt factor
data from this work and data obtained by the approximation formula (D’yachkov 1990) for the electron density Ne = 1.5 · 1019 cm−3 and T = 23 000 K (from
Vitel et al. 2004; Mihajlov et al. 2011).
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Figure 5. (a) Plots of the absorption coefficients (equation (9)) of the considered absorption processes for the case of a DB white dwarf with Teff = 12 000 K
and log g = 8 as functions of log τ , where τ is the Rosseland optical depth. (b) Plots of the absorption coefficients (equation (9)) of the considered absorption
processes for the case of a DB white dwarf with Teff = 16 000 K and log g = 8 as functions of log τ , where τ is the Rosseland optical depth. Black lines
denote ff absorption processes, i.e. inverse bremsstrahlung absorption coefficients, blue concurrent electron–atom (EA) processes (He− continuum) and red
concurrent ion–atom absorption coefficients (ai).

The behaviour of the Gaunt factor in the area of higher parame-
ters of non-ideality is shown in Figs 4(a) and (b). In these figures
are presented the dynamics of the Gaunt factor for the electron
density Ne = 6.5 · 1018 cm−3 and temperature T = 18 000 K as
well as for Ne = 1.5 · 1019 cm−3 and T = 23 000 K (parameters
obtained in the experiment by Vitel et al. 2004; Mihajlov et al.
2011). The data from this work are marked by solid lines and
data obtained by the use of the approximation formula (D’yachkov
1990) by the dashed line. The insets show the data from this work
but in a wider wavelength region. One can notice that there is
an evident difference between the data presented here and data
obtained by the use of the approximation formula (D’yachkov

1990). These differences are affected by the principal differences
in the way of describing the electron–ion scattering in the rest
of the plasma (see Mihajlov et al. 2009a). It is understood that
some of these results may be useful for further laboratory plasma
investigations.

Good conditions for studying the impact of the increase of elec-
tron density and temperature on the inverse bremsstrahlung contri-
bution is provided by plasmas of white dwarf atmospheres. This is
illustrated in Figs 5(a) and (b), where the plots of the considered
absorption processes, including the inverse bremsstrahlung pro-
cesses, are shown for the case of a DB white dwarf with log g = 8,
Teff = 12 000 K and Teff = 16 000 K from the atmosphere model
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of Koester (2015, private communication). The electron–atom
processes (He− continuum), are represented in these figures by
blue lines marked by EA (κEA). ai, i.e. κai, represents atom–ion
symmetric and non-symmetric processes. From these figures one
can see that the inverse bremsstrahlung absorption coefficients are
comparable with concurrent ones, especially in the region of higher
electron density (the parts of Figs 5(a) and (b) marked with arrows).
Finally, within the considered DB white dwarf atmospheres, the in-
vestigated radiative processes strongly influence the atmosphere’s
opacity, especially for the cases of white dwarf atmospheres with
larger effective temperature, i.e. higher electron densities and tem-
peratures.

Concerning the accuracy, a number of factors may affect it. First,
we discuss the screening parameters. It is likely that such a change
in the screening length will affect the accuracy. Since the method
that is used here is applicable to systems of higher non-ideality
degree, its use is limited to certain areas of plasma temperatures
and densities. For plasmas with low non-ideality (i.e. low density
and high temperature) or plasmas with extreme non-ideality with
the coupling parameter � much greater than 1 (high density and
very low temperature), this approach is not capable of providing
high accuracy (here � = e2/(akT) and a = (3/4πNe)1/3). Finally,
we are also able to notice that the data are highly sensitive to changes
in temperature.

To summarize, the presented exact quantum-mechanical method
is used to obtain the spectral coefficients for the inverse
bremsstrahlung process and the corresponding Gaunt factors for
a broad class of moderately non-ideal plasmas, as well as for plas-
mas of higher non-ideality. The range of the physical parameters
covers the area important for plasma modelling from an astrophysi-
cal standpoint (white dwarfs, central stars of planetary nebulae, etc).
For this purpose, calculation of the Gaunt factors in a wide region
of wavelengths for series of electron densities and plasma tempera-
tures was done. The results of the calculations are illustrated by the
corresponding tables in the online version of this article (table for
every Ne and T taken).

Further directions in the development of the method would be
determination of absorption coefficients and Gaunt factors for two-
component systems (ions with an arbitrary charge Z and electron
component) as well as for three-component systems.
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Mihajlov A. A., Vitel Y., Ignjatović L. M., 2009b, High Temperature, 47,

147
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ABSTRACT
In this work, we present the data of Stark widths of rare-earth element Nb III, calculated for 21
spectral lines by using the modified semi-empirical method. Obtained results have been used
to study the influence of Stark broadening on spectral lines in hot stars atmospheres such as
A-type star and DA and DB white dwarfs.

Key words: atomic data – atomic processes – line: formation.

1 IN T RO D U C T I O N

Abundances analyses show presence of different rare-earth elements
(REE) in stellar spectra of hot star atmospheres. The primary
astrophysical source of the REE is the rapid neutron-capture process
also known as r-process (Mumpower et al. 2016). This mechanism
is responsible for the majority of the Solar system REE abundances.
Stark broadening data of REE spectral lines are important for
abundance determination and also for laboratory and technological
plasma.

In the spectrum of Canopus, single ionized niobium is noted
by Reynolds, Hearnshaw & Cottrell (1988). Also, Gopka et al.
(1991) analyse the abundances of REE elements: strontium, yttrium,
zirconium, niobium, molybdenum, ruthenium, rhodium, barium,
lanthanum, cerium, praseodymium, neodymium, samarium, eu-
ropium, and gadolinium in the atmospheres of K giants by the
model atmosphere method using synthetic spectra method. From a
spectroscopic analysis of the rapidly oscillating chemically peculiar
star γ Equ with model of Teff = 7700 K, log g = 4.20, Ryabchikova
et al. (1997) derived that Nb and Mo are the most overabundant
elements in this star relative to the Sun. An example of a very
sharp-lined chemically peculiar star, γ Equ, is of spectral class near
F0V. This star is a member of the rapidly oscillating CP2 (roAp)
stars. It was discovered oscillations with a period of 12.44 min and
an amplitude that was variable between 0.5 and 1.5 mmag from
night to night.

Identification and quantitative analysis of REE abundance show
the spectral lines of the first ions, often the spectral lines of the sec-
ond and third ions, of REE are dominant in stellar atmospheres due
to low ionization potentials (Popović, Dimitrijević & Ryabchikova
1999).

We started to investigate ionized niobium spectral lines in
Simić, Dimitrijević & Popović (2014), and we obtained electron-
impact (Stark) full width at half-maximum (FWHM) intensity of
15 Nb III spectral lines from 4d2 (3F)5s–4d2 (3F)5p transitions.

� E-mail: zsimic@aob.rs

This result shows importance of Stark broadening effect for
plasma conditions in atmospheres of A-type stars and DB white
dwarfs.

The crucial work on niobium in ionized states II and III is pre-
sented in Nilsson et al. (2010). The accurate transition probabilities
for astrophysically interesting spectral lines of Nb II and Nb III

were derived in order to determine the niobium abundance in the
Sun and in metal-poor stars rich in neutron-capture elements. The
quality of the presented data lines in laboratory measurements of
17 radiative lifetimes in Nb II. By combining these lifetimes with
branching fractions for lines depopulating the levels, Nilsson et al.
(2010) derived the transition probabilities of 107 Nb II lines from
4d25p configuration in the wavelength range 2240–4700 Å, and
have presented the theoretical transition probabilities of 76 Nb III

transitions with wavelengths in the range 1430–3140 Å.
Complex spectra of REE produce difficulties in calculations for

the same approach (Popović & Dimitrijević 1998). Often there are
no available data on the energy levels and the reliable transition
probabilities for the REE that direct to use the approximate methods
suitable for Stark broadening calculations. As we mentioned in
Simić et al. (2014), there are many cases where we can use estimate
of Stark broadening parameters on the basis of regularities and
systematic trends to complete the atomic data needed for calculation
(Dimitrijević & Popović 1989).

The spectrum of doubly charged Nb ion is given by Gayazov,
Ryabtsev & Churilov (1998), with 908 identified lines in recorded
region. The LS coupling is a quite good approximation for niobium
in the studied configurations. The analysis of the third niobium
spectrum was based on the theoretical level energies and transition
probabilities calculated using the COWAN code. The mixing of the
terms in the third niobium spectrum configuration is denoted as a
mixing configuration term (Gayazov et al. 1998). Details will be
given in Section 3 of this paper.

In this work, we presented new electron-impact (Stark) FWHM
intensity for 21 Nb III spectral lines and completed a list of obtained
results in Simić et al. (2014) within modified semi-empirical
approach (MSE; Dimitrijević & Konjević 1980) including the case
of complex spectra (Popović & Dimitrijević 1997). This considered

C© 2019 The Author(s)
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transitions will be used to investigate the importance of Stark
broadening for plasma conditions in hot stellar atmospheres such
as A-type star and DA and DB white dwarfs.

No available experimental data that can be used to compare with
our electron-impact full widths.

2 THE MODIFIED SEMI-EMPIRICAL
M E T H O D

The electron-impact (Stark) full width (FWHM) of an isolated
ion line is given for an ionized emitter within the MSE approach
(Dimitrijević & Konjević 1980) as

wMSE = N
4π

3c

�
2

m2

(
2m

πkT

)1/2
λ2

√
3

·
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Li′ Ji′
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where i represent the initial level, and f the final one,
�2

�k ,�k′ , k = i, f is the square of the matrix element, and(∑
k′

�2
kk′

)
�n�=0

=
(

3n∗
k

2Z

)2 1

9

(
n∗2

k + 3�2
k + 3�k + 11

)
(in Coulomb approximation). The electron density is denoted with
N, while T is the electron temperature, equation (1). With g(x)
(Griem 1968) and g̃(x) (Dimitrijević & Konjević 1980) are denoted
Gaunt factors for width, for �n �= 0 and �n = 0, respectively. Also,
this function depends on

xlk,lk′ = E

�Elk,lk′
, k = i, f ,

here E = 3
2 kT is the electron kinetic energy and �Elk,lk′ = |Elk −

Elk′ | is the energy difference between levels lk and lk ±1 (k = i, f),

xnk,nk+1 ≈ E

�Enk,nk+1
,

where for �n �= 0 the energy difference between energy levels with
nk and nk + 1, �Enk,nk+1, is estimated as �Enk,nk+1 ≈ 2Z2EH /n∗3

k .
n∗

k = [EH Z2/(Eion − Ek)]1/2 is the effective principal quantum
number, Z is the residual ionic charge, for example Z = 1 for neutral
atoms, and Eion is the appropriate spectral series limit.

We used Gayazov et al. (1998) for atomic energy levels needed
for our calculation of Nb III Stark linewidths.

3 C OMPLEX SPECTRA O F IONIZED NIOBI UM

In Morton (2000), we found report on energy levels for neutral
niobium and single, double, and triple charged niobium. Especially
for Nb III origin of the data for levels are from Iglesias (1955). This
third spectrum of niobium photographed in the region from 540
to 3200 Å and it was measured 700 lines. It established 58 new
levels originating from the 4d23, 4d25s, 4d25d, 4d26s, and 4d25p
configurations and to classify a total of 319 lines. The source was
condensed spark in He between Nb electrodes, and for lines of

longer wavelengths it was used plates and light source a condensed
spark in air.

A detailed study of Iglesias (1955) of the spectrum of doubly
ionized Nb was motivated Gayazov et al. (1998) to perform new
research of Nb III spectrum. All levels below 80 000 cm−1, found
by Iglesias (1955), were confirmed including the ones. Their values
have been slightly modified due to better accuracy of observations
(Gayazov et al. 1998). Accuracy of the energy levels is estimated
as 0.1 cm−1 or better.

In the third niobium spectrum configuration we can found mixing
configuration, term with different configurations (Gayazov et al.
1998). For example, 63686.35 cm−1 observed energy is represented
with term with configuration mixing: 83 per cent 4d25p (3F) 4G5/2

and 11 per cent 4d25p (3F) 2F5/2. In distinction from next example
observed energy 78793.62 cm−1 with 61 per cent 4d25p (1G) 2G7/2

and 16 per cent 4d25p (3F) 2D7/2. In the case when we can neglect
the contribution of other configurations, as the first example here,
we can apply MSE approach. Otherwise, we need a calculate the
square of the matrix element as

�2
j,j ′ , = P1�2

α,α′ + P2�2
β,β ′ ,

where P1 is the part of the leading configuration and P2 of the second
one of any term represented as a mixture (P1 + P2 = 1), α, α′ denote
the energy level corresponding to the leading configuration, and its
perturbing levels, and β, β ′ is the same for the second configuration
(see details in Dimitrijević & Popović 1993).

4 R ESULTS AND D I SCUSSI ON

In our previous study of doubly charged niobium ion (Simić et al.
2014), we considered 5s–5p transitions, and noted that it is possible
to apply MSE approach (Dimitrijević & Konjević 1980) in the case
of complex spectra where contributions of leading term of initial
and final energy level are at least 80 per cent. This criterion allows
us to take new 21 lines of Nb III for calculations of Stark widths
for 5p–5d transitions. In Table 1, we represent the Stark full widths
for Nb III for 5p–5d transitions. All calculations taken in account
an electron density of 1023 m−3 and temperatures from 10 000 up
to 300 000 K. The temperature dependence of Stark widths for 5p–
5d transitions, can be seen in Fig. 1, shows the usual trend where
widths decrease with temperature. At the high temperatures Stark
width becomes very close with respect to each other.

In the Nilsson et al. (2010), the probabilities of 76 Nb III tran-
sitions with wavelengths in the range 1430–3140 Å are presented.
In accordance with Iglesias (1955) the terms listed in tables from
Nilsson et al. (2010) have short designation. For our range of interest
there are data only on a–z transitions, where ‘a’ represents parent
term 4d3 for lower level and ‘z’ designates parent term 4d2(3F)5p for
upper level accordingly. In our investigation, with the spectral range
of 1680–2060 Å, all of the lines measured in Nilsson et al. (2010) are
not applicable for our calculated values of 5p–5d transitions. The
possibility of comparison of our calculations with the presented
results would lead us to include the calculations for some of the
lines presented in Nilsson et al. (2010), in our further research.

The electron-impact broadening effect in hot stars for Nb III

spectral lines can be considered in two models: A-type and white
dwarfs. In the case of white dwarfs we will take both DA and DB
types. For that matter we chosen 1771.5 Å spectral lines of Nb III for
transitions, it could be seen in Table 1 as 5p (3F) 4G9/2–5d (3F) 4Fo

7/2

transition with a relative intensity of 277 (Gayazov et al. 1998).
We compared thermal Doppler and Stark widths for Nb III spectral

line 5p (3F) 4G9/2–5d (3F) 4Fo
7/2 (λ = 1771.5 Å) in A-type stars, a
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Table 1. Nb III electron-impact broadening parameters (full width at half-maximum) for 4d2 (3F) 5s–4d2 (3F) 5p transitions obtained
by the modified semi-empirical method (Dimitrijević & Konjević 1980) for a perturber density of 1023 m−3 and temperatures from
10 000 up to 300 000 K.

Transition T (K) Width (Å) Transition T (K) Width (Å)

10 000 0.0599 10 000 0.0626
Nb III 20 000 0.0423 Nb III 20 000 0.0442
1838.0 Å 50 000 0.0267 1869.8 Å 50 000 0.0280
5p (3F) 4G5/2–5d (3F) 4Fo

3/2 100 000 0.0193 5p (3F) 4G7/2–5d (3F) 4Fo
5/2 100 000 0.0202

200 000 0.0175 200 000 0.0184
300 000 0.0174 300 000 0.0182

10 000 0.0592 10 000 0.0525
Nb III 20 000 0.0418 Nb III 20 000 0.0371
1824.8 Å 50 000 0.0264 1727.2 Å 50 000 0.0234
5p (3F) 4G5/2–5d (3F) 4Fo

5/2 100 000 0.0191 5p (3F) 4G7/2–5d (3F) 4Fo
7/2 100 000 0.0171

200 000 0.0174 200 000 0.0160
300 000 0.0173 300 000 0.0158

10 000 0.0498 10 000 0.0512
Nb III 20 000 0.0352 Nb III 20 000 0.0362
1688.7 Å 50 000 0.0222 1706.6 Å 50 000 0.0229
5p (3F) 4G5/2–5d (3F) 4Fo

7/2 100 000 0.0163 5p (3F) 4G7/2–5d (3F) 4Fo
9/2 100 000 0.0167

200 000 0.0153 200 000 0.0157
300 000 0.0142 300 000 0.0153

10 000 0.0556 10 000 0.0577
Nb III 20 000 0.0393 Nb III 20 000 0.0408
1771.5 Å 50 000 0.0248 1800.4 Å 50 000 0.0258
5p (3F) 4G9/2–5d (3F) 4Fo

7/2 100 000 0.0181 5p (3F) 4G11/2–5d (3F) 4Fo
9/2 100 000 0.0189

200 000 0.0169 200 000 0.0176
300 000 0.0164 300 000 0.0172

10 000 0.0542 10 000 0.0670
Nb III 20 000 0.0382 Nb III 20 000 0.0474
1749.9 Å 50 000 0.0242 1926.8 Å 50 000 0.0299
5p (3F) 4G9/2–5d (3F) 4Fo

9/2 100 000 0.0177 5p (3F) 4G11/2–5d (3F) 4Ho
13/2 100 000 0.0216

200 000 0.0166 200 000 0.0198
300 000 0.0161 300 000 0.0195

10 000 0.0700 10 000 0.0701
Nb III 20 000 0.0495 Nb III 20 000 0.0495
1963.1 Å 50 000 0.0313 1963.0 Å 50 000 0.0313
5p (3F) 4F7/2–5d (3F) 4Do

5/2 100 000 0.0225 5p (3F) 4F9/2–5d (3F) 4Do
7/2 100 000 0.0226

200 000 0.0205 200 000 0.0207
300 000 0.0203 300 000 0.0204

10 000 0.0674 10 000 0.0605
Nb III 20 000 0.0477 Nb III 20 000 0.0428
1928.3 Å 50 000 0.0301 1847.8 Å 50 000 0.0270
5p (3F) 4F7/2–5d (3F) 4Do

7/2 100 000 0.0218 5p (3F) 4F9/2–5d (3F) 4Fo
7/2 100 000 0.0197

200 000 0.0199 200 000 0.0184
300 000 0.0196 300 000 0.0178

10 000 0.0702 10 000 0.0589
Nb III 20 000 0.0496 Nb III 20 000 0.0417
1975.5 Å 50 000 0.0314 1824.3 Å 50 000 0.0263
5p (3F) 4F7/2–5d (3F) 4Fo

5/2 100 000 0.0226 5p (3F) 4F9/2–5d (3F) 4Fo
9/2 100 000 0.0192

200 000 0.0205 200 000 0.0180
300 000 0.0203 300 000 0.0174

10 000 0.0583 10 000 0.0703
Nb III 20 000 0.0412 Nb III 20 000 0.0497
1817.0 Å 50 000 0.0261 2061.4 Å 50 000 0.0314
5p (3F) 4F7/2–5d (3F) 4Fo

7/2 100 000 0.0190 5p (3F) 4D1/2–5d (3F) 4Do
1/2 100 000 0.0225

200 000 0.0177 200 000 0.0206
300 000 0.0172 300 000 0.0204
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Table 1 – continued

Transition T (K) Width (Å) Transition T (K) Width (Å)

10 000 0.0568 10 000 0.0691
Nb III 20 000 0.0402 Nb III 20 000 0.0488
1794.2 Å 50 000 0.0254 2041.1 Å 50 000 0.0309
5p (3F) 4F7/2–5d (3F) 4Fo

9/2 100 000 0.0186 5p (3F) 4D1/2–5d (3F) 4Do
3/2 100 000 0.0222

200 000 0.0174 200 000 0.0203
300 000 0.0168 300 000 0.0201

10 000 0.0761
Nb III 20 000 0.0538
2044.6 Å 50 000 0.0340
5p (3F) 4D1/2–5d (3F) 4Fo

3/2 100 000 0.0244
200 000 0.0221
300 000 0.0220

Figure 1. Stark widths as a function of temperatures for doubly ionized
niobium spectral lines 1771.5 and 1749.9 Å.

model atmosphere with Teff = 10 000 K and log g = 4.5 (Kuruczs
1979), in Fig. 2. In considered case the Stark width is smaller
than Doppler one, although in such case Stark broadening must be
considered since its influence on line wings is still dominant. Stark
broadening increases in line wings with the increase of niobium
abundance as expected.

For the model of white dwarfs DA and DB types, we consid-
ered the same Nb III spectral line 5p (3F) 4G9/2–5d (3F) 4Fo

7/2 (λ

= 1771.5 Å). In Fig. 3, the comparison of Stark and Doppler
width as a function of optical depth is shown for both models,
with Teff = 15 000 K and log g = 8 (Wickramasinghe 1972).
Here, thermal Doppler broadening has much less importance in
comparison with the Stark broadening mechanism than in A-
type stellar atmospheres. The optical depth points at the standard
wavelength λs = 5150 Å(τ 5150) are used in Wickramasinghe (1972)
and here, in distinction from (Kuruczs 1979) where the Rosseland
optical depth scale (τRoss) has been used for the A-type star model.

Stark broadening is more significant than the thermal Doppler
broadening even in the surface atmosphere layers of DA and DB
white dwarfs, see Fig. 2. Also, electron-impact broadening is larger
in DB type of white dwarfs.

Generally, from our results it follows that in atmosphere of A-
type stars and white dwarfs exists layers where Stark broadening

Figure 2. Thermal Doppler and Stark widths for Nb III spectral lines 5p
(3F) 4G9/2–5d (3F) 4Fo

7/2 (λ = 1771.5 Å) for an A-type star atmosphere
model with Teff = 10 000 K and log g = 4.5, as a function of the Rosseland
optical depth.

Figure 3. Thermal Doppler and Stark widths for Nb III spectral lines 5p
(3F) 4G9/2–5d (3F) 4Fo

7/2 (λ = 1771.5 Å) for DA and DB white dwarf
atmosphere model with Teff = 15 000 K and log g = 8, as a function of
optical depth τ 5150.
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effect should be taken into account for modelling and investigating
stellar plasmas.
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Abstract To effectively manage potential environmental

and human health impacts of contaminated river sediments,

it is important that information about the source (anthro-

pogenic vs geogenic), variability and environmental risks

associated with the contamination are well understood. The

present study was carried out to assess the source and

severity of contamination and to undertake a risk assess-

ment for selected elements (As, Cd, Co, Cr, Cu, Fe, Mn, Ni,

Pb, V and Zn) in river sediments in Serbia. The estimate of

the anthropogenic component of contamination was derived

by determining the total element content and the back-

ground values for elements in sediments, and the severity of

pollution was assessed by calculating a number of pollution

indices including the contamination factor, the enrichment

factor, the index of geoaccumulation, the ecological risk

factor, the potential ecological risk index, the pollution load

index, the combined pollution index, the modified degree of

contamination and the toxic unit factor. This analysis

indicates that river sediments in Serbia are primarily pol-

luted with Zn, Cu and Cd. The most contaminated river

systems are the Ibar, Pek, West Morava and Great Morava

rivers. Mining activities were found to have a significant

influence on sediment. Multivariate analyses suggested

anthropogenic origins for Pb, Zn, Cd, As, Ni and Cu, whilst

Fe, V, Mn, Co and Cr appear to have a mixed origin (both

lithogenic and anthropogenic sources). A geochemical

approach, with a calculation of pollution indices and sta-

tistical methods, is recognised as useful for the risk man-

agement of trace elements in sediments around the world.

Keywords Trace elements � River sediments �
Enrichment factor � Modified degree of contamination �
Multivariate analysis

Introduction

Heavy metals are widely distributed in nature, in places

such as water, soil, sediments, air and various forms of

organisms (Zhang et al. 2009). Metals are non-biodegrad-

able and accumulative in nature. Contamination of the

aquatic environment by heavy metals occurs as the result of

various human activities (Behra et al. 2002). Elevated

emissions and their deposition over time can lead to

anomalous enrichment, causing metal contamination of the

surface environment (Wong et al. 2006). Metal contami-

nation in these sediments could directly affect the river

water quality, resulting in potential consequences to the

sensitive lowest levels of the food chain and ultimately to

human health (Kabir et al. 2011).

The sediments consist of inorganic and organic parti-

cles with complex physical, chemical and biological
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characteristics. They can scavenge some elements, thus

acting as an adsorptive sink with metal concentrations in

sediments often being many times greater than in the water

column (Kalantzi et al. 2013). These metals may present

both natural and anthropogenic origin. Main natural sour-

ces of heavy metals are weathering of soils and rocks and

atmospheric deposition. Discharge of agricultural, muni-

cipal and industrial wastewaters into water bodies is

dominant contribution from anthropogenic sources (Lin

et al. 2011). To identify pollution problems, the anthro-

pogenic contributions should be distinguished from the

natural sources. Geochemical approaches, such as the

enrichment factor (EF) and geochemical index methods,

have been successfully used to estimate the impact of the

human activities on sediments (Chabukdhara and Nema

2012) and many scientists have studied metal contamina-

tion in sediments using these approaches (Gao et al. 2013;

Hui-na et al. 2012; Hu et al. 2011; Kabir et al. 2011; Ha-

rikumar et al. 2009; Abrahim and Parker 2008). Calculat-

ing pollution indices of heavy metal is a powerful tool for

ecological geochemistry assessment. These indexes eval-

uate the degree to which the sediment-associated chemical

status might adversely affect aquatic organisms and are

designed to assist sediment assessors and managers

responsible for the interpretation of sediment quality

(Caeiro et al. 2005).

Multivariate chemometric techniques, such as princi-

pal component analysis (PCA) and cluster analysis (CA),

are often used as additional methods of monitoring

heavy metals (Wang et al. 2014; Jamshidi-Zanjani and

Saeedi et al. 2013; Chabukdhara and Nema 2012; Iqbal

et al. 2013; Relić et al. 2010, 2011; Varol 2011; Li and

Zhang 2010; Yang et al. 2009). These statistical tech-

niques appeared to be very useful in solving many

environmental compartments and the identification of

existing pollution pattern.

In this study, the evaluation of the metal pollution level

and possible sources compared to background pollution

was performed for river sediments in Serbia. The main

objectives were (1) to determine the total content of As,

Cd, Co, Cr, Cu, Fe, Mn, Ni, Pb, V and Zn; (2) to carry out

calculations of the contamination factor (CF), EF, index of

geoaccumulation (Igeo), ecological risk factor (Er),

potential ecological risk index (RI), pollution load index

(PLI), combined pollution index (CPI), modified degree of

contamination (mCd) and toxic units to estimate the

anthropogenic input of the elements and to assess the

pollution status of the area; and (3) to identify the main

sources of toxic elements. The authors consider that the

combination of a wide range of indices as well as the use of

multivariate statistical methods is a novel approach for

assessing the distribution of metals in sediments which can

be extended to other similar contaminated aquatic systems.

Materials and methods

Study area

European rivers are affected by a wide variety of pollution

problems. European catchments are under pressure from

ever-increasing water stresses and land-use change, espe-

cially those with a high conservation value in the Medi-

terranean area. In Western European rivers, very high

levels of cadmium, mercury, lead and zinc have been

recorded. Record levels of contaminations are observed in

river basins that receive considerable discharges from

industrial and mining activities and from large cities

(Tockner et al. 2009). This is the case for many mining

sites in the Western Balkans, where copper, lead, zinc and

other elements are frequently found (Stuhlberger 2014). In

Serbia, the primary extracted minerals include copper,

coal, lead–zinc with associated gold, silver, bismuth and

cadmium, red bauxite and modest quantities of oil and gas.

The largest and most important rivers that flow through

Serbia are the Danube, Sava, Great Morava, West Morava,

South Morava, Tisa, Ibar, Drina, Timok, Nišava, Tamiš and

Begej Rivers. The Danube is the largest river in the

country, flowing for 588 km inside Serbia, whilst forming

the border with Romania, and is the second largest river in

Europe. The basin drains parts of 19 countries. Some major

tributaries of the Danube are still heavily polluted. Water

quality in the Middle and Lower Danube remained rela-

tively high (class II) between 1950 and the 1970s, but

deteriorated afterwards due to rapid industrial develop-

ment, poor pollution control and inputs from heavily pol-

luted tributaries (Tockner et al. 2009).

The 945-km-long Sava River is the largest tributary of

the Danube by volume (average discharge: 1,572 m3/s) and

the second largest, after the Tisza, by catchment area

(95,793 km2). In Serbia, it remains a typical lowland river.

Until the 1990s, the Sava was affected by heavy pollution

from the metallurgical, chemical, leather, textile, food,

cellulose and paper industries, as well as from agricultural

activities. The Sava is the main recipient of wastewater

from many cities and is impacted by the polluted water of

the tributaries (Tockner et al. 2009).

The River Tisza (966 km; 157,220 km2) is the largest

Danube tributary in its length and catchment area. A small

part of the Tisza watershed area lies within Serbian terri-

tory and covers only 6 % or 8,994 km2. This area belongs

to the Autonomous Province of Vojvodina. It is predomi-

nantly lowland and part of the Pannonian basin, which is

the largest of the sediment-filled, postorogenic basins of the

Alpine region (Adriano et al. 2003). Ecological accidents

that took place in 2000 in the superior watershed and their

effects on the rivers upstream with resulting transboundary

influences proved the necessity of a regional approach to
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environmental protection and the active involvement of

riverside countries in establishing common strategies and

programs for preventing and reducing the risk of accidental

pollution (Adriano et al. 2003).

The 308-km-long West Morava drains south-western

Serbia (catchment area: 15,567 km2). The largest tributary

is the Ibar.

Description of the sampling site and sampling

As riverine pollution can cross national borders, it is

important that levels of pollutants in water and sediment

are assessed in all the countries through which the river

flows. Due to this factor, sediment samples in this study

were collected from all of the main rivers in Serbia. A total

of 35 samples of river sediment from 15 rivers in Serbia

were collected during the year 2008 (Table 1). For the

larger rivers, sampling was conducted at several locations

(Fig. 1; Table 1). The sediment samples were stored at

4 �C to prevent changes in the chemical composition of the

sediments. The contents of the micro- and macro-elements

were determined in the granulometric fraction\63 lm of

the bottom sediment samples (‘‘grab’’—the samples) after

air drying for 8 days (Sakan et al. 2011). Detailed infor-

mation about natural variability and sediment and soil

properties in studied region is shown in paper Sakan et al.

(2014).

Analytical procedures and element analysis

The total content of elements in the sediments was deter-

mined by digestion with very strong acids: HNO3 ?

HCl ? HF. A 0.5-g sediment sample was placed in a

Teflon vessel and then 9 ml HCl (37 %), 3 ml HNO3

(70 %) and 3 ml HF (48 %) were added to the vessel. One

Teflon vessel only contains the acid mixture for a blank. A

microwave digestion system brings the sample to 165 �C in

10 min (holding time 0 s), then 175 �C in 3 min, where it

was kept for 10 min (max power was 1200 W) (Rönkkö-

mäki et al. 2008). Microwave digestion was performed in a

pressurised microwave oven (Ethos 1, Advanced Micro-

wave Digestion System, Milestone, Italy) equipped with a

rotor holding 10 microwave vessels (PTFE).

After cooling the digestion system, 10 ml H3BO3

(5 g/100 ml water) is added. Again, the microwave

digestion system brings the sample to 175 �C in 10 min at

1420 W and holds the temperature at 170 �C for 3 min.

The digestate is then diluted to a final volume of 100 ml

(Nam et al. 2001).

In this research, the following elements were determined

in each sample: As, Cd, Co, Cr, Cu, Fe, Mn, Ni, Pb, V and

Zn. The results are expressed in mg kg-1 dry sediment.

The analytical determination of the studied elements was

realised with an atomic emission spectrometer with an

inductively coupled plasma iCAP-6500 Duo (Thermo

Scientific, UK). The detector was a RACID86 charge

injector device (CID). Analytical grade chemicals were

used throughout the study without any further purification.

The metal standards were prepared from a stock solution of

1,000 mg L-1 by successive dilutions. The concentrations

obtained for all the elements in the blanks were close to the

detection limit of the method, indicating that contamination

was not a problem in the digestion.

Assessment of sediment contamination

The degree of metal enrichment in sediments was carried

out using following formulas:

CF was calculated as the ratio between the metal content

in the sediment at a given station and the normal concen-

tration levels (background concentration), reflecting the

degree of metal enrichment in the sediment: CF = Cs/Cb.

CF was classified into four groups in Hakanson (1980)

and Pekey et al. (2004). EF was calculated as: EF =

(M/Y)sample/(M/Y)background, where M is the concentration of

the potentially enriched element and Y is the concentration

of the proxy element. Igeo was calculated as Igeo = log2
[Cmetal/1.5 Cmetal (control)], where Cmetal is the concentration

of the heavy metal in sample and Cmetal (control) is the

concentration of the metal in the unpolluted sample or

control. The factor 1.5 is attributed to lithogenic variations

in the sediment (Mendiola et al. 2008). Ecological risk

factor (Eri): Eri = Tri Cif, where Tri is the toxic–response

factor for a given substance [for Hg, Cd, As, Cr and Zn,

they are 40, 30, 10, 2 and 1, respectively; and 5 for Pb, Cu

and Ni (Yang et al. 2009)], and Cif is the contamination

Table 1 Sampling locations

River Watershed Sampling sites

Danube Black Sea D1–D6

Sava Danube S1–S4

Tisa Danube T1–T9

Ibar West Morava I1, I2

Great Morava Danube V1, V2

West Morava Great Morava Z1, Z2

South Morava Great Morava JM

Nišava South Morava N1, N2

Tamiš Danube Ta

DTD canal Danube DT

Topčiderska River Sava Tr

Porečka River Danube Pr

Kolubara Sava Ko

Pek Danube Pe

Toplica South Morava To
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factor (Hakanson, 1980). Ecological risk index (RI):

RI =
P

(Ti 9 Ci/Co), where n is the number of heavy

metals, Ti is the toxic–response factor for a given sub-

stance, Ci represents the metal content in the sediment and

C0 is the regional background value of heavy metals

(Hakanson, 1980; Yang et al. 2009). PLI: the PLI for a

single site is the nth root of the number (n) of multiple CF

multiplied together (Tomlinson et al. 1980; Mohiuddin

et al. 2012): PLI = (CF1 9 CF2 9 CF3 9 …..CFn)
1/n.

CPI: there are two steps in this assessment process. The

first step is to determine the contamination coefficient of

each heavy metal which is obtained by: Cf
i = Ci/Cn

i . In the

second step: the CPI is obtained by CPI =
P

Cf
i/m, where

Cf
i is the contamination coefficient of heavy metal, Ci is the

concentration of each heavy metal in the sediment, Cn
i is

the background values, and m is number of heavy metals

and CPI. mCd: this factor is similar to CPI according to the

method of calculation: mCd = RCf
i (i = 1, i = n)/n, where

Fig. 1 Location map of the

study area
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n = the number of analysed elements, i = the ith element

(or pollutant) and Cf = contamination factor, but differs in

the gradation degree of contamination (Abrahim and Par-

ker 2008). TU is defined as the ratio of the determined

content to the probable effect level (PEL) (Gao et al. 2013;

Harikumar et al. 2009; Pedersen et al. 1998). The PEL is

defined as the lower limit of the range of chemical con-

centrations that is usually or always associated with

adverse biological effects (Gao et al. 2013). Sediments

with measured chemical concentrations equal to or greater

than the PEL are considered to represent significant and

immediate hazards to exposed organisms. The PEL repre-

sents the lower limit of the range of chemical concentra-

tions that is usually or always associated with adverse

biological effects (CCME 1995). It was derived using a

weight of evidence approach in which matching biological

and chemical data from numerous modelling, laboratory,

and field studies performed on freshwater sediments were

compiled and analysed, i.e. the geometric mean of the 50th

percentile of the effect data set and the 85th percentile of

the no effect data set (Smith et al. 1996; CCME 1995). In

this manuscript, for TU calculation used PEL values are

published in Smith et al. (1996) and MacDonald et al.

(2000).

Statistical analysis

Multivariate analysis was performed using PCA and CA.

The statistical analyses were conducted using SPSS 11.0

using the log-transform normalised data set. The element

used for sediment normalisation is aluminium. This ele-

ment was chosen because Al is a conservative element and

a major constituent of clay minerals, and has been suc-

cessfully used in previous investigations (Rubio et al.

2000).

Results and discussion

Performance of the analytical procedure

The accuracy and precision of the obtained results were

checked by analysing sediment reference material (BCR

standards, 143 and 146R). The percentage recovery of

each element was obtained as: [(measured concentration

in mg kg-1)/mean certified value for CRM in

mg kg-1) 9 100]. The results indicate a good agreement

between the certified and analytical values (Table 2). The

recovery of elements being practically complete for most

of them and the values were in the acceptable range

(recovery 80–120 %) (Chang et al. 2009).

The precision is expressed as relative standard devia-

tions. The relative standard deviations of the means of

duplicate measurement were less than 4 % (0.03–3.80 %)

for all the measured elements.

Descriptive statistics of elements contents in sediments

The total contents and basic statistics (minimum and max-

imum, as well as the means and standard deviations) for the

total contents of all the measured elements in the investi-

gated river sediments are shown in Table 3. The distribution

of heavy metals in studied sediments showed large spatial

variations amongst the different rivers suggesting large

natural variability of metal concentrations in sediments and

different origins of these elements. The order of the total

element content was Zn[Cu[ Pb[Ni[Cr[V[
Co[Cd[As (not taking into account Fe and Mn). The

contents of all elements were higher than the background

values for the investigated elements (Table 4). Also, the

contents of Cd, Cr, Cu, Ni, Pb and Zn were above the PEL,

which indicates that the investigated river systems are

polluted with toxic elements and that the content of these

elements in sediments poses a potential risk to aquatic life.

Because of that, additional calculations were performed the

severity of contamination by these elements in sediments.

Calculating the grade of contamination and risk

category

Contamination of the investigated river sediments with the

studied trace elements was assessed using: CF, EF, Igeo,

Er, RI, PLI, CPI, mCd and TU. Tables 5 and 6 show the

predicted severity of contamination determined by these

indices and ecological risk based on the calculated factors.

Table 4 shows the background values for the elements

in sediments given by other authors (Rubio et al. 2000;

Sakan et al. 2009) and calculated for the investigated river

sediment, as well as values for the element content in

continental crust (Wedepohl 1995) and the PEL values

(Smith et al. 1996; MacDonald et al. 2000). The element

contents in the DTD canal (station in Vrbas) were chosen

as the background values for elements in this research

because there are no significant anthropogenic sources of

toxic elements at this locality and the sediment samples are

similar to the other investigated river sediments in geo-

chemical characteristics and composition. Many research-

ers recommend that it is better to use the regional

background values (Rubio et al. 2000) than the element

content in continental crust or the average values of the

element contents in world soils, etc. In this research, the

same background values (quoted in Table 4) are used for

calculating all the pollution indices. For the background

value of As, the content in the continental crust is used

since the content of As extracted from the DTD canal

(station in Vrbas) was below the detection limit.

Environ Earth Sci (2015) 73:6625–6638 6629

123



Contamination factor (CF)

Values of the CF (CF, Table 6) were classified into four

groups using the classification scheme given by Pekey et al.

(2004) and Hakanson (1980). The results of the CF

groupings are presented in Table 7 and Supplementary

Table 1. The highest CF value, for Cu (very high con-

tamination), was found at site 33 (the river Pek). CF values

[6, which indicate ‘‘very high contamination’’, were

observed for Zn, Cu, Ni, Cd and As. For other elements, the

CF values indicated: no metal enrichment to considerable

contamination (Cr), no metal enrichment to very high

contamination (As, Ni), moderate contamination to very

high contamination (Cd, Cu, Zn); moderate contamination

to considerable contamination (Fe, Mn, Co, Pb), and

moderate contamination for V. From the CF values, con-

tamination with the investigated elements can be observed,

especially with Zn, Cu, Ni and Cd.

Enrichment factor (EF)

The EF values were interpreted as suggested by Acevedo-

Figueroa et al. (2006) (Table 5) and were calculated sep-

arately for all the sampling sites (Table 5, Supplementary

Table 1). River sediments in Serbia showed a wide range

of trace element enrichment. In general, the order of the

average EF values was Cu[Zn[Cd[Co[ Pb[ -

Ni[Mn[Cr[As. According to the categories

(Table 5), these findings indicate that Cu, Zn and Cd

enrichment was high. From the pollution point of view, the

EF of Cu in the river Pek (35.03) was the highest amongst

the elements in the investigated sediments, suggesting

significant contamination at this locality.

Index of geoaccumulation (Igeo)

Müller (1979) proposed seven grades or classes based on

the increasing numerical value of the Igeo index (Table 5).

The greatest number of samples and elements belong to

Class 1 (Fig. 2; Table 7, Supplementary Table 3), i.e.

unpolluted to moderately polluted sediment (with As, Cd,

Co, Cr, Cu, Fe, Mn, Ni, Pb and V), Class 2 (Cd, Cu, Zn,

and Pb in some samples), Class 3 (Cu in the river Pek and

the West Morava 1, and Zn in the Ibar 1 and Ibar 2 and

Pek) and the largest Igeo value –3.92 had the sediment

from the Pek for Cu (Class 4, heavy pollution). These

findings indicate that the primary contaminants in the rivers

are Cu and Zn, like Cd. These results are consistent with

EF values.

Ecological risk factor (Er)

The ecological risk assessment results are summarised in

Table 7 and the Supplementary Table 4. The potential Er

indices of Cr, Ni, Pb, Zn and As were lower than 40

(except for arsenic at two locations in the river Ibar), which

indicates a slight potential ecological risk of these elements

in the main Serbian river. Amongst the studied elements,

Cd and Cu present a higher ecological risk than any other

elements because of their higher toxicity coefficient.

Ecological risk index (RI)

The RI was calculated as the sum of all the calculated

risk factors (Table 8 and Supplementary Table 4). The

potential RI values were generally lower than 300,

which suggest that sediment samples from the river

catchments exhibited low and moderate ecological risk

for the investigated elements. However, three (two

sediment samples from the Ibar and one from the Pek

Rivers) of the 34 samples of sediments had large RI

values (300–600), which indicates a high ecological risk

of these elements.

The contribution percent of the individual element to the

overall potential ecological risk revealed that the most

toxic element, Cd, is the main contributor to the total

potentially ecological risk. Because Cd pollution, in gen-

eral, was the result of a long history of accumulation, there

is a strong potential risk to the ecosystem and the health of

the residents in this region (Gao et al. 2013).

Table 2 The result of accuracy

and precision of applied method
Element Certified 146R

(mg kg-1)

Measured

(mg kg-1)

Accuracy

(%)

Certified 143R

(mg kg-1)

Measured

(mg kg-1)

Accuracy

(%)

Cd 18.8 18.3 97.3 71.8 70.5 98.2

Co 7.39 7.62 103 12.3 12.0 101.6

Cu 838 678 80.9 130.6 111.4 85.3

Pb 609 532 87.4 179.7 212.9 118.5

Mn 323 347 107.5 904 834 92.2

Ni 70 60 85.4 299 248 82.9

Zn 3,060 2,749 89.8 1,055 1,116 106

Cr 196 167 85.2
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Pollution load index (PLI)

Supplementary Table 1 presents the PLI values of the

studied elements. When the PLI[ 1, it means that pollu-

tion exists; otherwise, if the PLI\ 1, there is no metal

pollution (Varol 2011). The PLI values varied from 1.4 to

4.27 for the investigated sediments, suggesting that pollu-

tion exists. The highest PLI values were observed in the

following sediments: Ibar, Pek, West Morava and Great

Morava and these river systems are significantly polluted.

Table 3 Total contents and

descriptive statistics of elements

in different river sediments, this

study (mg kg-1)

As Cd Co Cr Cu Fe Mn Ni Pb V Zn Al

T1 3.26 5.05 10.0 59.8 47.8 33105 1276 39.2 95.7 87.2 330 54345

T2 0.46 4.23 20.5 103 64.5 49098 1234 46.2 118 131 335 63956

T3 1.39 4.97 21.2 95.8 74.1 46711 1324 45.0 124 122 391 72870

T4 0.79 4.41 19.1 90.2 63.8 42246 1399 39.2 124 109 338 75717

T5 0.41 6.37 22.6 106 88.3 46480 1722 47.7 112 122 360 39331

T6 0.91 6.89 21.3 99.8 90.5 50118 2108 42.4 142 131 420 67904

T7 0.51 6.23 19.8 92.8 74.0 43445 1870 42.8 90.3 115 346 26311

T8 0.83 6.09 19.3 89.5 71.1 43281 1683 41.5 119 114 337 71782

T9 1.49 7.00 21.5 96.3 87.1 46932 1816 46.3 140 123 411 83795

D1 0.53 2.25 16.2 73.4 28.0 40134 1387 33.2 90.0 95.5 168 44340

D2 3.70 2.12 16.3 75.0 23.8 39637 1036 36.0 114 106 157 89119

D3 0.52 2.49 16.8 79.9 31.4 40922 979 35.8 104 107 208 54910

D4 0.41 2.35 15.4 76.1 28.9 37534 896 35.0 132 95.5 220 62215

D5 0.29 2.78 19.0 78.4 40.7 40389 1352 37.9 80.3 97.7 221 23482

D6 0.75 5.31 21.5 123 41.9 44697 1185 70.8 136 113 228 54034

S1 0.48 3.46 21.7 112 32.0 36506 1025 93.6 89.0 87.5 270 44354

S2 0.58 3.02 28.5 154 36.4 46480 1759 126 115 108 213 57957

S3 0.50 3.74 26.4 140 36.4 43872 1660 119 113 104 272 57781

S4 0.65 4.69 27.3 145 31.3 45780 1819 119 110 113 213 54741

I1 8.89 10.5 13.6 102 29.0 36863 904 142 318 72.1 947 36516

I2 6.56 8.32 36.2 230 39.4 47630 1352 274 263 101 1095 59195

V1 0.80 7.91 32.3 170 65.6 55319 1734 42.6 182 129 499 29759

V2 1.60 6.82 27.7 152 53.0 46593 1226 156 182 110 449 61204

Z1 2.15 3.60 12.2 85.6 155 33860 808 84.2 77.2 94.5 250 47320

Z2 2.06 7.50 31.8 222 52.6 46461 1032 236 213 110 660 57360

JM 1.11 3.88 23.4 106 47.9 50105 3688 55.1 150 124 238 74056

N1 0.48 2.65 16.3 86.3 85.0 38745 731 35.9 138 111 411 59353

N2 0.34 5.53 16.2 70.7 22.1 34881 770 34.6 84.1 101 114 42827

Ta 1.17 3.12 26.5 112 51.9 62800 1413 50.4 137 149 191 95849

DT 1.10 1.28 8.2 62.1 11.5 24556 648 34.7 57.8 60.4 66.7 36323

Tr 0.78 3.91 27.9 161 40.9 50739 1226 133 144 128 338 52416

Pr 0.98 3.13 23.8 118 137 51266 868 59.0 119 138 155 72811

Ko 1.13 5.45 28.7 146 39.4 47245 1352 132 126 114 417 61971

Pe 1.47 6.26 30.5 88.7 870 50977 1997 41.6 157 127 922 78474

To 0.64 5.23 29.5 148 55.6 50808 1685 115 135 137 167 34488

Min 0.29 1.28 8.22 59.8 11.5 24556 648 33.2 57.8 60.4 66.6 23482

Max 8.89 10.5 36.2 230 870 62800 3688 274 318 149 1095 95848

Mean 1.42 4.82 21.97 113 78.5 44177 1399 77.8 132 111 353 57110

SD 1.44 2.08 6.63 41.0 141 7200 556 58.5 51.0 18.4 232 17544

Median 0.80 4.69 21.5 102 47.9 45780 1352 46.3 124 111 330 57781
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Combined pollution index (CPI)

The CPI values are shown in Supplementary Table 4.

When the CPI\ 1, the sediment is unpolluted; when the

CPI C 1, the sediment is contaminated by heavy metals

(Hui-na et al. 2012; Jian-Min et al. 2007). The CPI values

range from 1.65 to 10.19, which indicates that the inves-

tigated sediments are contaminated with the studied trace

elements. A more detailed discussion will be presented

through a discussion of the mCd, considering that these two

factors are calculated in the same manner.

Modified degree of contamination (mCd)

The mCd is based on integrating and averaging all the

available analytical data for a set of sediment samples.

Based on the values of the mCd factors (Supplementary

Table 4), it is possible to distinguish differing levels of

metal contamination (Table 5). The mCd values for the

investigated sediments generally lie in the range

1.65–10.19. Using the classification system proposed for

this parameter, the overall range of mCd values indicates a

low to very high degree of contamination. The mCd data

Table 4 Comparison between background values for elements given by other authors and calculated for the investigated river sediment

(mg kg-1)

Element Barreiroa Continental crustb Rı́a de Vigoc Tisa River (Serbia)d River sedimente PEL

Cd ndf 0.1 nd nd 1.28 3.53

Co 16 24 11.66 nd 8.22 nd

Cr 43 126 34.04 11.37 62.13 90.0

Cu 25 25 29.41 41.97 11.50 197.0

Fe 2.69 43,200 3.51 nd 24,555.8 nd

Mn 225 716 244.33 nd 647.8 nd

Pb 25 14.8 51.29 19.3 57.79 91.3

Ni 30 56 30.32 42.27 34.69 36

Zn 100 65 105.35 127.3 66.65 315

V nd 98 nd nd 60.43 nd

Al nd 79,600 nd nd 36,323.4 nd

As nd 1.7 nd nd nd 17

PEL—Probable effect level-above which harmful effects are likely to be observed (Smith et al. 1996; MacDonald et al. 2000)
a Backgroud values of trace elements for Rı́a de Vigo (Barreiro) (Rubio et al. 2000)
b Element content in Continental crust (Wedepohl 1995)
c Backgroud values for Rı́a de Vigo (Rubio et al. 2000)
d Backgroud values for the Tisa river (Sakan et al. 2009)
e Backgroud values in the studied sediments
f No data

Table 5 Grades of enrichment factor, index of geoaccumulation, and modified degree of contamination

Enrichment factor (EF) Index of geoaccumulation (Igeo) Modified degree of contamination (mCd)

Value Pollution category Value Pollution category Value Pollution category

EF\ 1 No enrichment Igeo\ 0 uncontaminated/unpolluted (class 0) mCd\ 1.5 Nil/very low

1 B EF B 3 Minor 0 B Igeo\ 1 unpolluted/moderately (class 1) 1.5 B mCd\ 2 Low

3 B EF B 5 Moderate 1 B Igeo\ 2 moderately (class 2) 2 B mCd\ 4 Moderate

5 B EF B 10 Moderately severe 2 B Igeo\ 3 moderately/

heavily (class 3)

4 B mCd\ 8 High

10 B EF B 25 Severe 3 B Igeo\ 4 heavily (class 4) 8 B mCd\ 16 Very high

25 B EF B 50 Very severe 4 B Igeo\ 5 heavily/extremely

(class 5)

16 B mCd\ 32 Extremely high

EF[ 50 Extremely severe Igeo C 5 extremely (class 6) mCd C 32 Ultra high
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indicate a significant anthropogenic impact in sediment

from the Pek, Ibar and West Morava Rivers. The mCd

values in the Danube sediments indicate a low degree of

contamination, whilst in other mCd sediment values indi-

cate a moderate degree of contamination.

Ecological toxicity (TU)

Figure 3 shows the TU value for each metal and the sum

of the TU values of all the trace elements in the

investigated sediments. The PEL values used for calcu-

lating the TU in this paper are shown in Table 4. The

average trace element TU at the investigated localities

followed the order: Ni[Pb[Cd[Cr[Zn[Cu[As.

Based on the mean value of RTU, it can be concluded that

potential toxicity existed for the quoted elements. All the

values were higher than 4. From the toxic unit values,

stations I1 and I2 (Ibar), Z2 (West Morava), V2 (Great

Morava 2) and Pe (Pek) are more polluted compared to the

others (RTU[ 10).

Table 6 Grades of ecological

risk factor, contamination

factor, and ecological risk index

a No data

Ecological risk factor (Er) Contamination factor (CF) Ecological risk index (RI)

Value Risk

category

Value Pollution category Value Risk

category

Er\ 40 Low CF\ 1 No metal enrichment RI\ 150 Low risk

40 B Er\ 80 Moderate 1 B CF B 3 Moderately

contamination

150 B RI\ 300 Moderate

80 B Er\ 160 Considerable 3 B CF B 6 Considerable

contamination

300 B RI\ 600 Considerable

160 B Er\ 320 High CF[ 6 Very high

contamination

RI C 600 Very high

Er C 320 Very high –a – – –

Table 7 CF, EF, Igeo, Er and

TU values of elements in

sediment samples

As Cd Co Cr Cu Fe Mn Ni Pb V Zn

CF

Min 0.26 1.66 1.22 0.96 1.92 1.35 1.13 0.96 1.34 1.19 1.71

Max 8.08 8.23 4.40 3.71 75.67 2.56 5.69 7.89 5.51 2.47 16.43

Mean 1.30 3.84 2.72 1.84 7.00 1.82 2.19 2.28 2.33 1.86 5.42

SD 1.63 1.57 0.76 0.65 12.4 0.26 0.85 1.70 0.86 0.27 3.45

EF

Min 0.22 0.68 0.81 0.49 0.84 0.66 0.65 0.42 0.80 0.72 0.96

Max 8.04 8.18 4.79 3.35 35.03 2.75 3.99 4.84 5.48 2.63 14.13

Mean 0.90 2.77 1.90 1.29 4.37 1.27 1.53 1.58 1.62 1.29 3.78

SD 1.42 1.78 0.90 0.65 5.84 0.50 0.81 1.20 0.93 0.50 2.82

Igeo

Min \0 0.10 \0 \0 0.25 \0 \0 \0 \0 \0 0.13

Max 1.68 1.70 1.08 0.20 3.92 0.53 1.33 1.66 1.30 0.50 2.39

Mean 0.84 0.86 0.60 0.18 1.15 0.22 0.42 0.80 0.43 0.24 1.14

SD 0.60 0.42 0.25 0.03 0.68 0.12 0.28 0.45 0.29 0.12 0.53

Er

Min 2.60 49.80 – 1.92 9.60 – – 4.80 6.70 – 1.71

Max 80.80 247 – 7.42 378 – – 39.45 27.55 – 16.43

Mean 12.99 115 – 3.68 34.99 – – 11.39 11.64 – 5.42

SD 16.35 47.19 – 1.31 62.01 – – 8.49 4.33 – 3.45

TU

Min 0.02 0.60 – 0.66 0.11 – – 0.92 0.85 – 0.36

Max 0.52 2.98 – 2.56 4.42 – – 7.60 3.49 – 3.48

Mean 0.085 1.394 – 1.272 0.408 – – 2.196 1.473 – 1.145

SD 0.106 0.569 – 0.452 0.725 – – 1.636 0.548 – 0.731
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Trace elements and sample site grouping using

principal component analysis (PCA) and hierarchical

cluster analysis (HCA)

PCA

A PCA with Varimax normalised rotation was performed

in this research. The scores and loadings of the principal

components are presented in Table 9 and Fig. 4. PC1,

explaining 60.86 % of the total variance, has strong posi-

tive loadings for Fe, Mn, Co, Cr, V, Pb, Cd, and Ni. PC2,

explaining 15.67 % of the total variance, has strong

loadings for As, Pb, Zn, Cd and Ni. PC3, explaining

10.58 % of the total variance, has a strong positive loading

on Cu.

Figure 5 displays isolated three groups of samples: 20

(I1), 21 (I2), 23 (V2) and 25 (Z2)—first group, 33 (Pe)—

second group, and the other sediment samples constitute

the third group. With regard to PCA (Q mode), sampling

site 33 (Pek river) has the most polluted river sediments at

the investigated localities. The contribution of Cu to the

overall pollution is the most significant compared to other

elements in this sediment. In the group with samples 20,

21, 23 and 25, the sediment with significant pollution is

compared to other moderately polluted studied sediments.

HCA

Hierarchical cluster analysis (HCA) was performed on the

dataset on both variables (R mode) and samples (Q mode),

to identify clusters of elements and sites. The hierarchical

methods are used because they are not limited to pre-

determined numbers of clusters and can display the simi-

larity of samples across a wide range of scales.

The results of the CA (R mode) are shown in a den-

drogram (Fig. 6) where all the elements were grouped into

four significant clusters: cluster 1 includes Fe, V, Co, Cr

and Mn; cluster 2 contains Pb, Zn, Cd, and Ni, cluster 3

contains Cu, and cluster 4 contains As.

The results of the spatial cluster analysis (Q mode) are

shown in a dendrogram (Fig. 7), where all 34 river sedi-

ment sampling sites were grouped into four significant

clusters: Cluster 1 (T2–T9, V1, D1, D3–D6, Ta, JM, N1,

and N2, CPI mean is 2.50, TU mean is 6.26), Cluster 2 (V2,

Ko, Z2, S1–S4, Tr, To, Z1, Pr, T1, and D2, CPI mean is

Fig. 2 Index of geoaccumulation (Igeo) of analysed elements in the

sediments

Table 8 The average values of RI, PLI, CPI, mCd and TU in sedi-

ment samples

RI PLI CPI mCd TU

Min 87.29 1.40 1.65 1.65 4.07

Max 575 4.27 10.19 10.19 19.46

Mean 195 2.37 2.96 2.96 7.974

SD 97.03 0.64 1.50 1.50 3.486

Fig. 3 The TU of each element and the sum of TUs of elements in

the investigated sediments

Table 9 Loadings of experimental variables on significant principal

components for the river sediments in Serbia

PC1 PC2 PC3

As 0.906

Fe 0.933

Mn 0.778

Co 0.933

Cr 0.862

Pb 0.590 0.720

Zn 0.774

Cd 0.596 0.624

Ni 0.579 0.630

Cu 0.893

V 0.911

Eigenvalue 6.694 1.724 1.164

% Total variance 60.855 15.669 10.578

Cumulative % variance 60.855 76.525 87.103
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2.75, TU mean is 8.52), Cluster 3 (I1 and I2, CPI is 4.94

and TU mean is 17.35) and Cluster 4 (Pe, CPI is 10.18 and

TU mean is 13.06). The sampling sites in Clusters 1, 2 and

3 represented sediments from relatively to moderate pol-

luted regions. Cluster 4 site (river Pek) was located in high-

pollution region.

The HCA results were similar to those obtained with

PCA. Elements with similar origins are (1) Fe, V, Mn, Co

and Cr; (2) Pb, Zn, Cd, As and Ni; and (3) Cu. It is

observed that the sources of Cu are different from the other

elements.

Fe, V, Mn, Co and Cr have a combined source and these

elements are derived from both lithogenic and anthropo-

genic sources. Iron is abundant in the Earth’s crust, though

the pollution indices suggest the existence of anthropo-

genic sources of this element at some localities. Also,

enrichment is observed for Mn in some of sediments. Cr is

generally a marker of the paint and metal industries, V is

greatly impacted by anthropogenic activities such as min-

ing and agricultural processes, and Co is mainly from

anthropogenic signatures, i.e., paint, fertiliser or agro-

chemical industries (Li and Zhang, 2010). The low content

of V, Co and Cr in the investigated sediments and the

values of the calculated pollution indices, which indicate

insignificant pollution, confirmed the mixed sources of Fe,

V, Mn, Co and Cr at the studied locality.

Pb, Zn, Cd, As and Ni are likely to be mainly derived

from anthropogenic sources. The significant anthropogenic

Fig. 4 PCA of selected elements (R mode)

Fig. 5 PCA of selected elements (Q mode). Explanation: 1–9 (Tisa),

10–15 (Danube), 16–19 (Sava), 20, 21 (Ibar), 22, 23 (Great Morava),

24, 25 (West Morava), 26 (Južna Morava), 27, 28 (Nišava), 29

(Tamiš), 30 (Topčiderska River), 31 (Porečka River), 32 (Kolubara),

33 (Pek), 34 (Toplica)

Fig. 6 Dendrogram showing clustering of the analysed elements

Fig. 7 Dendrogram showing clustering of sampling sites (HCA, Q

mode)
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source of these elements is mining and smelting complexes

in Serbia. These results are in accordance with Bird et al.

(2010) that throughout the River Danube drainage basin,

the mining and processing of metal ores lead to point-

source releases of contaminant metals (Cd, Cu, Pb, Zn) and

As to the local surface drainage network. The Trepca

mining complex is the dominant source of lead and zinc. In

addition to mining, anthropogenic sources of these ele-

ments may be direct discharges from local point sources,

such as industrial and urban discharges carrying metal and

metalloid contaminants. Contaminants mainly come from

metallurgy and coal burning. Fertiliser and pesticides

containing As can also lead to an increase in As. Ni is also

mainly derived from anthropogenic activities, especially

industrial sources (Gao et al. 2013).

Cu is derived from anthropogenic sources, most signif-

icantly from metallic wastewater discharges. The signifi-

cant anthropogenic source of Cu is the open-pit mine in

Majdanpek. Another source of Cu may be discharges from

industries, as well as agricultural activities.

The obtained results indicate that the most polluted

sediments at the studied localities are sediments from the

Ibar and the Pek Rivers. Additionally, calculated indices

suggest that the Great Morava and West Morava are also

significantly polluted river systems. Pollution of these

rivers is mainly caused by permanent and accidental pol-

lution from industrial plants and mines that are located in

the basins of these rivers.

One of the main sources of industrial pollution of the

River Ibar is likely to be the Trepca mining complex. This

huge industrial mining site had been in operation and

engaged in large-scale exploitation since 1925. Since then,

and until the year 2000, lead and zinc have been mined and

smelted and the tailings still threaten the environment and

keep polluting the Ibar (Pedersen and Klitgaard 2004).

Results of Rexhepi et al. (2010) are shown that high zinc,

lead and copper content in the sediment of Ibar River

suggests that the lead and zinc smelter in Mitrovica still

discharges strongly polluted effluents into this stream and

that the high metal content could also reflect the accumu-

lation of fine, strongly polluted particles in the river bed for

a fairly long time.

The significant pollution with Cu of sediments from the

Pek River is probably due to discharge from the Cu mining

complex in Majdanpek. Bird et al. (2010) have shown that

metal mining in Serbia is focused on the Bor and Mad-

janpek Cu deposits. The copper ore treatment process

produced large amounts of ore waste and flotation tailing

heaps, located in the vicinity of the towns of Bor and

Majdanpek. In addition to permanent pollution, accidental

pollution significantly affects the pollution of the Pek. The

most serious incidents listed are the breaches of tailing

dams at Majdanpek and Veliki Majdan causing direct,

serious contamination of the river Pek by heavy metals

(Stuhlberger 2014).

In general, the results obtained using multivariate sta-

tistical analysis are consistent with that obtained using the

calculation of pollution indices. Sediments in rivers in the

same statistical grouping appear to indicate the same source

of pollution and a similar degree of contamination. The

applied methods can classify sediments in the whole

investigated region according to the degree of pollution and

to identify the main sources of toxic elements. The com-

bined application of PCA and pollution indices can effec-

tively identify the comprehensive and single pollution

levels of elements in sediments, thus important to the extent

determination of heavy metals pollution around the world.

Conclusion

The impact of trace element pollution on the quality of the

river sediments in Serbia was evaluated using CF, EF, Igeo,

Er, RI, PLI, CPI, mCd, and TU. The source identification

carried out using multivariate analyses (PCA and CA)

shows that (1) Fe, V, Mn, Co and Cr are derived from

lithogenic and anthropogenic sources, (2) Pb, Zn, Cd, As

and Ni are mainly derived from anthropogenic sources, and

(3) Cu is derived from anthropogenic sources, most sig-

nificantly from metallic wastewater discharges.

Contamination was observed in the studied elements,

most of all with Zn, Cu and Cd. Cd and Cu present a higher

ecological risk than any other element because of their

higher toxicity coefficient. The potential Er varied amongst

the studied elements in the sediments as well as in the

different areas. The values of the PLI and mCd suggest that

the degree of contamination ranges from low to very high.

The highest values of the pollution indices suggest a sig-

nificant contribution of elements from anthropogenic

sources in the river sediments from the Ibar, Pek, West

Morava and Great Morava. Significant pollution indexes

are also observed in the Tisa and Sava rivers. Pollution of

these rivers is mainly caused by permanent and accidental

pollution from industrial plants and mines that are located

in the basins of these rivers. Significant influences are

evident from mining complexes (mainly in Trepca and

Majdanpek) on river contamination with toxic trace

elements.

The above results confirmed the existence of pollution

with trace elements in the studied river sediments. The

calculated pollution indices and the appliance of statistical

methods are recognised as useful for improving ecological

risk assessment and the management of trace elements in

sediments. A future fractionation sediment study is rec-

ommended to determine the proportion of the total metal

pool that might be bioavailable.
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1 Introduction

The investigation of heavy metal pollution in water and sediments
of lakes and rivers has gained an increased attention of many
environmental researchers over the past few decades [1]. Potentially
hazardous trace elements, often in literature referred to as “heavy
metals”, are deemed serious pollutants due to their toxicity,
persistence and non-degradability in the environment [2]. Pollution
with these contaminants poses a worldwide environmental
threat [3].
Heavy metals are natural constituents of sediments. They are

derived from rocks and soils by erosion, transport and deposition.
They can also be derived from anthropogenic sources, in which case
they are incorporated into sediments as artificial pollutants from
industrial or urban releases and wastes [4]. Then, sediments act as
environmental archives that indicate the timeline of an aquatic
environmental contamination [5]. While heavy metals may be
transferred from water to sediments through settling of particles,
their remobilization may occur via aquatic biota [6] as well as with
changes in environmental conditions.
The evaluation of the pollution status of river bed sediments is a

complex task with a series of difficulties in its application (climate/
seasonal change, depth size, etc.). The bed sediments are highly
influenced by geology, so, they present a strong local influence

which impedes a standardization of what should be defined as “non-
contaminated sediments”. In the assessment of heavy metal
sediment pollution, one major problem is the choice of data
analysis methods [7]. Different methods and pollution criteria are
applied in pollution assessment: fractionation and determination of
heavy metals speciation [8–11], statistical analysis [3, 11–15],
geochemical normalisation and pollution indices [3, 5–7, 12, 13,
16–18]. Geochemical normalisation with conservative elements has
been effectively used for assessing the enrichment of metal
pollutants and distinguishing their natural and anthropogenic
sources. Different research sources recommend the use of Fe, Li, Al
and Si. Since it is difficult to identify the proportion of natural and
anthropogenic sources of heavymetals, in enrichment assessment it
is important to determine suitable elements for normalisation.
Over the last decades in Europe, the rapid economic development

and land exploitation changes have resulted in a large impact on the
environment, especially on rivers. Therefore, European countries
have a wide range of pollution problems. Several hot spots with
severe freshwater pollution and sediment contamination (mostly
heavy metals, polyaromatic hydrocarbons and polychlorinated
biphenyls) have been isolated in Serbia, as the consequence of
outdated environmental legislation, negligible quantity of properly
treated wastewater and accidental spills [19]. Data and publications
on element pollution in Serbia are still limited [20]. Despite several
studies carried out to evaluate the quality of sediments in some
locations in Serbia [19, 20], only few studies are pertinent to the
freshwater sediments of the entire Serbia region. Therefore, in this
paper were determined and quantified contents of Cd, Cu, Co, Mn,
Cr, Ni, Pb and Zn in river sediments of the country. The main
objectives of the study are: (i) to present the total concentrations of
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studied elements; (ii) to select the appropriate normaliser for
estimating the heavy metal enrichment; and (iii) to identify the
anthropogenic and natural sources of trace metals by statistical
analyses and enrichment factor (EF) calculation.

2 Materials and Methods

2.1 Sampling

This study considers heavy metal concentrations in bottom
sediment samples collected from major rivers in Serbia. The set
of 35 samples of 15 river sediments in Serbia was taken during 2008:
the Danube (Black Sea watershed), the Sava (Danube watershed), the
Tisa (Danube watershed), the Ibar (West Morava watershed), the
Great Morava (Danube watershed), the West Morava (Great Morava
watershed), the South Morava (Great Morava watershed), the Nišava
(South Morava watershed), the Tamiš (Danube watershed), the DTD
canal (Danube watershed), the Top�ciderska River (Sava watershed),
the Pore�cka River (Danube watershed), the Kolubara (Sava water-
shed), the Pek (Danube watershed) and the Toplica (South Morava
watershed). For the larger rivers, sampling was conducted at several
locations (Fig. 1). The sediment samples were collected by using a
grab sampler from the specified sampling stations. The sampling of
sediments in this research was conducted using a Van Veen grab
sampler, designed to collect an accurate representative sample of
the sediment. Sediments in surface water are frequently heteroge-
neous due to small-scale changes in hydrological regime and
geomorphologic changes in the catchment area. Equal volumes of
sediment from nearby locations (five subsamples) were mixed for
each site in order to make a composite sample to expand the area of
each site represented by the sample. Immediately after sampling,
the sediment was transported to the laboratory in a portable cooler.
Samples were stored at 4°C in order to prevent changes in the
chemical composition of the sediments. Contents of the micro
andmacro-elements were determined in the granulometric fraction
<63 mm of the bottom sediment samples (“grab”, the sample), after
air drying for eight days [21].

2.2 Sediment analysis

Sediment samples were digested in a microwave digestion system
(Ethos1,AdvancedMicrowaveDigestionSystem,Milestone, Italy)with
a HNO3/HCl/HF mixture for element analyses [22]. The analytical
determination of the studied elements was realised with atomic
emission spectrometry with inductively coupled plasma iCAP-6500
Duo (Thermo Scientific, UK). For analysis calibrations, solution
preparation, analytical-grade quality reagents and stock solutions
were employed. External standard solutions were prepared from
1000mgL�1 stock metal solutions. For minimized interferences, a
multi-element standard stock solutionwas preparedwith the ratios of
the metals in this multiple element calibration standard being
analogous to their ratios in samples. These multi-element standards
and blanks were prepared in the same matrix as the extracting
reagents to minimize matrix effects and for background correction.
The instrumental calibration was checked every 10–12 samples. The
quality of the analytical data was ensured by careful standardization,
procedural blank measurements, and duplicate samples. The
operational conditions for inductively coupled plasma were adjusted
in accordance with the manufacture’s guidelines to obtain optimal
determination. The detection limitwas determined as three times the

standard deviation of the blank measurements. The obtained values
were: 0.03mgkg�1 Cd, 0.1mgkg�1 Cu, 0.03mgkg�1 Co, 0.03mgkg�1

Mn, 0.1mgkg�1 Cr, 0.1mgkg�1 Ni, 0.5mgkg�1 Pb, 0.05mgkg�1 Zn,
0.5mgkg�1 Al and 0.3mgkg�1 Fe. The accuracy and precision of the
obtained results were verified by analysing sediment reference
material (BCR standards, 143Rand146R). The recoverywas practically
complete for most elements and the values in the acceptable range
(recovery: 80–120%). AccuracywithBCR146Rwere: 97.3%Cd,103%Co,
80.9% Cu, 87.4% Pb, 108% Mn, 85.4% Ni, 89.8% Zn and 85.2% Cr.
Accuracy ofmethods, calculatedwith BCR 143Rwere: 98.2%Cd, 102%
Co, for 85.3%Cu, for 118%Pb, for 92.2%Mn, for 82.9%Ni, and 106%Zn.
The calculated accuracy and precision confirmed the good perfor-
mance of the adopted procedures.
The data reported in this paper are calculated as dry weight.

2.3 EF

For the purpose of quantifying the degree of metal enrichment, the
EF is used in this paper. EF is used as an index to evaluate
anthropogenic influences of harmful elements in sediments; it is
generally defined as:

EF¼ (M/Y)sample/(M/Y)background (1)

where M is the concentration of the potentially enriched element
and Y is the concentration of the proxy element. Normalisation of
the data is an attempt to compensate for the natural variability of
trace metals in sediments, so that any anthropogenic metal
contributions may be detected and quantified. This evaluating
technique is carried out by normalizing the metal concentration
based on geological characteristics of sediments. Widely used
elements for normalization are Al and Fe. Aluminium is a major
metallic element found in the earth crust; its concentration is
somewhat high in sediments and is not affected by man-made
factors. Si and Ti contents also reflect the sediment texture,
and these elements may be used as conservative tracers to
differentiate natural from anthropogenic components. Al, Fe, Si,
and Ti can be used as normalisers in areas where substantial
anthropogenic contributions of these elements are absent. In this
manuscript, normalisation elements in calculating the EFs were
Fe, Al, Ti and Si, followed by results comparison. The enrichment
was assessed from the EF values as follows: EF <1¼nil;
<3¼minor; 3–5¼moderate; 5–10¼moderately severe and
>10¼ severe [5].
In the interpretation of sediment pollution and determination of

EF, the choice of background concentration values plays an
important role. While many previous studies used the average
values of shale or crustal abundance as a reference baseline, the best
alternative proposed is to compare concentrations of the contami-
nated sediment with mineralogically and texturally comparable,
uncontaminated sediments [18]. As shown in [15], reference values
for the element content in sediments are not always available and
comparison with average crustal values may not be appropriate in
the case of a very heterogeneous studied area such as this. In such
cases the preferable method for assessing enrichment is to use local
uncontaminated sediments as background values [5]. In this paper,
the background values of elements were determined for studied
areas utilising the process of EF coefficients calculation, and these
values are shown in Section 3.
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For a better clarification of the changes in EF values of metals in
sediments, the box plot method was applied in this research. This
method is employed to maximize insight into a data set, uncover
underlying structures and detect outliers and anomalies [23].

2.4 Statistical analysis

In order to determine the interrelationships between various
normalisersandotherelements, todeterminethecorrelationbetween
any two contents of measured heavy metals, and also the EFs for the
elements, calculated with different normalisers, the Pearson correla-
tion analysis was conducted using the SPSS statistical package
(vers. 11.5). The Pearson correlation shows the linear relationship
between two sets of data. This widely-used coefficient measures the
strength of a linear association between variables. Bivariate correla-
tions provide information about both the strength of the relationship
(from uncorrelated, when the correlation is zero, to perfectly
correlated, when the correlation is þ1 or �1), and the direction of
the relationship (positive or negative).
The statistical treatment and interpretation of data is explained

more in detail in the literature [21, 24]. In the presented

manuscript we have followed the mentioned procedure with an
addition of the critical value for Perason’s correlation coefficient
and alpha level (a). In this paper, the Pearson correlation
coefficient (r) represents a significant linear correlation for values
r � 0.334 (a ¼ 0.05 and degree of freedom (df) ¼ 33). The inter-
pretation of correlation strength is used as quoted and reported
in [5]: r < 0.3¼poor; r: 0.3–0.6¼moderate; r: 0.6–0.9¼ strong; and
r > 0.9: excellent.

3. Results and Discussion

3.1 Element content

The total contents of studied elements are presented as logarithm
values in Fig. 2, due to the wide range of heavy metal content.
Contents were in the range of: 1.28–10.5mgkg�1 Cd, 11.5–
870mgkg�1 Cu, 8.22–36.2mgkg�1 Co, 648–3688mgkg�1 Mn,
59.8–230mgkg�1 Cr, 33.2–274mgkg�1 Ni, 57.8–318mgkg�1 Pb,
66.6–1095mgkg�1 Zn, 24 556–62 800mgkg�1 Fe, 23 482–95 849

Figure 1. Map of sampling locations. Explanation for Danube: Bezdan
(D1-D4), Tekija (D5) and Bogojevo (D6); for Sava: Ostružnica (S1),
Sremska Mitrovica (S2), Šabac (S3) and Jemena (S4); for Tisa: Martonoš
(T1, T5-T9) and Titel (T2-T4); for Great Morava: Ljubi�cevski most (V1) and
Bagrdan (V2); for West Morava: Kratovska stena (Z1) and Maskare (Z2);
for Ibar Raška (I1) and Kraljevo (I2); for Nišava: Niš (N1) and Dimitrovgrad
(N2); for DTD canal: Vrbas (DT); for Tamiš: Pan�cevo (Ta); for Top�ciderska
River: Rakovica (Tr); for Kolubara: Draževac (Ko); for South Morava:
Mojsinje (JM); for Toplica: Doljevac (To); for Pek: Kusi�ce (Pe) and for
Pore�cka River (Pr).

Figure 2. Total contents of elements (mg kg�1) in studied river sediments
(logarithm value).
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mgkg�1 Al, 3687–7517mgkg�1 Ti, and 89 865–231 439mgkg�1 Si, with
a mean content of: 4.82mg kg�1 Cd, 78.5mg kg�1 Cu, 22.0mg kg�1

Co, 1399mg kg�1 Mn, 113mg kg�1 Cr, 77.8mg kg�1 Ni, 132mg kg�1

Pb, 353mg kg�1 Zn, 44 177mg kg�1 Fe, 57 110mg kg�1 Al,
5278mg kg�1 Ti, and 197 390mg kg�1 Si. The obtained results were
compared with element concentrations in the continental crust [25]:
0.1mg kg�1 Cd, 25mg kg�1 Cu, 24mg kg�1 Co, 716mg kg�1 Mn,
126mg kg�1 Cr, 56mg kg�1 Ni, 14.8mg kg�1 Pb, 65mg kg�1 Zn,
43 200mg kg�1 Fe, 79 600mg kg�1 Al, 4010mg kg�1 Ti, and
288 000mg kg�1 Si. The mean content of measured elements in
the sediments was higher than the element concentrations in the
continental crust for Cd, Cu,Mn,Ni, Pb, and Zn,whichmay indicate
an influence of anthropogenic activities on metal content in
the studied region, but also may indicate influence by geogenic
(natural) factors. The obtained values for Co, Cr and Fe are similar
with crustal values, indicating the dominant geochemical origin
of these elements in the system. Lower contents of Si and Al in
the sediments compared to the continental crust indicate that the
silicate lattice was not completely destroyed, while the increased
content of Ti in river sediments in Serbia may suggest a significant
presence of Ti minerals in the soil.
The results have also shown large variations in the content of Al,

Fe, and Si in these sediments. A possible explanation for the
variability of Al, Fe and Si contents should be linked to a large
sampling area, showing inherent spatial heterogeneity. A wider
spread of the concentration of Al, as well as Fe, could reflect a higher
degree of variation in the sediment chemical composition, in the
context of different sub-basins areas for main rivers and their
effluents.
An assessment of metal pollution levels was made by

comparing mean values for the obtained results from the studied
river sediments and soil standards for Serbia [26]. The maximum
allowed quantity (MAQ) for soil in Serbia is: 300mg kg�1 Zn,
2mg kg�1 Cd, 100mg kg�1 Pb, 50mg kg�1 Ni, 100mg kg�1 Cu and
100mg kg�1 Cr. The concentration levels of Zn, Cd, Pb, Ni and Cr
in river sediments are unsafe, when compared with the Serbian
MAQ. The mean content of Cu is below the MAQ for the Serbian
soil standard, but for some areas the Cu content exceeded this
criterion.
The distribution of heavy metals in drainage sediments

showed large spatial variations among the different rivers
(Fig. 2), suggesting different origins of these elements, as well as

the existence of their anthropogenic sources. These findings are
in accordance with results reported in the literature [23].
Devi�c et al. showed that pollution of groundwater in Serbia is
derived from both scattered point sources (industrial and urban
effluent) and diffuse sources�agricultural activity [23]. In-
creased contents of the studied elements were observed in
some river systems: Mn in the South Morava, Zn and Cu in the
Pek, Zn in the Ibar and West Morava, Cd in the Tisa, Ibar, Great
Morava and so on. These results highlight the need to quantify
elemental pollution.

3.2 Statistical analysis

Table 1 shows the correlation matrix of heavy metals and
normalisers in the studied river sediments. Investigation of the
relationship between metals and different normalisers (Fe, Al, Ti,
and Si), examination of the relationships between the measured
heavymetals, and assessment of their possible sources, is performed
through correlation analysis. The positive correlation between
heavy metal content is observed from the correlation matrix
(Table 1). It can be seen that the majority of interrelationships
between metals are in the moderate and strong range. The highest
values of correlation coefficients are between Cr and Ni (r¼ 0.869),
Cr and Co (r¼ 0.858) and Zn and Pb (r¼ 0.824). The positive
correlations between Cd, Co, Cr, Pb and Zn show that these elements
mostly originate from an identical source. These correlations also
may indicate their common sink in stream sediments. Cu was
positively correlated only with Zn (r¼ 0.421), with this correlation
being moderate, indicating that Cu originates from various sources
in respect to other elements, mainly from mines in river basins.
There was also a possibility that different substrates are dominated
in Cu-binding in relation to the other elements.
Positive correlations between normalisers and studied elements

exist among certain elements; here, Si is positively correlated with
Cd, Ti with Co and Mn, and Fe with Co, Cr, and Mn. In sediments, Si
mainly represents alumosilicates. In addition, Si may represent
quartz, which has no affinity for metal binding [24]. In the
literature [27] it is shown that differences of trace element
concentrations between fine-grained and sand-grained fractions
became less significant when the site is more contaminated. This
fact suggests that excessive metals from non-natural sources may be
accumulated in the sand-sized fraction. Since quartz is the main

Table 1. Correlation matrix of heavy metals and normalisers in studied river sediments (n¼ 35)

Cd Co Cr Cu Mn Ni Pb Zn Fe Al Ti Si

Cd 1
Co 0.387* 1
Cr 0.451 0.858 1
Cu 0.144 0.215 –0.110 1
Mn 0.194 0.387* 0.120 0.191 1
Ni 0.452 0.609 0.869 –0.137 –0.064 1
Pb 0.743 0.427* 0.571 0.065 0.063 0.627 1
Zn 0.759 0.415* 0.459 0.421* 0.070 0.552 0.824 1
Fe 0.273 0.779 0.513 0.210 0.496 0.172 0.318 0.201 1
Al –0.125 0.145 �0.041 0.238 0.184 –0.081 0.084 0.042 0.391* 1
Ti 0.173 0.367* 0.140 0.268 0.372* –0.163 0.029 –0.028 0.707 0.342* 1
Si 0.461 0.255 0.221 0.121 0.257 0.069 0.170 0.208 0.372* –0.004 0.712 1

*Correlation is significant at the 0.05 level.
Bold numbers indicate that the correlation is significant at the 0.01 level.
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component of sand-grained fractions, it can be concluded that there
are significant anthropogenic sources of Cd present.
Ti has a positive relationship with Co and Mn. It is a common

lithophile element that forms several minerals (limonite, magnetite,
rutile, anatase, brookite, sphene, pyroxene, amphibole, mica and
garnet), andmay also substitute for Mg2þ or Fe2þ in silicateminerals,
leading to the enrichment of Ti content in amphibole and mica
(http://weppi.gtk.fi/publ/foregsatlas/text/Ti_TiO2.pdf). The results of

themineralogical composition of themost important studied soils in
Serbia showed the presence of mica, garnets and pyroxene [28]. Based
on this fact, it is possible that the presence of minerals enriched with
Ti is due to various processes of soil erosion and weathering in
river systems. A positive correlation between Ti and Fe, Al, Mn and
Si can be explained by the fact that in sedimentary rocks, the
concentration of TiO2 is determined by the abundance of detrital
oxides and silicates.

Table 2. Minimum, maximum and median values of EF (n¼ 35)

Parameter EFFe-Cd EFFe-Co EFFe-Cr EFFe-Cu EFFe-Mn EFFe-Ni EFFe-Pb EFFe-Zn

Minimum 0.95 0.90 0.69 1.28 0.64 0.55 0.85 1.11
Maximum 5.48 2.27 1.91 36.45 2.79 4.07 3.67 9.47
Median 2.02 1.39 1.00 2.24 1.08 0.71 1.15 2.72

EFAl-Cd EFAl-Co EFAl-Cr EFAl-Cu EFAl-Mn EFAl-Ni EFAl-Pb EFAl-Zn

Minimum 0.68 0.81 0.49 0.84 0.65 0.42 0.80 0.96
Maximum 8.18 4.79 3.35 35.03 3.99 4.84 5.48 14.13
Median 2.32 1.90 1.01 2.70 1.29 1.06 1.27 2.87

EFTi-Cd EFTi-Co EFTi-Cr EFTi-Cu EFTi Mn EF-Ni EFTi-Pb EFTi-Zn

Minimum 1.60 1.27 1.03 2.02 1.00 0.91 1.27 1.79
Maximum 9.37 4.58 3.97 62.06 4.80 8.42 6.14 18.16
Median 3.29 2.28 1.44 4.03 2.03 1.23 1.88 4.41

EFSi-Cd EFSi-Co EFSi-Cr EFSi-Cu EFSi-Mn EFSi-Ni EFSi-Pb EFSi-Zn

Minimum 1.95 1.27 1.01 2.04 1.23 1.02 1.39 1.85
Maximum 8.32 4.57 3.88 73.43 5.91 8.14 5.56 16.79
Median 3.72 2.72 1.66 4.39 2.03 1.36 2.12 4.66

Table 3. Correlation matrices of EFs with different normalisers

EF EF

CdAl CdFe CdTi CdSi CoAl CoFe CoTi CoSi

CdAl 1 CoAl 1
CdFe 0.775 1 CoFe 0.556 1
CdTi 0.776 0.965 1 CoTi 0.526 0.946 1
CdSi 0.777 0.928 0.967 1 CoSi 0.432* 0.804 0.878 1
Cr Cu

CrAl CrFe CrTi CrSi CuAl CuFe CuTi CuSi

CrAl 1 CuAl 1
CrFe 0.669 1 CuFe 0.971 1
CrTi 0.650 0.969 1 CuTi 0.969 0.998 1
CrSi 0.606 0.883 0.936 1 CuSi 0.965 0.995 0.999 1
Mn Ni

MnAl MnFe MnTi MnSi NiAl NiFe NiTi NiSi

MnAl 1 NiAl 1
MnFe 0.589 1 NiFe 0.933 1
MnTi 0.593 0.951 1 NiTi 0.920 0.991 1
MnSi 0.498 0.880 0.937 1 NiSi 0.907 0.980 0.991 1
Pb Zn

PbAl PbFe PbTi PbSi ZnAl ZnFe ZnTi ZnSi

PbAl 1 ZnAl 1
PbFe 0.774 1 ZnFe 0.862 1
PbTi 0.758 0.969 1 ZnTi 0.857 0.984 1
PbSi 0.641 0.861 0.926 1 ZnSi 0.824 0.965 0.981 1

*Correlation is significant at the 0.05 level.
Bold indicates that the correlation is significant at the 0.01 level.
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The correlation between Fe and Mn implies the presence of Fe/
Mn oxides [5]. A positive correlation of Fe with Co, Cr, and Mn can
be observed. It can be concluded that in the studied sediments,
Fe–Mn oxides are the main carriers of Co and Cr. The significance of
Fe–Mn oxides in binding affinities of Co and Cr is shown in the
literature [8, 9]. Wang et al. could also show that heavy metals were
associated with Fe-oxides, since iron oxides have a relatively higher
adsorption capacity than clay minerals and Al-oxides [12].
In general, the absence of strong relations between normalisers

and heavy metals may be impacted by numerous factors, as
shown in the literature [5]. A lack of the relationship between Al
and other normalisers with most of the studied heavy metals
indicates contamination from different sources and this nonlinear
relationship indicates anthropogenic sources rather than natural
ones, which is also shown in [7].

3.3 Determination of EF and selection of
appropriate normalisers

In this paper, EF was calculated for each of the studied heavy metals.
The calculation of this factor was based on the background value
determined for the studied area. The element content in the DTD
canal (station in Vrbas) was chosen as background values for
elements in this research, due to the lack of significant anthropo-
genic sources of toxic elements at this area, and similarity of the
sediment samples to other investigated river sediments in their
geochemical characteristics and composition. Background values of
elements in this research are: 1.28mgkg�1 Cd, 11.5mgkg�1 Cu,

8.22mgkg�1 Co, 648mgkg�1 Mn, 62.1mgkg�1 Cr, 34.7mgkg�1 Ni,
57.8mgkg�1 Pb, 66.6mgkg�1 Zn, 24 556mgkg�1 Fe, 36 323mgkg�1

Al, 4958mgkg�1 Ti and 198 667mgkg�1 Si.
The EF values are calculated with different elements for normal-

isation: Fe, Al, Ti and Si and were interpreted as suggested by
Swarnalatha [5]. The minimum, median and maximum EFs were
calculated for all analysed elements and the results are given in
Table 2. For comparison purposes the median EF values of elements
are considered. Significant differences were observed in EF values
calculated with different elements used for the normalisation. The
EF values are more than 40% higher when Ti and Si are used as
normalisers in respect to EF values obtained with Al and Fe. The
studied heavy metals in sediments show decreasing EF values for
different normalisers in the following sequence: Si > Ti > Al > Fe.
The obtained values for EF indicate “nil” to “moderate” enrichment
for all studied elements, except for Cd, Cu, and Zn on some sampling
points, for which the enrichment was even up to “severe”. There is a
positive correlation between all EF values calculated with different
elements for normalisation (Table 3).
Correlation analysis was performed also between heavy metals

and their EFs (Table 4). A significantly high correlation was observed
for all studied elements (Cd, Co, Cr, Cu, Mn, Ni, Pb, and Zn) and their
EFs were calculated with different elements for normalisation (Al,
Ti, Si and Fe). These positive correlations point to anthropogenic
contributions of heavy metal distributions in the studied sediments.
In addition, these correlations confirmed the use of Al, Ti, Si and Fe
for normalisation and for describing the enrichment status in this
research.

Table 4. Correlation matrix of heavy metals and EFs

Cd Co Cr Cu Mn Ni Pb Zn

EFAl-Cd 0.783
EFFe-Cd 0.933
EFTi-Cd 0.940
EFSi-Cd 0.954
EFAl-Co 0.564
EFFe-Co 0.904
EFTi-Co 0.847
EFSi-Co 0.811
EFAl-Cr 0.968
EFFe-Cr 0.934
EFTi-Cr 0.923
EFSi-Cr 0.898
EFAl-Cu 0.967
EFFe-Cu 0.995
EFTi-Cu 0.998
EFSi-Cu 0.999
EFAl-Mn 0.581
EFFe-Mn 0.944
EFTi-Mn 0.921
EFSi-Mn 0.895
EFAl-Ni 0.922
EFFe-Ni 0.983
EFTi-Ni 0.988
EFSi-Ni 0.987
EFAl-Pb 0.757
EFFe-Pb 0.926
EFTi-Pb 0.933
EFSi-Pb 0.874
EFAl-Zn 0.833
EFFe-Zn 0.968
EFTi-Zn 0.972
EFSi-Zn 0.982

*Correlation is significant at the 0.01 level.
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Figure 3 shows a variation of EF in the studied sediments using the
Box plot. For Cd, Cu and Zn, themedian value is slightly elevated and
has a wide distribution of coefficients, whilst others had a compact
distribution, suggesting a slight increase in Cd, Cu and Zn
contamination. Outlier and extreme values of EF were observed
in: Tisa (Cd, Cu,Mn and Zn), Ibar (Cd, Cr, Ni, Pb and Zn), GreatMorava
(Cd, Co, Mn, Pb, Zn, and Cr), West Morava (Cr, Cu, Ni, Pb, and Zn),
Toplica (Co), Pek (Cu, Pb, and Zn), Danube (Mn) and South Morava
(Mn), suggesting that these are the most critical sites in terms of
metal contamination. The pollution of these rivers is mainly caused
by permanent and accidental pollution from industrial plants and
mines that are located in the basins of these rivers: Trepca mining
complex – Pb and Zn (Ibar), mining complex in Majdanpek – Cu (Pek)
and other basins, agricultural products, mainly due to the use of
manganese-containing products, such as fertilizers and fungicides.

4. Concluding remarks

The process of distinguishing anthropogenic pollutants from
natural contents of sediments using EFs is valuable in quantifying
the level of pollution. Heavy metal contamination of sediments
is established as being present in the examined rivers of Serbia.
The studied sediments are contaminated to various degrees by
heavy metals. The selection of background values, as well as the
identification of appropriate normalisers has been very important

in the calculation of EF. All elements used for normalisation (Al, Ti,
Si, and Fe) were successfully used to estimate the anthropogenic
influence in this research. The positive correlation of the studied
elements with Co and its content, which is similar to the average
concentration of this element in the continental crust, suggests
the possibility of using Co as normalisation element in further
research.
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Abstract In the present study, concentrations of

heavy metals (Cd, Cu, Co, Mn, Cr, Ni, Pb, and Zn)

were determined at 35 river sediments in Serbia. The

anthropogenic heavy metals input and quantification

of the metal enrichment degree in sediments were

estimated by calculating geo-accumulation indices

(Igeo) and enrichment factors (EF). These pollution

indices have been calculated using different back-

ground values (continental crust and local background

values) and different element used for normalization

(Al and Fe), followed by result comparison. The EF

values calculated with continental crust as background

(minor to extremely severe enrichment) were higher

than when regional background values were used

(minor to moderate enrichment). Significant influence

of background values on the Igeo values is observed.

Values of geo-accumulation index (\2) revealed that

studied river sediments are remaining unpolluted to

moderately polluted with Co, Mn, Cr, and Ni.

Significant pollution in the sediments was observed

for Cd, Cu, Pb, and Zn elements. The results of this

study confirm the relevance of precise and accurate

determining of local background concentrations while

assessing sediment pollution. The values of EFs for

studied elements were more influenced by the choice

of background values than selection of element used

for normalization. Our recommendation would be to

use the local and regional background content in

quantification of metal contamination in sediments,

since these values differ and are site and region

dependent.

Keywords Heavy metals � Background values �
Sediments � Geo-accumulation indices � Enrichment

factors

Introduction

It is well established that human activities have great

impact on the geochemical cycles of metals, resulting

in widespread environmental contamination (Nriagu

and Pacyna 1988). Large uncontrolled metal inputs

from industrial sources have contributed to increased

river pollution. Depending on hydrodynamics and

environmental conditions, metals tend to accumulate
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in sediments at the bottom of the water column, and if

toxic levels are reached, metals can affect benthic

organisms and food chain, raising the possibility of a

threat to human health in local population (Louriño-

Cabala et al. 2011).

Metal pollutants have received considerable atten-

tion due to their persistence, biogeochemical recy-

cling, and environmental risk (Silva et al. 2012; Gao

et al. 2013). However, high metal concentrations in

sediment do not automatically imply that contamina-

tion has occurred, but may simply reflect the natural

mineralogical composition of the parent geological

material and the grain size and organic matter content

of the host sediment (Silva et al. 2012).

Several studies have been conducted to assess

distribution and contamination of heavy metals and to

determine quantity of pollution load in different

sediments. In assessing the metal contamination,

geo-accumulation index (Igeo) and the enrichment

factor (EF), respectively, are often used (Rubio et al.

2000; Abrahim and Parker 2008; Deveza-Rey et al.

2009; Botsou et al. 2011; Louriño-Cabala et al. 2011;

Hu et al. 2011; Asa et al. 2013; Cukrov et al. 2013; and

Swarnalatha et al. 2013). The metal pollution load

index, ecological and geo-accumulated risk (Kabir

et al. 2011), trace metal to iron ratios (Bartoli et al.

2012), heavy metal fractionation and KSPEF calcula-

tion (Yang et al. 2012), ecological toxicity (sum of the

toxic units), and potential ecological risk index

method (Gao et al. 2013) are also very popular in

evaluating the heavy metal contamination status.

Impact of heavy metal pollution, as well as numerous

calculation methods for determination of background

values and different normalizing element assessment

has been used. Rubio et al. (2000) showed that both,

Igeo and EF, were associated with on ‘‘background’’

data. Numerous elements were used as normalizers:

aluminum–(Al), iron–(Fe), cobalt–(Co), manganese–

(Mn), titanium–(Ti), and silicon–(Si). Igeo and EF

have been calculated with Al as grain-size proxy and

three different background values (which of two were

regional and third global average shale values) in

Rubio et al. (2000). Abrahim and Parker (2008)

calculated Igeo, EF, and modified levels of contam-

ination (mCd) in sediments, using Fe as normalizer

and average metal concentrations, determined in the

lower part of the core and continental shale abundance

as background values. Botsou et al. (2011) used Al and

average shale and local background values to

distinguish natural and anthropogenic sources in

sediments and calculation of EF. EFs have been

calculated on the basis of box-plot method. Derived

backgrounds were compared with EF values obtained

by using average crustal and shale values, and local

surface pristine values in Deveza-Rey et al. (2009). In

this research, Al was used as a normalizing element.

Louriño-Cabala et al. (2011) used international and

national reference contents as the geochemical back-

ground for the selected metals while calculating the

Igeo. Hu et al. (2011) calculated Igeo and EF. EF was

calculated with Al and average shale concentrations of

metals. For Igeo, an average shale concentration of

metals was used as reference material. Asa et al.

(2013) used different risk indices for determining

anthropogenic pollution. In EF calculation, Fe is

selected as the element for normalization and the EFs

for all metals were determined with respect to Indian

river average and world river average. For Igeo

calculation was used the world surface rock average

as the geochemical background. Cukrov et al. (2013)

calculated EF with Al and unpolluted marine sediment

from the nearby area as background sample. Swarn-

alatha et al. (2013) used the EF and contamination

factor to estimate anthropogenic input. In this study,

average shale values are used as background values for

calculation of EF. Fe, Al, Co, Mn, Ti, and Si were

tested as possible normalizers. The obtained results

from cited researches showed that different conclu-

sions depend on using different risk assessment

methods, background values, and normalization ele-

ments. In this paper, EF factor and index of geo-

accumulation were estimated using Al and Fe as

normalizers and two different background values, as

well as determined interrelations of obtained factors.

The relations of the two index methods, with indices

calculated for different background values and nor-

malization elements, as well as determination of:

(a) metals/Al ratio for metals in river sediments,

(b) ratio between the EF (using Al and background

values) and EF (using Fe and background values),

(c) ratio between the EF (using Al and continental

crust) and EF (using Fe and continental crust), and

(d) ratio between calculated EF values with different

background values and different element for normal-

ization, were explored to discover their differences in

the environmental risk assessment of heavy metals.

Since the EF and Igeo are very popular in evaluating

the environmental risk, we hope to provide useful and
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novel information about these indices and that a new

approach with the determined quantitative relations

between these parameters can be very important in the

application in prospective research.

In the present study, through the evaluation of

enrichment of heavy metals (Cd, Cu, Co, Mn, Cr, Ni,

Pb, and Zn) in river sediments of Serbia, we have

illustrated the importance of selecting suitable ele-

ments for normalization and appropriate background

values in realistic contamination quantification. The

chemical analyses also include Al and Fe, which are

considered indicative of the sediment grain size. In

addition, there was shown the application of test with

the determination of the M/Al ration as a rapid method

for detecting the existence of potential anthropogenic

sources.

Materials and methods

Study area

Surface river sediments were collected from 35 points

in Serbia. All rivers in Serbia belong to the drainage

basins of three seas: the Black Sea, the Adriatic, or the

Aegean Sea. The largest in area is the Black Sea

drainage basins, which covers an area of 81,261 km2

or 92 % of the territory of Serbia. The entire basin is

drained by only one river, the Danube, which flows

into the Black Sea. All major rivers, such as Tisa,

Sava, and the Great Morava belong to it.

Sampling locations

Sediment samples (Fig. 1) were taken from 15 rivers

during the year 2008. Sampling locations are given in

Fig. 1: for the Danube: Bezdan (D1–D4), Tekija (D5),

and Bogojevo (D6); for Sava: Ostružnica (S1),

Sremska Mitrovica (S2), Šabac (S3), and Jemena

(S4); for Tisa: Martonoš (T1, T5–T9) and Titel (T2–

T4); for Great Morava: Ljubičevski most (V1) and

Bagrdan (V2); for West Morava: Kratovska stena (Z1)

and Maskare (Z2); for Ibar: Raška (I1) and Kraljevo

(I2); for Nišava: Niš (N1) and Dimitrovgrad (N2); for

DTD canal: Vrbas (DT); for Tamiš: Pančevo (Ta); for

Topčiderska River: Rakovica (Tr); for Kolubara:

Draževac (Ko); for South Morava: Mojsinje (JM);

for Toplica: Doljevac (To); for Pek: Kusiće (Pe); and

for Porečka River: Mosna (Pr). Localities: Bezdan (for

the Danube), Martonoš (for Tisa), and Jemena (for

Sava) are outskirt points of sediment collection. The

granulometric fraction (\ 63 lm) of the bottom

sediment samples (‘‘grab’’–the sample) were used to

determinate the element contents after air-drying for

8 days (Sakan et al. 2011). The sampling was

conducted using Van Veen grab sampler.

Sediment and soil properties in Serbia

In the paper presented by Kostić et al. (2001), was

given the mineralogical composition of the most

relevant Serbian soil types, collected from Vojvodina,

Šumadija, and Northern Pomoravlje. Said composi-

tion of the observed soils is complex with results

showing predominance of quartz, mica, associated

with altered feldspars (plagioclase and orthoclase),

carbonate (calcite and dolomite), and minor to trace

amounts of chlorite, clay minerals, hornblende, and

rare goethite and talc, indicating the mineralogy and

variety of parent rocks, e.g., loess, schist, flisch

sediments, and sandstones. Magnetite, limonite, and

other accompanying minerals (garnets, epidote, apa-

tite, and pyroxene) are found in heavy mineral

fractions. Variation in quartz content might result

from weathering processes; district cambisols and

luvisols contain higher quartz content in comparison

with less affected soils, such as fluvisols, rankes, and

regosols, on the same and similar parent rocks (Kostić

et al. 2001).

The Danube catchment passes through wide area of

nine countries. The mineralogy of the Danube River is

very complex due to heterogeneity of rock types

present along its course (Comero et al. 2014). The rock

types outlining the river basin are differentiated vastly,

both in terms of lithological composition and age.

Drainage basins of most affluent have the same

predominant lithology of the Danube course, probably

with a greater contribution from sedimentary litholo-

gies (Comero et al. 2014). The results of mineralogical

analyses using the Danube alluvial sediments from

Pančevo (Sakan et al. 2012) show the presence of

quartz, calcite, illite, kaolinite, and quartz–feldspar

transformed as abundant minerals, with quartz and

calcite being predominant. The Tisa River sediments

consisted mostly of quartz, illite, kaolinite, feldspar

transformed, and calcite (Sakan et al. 2012).

Analysis of Corine Land Cover Database for the

2006 shows the presence of 28 out of 44 Class CLC
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nomenclature in Serbia (excluding Kosovo and Met-

ohija). Majority share is of agricultural areas with

58 % of the total territory of the country. About 26 %

is under the complex plots that are processed, while

13 % of predominantly agricultural land is mostly

under natural vegetation. Forests and seminatural

areas encompass nearly 40 % of the country. The land

classified as an artificial surface covers nearly 3 % of

the territory, and the remaining approximately 1.6 %

is classified as wetlands and water basins (SEPA

2009).

Analysis of element content

Analysis of metals was carried out using the atomic

emission spectrometer with an inductively coupled

plasma iCAP-6500 Duo (Thermo Scientific, United

Kingdom), after triacid total digestion (HCl, HNO3,

and HF). A 0.5-g sediment sample was placed in a

Teflon vessel. Then 9 mL HCl (37 %), 3 ml HNO3

(70 %), and 3 mL HF (48 %) were added to the vessel.

One Teflon vessel only contains the acid mixture for a

blank. A microwave digestion system brings the

sample to 165 �C in 10 min (holding time 0 s), then

175 �C in 3 min, where held for 10 min (max power

was 1200 W) (Rönkkömäki et al. 2008). Microwave

digestion was performed in a pressurized microwave

oven (Ethos 1, Advanced Microwave Digestion Sys-

tem, Milestone, Italy) equipped with a rotor holding 10

microwave vessels (PTFE).

After cooling the digestion system, 10 ml H3BO3

(5 g/100 mL water) is added. Again, the microwave

Fig. 1 Map of Serbia and sampling locations. Explanation:

D1–D6 (the Danube), S1–S4 (the Sava), T1–T9 (the Tisa), V1–

V2 (the Great Morava), Z1-Z2 (the West Morava), I1–I2 (the

Ibar), N1–N2 (the Nišava), DT (the DTD canal), Ta (the Tamiš),

Tr (the Topčiderska River), Ko (the Kolubara), JM (the South

Morava), To (the Toplica), Pe (the Pek), Pr (the Porečka River)
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digestion system brings the sample to 175 �C in

10 min at 1420 W and holds the temperature at

170 �C for 3 min. The digestate is then diluted to a

final volume of 100 mL (Nam et al. 2001). The

solutions were stored in polyethylene flasks for later

determination of metals using ICP OES.

All reagents used in the analytical procedure were

of analytical grade. Deionized water was used through-

out the study. Analytical blanks were run in the same

way as the samples, and concentrations determined

using standard solutions prepared in the same acid

matrix. The metal standards were prepared from a

stock solution of 1,000 mg L-1 by successive dilu-

tions. The instrumental calibration was checked every

10–12 samples; if deviated by more than 2.5 %, the

machine was recalibrated before analysis continued.

For each digestion were obtained reagent blanks.

They were prepared in the same way as the samples

without the sediments and CRMs. Blank samples,

reflecting blank values for the sampling bottles,

reagents, digestion vessels, filtration, and any con-

tamination during the whole procedure were prepared

and digested in parallel with the batch of samples,

using the same procedure, the same quantities of all

reagents, but omitting the test portion. The concen-

trations obtained for all metals in the blanks were close

to the detection limit of the method, indicating a zero

contamination effect in digestion method.

The accuracy and precision of our results were

checked by analyzing sediment reference materials

(BCR standards, 143R, and 146R). Accuracy was

determined by comparing the measured concentration

with the certified value and then expressed in

percentage. The percentage recovery of each element

was determined as: [measured concentration in

mg kg-1/mean certified value for BCR 143 in

mg kg-1] and [measured concentration in mg kg-1/

mean certified value for BCR 146 in mg kg-1].

Accuracy was assessed as percentage-relative stan-

dard deviation (RSD), with RSD \ 20 % being

deemed acceptable (Chen and Ma 1998; Chand and

Prasad 2013). Calculation results for the accuracy and

precision of applied method are given in Table 1.

Obtained results indicate a good concordance of the

certified and analytical values for BCR 143 and BCR

146 reference materials; the accuracy ranged from

80.9 to 118 %, and precision was\10 % (from 0.03 to

3.80 %).

Results are expressed in mg kg-1 of dry sediment.

The detection limit was determined as three times the

standard deviation of the blank measurements. The

obtained values were (in mg kg-1): Cd–0.03, Cu–0.1,

Co–0.03, Mn–0.03, Cr–0.1, Ni–0.1, Pb–0.5, Zn–0.05,

Al–0.5, and Fe–0.3.

Metal pair ratio (M/Al) for elements in sediments

Results from several studies have indicated that the

relative proportions of metals and aluminum in crustal

material are fairly constant (Schropp and Windom

1988). Aluminum, a major component of clay miner-

als, is usually associated with fine-grained alumino-

silicate minerals. The relative constancy of natural

crustal materials composition was used as the basis for

different studies of metal data interpretation. Duce

et al. (1976) compared metal/aluminum ratios in

atmospheric dust samples to those in average crustal

material in order to estimate the relative atmospheric

enrichment of metals due to anthropogenic sources.

The metal pair rations depend on numerous

processes in the geochemical cycle including weath-

ering, transport, and deposition. Many studies were

carried out to assess the extent of contamination in

freshwater coastal sediments using a reference ele-

ment normalization approach and employing various

reference elements (Al and Fe) (Carvalho et al. 2002).

Assessment of heavy metal contamination in sedi-

ments is based on geochemical elemental concentra-

tions ratios in paper Jain et al. (2005). Sun et al. (2008)

show that Al normalization is a reasonable approach

for correcting dilution and assessing the enrichment of

trace elements. In this research, Al-normalized ele-

mental ratios were input as variance. The principal

component analyses were performed in determining

processes controlling the geochemical composition of

the South China Sea sediments during the last climatic

cycle.

Bartoli et al. (2012) have shown that using a

comparison of metal concentration ratios in the

sediments is a quick and practical method for tracing

heavy metal enrichment. In natural river systems,

elements and metals coexist in relative proportions.

The ratios of trace metals to conservative elements

may reveal geochemical imbalances due to elevated

trace metal concentrations normally attributed to

anthropogenic activities (Bartoli et al. 2012).
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Enrichment factors (EF)

The enrichment factor (EF) can be used for assessing

whether the presence of an element in sediment

samples coincident with anthropogenic activities. EF

represents the actual contamination level in the

sediment, and it is a good tool for tracing heavy metal

enrichment (Lin et al. 2011). The EF calculations

compare each value with a given background level,

either from the local site, using older deposits formed

under similar conditions, but without anthropogenic

impact, or from a regional or global average compo-

sition (Choi et al. 2012). The EF is defined as:

EF ¼ M=Yð Þsample= M=Yð Þbackground

where M is the concentration of the potentially

enriched element and Y is the concentration of the

proxy element. To calculate the EF of the metals, the

normalizer and the background levels of the metals

should be determined.

Geo-accumulation index (Igeo)

The geo-accumulation index, first described by Müller

(1979), was used here as a second criterion to identify

contaminated sediments. Igeo of an element in sedi-

ment can be calculated with the formula:

Igeo ¼ log2½Cmetal= 1:5 CmetalðcontrolÞ�

where Cmetal is the concentration of the heavy metal in

the enriched sediment and Cmetal(control) is the concen-

tration of the metal in the unpolluted sediment or

control. The factor 1.5 is introduced to minimize the

effect of the possible variations in the background or

control values, which may be attributed to lithogenic

variations in the sediment (Mediolla et al. 2008). Igeo is

a quantitative measure of the metal pollution in

aquatic sediments and can be used as a reference to

estimate the extent of metal pollution, in a similar way

as enrichment factor. The index is based on a

qualitative pollution intensity scale, whereby sedi-

ments can be classified as: uncontaminated/unpolluted

(class 0, for Igeo \ 0); unpolluted to moderately

polluted (class 1, for 0 B Igeo \ 1); moderately pol-

luted (class 2, for 1 B Igeo \ 2); moderately to highly

polluted (class 3, for 2 B Igeo \ 3); highly polluted

(class 4, for 3 B Igeo \ 4); highly to extremely

polluted (class 5, for 4 B Igeo \ 5); and extremely

polluted (class 6, for Igeo C 5).

Results and discussion

Metal content

The metal contents of the sediment samples are

presented in Table 2, as well as soil standards for Serbia

(Official Gazette of Serbia, 1990). The ranges of metals

in sediment were 23,482–89,119 mg kg-1 for Al;

24,556–62,800 mg kg-1 for Fe; 1.28–10.5 mg kg-1

for Cd; 8.20–36.2 mg kg-1 for Co; 59.8–230 mg kg-1

for Cr; 11.5–870 mg kg-1 for Cu; 648–3,688 mg kg-1

for Mn; 33.2-274 mg kg-1 for Ni; 57.8–318 mg kg-1

for Pb; and 66.7–1,095 mg kg-1 for Zn. The significant

higher values of all analyzed elements were observed in

the sediment samples from Tisa, Toplica, Pek, Porečka

River, West Morava, and Ibar. In the studied region, said

river systems are the most critical sites of metal

contamination. Their pollution is mainly caused by

permanent and accidental pollution from industrial

plants and mines located in the basins: Trepca mining

complex–Pb and Zn (Ibar), mining complex in

Table 1 Total contents of heavy metals in certified reference materials (146R and 143R)

Element Certified 146R

(mg kg-1)

Found

(mg kg-1)

Accuracy

(%)

Certified 143R

(mg kg-1)

Found

(mg kg-1)

Accuracy

(%)

Cd 18.8 18.3 97.3 71.8 70.5 98.2

Co 7.39 7.62 103 12.3 12.0 102

Cu 838 678 80.9 130.6 111.4 85.3

Pb 609 532 87.4 179.7 212.9 118

Mn 323 347 108 904 834 92.2

Ni 70 60 85.4 299 248 82.9

Zn 3060 2749 89.8 1055 1116 106

Cr 196 167 85.2
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Majdanpek–Cu (Pek) and other basins, agricultural

products, mainly due to the use of manganese-contain-

ing products, such as fertilizer and fungicide. The

landfill Trepča has the greatest impact on the lead and

zinc pollution of the Ibar, since in this area is located vast

number of production and manufacturing plants of the

mining–metallurgical system Trepča–nine lead and zinc

mines, three flotations, two of metallurgy, the chemical

industry, and a battery factory (Barać et al. 2009). The

highest content of heavy metals was found at sediments

from river Pek. The spring of the Pek River is near to

Majdanpek, and since there is a Cu mine in Majdanpek,

it is fair to assume that Cu presence is associated with

this mine. Tisa River was in the past contaminated by

industrial accidents, resulting in cyanide and heavy

metals spill (Sakan et al. 2009). For Tisa, Great Morava,

Table 2 Content of studied

elements in sediments,

expressed in (mg kg-1)

MAQ maximum allowed

quantity (Official Gazette of

Serbia 1990)

Sample Al Fe Cd Co Cr Cu Mn Ni Pb Zn

T1 54,345 33,105 5.05 10.0 59.8 47.8 1,276 39.2 95.7 330

T2 63,956 49,098 4.23 20.5 103.3 64.5 1,234 46.2 118 335

T3 72,870 46,711 4.97 21.2 95.8 74.1 1,324 45.0 124 391

T4 75,717 42,246 4.41 19.1 90.2 63.8 1,399 39.2 124 338

T5 39,331 46,480 6.37 22.6 106 88.3 1,722 47.7 112 360

T6 67,904 50,118 6.89 21.3 99.8 90.5 2,108 42.4 142 420

T7 26,311 43,445 6.23 19.8 92.8 74.0 1,870 42.8 90.3 346

T8 71,782 43,281 6.09 19.3 89.5 71.1 1,683 41.5 119 337

T9 83,795 46,932 7.00 21.5 96.3 87.1 1,816 46.3 140 411

D1 44,340 40,134 2.25 16.2 73.4 28.0 1,387 33.2 90.0 168

D2 89,119 39,637 2.12 16.3 75.0 23.8 1,036 36.0 114 157

D3 54,910 40,922 2.49 16.8 79.9 31.4 979 35.8 104 208

D4 62,215 37,534 2.35 15.4 76.1 28.9 896 35.0 132 220

D5 23,482 40,389 2.78 19.0 78.4 40.7 1,352 37.9 80.3 221

D6 54,034 44,697 5.31 21.5 123 41.9 1,185 70.8 136 228

S1 44,354 36,506 3.46 21.7 112 32.0 1,025 93.6 89.0 270

S2 57,957 46,480 3.02 28.5 154 36.4 1,759 126 115 213

S3 57,781 43,872 3.74 26.4 140 36.4 1,660 119 113 272

S4 54,741 45,780 4.69 27.3 145 31.3 1,819 119 110 213

I1 36,516 36,863 10.5 13.6 102 29.0 904 142 318 947

I2 59,195 47,630 8.32 36.2 230 39.4 1,352 274 263 1,095

V1 29,759 55,319 7.91 32.3 170 65.6 1,734 42.6 182 499

V2 61,204 46,593 6.82 27.7 152 53.0 1,226 156 182 449

Z1 47,320 33,860 3.60 12.2 85.6 155 808 84.2 77.2 250

Z2 57,360 46,461 7.50 31.8 222 52.6 1,032 236 213 660

JM 74,056 50,105 3.88 23.4 106 47.9 3,688 55.1 150 238

N1 59,353 38,745 2.65 16.3 86.3 85.0 731 35.9 138 411

N2 42,827 34,881 5.53 16.2 70.7 22.1 770 34.6 84.1 114

Ta 95,849 62,800 3.12 26.5 112 51.9 1,413 50.4 137 191

DT 36,323 24,556 1.28 8.2 62.1 11.5 648 34.7 57.8 66.7

Tr 52,416 50,739 3.91 27.9 161 40.9 1,226 133 144 338

Pr 72,811 51,266 3.13 23.8 118 137 868 59.0 119 155

Ko 61,971 47,245 5.45 28.7 146 39.4 1,352 132 126 417

Pe 78,474 50,977 6.26 30.5 88.7 870 1,997 41.6 157 922

To 34,488 50,808 5.23 29.5 148 55.6 1,685 115 135 167

MAQ 2 100 100 50 100 300
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and Sava affluent, literature confirmed impact of mining

industry and industrial facilities discharge on sediment

contamination (Comero et al. 2014). In Serbia, the

primary extracted minerals include copper, coal, lead–

zinc with associated gold, silver, bismuth and cadmium,

red bauxite, and modest quantities of oil and gas. River

Toplica is mostly affected by the wood-processing and

processing fruits and vegetables plants, ranging from

Kursumlija and Prokuplje, but this region is also

exposed to the impact of waters from illegal dumps

formed in river beds or on their banks (Samardžić 2013).

The Porečka River pollution is caused by waste waters

from a copper mine in Majdanpek tailings reservoirs

(Marinos et al. 1997).

The concentration levels of Cd, Cr, Ni, Pb, and Zn

are unsafe when compared with Serbian MAQ (Max-

imum Allowed Quantity) of soils for the majority of

the sediment samples and for Cu in sediment samples

from the Pek and Porečka River. The maximum

contents for most elements are higher than the

background values (Table 2) in the studied sediments.

These results suggested existence of some anthropo-

genic inputs of studied elements in addition to the

natural inputs. The significant anthropogenic source of

these elements is mining and smelting complexes in

Serbia.

For tracing and determination of the heavy metal

enrichment, three indices were calculated in this

paper: ratios of trace metals to conservative elements,

enrichment factor, and Igeo.

Metal pair ratio (M/Al) for studied element

in sediments

Table 4 presents trace metal to aluminum ratio for

studied elements in river sediments. From the results,

it can be concluded that sediments at sites I1, I2 (Ibar),

and V1 (Great Morava) are the most polluted with

heavy metals, followed by the sediments from T5 and

T7 (Tisa), D5 (the Danube), Z1 and Z2 (West

Morava), Pr (Porečka River), and To (Toplica), having

enrichment of almost all the metals.

From elements, the highest M/Al ratios were for

Mn, Zn, Cu, and Pb, indicating that these elements

represent significant pollution substances of the stud-

ied locality. Since that value of M/Al for some of

studied elements point to the existence of pollution, it

should quantify the degree of pollution.

Enrichment factors (EF)

In order to determine the extent of contamination of

the sediments, EF values are calculated for all heavy

metals. Metal content was normalized with content of

iron and aluminum followed by result comparison. In

general, Al or Fe was used as a suitable element for

normalization in researches (Radakovich et al. 2008),

due to their relative abundance in the Earth’s crust and

thus decreased the tendency to be heavily influenced

by human activities (Jain et al. 2005). The EF values

were interpreted as suggested by (Acevedo-Figueroa

et al. 2006), where: EF \ 1 indicates no enrichment;

\3 is minor; 3–5 is moderate; 5–10 is moderately

severe; 10–25 is severe; 25–50 is very severe; and[50

is extremely severe. For the purposes of comparison,

the degree of enrichment by heavy metals for studied

sediments is also assessed with different background

concentrations: reference values for the average

continental crust and local background values. The

background concentrations of elements in investigated

sediments, values for the element content in conti-

nental crust, as well as background values for the

elements in sediments given by other authors are

shown in Table 3.

The element contents in sediments from the DTD

canal (station in Vrbas) were chosen as the local

background values for elements in this research

because there are no significant anthropogenic sources

of toxic elements at this locality, and the sediment

samples are similar to the other investigated river

sediments in geochemical characteristics and compo-

sition. Concentration result for the DTD canal (station

in Vrbas) is shown in Table 3, as the background

values of observed sediments. As suggested by some

authors, the establishment of local background levels

is necessary to compare contents of the target heavy

metals and similarity of mineralogy and texture in

contaminated sediments with uncontaminated sedi-

ments (Ho et al. 2012).

Figures 2 and 3 show calculated sediment EF for

studied elements. The summary statistics for the EFs

of metals are shown in Table 5. The results show that

EF values are highly dependent on the normalizer

selected for analysis and selected background values.

The higher values were obtained when EF was

calculated using continental crust as background, than

when used regional background values. The highest

discrepancy of EF values was obtained for Cd
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(Table 4), which was related to significantly different

values of crust and background concentrations

(Table 2) for the given elements. EF values are also

dependent on element used for normalization (Al or

Fe), but they are more influenced by selection of

background values. Results indicate that heavy metals

were enriched in most sediment from different areas

(EF [ 1). However, significant differences can be

observed in the grade of pollution in studied localities,

since the range of EF values is from \1 to [50 for

studied elements.

The average EF values calculated using local

sediment background values as background and (1)

Al as a normalizer are: Cu (moderate enrichment) [
Zn (moderate enrichment) [ Cd (minor enrich-

ment) [ Co (minor enrichment) [ Pb (minor enrich-

ment) [ Ni (minor enrichment) [ Mn (minor

enrichment) [ Cr (minor enrichment), and (2) Fe as

a normalizer are: Cu (moderate enrichment) [ Zn

(moderate enrichment) [ Cd (minor enrich-

ment) [ Co (minor enrichment) [ Pb (minor enrich-

ment) [ Ni (minor enrichment) [ Mn (minor

enrichment) [ Cr (minor enrichment). It is possible

to conclude that the order of the calculated EF of

elements is the same when used Al and Fe as elements

for normalization. Results indicate that enrichment

with studied elements is minor to moderate.

In Table 4, are shown values of ratio between EF

calculated with Al, and EF calculated with Fe as

normalization elements: EF (Al and background

values)/EF (Fe and background values). It is possible

to conclude that the ratio for EFs in the majority of

sediments is approximately 1. Values 2 for this ratio

were observed in sediment samples with observed

contamination of heavy metals (higher values of EF

for some elements, such as: Tisa, T5, and T7; Danube,

D5; Great Morava, V1, and Toplica, To).

The average EF values calculated using continental

crust values as background and: (1) Al as a normalizer

are: Cd (extremely severe enrichment) [ Pb (severe

enrichment) [ Zn (moderately severe enrich-

ment) [ Cu (moderate enrichment) [ Mn (moderate

enrichment) [ Ni (minor enrichment) [ Co (minor

enrichment) [ Cr (minor enrichment), and (2) Fe as a

normalizer are: Cd (very severe enrichment) [ Pb

(moderately severe enrichment) [ Zn (moderately

severe enrichment) [ Cu (moderate enrich-

ment) [ Mn (minor enrichment) [ Ni (minor

Table 3 Background concentrations of elements in sediments, expressed in (mg kg-1)

Crusta River

sedimentb
Stream

sedimentc
Range in

soilse
River

sedimentsf
River

sedimentsg
River

sedimentsh
Lake

sedimentsi

Al 79,600 36,323 ndd nd nd nd 44,000 nd

Fe 43,200 24,556 nd nd 2,400 ± 500 nd 27,700 nd

Cd 0.1 1.28 nd 0.06–1.1 nd 0.66 ± 0.69 0.075 0.42

Co 24 8.22 3.13 21.6–21.5 6.1 ± 1.5 14.2 ± 10.0 nd nd

Cr 126 62.1 40.06 7–221 63 ± 14 nd 145 94.90

Cu 25 11.5 9.19 6-80 12 ± 3 49.3 ± 39.3 11.9 90.10

Mn 716 648 140.87 80–1,300 nd nd 559 nd

Ni 56 34.7 15.73 4–55 26 ± 10 32.4 ± 18.2 191 nd

Pb 14.8 57.8 18.82 10–84 27 ± 7 7.3 ± 9.6 10.8 38.10

Zn 65 66.6 65.90 17–125 55 ± 11 91.6 ± 41.5 64.5 156.0

a Element content in Continental crust (Wedepohl 1995)
b Background values in the studied sediments (element content in the DTD canal, this study)
c Background values in stream sediments (mean values) around the Aluminum Smelting Company, Nigeria (Ekwere and Elueze 2012)
d No data
e Range of means in soils (worldwide, background concentration, McBride 1994)
f Range of metal concentrations for the background values in sediments from Ferrol Ria, Spain (Cobelo-Garcı́a and Prego 2003)
g Sediments from Pasvik River, Rusia, average background values with standard deviation (Dauvalter and Rognerrud 2001)
h Sediments from Asopos River, Central Greece, total metal contents of the reference stations (Botsou et al. 2011)
i Lake sediments from Dianchi Lake, China, mean values (Ren-Ying et al. 2007)
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enrichment) [ Co (no enrichment) [ Cr (enrich-

ment). Results indicated that enrichment with studied

elements ranged from minor to extremely severe.

Results of EFs with values of continental crust and

local background values for studied sediments were

different, especially for Cd and Pb.

Ratio EF (Al and continental crust)/EF (Fe and

continental crust) has been calculated, and results were

Table 4 Metals/Al ratio for different metals in river sediments and relationship between the enrichment factors

Sample Cda

(910-3)

Co

(910-3)

Cr

(910-3)

Cu

(910-3)

Mn

(910-3)

Ni

(910-3)

Pb

(910-3)

Zn

(910-3)

EFbb EFcc

T1 0.09 0.18 1.10 0.88 23.5 0.72 1.76 6.08 0.90 1.12

T2 0.07 0.32 1.61 1.01 19.3 0.72 1.85 5.24 1.14 1.41

T3 0.07 0.29 1.32 1.02 18.2 0.62 1.70 5.37 0.95 1.18

T4 0.06 0.25 1.19 0.84 18.5 0.52 1.64 4.46 0.83 1.03

T5 0.16 0.58 2.68 2.25 43.8 1.21 2.86 9.14 1.75 2.17

T6 0.10 0.31 1.47 1.33 31.0 0.62 2.09 6.18 1.09 1.36

T7 0.24 0.75 3.53 2.81 71.1 1.63 3.43 13.2 2.44 3.04

T8 0.09 0.27 1.25 0.99 23.4 0.58 1.66 4.69 0.89 1.11

T9 0.08 0.26 1.15 1.04 21.7 0.55 1.67 4.91 0.83 1.03

D1 0.05 0.37 1.66 0.63 31.3 0.75 2.03 3.80 1.34 1.66

D2 0.02 0.18 0.84 0.27 11.6 0.40 1.28 1.76 0.66 0.82

D3 0.05 0.31 1.46 0.57 17.8 0.65 1.89 3.79 1.10 1.37

D4 0.04 0.25 1.22 0.47 14.4 0.56 2.11 3.54 0.89 1.11

D5 0.12 0.81 3.34 1.73 57.6 1.61 3.42 9.40 2.55 3.16

D6 0.10 0.40 2.28 0.78 21.9 1.31 2.51 4.23 1.22 1.52

S1 0.08 0.49 2.52 0.72 23.1 2.11 2.01 6.10 1.22 1.51

S2 0.05 0.49 2.65 0.63 30.3 2.17 1.99 3.68 1.19 1.47

S3 0.07 0.46 2.43 0.63 28.7 2.05 1.95 4.70 1.12 1.40

S4 0.09 0.50 2.65 0.57 33.2 2.17 2.00 3.88 1.24 1.54

I1 0.29 0.37 2.81 0.79 24.7 3.90 8.72 25.9 1.49 1.86

I2 0.14 0.61 3.89 0.67 22.8 4.62 4.44 18.5 1.19 1.48

V1 0.27 1.08 5.72 2.20 58.3 1.43 6.12 16.8 2.75 3.42

V2 0.11 0.45 2.49 0.87 20.0 2.55 2.97 7.33 1.13 1.40

Z1 0.08 0.26 1.81 3.28 17.1 1.78 1.63 5.28 1.06 1.32

Z2 0.13 0.56 3.87 0.92 18.0 4.12 3.72 11.5 1.20 1.49

JM 0.05 0.32 1.43 0.65 49.8 0.74 2.03 3.21 1.00 1.24

N1 0.05 0.27 1.45 1.43 12.3 0.60 2.32 6.92 0.97 1.20

N2 0.13 0.38 1.65 0.52 18.0 0.81 1.97 2.66 1.20 1.50

Ta 0.03 0.28 1.17 0.54 14.7 0.53 1.43 1.99 0.97 1.20

Tr 0.04 0.23 1.71 0.32 17.8 0.96 1.59 1.84 1.43 1.78

Pr 0.08 0.53 3.07 0.78 23.4 2.53 2.76 6.44 1.04 1.29

Ko 0.04 0.33 1.62 1.88 11.9 0.81 1.64 2.13 1.13 1.40

Pe 0.09 0.46 2.36 0.64 21.8 2.13 2.03 6.73 0.96 1.19

To 0.08 0.39 1.13 11.1 25.5 0.53 2.00 11.7 2.18 2.71

a Metals/Al ratio for different metals
b Relationship between the enrichment factors calculated with local background values (content in DTD canal) and different

normalization elements: EFb = EF (with Al and background values)/EF (with Fe and background values)
c Relationship between the enrichment factors calculated with continental crust and different normalization elements: EFc = EF

(with Al and continental crust)/EF (with Fe and continental crust)
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shown in Table 4. It can be concluded that for most of

sediments, values of the ratio of EFs are mainly 1,

except in the sediments with higher EF values. In these

sediments, EF values were 2 (T5–Tisa) and 3 (T7–Tisa,

D5–Danube, V1–Great Morava, and To–Toplica,).

In Table 6, it was shown that the ratios between

calculated EF values with different background values

and elements are used for normalization. A significant

difference was observed between EF for Cd (28.1 and

22.6) and Pb (8.4 and 6.9), which was related to

different values of crust and background concentra-

tions (Table 6), as these values were significantly

different for the given elements (Table 3). Also, the

Fe and Al contents in the calculated background and

crust were different, which also affected EF values.

Results shown that EF values with continental crust as

background were higher than EF values calculated

with regional background values for most elements.

Fig. 2 EF values (with calculated background values) depending on the element that was used for normalization (Al and Fe)
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It is possible to conclude that the choice of

element for geochemical normalization and back-

ground values is very important. For a specific site

and region, it is significant to have good assessment

of said values. Also, obtained results indicate that

the value of EF is more influenced by the choice of

background values than with selection of element

used for normalization.

Fig. 3 EF values (with crust content as background values) depending on the element that was used for normalization (Al and Fe)
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Geo-accumulation index (Igeo)

The geo-accumulation index of heavy metals in

sediments and grading of pollution levels are shown

in Fig. 4. When calculating Igeo, two different values

were taken as background contents: Continental crust

and local background values (determined for studied

sediments) and results were compared.

Based on the results of the geo-accumulation

index, it can be observed

1. If local background is used for calculation Igeo: Cd

(class 1 to 2), Cu (class 1 to 4), Co (class 1 to 2), Mn

(class 0 to 2), Cr (class 0 to 1), Ni (class 0 to 2), Pb

(class 1 to 2), and Zn (class 1 to 3).

2. If continental crust is used for calculation Igeo: Cd

(class 1 to 5), Cu (class 0 to 1), Co (class 0), Mn (class

0 to 2), Cr (class 0 to 1), Ni (class 0 to 2), Pb (class 1 to

3), and Zn (class 1 to 3).

Differences in the values of Igeo can be observed

depending on the choice of background values used for

calculation. The highest value for Igeo was observed for

Cu and Zn, if Igeo was calculated using the local

background values while the continental crust as the

background for Cd and Zn. The smallest difference in

Igeo values is obtained for Zn, which is a consequence of

the similar values for background value and continental

Table 5 Enrichment

factors for studied heavy

metals

BVc background values in

the studied sediments

(element content in DTD

canal), Cr element content

in Continental crust

Parameter Cd Co Cr Cu Mn Ni Pb Zn

EF

(BVc, Al)

Average 2.77 1.90 1.29 4.37 1.53 1.58 1.62 3.78

S.D. 1.78 0.90 0.65 5.84 0.81 1.20 0.93 2.82

Minimum 0.68 0.81 0.49 0.84 0.65 0.42 0.80 0.96

Maximum 8.18 4.79 3.35 35.03 3.99 4.84 5.48 14.13

EF

(BVc, Fe)

Average 2.13 1.48 1.00 3.73 1.20 1.25 1.29 3.00

S.D. 0.92 0.30 0.30 6.01 0.39 0.90 0.51 1.91

Minimum 0.95 0.90 0.69 1.28 0.64 0.55 0.85 1.11

Maximum 5.48 2.27 1.91 36.4 2.79 4.07 3.67 9.47

EF

(Cr, Al)

Average 77.7 1.42 1.40 4.40 3.04 2.15 13.6 8.47

S.D. 50.1 0.67 0.71 5.89 1.62 1.62 7.77 6.32

Minimum 18.9 0.60 0.53 0.85 1.29 0.57 6.72 2.15

Maximum 229 3.59 3.62 35.3 7.91 6.56 45.9 31.6

EF

(Cr, Fe)

Average 48.1 0.89 0.87 3.02 1.90 1.37 8.84 5.41

S.D. 20.7 0.18 0.26 4.86 0.62 0.98 3.56 3.44

Minimum 21.5 0.54 0.60 1.04 1.02 0.59 5.80 2.01

Maximum 123.7 1.37 1.66 29.5 4.44 4.43 25.2 17.1

Table 6 Ratio between calculated EF values with different background values and element for normalization

EF(Cd) EF(Co) EF(Cr) EF(Cu) EF(Mn) EF(Ni) EF(Pb) EF(Zn)

Fec/Febb Fec/Feb Fec/Feb Fec/Feb Fec/Feb Fec/Feb Fec/Feb Fec/Feb

La 22.6 0.6 0.9 0.8 1.6 1.1 6.9 1.8

Alc/Albc Alc/Alb Alc/Alb Alc/Alb Alc/Alb Alc/Alb Alc/Alb Alc/Alb

L 28.1 0.8 1.1 1.0 2.0 1.4 8.4 2.2

a Studied locality
b EF calculated with Fe as element for normalization and different background content (c-Continental crust and b-content in DTD

canal)
c EF calculated with Al as element for normalization and different background content (c-Continental crust and b-content in DTD

canal)
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crust content for Zn. Greater differences in values of

Igeo are observed among elements that are significant

polluters. There was very little difference in values of

Igeo between the Mn, Cr, and Ni.

Present results of geo-accumulation index (Fig. 4)

revealed that studied river sediments were remaining

unpolluted to moderately polluted with Co, Mn, Cr,

and Ni (Igeo \ 2). Significant pollution in the

Fig. 4 Igeo values depending on the choice of background values (crust, Igeo c, and calculated background for studied sediments, Igeo v)
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sediments was observed for the elements Cd, Cu, Pb,

and Zn. Enrichment with these heavy metals at studied

locations indicated the existence of significant anthro-

pogenic sources of these elements. From the studied

river systems, the highest value for Igeo is determined

in the following river systems: (1) with Cd: Tisa, Ibar,

the Great Morava, West Morava, Kolubara, Pek, and

Toplica; (2) with Cu: Tisa, the Great Morava, West

Morava, Porecka River, and Pek; (3) with Pb: Ibar,

West Morava, and (4) with Zn: Ibar, Pek, Kolubara,

and West and the Great Morava. Contamination in

these river basins was mainly consequence of indus-

trial and mining activities (Bor and Majdanpek Cu

deposits and the Trepča deposits, Baia Mare and Baia

Borsa mine in Romania) and city inputs.

Due to differences in the obtained Igeo values

calculated with different background contents for

studied elements, it was important to perform precise

and accurate determination of background values in

assessment of pollution status and calculation of

contamination indices. Our recommendation would be

to use the local and regional background content in

calculation contamination factors and pollution indices.

Conclusion

The obtained results show that Igeo and EF were

useful in assessing metal pollution from both natural

and anthropogenic processes. The calculation of EF

and Igeo indicated that the studied river sediments

were greatly contaminated by anthropogenic activi-

ties. Results isolate Cd, Cu, Pb, and Zn as potential

threat to water environment safety.

Due to complexity of the local lithology, it is

recommended that environmental monitoring and

assessment include selection of an appropriate back-

ground content to gain understanding of the geochem-

istry and potential source of pollution in that

environment. This study also emphasizes the need

for the systematic selection of the most appropriate

normalizer for observed systems.

The results obtained in this study can be used as

useful reference for future researches, because they

exhibited metal pollution as problem for observed

river systems in Serbia. Further analysis is necessary

to assess the pollution status of the cited localities,

since there is significant discharge of heavy metal

from the urban industrial and mining activities into the

rivers.
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A B S T R A C T

This investigation examines surface sediment samples from rivers and artificial lakes (Serbia) to quantify levels
of potentially harmful elements (As, Hg, and Se) and several ancillary elements (Al, Fe, Mn, Ca, Mg, C, H, N, and
S). These data provide the first global analysis of Hg, As and Se levels in a well-studied system. Combination of
different methods was applied for estimation of the environmental status of sediments and to determine the
potential risk of ecological damage: digestion with aqua regia and determination of element content, determi-
nation of elements mobile forms by ammonium-acetate extraction, calculation of contamination indexes - index
of geoaccumulation and enrichment factor, comparison with sediment quality guidelines and other literature
data, and use of statistical methods. Results indicate that the sediments are slightly enriched with As and Hg, but
not with Se. Fact that values for Se contents was less than the international threshold levels, suggesting the very
probable absence of risk of contamination over the catchment with this element. The average pollution levels in
Serbian river and artificial lakes expressed in terms of geoaccumulation indexes of As and Hg indicate that the
environment is uncontaminated to moderately contaminated. All values of EF for Hg were below 2, indicating
deficiency to minimal enrichment with Hg on studied localities. The EF values of As indicate deficiency to
moderate enrichment (EF ranged from 0.11 to 3.54). According to the comparison to quality standard, the As in
sediments of the studied area have potential risk. High content of arsenic in river and lake sediments indicate
that arsenic pollution problem that lasts longer period of time.

1. Introduction

In a natural environment, As, Hg, and Se are considered potential
harmful elements (PHEs) when their concentrations exceed certain le-
vels. They can also be categorized as atmophile elements, because their
mass transport through the atmosphere is often greater than via streams
(Li et al., 2016). In recent years, much attention has been focused on the
geochemical behaviour of these elements (Rezende et al., 2011; Zhang,
2014; Jagtap and Maher, 2015; Jiang et al., 2015; T. Chen et al., 2016,
H. Chen et al., 2016; Tepanosyan et al., 2016).

Arsenic is a toxic, ubiquitous element with metalloid properties, is
almost often present in environmental samples. It is found in nature in
metal ore deposits, mainly as arsenides of Cu, Ni and Fe. Arsenic
compounds are used mainly in agriculture and forestry as pesticides and
herbicides; and in smaller amounts, as additive in the glass and ceramic
industries as feed additives (Patel et al., 2005). Although it is classified
as a metalloid, it is also referred to as a metal, and in the context of

toxicology as a heavy metal. Sediments are important sinks of inorganic
arsenic in natural systems. However, inorganic arsenic is not perma-
nently fixed, since pH, temperature or redox potential changes and
presence of organic matter or ionic exchange processes can mobilise
arsenic compounds from the sediment (Raposo et al., 2004).

Selenium in the environment is a significant research area as en-
vironmental selenium provides a source for biological uptake. Selenium
is generally widely distributed and is cycled through environmental
compartments via both natural and anthropogenic processes.
Approximately, 40% of total Se emissions result from anthropogenic
activities (Savery et al., 2013). Interest in selenium concentrations in
the environment stem from the dual role of selenium as an essential
nutrient at low concentrations and as toxic substance at higher levels of
concentrations (Hagarová et al., 2005). Selenium usually occurs in as-
sociation with various sulphide minerals/metallic ores in which it re-
places sulphur atoms and only forms minerals with elements having a
comparatively high atomic number, e.g., Pb, Hg, Bi, Ag, Cu etc.
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Particularly, selenium has strong affinity for copper and accumulation
of copper in ores is usually accompanied by concentration of selenium
(Tarin, 2006). In surface waters, Se is found mostly as selenate and
selenite, which are both highly bioavailable species allowing for
bioaccumulation and biomagnification posing a threat to aquatic
wildlife (Savery et al., 2013).

Mercury is one of the most hazardous environmental pollutants with
a large number of physical and chemical forms. Mercury is released into
the environment from three major sources: natural deposits in soils,
anthropogenic release, and wet and dry atmospheric deposition from
both of these sources (Jagtap and Maher, 2015). Although all forms of
mercury are poisonous, alkylmercury compounds are of special concern
because of their easy penetration through biological membranes, effi-
cient bio-accumulation, high volatility and long-term elimination from
tissues. In the aquatic environments, mercury accumulates in sedi-
ments, where the methylation and demethylation processes preferably
seem to occur (Berzas Nevado et al., 2010). The major discovery in
recent years that Se can inhibit the toxicity and enrichment of MeHg in
aquatic organisms has provided a potential approach to solving pro-
blems of Hg contamination in water (Zhang, 2014). A large number of
scientific studies have confirmed that interactions between selenium
and mercury are a very important topic of study for the systematic
understanding of the environmental behaviour, fate and toxicological
effects of Hg (or Se). Research (Yang et al., 2008) indicates that adding
Se to lake sediments can significantly reduce the formation of MeHg in
these sediments.

Mercury in contaminated sediments could be extracted by various
chemical reagents in order to determine the different mercury species
and partitions, providing useful information of toxicology, bioavail-
ability and biochemical reactivity. Unfortunately, at present, neither
specific extractants nor standard protocols exist for the isolation of
particular mercury species (Issaro et al., 2009). Hagarová et al. (2005)

report that the application of extraction methods to selective removal of
selenium is complicated by the fact that selenium may exist in more
than one oxidation state (selenate (VI), selenite (IV), elemental sele-
nium (0) and selenide (II)), each of which has a unique behaviour.
Selenium determination with microwave digestion with aqua regia is
recommended in paper Prachei et al. (2010). The determination of Hg
total content in sediments with aqua regia is proposed by the U.S.
Environmental Protection Agency (1986). In paper Rezende et al.
(2011) is recommended the aqua regia digestion procedure for As and
Hg determination in sediments, and obtained results are with high
precision and accuracy.

In the presented manuscript, the arsenic, mercury and selenium
levels in the Serbian River and artificial lake sediments were de-
termined using microwave digestion with aqua regia and extraction
with ammonium–acetate. The main objective of this study was to de-
termine the distribution of studied elements in sediments and to esti-
mate the degree of contamination and potential risk of ecological da-
mages, on the basis of: calculation of pollution indexes (Igeo and EF),
comparison with the corresponding sediment quality guidelines, com-
parison of the obtained results with those found in the literature, and
prediction of mobility of studied potential harmful elements. There
were also calculated Se:Hg and S:Se ratios, and were determined con-
tent of several ancillary parameters: Al, Fe, Mn, Ca, Mg, C, H, N, and S.
In order to establish relationships among elements and determine the
common source (and/or carrier substances), a correlation and cluster
analysis was performed. To our knowledge, this is the first systematic
investigations of arsenic, mercury and selenium content in river and
artificial lake systems from Serbian localities.

Fig. 1. Location map of sampling sites.
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2. Materials and methods

2.1. Study area and sampling sites

Serbia has many rivers and lakes. Serbia's rivers belong to the
drainage basins of the Black, the Adriatic, and the Aegean seas, where
the largest and the most important in the area is the Black Sea drainage
basin covering an area of 81,261 km2 or 92% of the territory of Serbia.
The number of natural lakes in the total area is relatively small; how-
ever, when the increasing number of artificial reservoirs is included, the
hydrographic networks become richer and more complex (Dević et al.,
2014). Most lakes of Serbia are artificial, created by damming nu-
merous rivers of Serbia for the purpose of obtaining hydroelectric
power or as water reservoirs.

A total of 48 surface sediment samples were collected from Serbian
rivers (36) and artificial lakes (12) during 2008. Sampling site numbers
are denoted with the brackets: the Tisa (9), the Danube (6), the Sava
(4), the Ibar (2), the Great Morava (2), the West Morava (2), the South
Morava (2), the Nišava (2), the Tamiš (1), the Vrbas (1), the
Topčiderska River (1), the Porečka river (1), the Kolubara (1), the Pek
(1) and the Toplica (1) - rivers and the Barje (3), the Ćelije (3), the
Vrutci (1), the Garaši (1), the Bojnik (2) and the Bovan (2) - lakes.
Locations of the sampling sites are shown in Fig. 1 and Table 1. The
sampling of sediments in this research was conducted using a Van Veen
grab sampler, designed to collect an accurate representative sediment
sample. The sediment samples were stored at 4 °C to prevent changes in
the chemical composition. The micro and macroelemental levels were
determined in the granulometric fraction, i.e., < 63 μm of the bottom
sediment sample (grab sample). Analysis of the metal concentration in
the fine sediment fraction (< 63 μm) is recommended as these particles
are the most important sources of bioavailable metals in sediments
(Villaescusa-Celaya et al., 2000), as well as for comparability of data to
other river basins (Milačič et al., 2010).

The moisture content of each sample was determined by drying a
separate 1 g sample in an oven (105 ± 2 °C) until a constant weight
was reached. From this, a correction to dry mass was obtained, which
was then applied to all reported metal content results.

2.2. Chemical analysis

2.2.1. Digestion with aqua regia
Total As, Hg, Se, Al, Fe, and Mn levels were determined using mi-

crowave digestion with aqua regia. Approximately 500 mg of sample
sediment and 12 mL of aqua regia (9 mL HCl and 3 mL HNO3) were
added to a microwave vessel (DIN 38414 S7 1983, SW-846 EPA Method
3051a 2007). Microwave digestion was performed in a pressurised
microwave oven (Ethos 1, Advanced Microwave Digestion System,
Milestone, Italy) equipped with a rotor holding 10 microwave vessels
(PTFE). During digestion, the temperature of the microwave oven was
raised to 165 °C over 10 min (holding time 0 s), then to 175 °C over
3 min, after which it was maintained at 175 °C for 10 min (max power
1200 W) (Rönkkömäki et al., 2008). One control vessel per rack con-
tained a temperature and pressure probe. The vessels were removed
from the oven after the temperature had dropped to< 50 °C and the
pressure to< 69 kPa. At the end of the digestion cycle the vessels were
allowed to cool to room temperature before continuing the sample
preparation, to align with security protocols and to avoid the leakage of
volatile substances. After cooling, the sample digests were filtered with
Whatman No. 42 filter paper, to remove solids which remained after the
microwave digestion process. The digests were then transferred into a
flask, diluted to 100 mL with 1 M HNO3 and stored in a polyethylene
bottle at 4 °C until needed for analysis (Sakan et al., 2011).

2.2.2. Extraction with 1 M CH3COONH4

A 40-mL aliquot of a 1 M CH3COONH4 solution was added to 1 g of
sediment in a 50-mL centrifuge tube. The suspension was shaken on a

shaker for 2 h in a room at 20 ± 2 °C (Todorović et al., 2001; Sakan
et al., 2009; Petrović et al., 2010; Sakan et al., 2012). The extract was
separated from the solid phase by centrifugation at 3000 rpm for
20 min. Then, the supernatant was decanted and diluted to 50 mL with
1 M HNO3 and stored in a polyethylene bottle at 4 °C until needed for

Table 1
Content of studied elements [mg kg−1], dry weight basis and Se:Hg and S:Se ratios.

Number Sampling location R/La Hg As Se Se:Hg S:Se

1 Tisa (Martonoš) R < dlb 20.1 0.542 6827
2 West Morava

(Kratovska stena)
R < dl 23.5 0.605 8099

3 Ibar (Raška) R 0.086 103 0.357 4.15 13,165
4 Tamiš (Jaša Tomić) R < dl 9.77 0.341 8504
5 Tisa (Titel) R < dl 13.6 0.399 6266
6 Vrbas DTD (Vrbas) R < dl 7.58 0.152 13,158
7 Danube (Bezdan) R < dl 13.8 0.352 5682
8 Danube (Bezdan) R < dl 13.1 0.365 5753
9 Danube (Bezdan) R 0.259 12.5 0.382 1.47 5131
10 Topčiderska river

(Rakovica)
R 0.242 17.6 0.266 1.10 7143

11 Danube (Bogojevo) R 0.123 8.44 0.291 2.37 6873
12 Porečka river (Mosna) R < dl 16.6 1.004 3586
13 Barje L < dl 9.69 0.128 14,922
14 South Morava

(Mojsinje)
R 0.075 16.8 0.486 6.48 5967

15 Ćelije L < dl 9.46 0.128 15,391
16 Ćelije L 0.009 9.70 0.056 6.22 35,000
17 Barje L 0.002 37.2 0.117 58.50 16,667
18 Nišava (Niš) R 0.492 11.2 0.650 1.32 5538
19 Danube (Bezdan) R 0.500 16.6 0.388 0.78 5052
20 Barje L < dl 44.7 0.127 15,354
21 Tisa (Titel) R 0.203 20.4 0.290 1.43 6897
22 Tisa (Titel) R 0.056 14.4 0.176 3.14 11,080
23 Kolubara (Draževac) R 0.345 19.5 0.206 0.60 9466
24 Ibar (Kraljevo) R 0.357 66.0 0.216 0.61 12,130
25 Vrutci L 0.135 5.96 0.084 0.62 22,619
26 Sava (Ostružnica) R 0.331 17.6 0.272 0.82 7132
27 Ćelije L 0.147 8.95 0.090 0.61 21,889
28 Pek (Kusiće) R 0.130 23.4 0.983 7.56 6419
29 Sava (Sremska

Mitrovica)
R 0.341 14.8 0.323 0.95 6037

30 Sava (Šabac) R 0.368 17.5 0.342 0.93 5702
31 Great Morava

(Ljubičevski most)
R 0.500 30.7 0.451 0.90 4279

32 Tisa (Martonoš) R 0.206 15.1 0.347 1.68 5620
33 Tisa (Martonoš) R 0.254 19.6 0.433 1.70 4411
34 South Morava

(Vladičin Han)
R 0.271 19.6 0.301 1.11 6379

35 Toplica (Doljevac) R 0.352 25.2 0.491 1.39 3951
36 Bojnik L 0.321 4.95 0.230 0.72 8435
37 Tisa (Martonoš) R 0.360 17.4 0.400 1.11 4875
38 Garaši L 0.337 6.2 0.159 0.47 12,327
39 West Morava

(Maskare)
R 0.717 31.3 0.363 0.51 7218

40 Bojnik L 0.178 5.81 0.263 1.48 7338
41 Nišava (Dimitrovgrad) R < dl 4.10 0.446 4731
42 Bovan L 0.021 9.41 0.274 13.05 7080
43 Bovan L < dl 9.29 0.301 6412
44 Tisa (Martonoš) R 0.051 15.8 0.316 6.20 6203
45 Great Morava

(Bagrdan)
R 0.441 24.3 0.373 0.85 5308

46 Tisa (Martonoš) R 0.08 18.2 0.365 4.56 5342
47 Sava (Jamena) R 0.217 16.3 0.390 1.80 5000
48 Danube (Gruja) R 0.269 17.1 0.276 1.03 7609
Median 0.141 16.4 0.332
GMc 0.134 15.3 0.292
HMd 0.081 12.8 0.242
Avg 0.183 19.0 0.340 3.95 8874
Max 0.717 103 1.004 58.5 35,000
Min < dl 4.10 0.056 0.47 3586
SDEV 0.180 16.48 0.191

a River/lake.
b Below detection limit (< 0.0001 mg kg−1).
c Geometric mean.
d Harmonic mean.
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analysis.

2.2.3. Determination of element content
In this research, the following elements were determined in each

sample: As, Hg, Se, Al, Fe, and Mn. The analytical determination of the
studied elements was realised with an atomic emission spectrometer
with an inductively coupled plasma iCAP-6500 Duo (Thermo Scientific,
United Kingdom). The detector was a RACID86 Charge injector device
(CID). For As, Hg, and Se determination, ICP OES coupled with hydride
generation technique was used. Hydride technique was used to mini-
mize interferences from sample matrices.

Analytical grade chemicals were used throughout the study without
any further purification. The metal standards were prepared from a
stock solution of 1000 mg L−1 by successive dilutions. The concentra-
tions obtained for all the elements in the blanks were close to the de-
tection limit of the method, indicating that contamination was not a
problem in the digestion.

The wavelengths used in this analysis were: As - 189.0 nm, Hg -
194.2 nm, Se - 196.0 nm, Mn - 257.6 nm, Fe - 261.1 nm, Ca - 184.2 nm,
Mg - 279.5 nm, and Al - 237.3 nm. The detection limit was determined
as three times the standard deviation of the blank measurements. The
obtained values were (in mg kg−1) were: As - 0.0001, Hg - 0.0001, Se -
0.0001, Mn - 0.03, Al - 0.5 and Fe - 0.3.

The obtained results are expressed in mg kg−1 dry sediment.

2.2.4. Elemental analysis
The determination of C, H, N, and S content in the investigated

sediments was performed by elemental analysis, using the Vario EL III
C, H, N, S/O elemental analyser (Elementar). Determined C content
represented total carbon content, i.e. sum of inorganic and organic
carbon.

2.3. Contamination indexes

The index of geoaccumulation (Igeo), originally introduced by Muller
(1979), was employed here to separate the anthropogenic influences on
the sediment from the natural influences (Li et al., 2016). The index is
defined by the following equation:

=I log (C 1.5 B ),geo 2 n n

where Cn is the measured sediment concentration of the element of
interest (n) and Bn is the geochemical background concentration of
element (n). The Igeo classifies the sampling locations into seven classes
as follows: Igeo ≤ 0 - practically uncontaminated; 0 < Igeo < 1 - un-
contaminated to moderately contaminated; 1 < Igeo < 2 - moderately
contaminated; 2 < Igeo < 3 - moderately to heavily contaminated;
3 < Igeo < 4 - heavily contaminated; 4 < Igeo < 5 - heavily con-
taminated; and 5≤ Igeo - extremely contaminated.

The enrichment factor (EF) was calculated according to the following
equation:

=EF (C C ) (B B ),n(sample) ref(sample) n(background ref(background)

where Cn(sample) is the content of the examined element in the examined
environment; Cref(sample) is the content of the reference element in the
examined environment; Bn(background) is the content of the examined
element in the reference environment, and Bref(background) is the content
of the reference element in the reference environment (Bernalte et al.,
2015). Five contamination categories are recognized on the basis of the
enrichment factor: EF < 2 (deficiency to minimal enrichment),
EF = 2–5 (moderate enrichment), EF = 5–20 (significant enrichment),
EF = 20–40 (very high enrichment), and EF > 40 (extremely high
enrichment).

2.4. Statistics and data processing

In order to establish relationships among elements and determine

the common source (and/or carrier substances), a correlation matrix
was calculated for the elements in the sediments. Hierarchical Cluster
Analysis also was performed to classify the sediments according to the
values of the studied variables into clusters and generate dendrogram.
Data were analyzed using SPSS 21.0.

3. Results and discussion

3.1. The accuracy check

The accuracy of the analytical procedures applied was checked by
analysis of the certified reference material (BCR-143R, ‘Sewage sludge
amended soil’). The materials were handled according to the supplier's
specifications. The percentage recovery for Hg and Mn was obtained as:
[(measured concentration in mg kg−1) / (mean certified value for CRM
in mg kg−1) × 100]. The determined concentration for Hg was
1.03 mg kg−1, which is 93.6% of the certified values. The determined
concentration for Mn was 822 mg kg−1, which is 95.8% of the certified
values. Good agreement between determined and the certified values
confirming the accuracy of the obtained result.

The precision is expressed as relative standard deviations. The re-
lative standard deviations of the means of duplicate measurement
were< 10% for all the measured elements.

3.2. Mercury, arsenic and selenium content in sediment

The total As, Se and Hg contents in studied sediments are sum-
marized in Table 1, while the contents of determined ancillary para-
meters (Al, Fe, Mn, Ca, Mg, C, H, N, and S) are summarized in Sup-
plementary Table 1. Comparison of the obtained results in this research
with those found in the literature for the elements in soil and sediments
from India, China, Spain, Armenia, France, Gana, Scotland, Danube and
Sava river is shown in Table 2.

In general, contents of elements vary along studied localities
(Table 1). The total content of As in sediment were in the range
4.10–103 mg kg−1. The average content of As in the sediment
(19.0 ± 16.5 mg kg−1) was comparable to that of the sediment from
Yangtze river (Tang et al., 2014), Sava river (Milačič et al., 2010),
Danube river (Woitke et al., 2003), and was significantly lower com-
pared with the values reported by Patel et al. (2005) for sediment from
central India. Average concentration of As found in this study was also
lower than values reported in Dhivert et al. (2015). However, the
average concentration of As was found to be slightly higher in this study
compared with the values reported by Xu et al. (2016) - for soil from
China (Beijing), Roig et al. (2011) - for river sediments (Spain),
Tepanosyan et al. (2016) - for topsoil (Armenia), and Frémion et al.
(2016) - for Loire river sediments (France). Comparison of As content in
Tisa river sediments in this study with those published for Tisa sediment
in Sakan et al. (2012) indicate that values in this study was higher than
values in Sakan et al. (2012). Possible reason for this maybe fact that in
this research was determined total content of As (by aqua regia), since
in Sakan et al. (2012) present results for total extractable amount of As
represented as the sum of As released in all five fractions of sequential
extraction. As extractant in residual fraction in Sakan et al. (2012) is
used 6 M HCl, not aqua regia.

Total Hg content ranged from below detection limit to
0.72 mg kg−1. Hg pristine concentrations vary between 0.08 and
0.4 mg kg−1 (Issaro et al., 2009), indicating mercury emissions from
anthropogenic sources in the studied area. Results of comparisons of the
obtained results with other published results for mercury (Table 2)
indicate that mercury contents in Serbian river and lakes are higher that
the levels measured in topsoil in Armenia Tepanosyan et al. (2016) and
river sediment from Spain (Roig et al., 2011), but roughly similar to
measured values in soil from China (Xu et al., 2016), river sediments
from Ghana (Oppong et al., 2010), Sava river (Milačič et al., 2010) and
Tisa river (Sakan et al., 2012). The sediments mercury contents
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measured in this study area, however, lower than those found in soil
from sewage irrigation area of northwest China (T. Chen et al., 2016, H.
Chen et al., 2016). The average contents of Hg found in this study is
similar to measured values of Hg in Danube river and Danube tribu-
taries (Woitke et al., 2003), but on some location along the entire
course and some tributaries, maximum values were higher than studied
values.

Total Se content in this study ranged from 0.056 to 1.000 mg kg−1

(Table 1). The river and lakes sediments selenium contents are higher
than the levels measured in soils from China (Lv et al., 2014), but si-
milar to measured values in Scottish topsoil (Shand et al., 2010), Fin-
nish sediment (Koljonen, 1974), and soils from China (Yu et al., 2014).

To estimate the environmental status of sediments and to determine
the potential risk of ecological damage, the Hg, As and Se contents in
the sediment were compared with the corresponding sediment quality
guidelines (SQGs, Table 2): US EPA benchmarks (US EPA, 2007; De
Castro-Catalá et al., 2016), PEC - probable effect concentrations
(MacDonald and Ingersoll, 2002) and Serbia national legislation
(Republic of Serbia, 1994). Screening ecological benchmarks are used
to identify chemical concentrations in environmental media that are at
or below thresholds for effects to ecological receptors. No benchmarks
were exceeded for Se, but for As and Hg on some sites measured values
exceeded the benchmarks (Fig. 2, Table 2). Lemly (2002) also described
the sedimentary toxic effect threshold for Se in sediment as 2 μg/g,
which is in accordance with US EPA benchmarks. The fact that Se levels
were less than the international threshold levels suggests the very
probable absence of risk of contamination with this element over the
catchment.

The collation of contents of As and Hg with maximum acceptable
concentrations (MAC) approved by Serbian legislation (Table 2)
showed that only arsenic exceeded MAC on some localities: Great
Morava, West Morava, Ibar and Toplica (rivers) and Barje (artificial

lake). Data from Table 2 further indicate that most of sediments ex-
ceeded PEC values for As, but did not exceeded for Hg. PEC (probable
effect concentrations) are SQGs that were established as concentrations
of individual chemicals above which adverse effects in sediments are
expected to frequently occur. Thus, it is possible to conclude that on
studied localities Hg was found to be present in slightly elevated con-
centration. The highest Hg content was found at site West Morava.
Elevated Hg content in this river was also shown in paper Milošković
et al. (2016).

High content of arsenic on some localities are mainly caused by
pollution with exogenous substances. Stafilov et al. (2010) report very
heavy pollution with As of the area around the Ibar and Sitnica valleys.
Dević et al. (2016) reported high levels of As in river water in Serbia.
The authors explain that, with the use of arsenic-containing herbicides,
high concentrations of naturally occurring arsenic in some quaternary
sedimentary aquifers, and as a consequence of mining activities. These
results suggest that a large proportion of the Serbian population is
chronically exposed to As. High content of arsenic in river and lake
sediments indicate that arsenic pollution problem that lasts longer
period of time.

The box-plot (Supplementary Fig. 1) shows that Se and As have
some outliers and extreme values. Since that Se content not exceeded
MAC values, it can be supposed that geology is the primary control on
the selenium concentration in sediments. This is partially because of
different background Se content in different regions.

In the sediment samples which are analyzed in this paper shown
that elevated concentrations of elements, mainly those that exceed the
MAC, in most cases were detected in samples of river sediments. It is
possible to assume that this is due to the fact that the artificial lake
reservoirs are usually built in rural areas, where the less anthropogenic
pollution. Unlike lakes, rivers often flow through the towns, but these
bodies of water more or less burdened with micronutrients, toxic

Table 2
The average contents and ranges of As, Hg, and Se, compared with data published for other sediments and soils and sediment quality guidelines (in mg kg−1, only if it is not otherwise
stated).

As Hg Se Literature

Sediment (Kupa river, Croatia) ND-12.96 (5.036 ± 2.829) 13.4–206 (86.8 ± 48.2)b 0.12–1.26(0.61 ± 0.26) Frančišković-Bilinski (2007)
Sediment (riversc, Slovenia) 10.87–30.46 (17.33 ± 6.94) 121–1087 (425 ± 312)b 0.34–2.72(1.26 ± 0.57) Frančišković-Bilinski et al. (2006)
Sediment (Sava riverd) 1.89–46.01(14.13 ± 7.94) 16.8–6918(1163–1415)b ND-3.94(1.25 ± 0.81) Frančišković-Bilinski (2008)
Sediment (central India) 19–489 (105a) Patel et al. (2005)
Soil (northwest China) 6.28–12.96 (9.88) 0.52–5.05 (1.39) T. Chen et al. (2016)
Background 11.70 0.13 T. Chen et al. (2016)
Scottish topsoils 0.19–1.46 Shand et al. (2010)
Finnish sediment (silt) (90b) Koljonen (1974)
Finnish sediment (clay) (320b) Koljonen (1974)
Soil (northeast-southwest China) 0.08–0.215 Lv et al. (2014)
Soil (China, Fujiang River B) (0.200) Yu et al. (2014)
Soil (China, Beijing) 4.05–18.3 (8.38) 0.01–0.67 (0.07) Xu et al. (2016)
Sediments (river, NE Spain) 1.09–13.17 ND-0.22 Roig et al. (2011)
Topsoil (Yerevan, Armenia) 0.050–4.900 (0.050) 0.010–0.270 (0.115) Tepanosyan et al. (2016)
Sediments (Rhue river, France) 9.4 Frémion et al. (2016)
Sediment (Upper Loire River, France) 44.7 Dhivert et al. (2015)
Sediment (Yangtze River, China) 17.0 Tang et al. (2014)
Sediment (River Pra Basin, Ghana) 0.390–0.707 Oppong et al. (2010)
Sediment (Sava river, spring - outfall) 7–25 0.2–0.6 Milačič et al. (2010)
Sediment (Danube river) 9.0–68.9 (17.6 ± 1.9) < 0.10–2.37 (0.22 ± 0.05) Woitke et al. (2003)
Sediment (Danube-tributaries) 8.1–388 (20.1 ± 15.9) < 0.10–2.56 (0.22 ± 0.21) Woitke et al. (2003)
Sediment-background values 10 0.2 Woitke et al. (2003)
Sediment (this study) 4.10–103 (19.0 ± 16.48) < dle–0.72 (0.18 ± 0.18) 0.06–1.00 (0.34 ± 0.19)
MAC (Serbia) 25 2 Republic of Serbia (1994)
Benchmarks 9.8 0.18 2 US EPA, 2007
PEC 25 1.1 MacDonald and Ingersoll (2002)

ND: not detected.
a Mean.
b μg kg−1.
c Savinja, Voglajna, and Hudinja.
d Slovenia and Croatia.
e dl - 0.0001 mg kg−1.
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substances, organic or inorganic, waste materials, depending on the
type and industrial process which, particularly in Serbia, without
needed and compulsory technology treatment directly discharged into
them.

3.3. Se:Hg ratio

It was proposed as early as 1972 that the Hg-to-Se molar ratio
should be used as a reference standard for Hg pollution (Ganther et al.,
1972). However, this proposal has attracted little attention because the

Fig. 2. Hg, As, and Se content (mg kg−1) in sediments from rivers and lakes.
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specific underlying mechanism has only gradually become clear in re-
cent years (Zhang, 2014). In Burger et al. (2012) was written that
Ralston (2008) suggest that selenium:mercury molar ratios above 1 are
protective for adverse mercury effects. The Se:Hg ratio are calculated
for studied sediments and results are shown in Table 1. The ratio
Se:Hg > 1 was observed in sediments with lower mercury and higher
selenium content, suggest a protective effect of Hg toxicity. For sedi-
ments with higher Hg content, Se:Hg was< 1, which indicates that the
higher content of selenium is required in order to neutralize the nega-
tive impact mercury effects. In general, when the concentration of Se is
significantly higher than that of Hg, Se plays a dominant role in Hg
assimilation processes.

3.4. S:Se ratio

Malisa (2001) reported that S/Se ratios are distinct in different rock
types and can thus be used to elucidate the origin of rocks, ores, and
sediments. The obtain values for S:Se ratios in studied sediments in
present research (3586–35,000, Table 1) are in accordance for values in
clayey and organic-rich sediments (1000–10,000) for most of the stu-
died samples, but in some areas, obtained Se/S ratio was higher. This
ratio in sediments depends on the abundance of selenium during sedi-
mentation, since there is a usually about the same amount of sulphur
present, which can be bound to sediments (Malisa, 2001). High value
for S/Se ratios at some locations in this research may be a consequence
of geochemical composition of sediment.

3.5. Analysis of the easily soluble element fraction of sediments

In order to estimate the extent of pollution of selected elements in
sediments, extraction in CH3COONH4, was performed. The neutral 1 M
ammonium acetate extraction method is the most widely used proce-
dure to extract water-soluble and rapidly exchangeable fractions. The
percentages of the extracted elements in the soluble fraction compared
to the total content obtained with aqua regia digestion were calculated
and results shown in Supplementary Fig. 2 only for As, since the ex-
tracted amounts of Se and Hg in this fraction was below detection
limits. Other studies also shown that a significant proportion of in-
soluble and non-bioavailable elemental Se naturally present in sedi-
ment (Wiramanaden et al., 2010). Sakan et al. (2012) reported that in
investigated river and alluvial sediment mercury is quite stable and
present low chemical availability, which is comparable with data found
in this study.

Data from Supplementary Fig. 2 showed that the percentages of the
easily soluble metal fraction of arsenic were in general below 10%,
indicating its low mobility into the aquatic environment. Obtained re-
sults are comparable to results for Sava River (Milačič et al., 2010) and
Tisa river and Danube alluvial sediments (Sakan et al., 2012).

3.6. Determination of background values

The selection of appropriate background values is very important in
assessment of the sediment contamination level, based on ecological
risk-assessment criteria, such as Igeo and EF (Li et al., 2016; Sakan et al.,
2015). Unfortunately, no earlier background data for the three selected
element were available for the study area. The As and Hg data reported
in Woitke et al. (2003) were chosen as the background values for the
current study due to the following reasons: (i) contaminated and mi-
neralogically and texturally comparable river sediments, (ii) similarity
with other published background values (Table 2) and (iii) similarity
with US EPA benchmarks (Table 2).

3.7. The index of geoaccumulation

The calculated values for Igeo are shown in Fig. 3. Igeo for As ranging
from< 0 to 1.93, indicating practically uncontaminated to moderately

contaminated sediments; for Hg, Igeo was from< 0 to 0.87, indicating
practically uncontaminated to moderately contaminated sediment. The
percentage of sediments that had Igeo < 0 were 45.8% for As and
75.0% for Hg. The percentage of samples that had 0 < Igeo < 1 were
47.9% for As and 25% for Hg. Only three sediments (Ibar (2) and Barje
lake (1)) had Igeo > 1 for As (6.2%), indicating moderately con-
taminated areas. The average pollution levels in Serbian river and ar-
tificial lakes expressed in terms of geoaccumulation indexes of As and
Hg indicate that the environment is uncontaminated to moderately
contaminated. Therefore, although there was a significant proportion of
samples for which As and Hg exceeded the benchmarks, they had the
least number of samples that exceeded the Igeo values when background
values were taken into consideration.

3.8. Enrichment factor

The calculated EFs are shown in Fig. 4. EF values range for As was
from 0.113 to 3.537 (mean 0.586). All values of EF for Hg were below
2, indicating deficiency to minimal enrichment with Hg on studied lo-
calities. The EF values of As indicate deficiency to minimal enrichment
to moderate enrichment (EF ranged from 0.11 to 3.54). The calculated
values of EF indicate that 95.8% sites for As had values for EF < 2
(deficiency to minimal enrichment). Two stations in the studied area
had values> 2 for As (moderate enrichment), for Ibar river (stations
1280 and 1281). Obtained results are consistent with the results of Igeo.

3.9. Correlation analysis

The correlation coefficients between each pair of variable elements
in the sediments were calculated using the Pearson correlation matrix
approach and values are shown in Supplementary Table 2. The results
obtained show that there are both positive and negative correlations
between the elements with regard to their source. Results of correlation
analysis indicate that Hg does not show a significant correlation with
any of the elements. The lack of significant linear correlation between
Hg and the other studied elements suggests that its sources were quite
different from those of the others. As is positive correlated with: Fe, Mg
and S, and Se are positive correlated with C and S. Correlation between
Se and S is highly significant. Positive correlation among As and Fe is
also shown in paper T. Chen et al. (2016) and H. Chen et al. (2016),
which may indicate that As is present as insoluble Fe-arsenate com-
plexes. Also, arsenate (As(V)) is expected to be very sparingly soluble in
most environments, because of a very efficient inner-sphere com-
plexation adsorption mechanism on Fe and Al oxides (Gustafsson and
Tin, 1994). Frémion et al. (2016) found that a correlation between As
and major elements could reflect the fact that after their release in
aquatic medium, they sorb through time onto Al- and Fe-oxides present
in high concentration in sediments matrix. As and S may form very
insoluble compounds, such as arsenopyrite (Gustafsson and Tin, 1994).
Positive correlation of As with Mg may be due to Mg has the capacity to
precipitate with arsenate (Fendorf et al., 2010). The positive correlation
between Se and S reflect the association of Se with various sulphide
minerals. Because of the similar ionic radii of sulphide ion and selenide
ion, selenium readily substitutes for sulphur ion sulphide minerals.
Correlation of Se with total carbon content indicates that selenium in
sediments accumulated via organic matter also, which is in accordance
with the results of Wiramanaden et al. (2010). Čuvardić (2003) shows
that in sedimentary rocks, Se is bond to organic fractions. Wiramanaden
et al. (2010) suggest that microbial activity may be very important in
the biogeochemical cycling of Se in fresh-water ecosystems.

Fe is negatively correlated with Ca and C, and positively with K, Mn,
and H. Obtained correlations may be consequence of different origin of
elements; Ca and C represented carbonates, and Fe is mainly present in
form oxide. Fe oxides are building associations with Mn oxides and clay
minerals in soils and sediments. The positive correlations of total C with
Ca, Mg, and N confirmed dual nature of carbon content, since that total
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carbon includes inorganic and organic sample constituents. Inorganic
carbon forms are present in soils and sediments typically as carbonates
(represented with Ca and Mg in this research) and total N content re-
present organic matter. Nitrogen in soil and sediment is mainly derived
by decomposition of the plants and animals or plankton and plays an
important role as a source of nutrients (Avramidis et al., 2015).

3.10. Cluster analysis (CA)

The results obtained by CA (R mode) are presented by dendrogram,
where the distance axis represents the degree of association between
groups of variables, i.e. lower the value on the axis, the more significant
the association. According to the dendrogram (Supplementary Fig. 3),
two main clusters can be observed. Cluster one consists of H, N, Se, S,
Fe, K, Mn, and As. Cluster two consists of Ca, C, Mg and Hg. The first
cluster, based on the degree of dependence on elements, can be divided
into three subclusters H and N (1), Se and S (2) and Fe, K, Mn, and As
(3). H and N were significantly correlated with each other indicating
adsorption of organic matter to clay minerals; Se and S represented
sulphides and Fe, K, and Mn present Fe and Mn oxides and associations
of these oxides and clay minerals in sediments. As(V) is very strongly
sorbed by Fe/Mn oxides (Li et al., 2016), which explain the presence of
arsenic in this subcluster.

The second cluster can be divided into two subclusters: Ca, C, and
Mg (1) and Hg (2). As expected, Hg was isolated from the other ele-
ments, which is indicative of lack of association with the others in the

sediments. Ca, C, and Mg represented carbonates and form separate
sub-cluster.

Results obtained by applying this multivariate method are con-
sistent with those obtained by content distribution in sediments and
inter-element relationships of studied elements.

4. Conclusion

Sediment pollution with As, Hg, and Se is a widespread concern due
to the global distribution of these elements and the associated potential
for toxicity, bioaccumulation and biomagnification. In the Serbian river
and artificial lake sediments studied, mercury was found to be present
in slightly elevated concentration. High content of arsenic on some
localities, mainly caused by pollution with exogenous substances in-
dicate that arsenic pollution problem that lasts longer period of time.
Elevated concentrations of elements, mainly arsenic, in most cases were
detected in samples of river sediments, since artificial lake reservoirs
are usually built in rural areas, where the less anthropogenic pollution
rivers often flow through the towns. Concentration of total selenium
content in sediments is too low to be of toxicological significance in the
aquatic environment.

The average pollution levels in studied sediments, expressed in
terms of geoaccumulation indexes of As and Hg indicate that the en-
vironment is uncontaminated to moderately contaminated. All values of
EF for Hg were below 2, indicating deficiency to minimal enrichment
with Hg on studied localities. The calculated values of EF for As indicate

Fig. 3. Arsenic (a) and mercury (b) index of geoaccumulation of studied sediments.
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that 95.8% sites for As had values for EF < 2, indicating deficiency to
minimal enrichment. Two stations in the studied area had values> 2
for As, indicating moderate enrichment. These sediments were taken
from Ibar river, and obtained values may be explained by increased
load of As due to anthropogenic pressures in these region. The per-
centages of the easily soluble metal fraction of arsenic were in general
below 10%, indicating its low mobility into the aquatic environment.

Due to the potential risk of arsenic and mercury pollution in sedi-
ment, with potential impacts on the entire ecosystem, pollution pre-
vention and remediation measurements seem essential, especially in
areas where we found increased levels of this element.

Acknowledgements

This study was supported by the Ministry of Education, Science and
Technological Development of Serbia, Grant Nos. 172001 and 43007.
In addition, we would like to thank the Republic Hydrometeorological
Service of Serbia for the sediment samples.

Appendix A. Supplementary data

Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.gexplo.2017.06.006.
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Abstract: The need for further research into potentially toxic elements in Serbian rivers led to an
investigation of distributions, sources, and ecological risks in a sample base of sediments from
15 rivers. The analyses were carried out through both experimental and theoretical methods.
Geochemical fractionation of Cd, Co, Cr, Cu, Fe, Mn, Ni, Pb, As, V, and Zn in sediments was
studied using a sequential extraction procedure. Both a Håkanson risk index (RI) and a Monte Carlo
simulation (MCS) were used in order to estimate ecological risk, applying the probability distribution
of RI values instead of single-point calculations. In order to both further the development of the used
method and include additional processes, software for the simulations was developed instead of
using proprietary solutions. Metal fractionation showed high percentage recoveries of Cd, Cr, Co, Cu,
Fe, Ni, and V in residual fractions. The high content of Pb, Mn, and Zn in mobile fractions might
cause serious environmental concerns. In some localities, Cu and Cd could be problematic elements,
since their mobility was high. An environmental assessment based on the described criteria provided
risk levels varying from low to median (mainly contributed by Cd and Cu).

Keywords: geochemical fractionation; probabilistic ecological risk; Monte Carlo simulation; toxic
elements; sediments; hierarchical clustering

1. Introduction

As an essential part of the overall ecological system, water is a subject and special responsibility
in terms of improving the quality and sustainability of the quantity and needs of future generations.
Due to intensive technological and industrial development, a large amount of harmful and toxic
substances is polluting rivers and river sediments and is causing environmental damage. Among these
substances, pollution by toxic and potentially toxic elements (PTEs) is a major problem due to their
ubiquity coinciding with their toxicity and persistence [1]. River sediment quality is estimated by
the presence of the sought toxic elements in fluvial sediments and fine suspended particles, since the
solubility of the investigated PTEs in water is low under normal conditions [2].

When PTEs are found in an aquatic environment, they can be accumulated in sediment.
River sediment is characteristic of the great complexity and diversity of its composition. The binding
capacity for these elements depends primarily on the composition of the original rock and climatic
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conditions. Reactivity or PTE mobility, and therefore potential toxicity, depends on the substrate to
which it is related and the strength of the bound. The biological activity and chemical reactions in
a water column can mobilize some of the toxic elements from sediment, and they can be carried out
down the stream [3]. From the point of view of the environment, it is important to determine under
what conditions PTEs can be released from sediment.

PTEs can be bounded in various matrices in different ways: occluded in amorphous materials;
adsorbed on clay surfaces or iron/manganese oxyhydroxides; presenting in lattice of secondary
minerals like carbonates, sulfates or oxides; complexed with organic matter (OM) or lattice of primary
minerals such as silicates [4]. The strength of the element’s binding determines its bioavailability
as well as the risk associated with its presence in the investigated system. The strength values can,
therefore, give a clear indication of sediment reactivity, which in turn allows an assessment of the
risk connected with the presence of metals in the environment [5]. In an unaffected ecosystem, PTEs
are almost immobile, as they are bound to silicates and minerals, but under the influence of human
activities, these elements may be found in other labile forms, such as oxides, carbonates, hydroxides,
and sulfides [1].

Extensive studies of different extraction methods for environmental samples have been carried
out [6–10]. Since metals are bound into different chemical forms associated with a matrix, an analysis
requires the application of sequential extraction methods [11]. Sequential extraction (SE) is an
important and widely applied tool for gathering information on the potential mobility (hence,
potential bioavailability and toxicity) of potentially toxic metals in the environment [12].

Different evaluation methods are used to determine the degree of contamination for sediments
using numerous pollution indices [3,7,9,13–16]. Most current ecological risk assessment of sediments,
including RI method, assume and combine a series of average, conservative and worst case values
to derive a conservative point estimate of risk [17]. An evaluation of complex situations involving
random behavior can be carried out with the help of Monte Carlo methods, which can help reduce
uncertainty in estimating future outcomes in areas such as risk assessment or actuarial analyses [18].
This technique provides a quantitative way to obtain probability distributions for risks within the
validity of the assessment model and provides more information for decision-making [17].

Serbia is very rich in water resources, not only due to the Sava, Danube, and Tisa rivers, but also
due to mountain springs. Water pollution is a significant problem in Serbia and comes mainly from
outdated technology, a lack of pollution abatement installations, inadequate storage and disposal
of byproducts, untreated industrial and municipal wastewater, drainage water from agriculture, etc.
Considering the large pollution of many river flows in Serbia, research related to their quality in Serbia
are very important. First of all, new approaches and methods should be developed for applications
with which it would be possible to monitor the quality of water.

A thorough investigation of the mobility of PTEs in river sediments was carried out within this
manuscript by applying experimental and theoretical methods. This investigation was conducted to (i)
quantify and assess the spatial variations of the studied elements, Cd, Co, Cr, Cu, Fe, Mn, Ni, Pb, V,
and Zn, in river sediments collected from 15 rivers in Serbia; (ii) evaluate the potential mobility of
elements in various fractions of sediments using a modified Tessier’s sequential extraction method;
(iii) determine the contamination factor to assess the degree of toxic element risk to the environment in
relation to retention time; (iv) perform an ecological risk assessment of potentially toxic elements using
a Monte Carlo simulation (MCS); and (v) determine the interrelations and similarities of the extracted
element contents in each extraction step using cluster analysis.

To our knowledge, this is the first report evaluating the probabilistic ecological risk of potentially
toxic elements in Serbian river basins by performing a Monte Carlo simulation. The information
presented as a result of the carried-out study could be directly used in planning appropriate strategies
for the environmental management of these drainage basins.
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2. Materials and Methods

2.1. Studied Area

The territory of Serbia is characterized by a varied lithographic composition. Several geotectonic
compositions can be singled out within this territory: the Pannonian Basin, Inner Dinarides,
Vardar Zone, Serbo-Macedonian Massif, Carpatho-Balkanides, and Dacian Basin. Masses of karstified
limestone are the main water-bearing media in morphologically broken-up regions (the Dinarides and
Carpatho-Balkanides). Water-bearing media in the Vardar zone consist almost exclusively of rocks with
fracture porosity, and water-bearing media of young depressions (the Pannonian and Dacian basins,
as well as depressions within the Serbo-Macedonian Massif) are represented by alluvial formations
and Neogene lacustrine sediments, i.e., water-bearing media with intergranular porosity [19].

The river network in the region of Serbia is relatively dense. The greatest part of Serbian territory
belongs to the Danube drainage basin. The most important tributaries of the Danube in Serbia are the
Tisa, Sava, and Great Morava rivers [20].

2.2. Sampling Sites

Thirty-two samples of river sediment from 15 rivers in Serbia were collected for this research
(Table 1, Figure 1): the Danube, the Sava, the Tisa, the Ibar, the Great Morava, the West Morava,
the South Morava, the Nišava, the Tamiš, the Danube–Tisa–Danube Canal (DTD, Vrbas), the Topčiderska
River, the Porečka River, the Kolubara, the Pek, and the Toplica. For the larger rivers, sampling was
conducted at several locations (Figure 1). The sediment samples were stored at 4 ◦C. The contents of
the micro- and macroelements were determined from the granulometric fraction <63 µm of the bottom
sediment [21].

Table 1. Sediment samples: Number, river, and sampling site.

Sample River and Sampling Site

1 Tisa (Martonoš)
2 Tisa (Martonoš)
3 Tisa (Martonoš)
4 Tisa (Martonoš)
5 Tisa (Martonoš)
6 Tisa (Titel)
7 Tisa (Titel)
8 Danube (Gruja)
9 Danube (Bezdan)

10 Danube (Bezdan)
11 Danube (Bezdan)
12 Danube (Bezdan)
13 Sava (Sremska Mitrovica)
14 Sava (Šabac)
15 Sava (Ostružnica)
16 Sava (Jamena)
17 DTD canal (Begej, Vrbas)
18 Tamiš (JašaTomić)
19 Pek (Kusiće)
20 Kolubara (Draževac)
21 Porečka river (Mosna)
22 Ibar (Raška)
23 Ibar (Kraljevo)
24 Topčiderskariver (Rakovica)
25 South Morava (Mojsinje)
26 Great Morava (Ljubičevski most)
27 Great Morava (Bagrdan)
28 West Morava (Maskare)
29 Nišava (Niš)
30 Nišava (Dimitrovgrad)
31 South Morava (Vladičin Han)
32 Toplica (Doljevac)



Molecules 2019, 24, 2145 4 of 15
Molecules 2019, 24, x FOR PEER REVIEW 4 of 15 

 

 
Figure 1. Locations of sampling sites. 

Table 1. Sediment samples: Number, river, and sampling site. 

Sample River and Sampling Site 
1 Tisa (Martonoš) 
2 Tisa (Martonoš) 
3 Tisa (Martonoš) 
4 Tisa (Martonoš) 
5 Tisa (Martonoš) 
6 Tisa (Titel) 
7 Tisa (Titel) 
8 Danube (Gruja) 
9 Danube (Bezdan) 
10 Danube (Bezdan) 
11 Danube (Bezdan) 
12 Danube (Bezdan) 
13 Sava (Sremska Mitrovica)  
14 Sava (Šabac) 
15 Sava (Ostružnica) 

Figure 1. Locations of sampling sites.

2.3. Chemical and Data Analysis

Geochemical fractionation was conducted through a modification of Tessier’s sequential extraction,
which included five phases: F1 (“ion-exchangeable”), which was adsorbed and water-soluble metal
forms and much less metal bound to carbonate (1 M CH3COO(NH4)); F2, which was metal bound to
carbonate and easily reducible species (0.01 M HCl and 0.1 M NH2OH·HCl); F3, which was metal bound
to moderately reducible phases or the Fe oxide fraction (0.2 M H2C2O4 and 0.2 M (NH4)2C2O4); F4,
which was organic matter and sulfides (30% H2O2 adjusted to pH 2 with HNO3, followed by extraction
with 3.2 M CH3COO(NH4)); and F5, which was a “residual” fraction (aqua regia). A description of
the procedure for fractions 1–4 is shown in Reference [5], and the fifth fraction is in Reference [12].
Samples were microwave-digested to determine the total contents of the studied elements [14,21].
The concentrations of elements from the extracts were determined by ICP/OES (inductively coupled
plasma atomic emission spectrometry; iCAP-6500 Duo, Thermo Scientific, Cambridge, UK).

Quality control, accuracy, and the precision of the measurement and concentration values were
performed using a certified reference material, BCR-143R. The measured values were in excellent
agreement with the certified values of the BCR 143 reference materials (the accuracy ranged from 81.5%
to 114%). Precision was expressed as the relative standard deviation. The relative standard deviations
of the means of duplicate measurements were less than 10%.
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Descriptive statistics and a hierarchical cluster analysis (HCA) were carried out using SPSS version
21 for Windows.

Determination of the toxic element contamination factor is an important aspect that indicates the
degree of toxic element risks to the environment in relation to its retention time [3]. These factors
are defined as the sum of element contents in the mobile phases (nonresidual phases) of the sample
divided by the residual phase content (Cf = Σ (step 1 + 2 + 3 + 4)/residual, step 5). The lower the Cf
value is, the higher the relative metal retention is [13].

2.4. Ecological Risk Analysis

Håkanson’s method could be used to evaluate the potential ecological risk of metal contaminants
in sediments [22]. A potential ecological risk index (RI) shows the potential ecological risk caused
by various pollutants in the environment [23,24]. According to Håkanson’s method, the RI of metal
contaminants in sediments can be calculated using the following equation:

RI =
∑m

i=1
Er

i, (1)

where Er
i = Tr

i
· Cf

i and Cf
i = Ci/Ci

n.
RI are calculated as the sum of all risk factors for heavy metals in sediments, Er

i is the potential
ecological risk for a single factor, Tr

i is the toxic response factor for a given metal, Cf
i is the contamination

factor, Ci is the measure concentration of metals in sediment, and Ci
n is the reference value for metals.

2.5. Monte Carlo Simulation

A Monte Carlo analysis based on mathematical statistics and probability theory was used to
assess model uncertainty through random sampling of a probability distribution for each variable [25].
In this manuscript, instead of Håkanson’s RI, the probabilistic distribution of the RI was calculated
using a Monte Carlo simulation to randomly sample values from the distribution of exposure
concentrations [24].

The Monte Carlo method has been proven as a modeling procedure for stochastic processes,
and its application originates from the nuclear age era [26], when it was usually applied to particle
transport problems. As such, it is also an applicable, if not unavoidable, tool for risk assessment.
As could be seen from Qu et al. [17] and Wu et al. [27], the Monte Carlo method is very applicable in
heavy metal pollution risk assessment. Based on their work, we developed our software, which is
written in Qt [28], and a random number generator produces a normal distribution with long-term
repeatability. The program used was tested on several models, and as a final test the results from
Qu et al. [17] and Wu et al. [27] were reproduced in their entirety based on input data. It is expected
that the use of our specific software could lead us to more easily extend its capabilities based on the
current need in research.

3. Results and Discussion

3.1. Distribution by Fraction of Studied Elements

A sequential extraction procedure was applied to fractionate the studied elements within sediments.
The percentage element distribution by fraction was calculated as the average content of the extracted
element in each fraction with respect to the total extracted element content (Table 2). The residual
fractions of the sediment were the dominant ones for Cd, Cr, Co, Cu, Fe, Ni, As, and V, as shown in
Figure 2 and Table 2. This fact indicated that crystal forms of iron oxides as well as aluminosilicates
were a significant substrate of the studied elements.
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Table 2. Distribution of metals in the fractions of the sequential extraction.

Element Distribution by Fraction

Cd F5 > F2 > F1 > F4 > F3
Cr F5 > F4 > F3 > F2 > F1
Co F5 > F2 > F3 > F4 > F1
Cu F5 ≈ F3 > F4 ≈ F2 > F1
Fe F5 > F3 > F4 > F2 > F1
Mn F2 > F1 > F5 > F4 > F3
Ni F5 > F4 ≈ F2 ≈ F3 > F1
Pb F2 > F4 > F3 ≈ F5 ≈ F1
Zn F2 > F5 > F4 > F3 > F1
V F5 > F3 > F2 > F4 > F1
As F5 > F3 > F2 > F4 > F1

F1: ion-exchangeable; F2: metal bound to carbonate and easily reducible species; F3: the Fe oxide fraction; F4:
organic matter and sulfides; F5: the “residual” fraction.

Those residual fractions were relatively stable and did not show significant transformations in
various conditions: Namely, the metals still remained in sediment. Residual fractions of both geogenic
and anthropogenic origin represented the more stable metal forms, and their influence on the ecological
system was much less than the others under normal conditions. The dominant fractions for the
extraction of Co, As, and V were F5, F2, and F3. This distribution indicated the fact that Fe oxide of
different degrees of crystallinity was the most significant for the binding of Co, As, and V. The change
in oxidation state of Fe and Mn could lead to the release of the elements that were retained in this form,
and this accidental situation could lead to a long-term source of contamination. The Mn, Pb, and Zn are
extracted significantly in mobile, the second fractions. This distribution indicated that carbonates and
oxide fractions, principally mobile fractions, were the most significant for the binding of these elements.
As shown in Tessier et al. [29], metals bound in carbonate and exchangeable, Fe-Mn oxide, and organic
fractions are the most likely to mobilize from the sediments if oxygen or the geochemical conditions
change in the surface water and hence are more available for the food chain. The fractions bound to
Mn oxides and organic materials were reviewed as the most important components in sediments for
metal binding, and they represented a potentially mobile component under changing conditions.

An organic fraction may be associated with various forms of organic material, such as living
organisms, detritus, or coatings on mineral particles, through complexation or a bioaccumulation
process. This kind of metal can exist in sediment for longer periods, and can also be released with
OM decomposition. An exchangeable fraction, referring to metals directly adsorbing on sediments,
was not significant for elements in the studied sediments. However, in some localities, it was possible
to observe a substantial proportion of Cd and Cu extracted in the mobile, first, and second fractions
(Figure 2). Since exchangeable and carbonate bound fractions (weakly bound forms) are partially
introduced through anthropogenic intrusions [10], it can be assumed that in some localities there
existed local anthropogenic sources of Cd and Cu.

In the current investigation, Pb, Mn, and Zn were noted to be highly mobile, and their high
concentration in the mobile fractions might cause serious environmental concerns. In addition, in some
localities, Cu and Cd could be problematic elements, since their mobility was high.
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fraction; E4: organic matter and sulfides; E5: the “residual” fraction.

3.2. Distribution of Elements by Sampling Site

The total content of elements after digestion with aqua regia, the guideline values of Serbia,
background values, and earth crust values of elements in the studied sediments are presented in Table 3.
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The distribution of elements by sampling site is given in Figure 2. A comparison of the quantitative
distribution of the contents of the various elements in the sediments is shown in a boxplot (Figure 3).

Table 3. Comparison of the total element contents in surface river sediments to the guideline values of
Serbia, earth crust values, and background values (mg kg−1).

Cd Co Cr Cu Fe Mn Ni Pb V Zn As

Min 1.28 8.22 59.8 11.5 24,556 648 33.2 57.8 60.4 66.6 3.67
Max 10.5 36.2 230 870 62,800 3688 274 318 149 1095 63.2

Mean 4.82 22.0 113 78.5 44,177 1399 77.8 132 111 353 14.7
Guideline v. 1 3 / 100 100 / / 50 100 / 300 25
Earth crust 2 0.13 18 83 47 46,500 1000 58 16 90 83 1.7

Background v. 3 1.28 8.22 62.1 11.5 24,556 648 57.8 66.4 66.6
Toxic response f. 4 30 / 2 5 / / 5 5 / 1 10

1 The guideline values of Serbia [30]; 2 earth crust values [31]; 3 background values of the studied sediments; 4 toxic
response factors. Here, v.: Values; f.: Factors.
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Outlier and extreme values of the element contents suggested that the most critical sites in terms
of metal contamination were observed in West Morava (Pb), Ibar (Cd, Zn, Pb, and Ni), the Porečka
River (Cu), Pek (Cu, Zn), and South Morava (Mn). The maximum content of Cd, Cr, Cu, Ni, Pb, and Zn
exceeded the standard values given by Serbian guidelines. Permanent and accidental pollution from
industrial plants and mines that are located in the basins of these rivers, alongside agricultural use of
manganese-containing products such as fertilizers and fungicides, were the main cause of pollution in
these rivers [32]. Given the existence and position of a Cu mine in Majdanpek close to the source of the
Pek River, it is justifiable to assume that the origin of the Cu was associated with this mine [21].

As the greatest tributary of the West Morava, the Ibar River is affected with lead and zinc pollution,
since in this area are a vast number of production and manufacturing plants of the mining-metallurgical



Molecules 2019, 24, 2145 9 of 15

system, Trepča-nine lead and zinc mines, three flotations, two of metallurgy, the chemical industry,
and a battery factory [33].

3.3. Cluster Analysis (CA)

A cluster analysis (R-mode, Pearson method) was carried out by using the contents of the elements
extracted in the different fractions. The results of the cluster analysis by fraction of sequential extraction
are shown in Figure 4.

Fraction F1: The results for the F1 fraction distinguished the elements into three groups, which were
formed by mixing different mineralogical species. Group 1 was characterized by elements Pb1, As1,
Zn1, and Ni1, mainly due to the presence of secondary carbonate minerals that were partially destroyed
in this fraction. Group 2 was constituted by Cu1, Co1, and Cd1, which did not show a clear association
and could form a mixing group where different mineral species such as hydrated oxides of iron
and manganese, humic acids, or sulfates could present their substrates. Group 3 was constituted
by Cr1, Mn1, V1, and Fe1, which could be attributed to the important role proposed for Fe and Mn
oxyhydroxides in the retention of elements in this fraction.

Fraction F2: Fraction F2 could be differentiated into three groups with a high association level.
Group 1 was characterized by elements such as Cd2, Zn2, Pb2, Ni2, and As2 due to the presence of
carbonate minerals, and these had a high-potential capacity to collect and retain metallic elements on
the surface [2]. Group 2 was constituted by Fe2, Co2, V2, and Cr2, which may indicate Co, V, and Cr
were associated with hydrated oxides of iron and that Group 3 was associated with Cu3 and Mn3,
which may indicate an association of Cu with hydrated oxides of manganese.

Fraction F3: An analysis of the F3 fraction did not show as clear a differentiation as the other
fractions. Cd3, Fe3, Mn3, V3, Zn3, Co3, Cr3, Ni3, Pb3, and As3 made one group and isolated only
Cu3. This distribution was the result of the dissolution of the partially crystalline and amorphous iron
oxide forms at this stage, as they are important substrates of those elements. A possible cause for the
separation of Cu3 as a special group was probably the different origin of this element with respect to
the other elements.

Fraction F4: Fraction F4 could be differentiated into two groups with a high association level.
Group 1 was characterized by elements Cr4, Cu4, Cd4, and V4, mainly due to associations of these
elements with organic matter. Group 2 was constituted by Fe4, Mn4, Co4, Zn4, Pb4, Ni4, and As4,
since these elements are associated with sulfides. As and S may form very insoluble compounds,
such as arsenopyrite [34].

Fraction F5: An analysis of the residual fraction showed a differentiation of the elements into
three groups. The first group consisted of Cd5, Fe5, Co5, Mn5, V5, and Cu5, where major parts of
the elements were related to the presence of crystalline Fe oxides. The second group was composed
of Cr5, Ni5, and Zn5, which are mainly related to the presence of silicates; and the third group was
isolated Pb5 and As5, which are recognized as having an affinity with sulfides or secondary sulfates
(arsenic–lead sulfide minerals). As shown in Noguchi and Nakagawa [34], the following lead–arsenic
sulfide minerals are known: Jordanite 4PbS·As2S3, gratonite 9PbS·As2S3, guitermanite 1OPbS·3As2S3,
dufrenoysite 2PbS·As2S3, rathite 13PbS·9As2S3, baumhauerite 4PbS·3As2S3, liveingite 5PbS· 4As2S3,
and sartorite PbS·As2S3.
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3.4. Contamination Factors

The individual contamination factor (Cf) of elements was used to estimate the relative retention
time of heavy metals retained in the sediment. Higher Cf values demonstrated a lower retention time
and a higher risk to the environment. In this research, contamination factors were calculated for Cu,
Cr, Pb, Cd, Ni, Co, Fe, Mn, Zn, As, and V in the sediments at all stations.

The obtained results (Figure 5) showed that relative metal retention was not the same for all of
the elements. The calculated factors showed the highest Cfs for Pb, Zn, Mn, Cu, and Cd and showed
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their ability to be released from Serbian river sediments; whereas As, Co, Cr, Fe, Ni, and V showed the
lowest mobility and hence the ability to be released. The combined risk of Cd, Zn, Cu, and Pb, the great
contributors to highly mobile fractions, was a consequence of their large concentrations, toxicity,
and mobility, and as such this presents an increased possible risk of these metals to the environment.
The highest contamination factors were obtained for Mn, Zn, and Pb in the sediment samples obtained
from Pek and Ibar sediments (locations 19 and 22). It can be concluded that Fe and V had a high
relative metal retention with respect to the other elements.
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3.5. Ecological Risk Assessment of Potentially Toxic Elements Using the Monte Carlo Simulation

A distribution curve of Er
i and HRI (Total ecological risk comprehensive index) values is shown

in Figure 6. The probability that ecological risk appeared at different risk levels with reference to a risk
level classification standard was analyzed, as shown in Table 4.

The risks of Zn, Pb, and Cr were all low. The risks for Ni and As were also low (Ni 99.07%
and 99.99% for As). The Monte Carlo simulations indicated that Cu and Cd posed a relatively high
ecological risk in the studied areas, from a low to median risk. These results suggest that Cd and Cu
are the most important risk factors in Serbian river basins (especially Cd), given that the probability of
a median risk level was 31.70%. The obtained results were in line with the results of the sequential
extractions, calculated contamination factors, and box plot method results. The results of the Monte
Carlo simulations indicate that mobility, in addition to the high content of an element, is very important
in risk assessment.
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Figure 6. Distribution curve and exceedance probability curves of the risk index (RI) and total ecological
risk comprehensive index HRI based on a Monte Carlo simulation run 100,000 times. Local backgrounds
are the reference values for the calculation of Er.

Table 4. Ecological risk analysis results of each heavy metal pollutant.

Value of Er
i Risk Level

Probability (%)

Ni Zn Pb Cu Cr Cd As

Er
i < 40 Low 99.97 100 100 45.33 100 16.24 99.99

40 ≤ Er
i < 80 Lower 0.03 0 0 42.29 0 52.06 0.01

80 ≤ Er
i < 160 Median 0 0 0 12.37 0 31.70 0

160 ≤ Er
i < 320 High 0 0 0 0 0 0 0

Er
i
≥ 320 Extremely high 0 0 0 0 0 0 0

As shown in Table 5, the probability of the HRI values being at a low risk level was 100%, i.e.,
the total ecological risk level of heavy metal pollutants in the sediments of rivers in Serbia.

Table 5. Total ecological risk analysis results of the rivers.

HRI Value Risk Level Probability (%)

HRI < 150 Low 100
150 ≤ HRI < 300 Lower 0
300 ≤ HRI < 600 Median 0

HRI ≥ 600 High 0

4. Conclusions

Content, spatial distribution, and distribution by fraction, as well as an ecological risk assessment
of elements (Cd, Co, Cr, Cu, Fe, Mn, Ni, Pb, V, As, and Zn), were studied in surface sediments from
15 rivers in Serbia. The study demonstrated that the sediments contained significant contents of
elements. The maximum content of Cd, Cr, Cu, Ni, Pb, and Zn exceeded the standard values given by
Serbian guidelines. Outlier and extreme values of element contents were observed in West Morava (Pb),
Ibar (Cd, Zn, Pb, and Ni), the Porečka River (Cu), Pek (Cu, Zn), and South Morava (Mn), suggesting that
these were the most critical sites in terms of metal contamination.

Among the studied elements, Cd, Cr, Co, Cu, Fe, Ni, As, and V showed dominant levels in
residual fractions of the sediments. Mn, Pb, and Zn were extracted significantly in mobile and second
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fractions. This distribution indicated that carbonates and oxide fractions, principally mobile fractions,
were the most significant for the binding of these elements. The combined effects of a high content of
Cd, Zn, Cu, and Pb and their high mobility potential present an increased possible risk of these metals
to the environment.

Since a high percentage of Cr, Co, Cu, V, and As was extracted in the third extraction stage, it is
necessary to emphasize the importance of extraction with an oxalate reagent, considering that poorly
crystallized Fe oxide represented a significant substrate of the examined elements. Although this step
is not included in many sequential extraction procedures (nor in the sequential extraction procedure
proposed by the Community Bureau of Reference (BCR) standard procedure), the results obtained in
this study suggest the need for the addition of oxalate reagents in SE procedures, especially when it
comes to river sediment as substrate. The developed MCS software gave an opportunity for its further
improvement in order to describe complex mathematical models of stochastic systems. The goal for
the development of our software is to have the ability to follow both the experimental basis and the
theoretical modeling developments of risk pollution assessments. In its current state, it is a good tool
for risk pollution assessments, and work on improving its modeling is in progress.
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Abstract: In this manuscript, samples of Kupa River sediments were examined using three different
extraction agents. The aim of this study was to evaluate the applicability of single extraction
procedures to investigate the bioavailability and mobility of major and trace elements (Al, As, Ba,
Cd, Co, Cr, Cu, Fe, K, Li, Mg, Mn, Na, Ni, P, Pb, S, Si, Sr, Ti, V, and Zn) from river sediment.
Two forms of studied elements were evaluated: mobile, the most toxic element form (extraction
with 1 M CH3COONH4 and 0.01 M CaCl2) and potentially mobilized form (2 M HNO3 extraction).
The estimation of the ecological risk, with the application of the probability distribution of RI
(potential ecological risk index) values, is yielded with the help of the Monte Carlo simulation (MCS).
Ammonium acetate is proved to be a better extraction agent than calcium chloride. A positive
correlation between the content of all extracted elements with nitric acid and the total element content
indicates that 2 M HNO3 efficiently extracts all studied elements. Results showed anthropogenic
sources of cadmium and copper and high barium mobility. The MCS suggests that risk of Cr, Cu, Ni,
Pb, and Zn was low; As and Cd posed a lower and median ecological risk in the studied areas.

Keywords: Kupa River (Croatia); ecological risk; element mobility; probabilistic ecological risk;
Monte Carlo simulation

1. Introduction

Sediments play an important role in the transport of nutrients, metals, and other
contaminants through river systems to the world’s oceans and seas [1]. River sediments are
reservoirs of materials derived from both anthropogenic and natural weathering processes
and have been used as an important tool to assess the health status of aquatic ecosystems
and are an integral component for the functioning of ecological integrity [2].

Petrographic, mineralogical, and geochemical composition of watercourse sediment
samples, if sampled in an uninhabited area, reflects lithology upstream of the sampling site,
if the anthropogenic impact is small or absent. However, if a large lithological diversity is
present, it causes difficulties in interpreting the origin of the source material, as a result
of the large mixing of eroded material and its downstream transport. Some authors,
such as [3], also point out the problem of the opposite effect in cases of long and narrow
valleys without tributaries, when samples of watercourse sediments taken along the valley
are only replicas of the same material from the same source, without new geochemical
information. According to the same authors, active watercourse sediments are recent
deposits, originating from a limited number of currently active material sources.
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The contamination of sediments is widespread and is a potential threat to the en-
vironment in the short and long term [4]. It is widely recognized that the availability
of contaminants should be considered in environmental risk and life cycle assessments
and regulation [5]. In recent years, increasing attention was drawn to the environmental
fate of potentially toxic elements (PTEs). PTEs refer to chemical elements including both
metals and non-metals that may potentially cause harmful effects on the organisms in the
environment if present in high concentrations [6]. Toxic elements include those elements
that act exclusively toxic, such as: cadmium, lead, mercury, arsenic, thallium, uranium,
etc. [7]. Some elements in low concentrations are essential minerals for normal growth,
development, and functioning of the organism, while at high concentrations they cause a
toxic effect.

Mobility and availability depend on the reactivity and on the binding behavior of toxic
elements with the components of the matrix, and cannot be assessed only from the values
of the total concentrations [8]. In order to assess their distribution between residual and
non-residual fractions and their environmental availability i.e., their ability to be available
to living organisms in case of changes in environmental parameters, many authors use
chemical extractions [9]. Extraction is one of the most common methods for isolating chem-
ical elements and compounds. Different extraction agents are recommended for isolation
of major and trace elements from soils and sediments, and they have purpose to simulate
natural processes, such as acidification or oxidation. Single and sequential extractions are
current and useful tools for estimating the availability of metals in soils and sediments [9].
Although the sequential extraction procedure proposed by the European Standard, Mea-
surements and Testing (SM&T) program, formerly the Community Bureau of Reference
(BCR) sequential extraction method is standardized, it is not enough to solve all problems
and doubts about metals’ availability just by applying this method. In the manuscript [9] is
described why it is important to apply different extraction methods (single and sequential),
as well as why a comparison between different chemical procedures is necessary to assess
the metals’ availability in sediments better. Single extractions may be used for estimating
the potentially most mobile element fraction [8]. These extractions offer possibilities to
perform a fast screening of the mobilizable pool of elements in sediments. Obtained ele-
ment concentrations represent bioavailable fraction which is strongly correlated with their
leaching potential from soil and sediments [10]. The biggest advantage of these extractions
is that the results are obtained quickly, and that they are simple, practical, and cost-effective.
Additionally, they also offer possibilities to perform a fast screening of the mobilizable
pool of elements in soils and sediments [10]. In manuscript [11], CaCl2 is recommended
as suitable single extractions for obtaining the concentrations of Cu and S which could
originate from the same source. As a general conclusion, in [12] is shown that the 0.01 M
CaCl2 extraction procedure seems to be a suitable method for the determination of Cd,
Cu, Pb, and Zn mobility in soils, since this procedure presents an appropriate extraction
capacity for this type of studies and also uses the lowest salt concentration. Dilute strong
acids are often used to estimate the mobile fractions of soils and sediments [9].

Ecological risk assessment is performed to evaluate the likelihood that adverse ecolog-
ical effects may occur or are occurring as a result of exposure to one or more stressors [13].
The potential ecological risk of PTEs can be determined using several methods [14]. In
recent years, a new method called probabilistic risk assessment is described for ecologi-
cal risk assessment [13]. The EPA (Environmental Protection Agency) and the National
Academy of Sciences recognized Monte Carlo methods of quantifying variability and
uncertainty in risk assessments [15]. The Monte Carlo simulation is used in a variety
of physical and chemistry problems. As such, it is also widely used as a computational
method for generating probability distributions of variables that depend on other variables
or parameters represented as probability distributions [15].

Research in this manuscript was performed on sediment samples from the Kupa River,
Croatia and its tributaries, which is a unique river system, serving as an ideal “natural
laboratory” for studying different chemical processes in rivers. Since an extreme barium
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anomaly in sediments in the Kupica and Kupa rivers was discovered during work on the
Ph.D. thesis of Frančišković-Bilinski and was published in 2006 [16], it is very important to
examine the mobility of barium and other trace elements in more detail. Several studies
investigated the contamination of the Kupa River [16–19], but in the current manuscript,
it is the first time the use of different types of extractions as a tool to assess the potential
element availability in river sediments was evaluated. A single extraction method was
carried out to determine mobility and bioavailability of elements from sediments and, for
this reason, different single extraction procedures were evaluated. The extraction was
performed using three extraction agents: calcium chloride (0.01 M CaCl2), ammonium
acetate (1 M CH3COONH4), and nitric acid (2 M HNO3). Obtained results were compared
with total element content, after BCR sequential extraction. In addition, for the first time,
evaluation of probabilistic ecological risk of PTEs in these river sediments was computed
using a Monte Carlo simulation.

2. Materials and Methods
2.1. Study Area

The Kupa River basin occupies the west-central part of Croatia and is shared by
two neighboring countries (Slovenia, Bosnia and Herzegovina). Details about the Kupa
River can be found in [18], who investigated and described for the first time its geomor-
phology, tectonic setting, lithological framework, granulometric properties, and pollution
status of this transboundary river basin. The Kupa itself is a tributary to the Sava River and
meets the latter at Sisak after traversing a distance of 294 km. The Sava River belongs to
the Danube River watershed and enters the Danube River at Belgrade (Serbia). The Kupa
River drainage basin is situated at the very south of the Danube drainage basin.

The map of Croatia, with a rectangle indicating the position of the Kupa drainage
basin, the course of the Kupa River, and its catchment area showing sediment sampling
locations are presented in Figure 1. The total area of 10,605 km2 of the Kupa River drainage
basin is divisible into several sub-basins as per its countrywide distributions: 79.32%
belongs to Croatia, 18.32% to Slovenia, and 2.36% to Bosnia and Herzegovina. The river
basin is one of the most significant water resources in Croatia. Although shared by other
adjoining countries, about 85% of the river water, being chiefly derived from carbonate
karst springs, river springs, precipitation, and run off, discharges on the Croatian side. The
karst aquifiers of the Dinarides are highly vulnerable because of the rapid water exchange
with the groundwater through numerous shallow holes. The availability of about 3.5 m3/s
of very good quality spring water has given a strategic importance to the area based on the
fact that the whole Adriatic coast and numerous settlements in the continental area have
come into existence [20].

2.2. Sampling and Sample Preparation

Positions of sampling locations are presented in Figure 1 and in Table 1. Two locations
(IŠ and 51) are on the Kupica River; one location (52) is on the Kupa River upstream Kupica
inflow, while all other locations are in Kupa River downstream from the Kupica River
inflow. Sample DN-2 is taken from the upper flow of Dobra River between villages Gornja
and Donja Dobra. This location is located very close to the Brod na Kupi and Čedanj
locations on the Kupica and Kupa rivers (5–7 km air distance), but it does not have any
direct connections with those locations. Therefore, despite its relative vicinity to sampling
locations IŠ, 51, 52, ČD, and 50 and similar geological composition of surrounding areas,
on sampling point DN-2, there is no influence of waste from the abundant barite mine
in Homer.

Locations where fine-grained sediment accumulates along the river bank were chosen.
On each sampling site, at least three grab samples of active fine-grained surface sediment
(0–5 cm deep) were collected from different places in an area of 5 m2. From this material, a
composite sample was taken weighing up to 1.5 kg. This procedure decreased the possible
bias caused by local variability.
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Figure 1. Sampling locations.

Table 1. Sampling locations.

Number Label Fraction (µm) Clarification of the Locality

1 DN-2 <63 Dobra River, upper course, only about 5 km downstream from the source, between the
villages of Gornja and Donja Dobra

2 IŠ <63 the river Kupica, approximately 1.5 km upstream from its confluence with the Kupa
3 K-4 <63 Kupa River in Ozalj, right bank, just below the dam of the Ozalj hydroelectric power plant

4 K-2 <63 Kupa River in Jurovo, right bank, about 250 m upstream from the mouth of the
river Lahinja

5 38 <63 Kupa River in the settlement Sunčani brijeg, about 500 m downstream, left bank

6 ČD <63 Kupa River, right bank, the village of Čedanj, located approximately 5 km downstream
from Brod na Kupi

7 44 <63 Kupa River, Sisak, right bank, about 2 km before the confluence of the Odra and Kupa
8 51 <63 Kupica River in Brod na Kupi, just before the confluence with the Kupa River
9 IŠ 63–2000 Kupica River, approximately 1.5 km upstream from its confluence with the Kupa River

10 44 63–2000 Kupa River, Sisak, Zibel beach, right bank, about 2 km before the confluence of the Odra
and Kupa

11 45 63–2000 Kupa River, Letovanić, left bank
12 K-2 63–2000 Kupa River in Jurovo, right bank, about 250 m upstream from Lahinja River inflow
13 51 63–2000 Kupica River in Brod na Kupi, just before the confluence with the Kupa River

14 K-5 63–2000 Kupa River, Jakovci Netretićki, in the part where Kupa passes from its upper to middle
course, was sampled from the right bank near the waterfall below the village

15 K-9 63–2000 Kupa River, between the villages of Levkušje and Zorkovac, right bank, about 3.5 km
upstream from the Dobra River inflow

16 38 63–2000 Kupa River in the settlement Sunčani breg, about 500 m downstream, left bank

17 52 63–2000 Kupa River in Brod na Kupi, right bank, sample taken about 100 m upstream from the
mouth of the Kupica River

18 ČD 63–2000 Kupa River, right bank, the village of Čedanj, located approximately 5 km downstream
from Brod na Kupi

19 28 63–2000 Kupa River, Donja Rečica, left bank, on the location right across from Brod̄ani

20 41 63–2000 Kupa River, Petrinja, town beach, 800 m downstream from the bridge on the main road
from Petrinja to Zagreb, right bank

21 49 63–2000 Kupa River, the upper course of the Kupa in Gorski Kotar, about 1 km upstream from the
village of Severin na Kupi

22 29 63–2000 Kupa River, Zamršlje, about 7 km downstream from point 28
23 36 63–2000 Kupa River, Lijevo Sredičko, left bank, lower course, 12 km upstream from Pokupsko
24 K-4 63–2000 Kupa River in Ozalj, right bank, just below the dam of the Ozalj hydroelectric power plant

25 DN-2 63–2000 Dobra River, upper course, only about 5 km downstream from the source, between the
villages of Gornja and Donja Dobra
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After sampling, the sediments were dried in air at room temperature and then sieved
through 2000 µm and 63 µm sieves (Fritsch, Weimar, Germany) to obtain two sediment
fractions: fine fraction containing clay and silt (<63 µm) and coarser fraction containing
sand (63–2000 µm). Obtained sediment fractions were used for further analysis.

2.3. Sample Extractions and Measurement Using ICP-OES

Sediment samples were crushed and homogenized and after measuring certain sample
masses, extracted with three extraction agents: 0.01 M CaCl2, 1 M CH3COONH4, and
2 M HNO3.

Calcium chloride extractable About 2 g of the sediment sample was weighed into a
50 mL centrifuge tube, and 20 mL 0.01 M CaCl2 was added. The solution thus prepared
was shaken for 3 h on a rotary shaker (Heidolph) [21–23].

Ammonium acetate extractable About 1 g of the soil sample was weighed into a 50 mL
centrifuge tube, and 40 mL of 1 M CH3COONH4 was added into each sediment sample.
The solution thus prepared was shaken for 2 h on a rotary shaker (Heidolph) [23].

Extraction with HNO3 About 2 g of sediment sample was weighed into a centrifuge
tube. A 20 mL of 2 M HNO3 was added into each sediment sample. The solution thus
prepared was shaken for 1 h on a rotary shaker (Heidolph) at room temperature [24,25].

After the extraction process, all samples were centrifuged at 3000 rpm for 10 min. The
supernatant was filtered, and the filtrate was filled up to 50 mL with 1 M HNO3 and stored
in a polyethylene bottle at 4 ◦C until needed for analysis.

The total amounts of elements in this manuscript are defined as the sum of extracted
elements in the four binding fractions (BCR extractions). A detailed description of this
method is shown in [19].

2.4. Measurement Using ICP-OES

The content of elements in the extracts was determined using ICP-OES (inductively
coupled plasma optical emission spectrometer) devices (iCAP-6500Duo, ThermoScientific,
Paisley, UK). The detector was a RACID86 Charge injector device (CID). This instrument
operates sequentially with both radial and axial torch configurations. The analytical
performance of the iCAP 6000 Series is demonstrated by its improved detection limits,
enhanced linearity, superior long-term stability, and high-resolution images [20].

2.5. Pollution Risk Assessment and Monte Carlo Simulation

As it could be seen from Qu et al. [26] and Wu et al. [27], the Monte Carlo method is
very applicable in PTEs’ pollution risk assessment. Based on their work, we developed our
software, which is written in Qt, and a proven pseudo random number generator produces
a normal distribution with long-term repeatability. The program used was tested on several
models, and as a final test, a reproduction of the results from Qu et al. [26] and Wu et al. [27]
was conducted in its entirety, based on the input data, and calculated with the help of our
software. The first time our software was applied occurred in Sakan et al. 2020 [19].

In the presented research, instead of Håkanson’s RI, the probabilistic distribution of
RI was calculated using the Monte Carlo simulation. The potential ecological risk index
(RI) in sediments can be calculated using the following equation [28,29]: RI = ∑ Er

i, where
Er

i = Tr
i Cif, Tri is the toxic-response factor for a given substance (for Hg, Cd, As, Cr, and

Zn, they are 40, 30, 10, 2, and 1, respectively; and five for Pb, Cu, and Ni) [29,30], and Cif is
the contamination factor [28]. Er

i i is the potential ecological risk for single factor, and RI is
calculated as the sum of all risk factors for heavy metals in sediments.

2.6. Determination of Magnetic Susceptibility

Magnetic susceptibility was measured using SM30, a small magnetic susceptibility
meter, which can assess the high sensitivity measure sediments and rocks with an extremely
low level of magnetic susceptibility and, in addition, can distinctly measure diamagnetic
materials such as limestone, quartz, and also water. Sensitivity of SM30 is 1 × 10−7 SI units,
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what is about ten times better than the sensitivity of most of the competitive instruments.
The operating frequency is 8 kHz, measurement time less than 5 s, and operating temper-
ature −20 ◦C to 50 ◦C. The SM30 has an 8 kHz LC (inductor-capacitor) oscillator with a
large-size pick-up coil as a sensor. The oscillation frequency is measured when the coil is
put to the surface of the measured sample and when the coil is removed tens of cm away.
Each sample was measured three times, and the mean value was taken as final result of
measurement to assure as precise data as possible.

3. Results and Discussion
3.1. Quality Control and Assurance

To check the quality of the element analyses, the certified reference material BCR
483 (Sewage Sludge Amended Soil) was analyzed for extraction with CaCl2. In Table 2
is shown results of comparisons of the obtained calcium chloride extractable content and
indicative values for BCR 483. The recoveries for Cd, Cr, Cu, Ni, Pb, and Zn were between
97.6 and 117.1%.

Table 2. Comparison of calcium chloride extractable element content-obtained and indicative values
of BCR-483 certified reference material.

Cd Cr Cu Ni Pb Zn

Obtained 0.48 ± 0.03 0.41 ± 0.06 1.4 ± 0.1 1.6 ± 0.1 BDL 1 8.1 ± 0.5
Indicative 0.45 ± 0.05 0.35 ± 0.09 1.2 ± 0.4 1.4 ± 0.2 <0.06 8.3 ± 0.7
Recovery 106.7% 117.1% 116.7% 114.3% / 97.6%

1 Below detection limit by ICP OES.

3.2. Discussion about Extracted Elements Contents by Different Extraction Agents

The extraction was performed using three extraction agents: calcium chloride (0.01 M
CaCl2), ammonium acetate (1 M CH3COONH4), and nitric acid (2 M HNO3). CaCl2 and
CH3COONH4 are classified in groups of unbuffered salts, called “soft” or “mild” extrac-
tants. Obtained results are presented in Tables 3 and 4 and Figures 2 and 3. The relationship
between the contents of the elements extracted by different extraction agents is also con-
sidered, and the relationship between the extracted contents is shown as a percentage
(Supplementary Material, Tables S1–S3). Ratios were calculated only in samples in which
element content is greater than the detection limits. From the calculated concentration
ratios, it can be concluded which extraction agent is more efficient for the extraction of a
certain element, depending on whether the obtained value is less than or greater than one,
or calculated as a percentage less than or greater than 100.

Nitric acid extraction in comparison with CaCl2 extraction gave better results during
the extraction of the following elements: Al, As, Ba, Cd, Co, Cr, Cu, Fe, K, Mg, Mn, Na, Ni,
P, S, Si, Sr, Ti, V, and Zn, where the observed relationship is noticeable for the elements: Al,
Ba, Cu, K, Mg, Mn, Na, S, and Si. This result may indicate that Al, Ba, Cu, K, Mg, Mn, Na,
S, and Si do not have high mobility in the examined sediments. During the extraction of
beryllium, lithium, and lead, values below the detection limit in all samples were obtained,
so these ratios could not be calculated. It is possible to conclude that nitric acid is a more
efficient extraction agent in relation to calcium chloride. These results are expected given
that the extract after extraction with HNO3 contains elements bounded to sulphide and
phosphates (released forms) and represents maximum contents of potentially available
fraction. The low content of elements extracted using CaCl2 indicates that studied elements
in the examined river sediments do not have high mobility, since this solution simulates
the natural soil solution, and element contents approximately correspond to their water
soluble and exchangeable contents [30].
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Table 3. Statistical analysis of elements’ contents (Al, As, Ba, Be, Ca, Cd, Co, Cr, Cu, Fe, K, and Li).

Fraction: <63 µm Fraction: 63–2000 µm
[mg kg−1] CaC 1 AA NA BCR CaC AA NA BCR

Al Al
Mean 0.092 1.60 914 9836 0.140 0.80 255 3791
Max 0.144 6.55 1200 11,865 0.772 3.95 418 7659
Min 0.023 0.35 522 6252 0.005 0.21 119 1206

As As

Mean <BDL 2 <BDL 0.969 6.40 <BDL <BDL 0.335 3.93
Max <BDL <BDL 1.740 10.70 0.004 <BDL 0.734 9.60
Min <BDL <BDL 0.568 2.64 <BDL <BDL 0.171 1.92

Ba Ba
Mean 0.733 91.59 74.13 447.1 0.390 22.39 16.90 46.7
Max 1.430 143.00 137.43 1347.0 0.833 47.30 39.15 210.0
Min 0.270 37.40 31.41 63.9 0.125 7.89 4.44 9.8

Be Be
Mean <BDL <BDL 0.315 0.89 <BDL <BDL 0.107 0.37
Max <BDL 0.002 0.433 1.11 <BDL 0.004 0.202 0.82
Min <BDL <BDL 0.189 0.56 <BDL <BDL 0.053 0.13

Ca Ca
Mean / 10,457 38,110 39,469 / 7498 33,834 37,257
Max / 13,628 76,460 78,479 / 12,313 64,672 86,503
Min / 3686 11,498 12,026 / 1074 7019 8604

Cd Cd
Mean <BDL 0.063 0.213 0.43 <BDL 0.017 0.073 0.19
Max 0.001 0.118 0.310 0.59 0.001 0.048 0.163 0.35
Min <BDL 0.042 0.139 0.26 <BDL <BDL 0.041 0.10

Co Co
Mean 0.001 0.018 3.75 9.47 0.002 0.006 1.36 4.33
Max 0.003 0.033 5.00 12.70 0.017 0.016 2.98 8.21
Min <BDL 0.011 2.08 5.52 <BDL <BDL 0.72 2.28

Cr Cr
Mean <BDL <BDL 4.58 25.70 <BDL <BDL 1.84 10.32
Max 0.001 <BDL 27.00 65.50 0.002 <BDL 14.61 29.30
Min <BDL <BDL 0.71 12.40 <BDL <BDL 0.01 4.12

Cu Cu
Mean 0.011 0.466 17.1 18.5 0.005 0.360 12.6 8.1
Max 0.015 0.552 28.3 26.2 0.011 1.420 22.9 14.9
Min 0.006 0.347 10.1 10.2 <BDL 0.188 3.6 2.9

Fe Fe
Mean 0.190 2.16 2903 27,903 0.275 1.13 1267 15,019
Max 0.307 5.99 4208 39,145 1.090 3.41 2082 34,941
Min 0.067 <BDL 2091 20,314 0.040 <BDL 681 4092

K K
Mean 2.25 78.8 122.2 723.5 0.76 21.3 44.8 269.0
Max 2.61 105.0 152.3 930.0 1.87 55.7 70.3 510.0
Min 1.66 65.2 88.1 482.0 0.27 9.6 14.8 77.9

Li Li
Mean <BDL 0.070 5.70 25.01 <BDL 0.027 4.91 14.27
Max <BDL 0.094 10.42 29.40 <BDL 0.039 8.50 25.50
Min <BDL 0.041 2.47 18.00 <BDL 0.017 1.37 3.93

1 CaC—calcium chloride; AA—ammonium acetate; NA—nitric acid; BCR—total element content; 2 BDL—below
detection limit.
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Table 4. Statistical analysis of elements’ contents (Mg, Mn, Na, Ni, P, Pb, S, Si, Sr, Ti, V, and Zn).

Fraction: <63 µm Fraction: 63–2000 µm
[mg kg−1] CaC 1 AA NA BCR CaC AA NA BCR

Mg Mg
Mean 37.0 503 6468 9072 20.2 178 10,233 10,578
Max 73.8 891 10,152 11,502 56.5 355 23,943 27,520
Min 17.6 339 3240 4949 4.7 74 1123 1455

Mn Mn
Mean 0.68 24.6 231 457 0.85 11.1 101 286
Max 1.23 54.2 423 881 2.72 22.0 321 946
Min 0.08 10.9 69 164 0.12 3.0 30 83

Na Na
Mean 2.87 48.8 45.4 105.5 0.66 16.7 20.6 48.5
Max 5.64 87.7 73.5 159.0 1.16 26.0 34.4 69.6
Min 1.48 29.8 31.1 64.0 0.43 10.9 8.9 18.6

Ni Ni
Mean 0.004 0.222 4.30 23.29 0.007 0.082 1.32 9.47
Max 0.010 0.330 6.00 31.50 0.035 0.125 2.33 18.00
Min 0.002 0.141 1.93 13.40 0.000 0.042 0.59 4.11

P P
Mean 0.081 6.64 216.2 5817 0.031 2.12 88.8 2877
Max 0.137 13.00 260.8 6999 0.147 9.86 154.5 4635
Min 0.015 0.00 180.0 4414 <BDL 2 0.00 45.4 1058

Pb Pb
Mean <BDL <BDL 11.45 22.78 <BDL <BDL 3.26 8.21
Max <BDL <BDL 15.65 31.80 <BDL <BDL 5.42 20.80
Min <BDL <BDL 5.47 10.60 <BDL <BDL 1.57 2.89

S S
Mean 8.08 100.51 95.9 364 3.02 34.82 28.0 123
Max 18.40 230.00 187.8 600 15.60 163.00 112.5 656
Min 3.26 41.70 32.8 158 0.36 6.21 5.2 35

Si Si
Mean 6.24 101.1 730 1585 2.11 17.7 245 739
Max 7.93 165.0 874 2115 4.32 57.9 458 1531
Min 4.43 54.3 566 1111 1.00 5.6 128 393

Sr Sr
Mean 0.104 9.27 16.40 24.59 0.008 5.12 10.94 14.16
Max 0.253 14.40 27.15 37.20 0.073 10.20 18.49 31.80
Min 0.011 4.87 6.59 10.10 <BDL 1.29 2.81 4.35

Ti Ti
Mean <BDL <BDL 5.06 76.06 0.004 0.013 2.89 53.85
Max 0.001 0.003 7.87 104.00 0.053 0.229 8.36 100.00
Min <BDL <BDL 3.42 49.30 <BDL <BDL 0.82 27.40

V V
Mean 0.001 0.041 2.13 19.21 <BDL 0.024 0.83 8.84
Max 0.003 0.104 3.13 25.00 0.002 0.073 1.51 14.60
Min <BDL 0.018 1.20 11.90 <BDL 0.003 0.48 4.91

Zn Zn
Mean 0.002 0.557 19.08 60.96 0.007 0.358 6.68 26.65
Max 0.008 0.904 28.07 85.35 0.091 1.000 12.86 56.26
Min <BDL 0.238 13.02 37.49 <BDL 0.054 3.26 8.52

1 CaC—calcium chloride; AA—ammonium acetate; NA—nitric acid; BCR—total element content; 2 BDL—below
detection limit.
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Figure 2. Extracted element contents (Al, As, Ba, Be, Cd, Ca, Co, Cr, Cu, Fe, K, and Li) using different
reagents: CaC—calcium chloride; AA—ammonium acetate; NA—nitric acid; BCR—total element
content (extracted element using BCR extraction procedure).
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Figure 3. Extracted element contents (Mg, Mn, Na, Ni, P, Pb, S, Si, Sr, Ti, V, and Zn) using different
reagents: CaC—calcium chloride; AA—ammonium acetate; NA—nitric acid; BCR—total element
content (extracted element using BCR extraction procedure).
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Nitric acid extraction in comparison with CH3COONH4 gave better results when
extracting the following elements: Al, Be, Ca, Cd, Co, Cu, Fe, K, Li, Mg, Mn, Ni, P, S, Sb,
Si, Sr, Ti, V, and Zn, where the observed ratio is noticeable for the elements: Al, Co, Cu,
Fe, Li, Mg, Mn, P, Ni, Si, V, and Zn (Table S2). During the extraction of arsenic, chromium,
and lead, values below the detection limit in all samples were obtained, so these ratios
could not be calculated. When determining barium, the observed ratio was calculated
in 25 samples, in which in 20 samples, a better result was obtained during extraction
with ammonium acetate. When determining sodium, the observed ratio was calculated in
25 samples, in which in 12 samples, a better result was obtained during extraction with
ammonium acetate. When determining sulphur, the observed ratio was calculated in
25 samples, in which in 13 samples, a better result was obtained during extraction with
ammonium acetate. These results can be explained by the high heterogeneity of the studied
sediments with significant differences in the geochemical composition of the substrates.
In most samples, better results were obtained after nitric acid extraction, but it should be
noted that a significant amount of barium and sodium was extracted using ammonium
acetate. This result is consistent with [23] and [31] that extraction with ammonium acetate
may be used to assess the amount of available K, Na, Li, Ba, Mg, and Ca.

Extraction with ammonium acetate in comparison with CaCl2 gave better results
when extracting the following elements: Al, Ba, Cd, Co, Cu, Fe, K, Mg, Mn, Na, Ni, P, S, Si,
Sr, Ti, V, and Zn, where the largest differences were observed in the following elements:
Ba, Al, K, Mg, Mn, Na, and Si (Tables 3 and 4). During the extraction of arsenic, beryllium,
chromium, lithium, and lead, values below the detection limit in all samples were obtained,
so these ratios could not be calculated for these elements. Since that better results were
obtained during extraction with ammonium acetate, the conclusion is that ammonium
acetate is a more efficient extraction agent than calcium chloride.

3.3. Discussion of Concentration Ratios of Studied Elements Using Different Extraction Agents
with Results of Amounts of Elements Extracted by the BCR Sequential Extraction Procedure (Total
Element Content)

Concentration ratios of studied elements are presented separately for each extraction
agent (calcium chloride, ammonium acetate, and nitric acid) in Supplementary Materials,
Tables S4–S6. Total element contents represent the sum of elements extracted during the
BCR extraction [19].

Ratios between concentrations obtained by calcium chloride, which is the mildest
of used extraction agents, and concentrations obtained by total extraction showed that
values for the majority of elements are extremely low. Only a few elements, which will be
mentioned, show slightly higher values. Barium has values >1 on several locations only
in the coarser fraction, with the highest value reaching a bit above 6%. This finding has
significant implications, as it could be a sign of increased bioavailability of Ba in Kupa
River sediments. Concentrations of Ba are extremely high in the upper and middle flow of
the river due to the Ba-anomaly originating from uncareful disposal of waste from a barite
mine in the Homer mine, Lokve, Gorski Kotar. An especially high Ba-concentration is in
the Kupica River spring, to which it penetrated through vulnerable karstic underground,
and this spring is used as the main water supply for the Delnice town, which is the central
settlement of the whole Gorski Kotar area. Taking in account that Ba is being dissolved
with an extraction agent as weak as calcium chloride is, it may imply that its concentration
might get elevated, and what could cause problems with tap-water quality. It is known
that some forms of Ba are toxic, so it could lead to health problems of local inhabitants.
Unfortunately, Ba is not measured in the routine monitoring of water quality in Croatia.
Therefore, it would be important to initiate some additional research on this topic in the
affected area, as up to now only one preliminary study dealing with Ba’s influence on health
was performed [17]. In that study, authors applied geochemical and medical methods to
investigate the possible impact of disposal of waste from the barite mine on human health
in Lokve. The necessity of such measurements in future studies has been highlighted.
Their preliminary study of diseases diagnosed in Lokve shows that about 18% of the total
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inhabitants have serious medical problems. Diseases of the circulatory system, as well
as endocrine, nutritional, and metabolic diseases, neoplasms, and respiratory diseases
predominate. They called for further multidisciplinary research on the health effects of
barium and trace elements, as well as for bioremediation of contaminated gardens and
for watershed management of vulnerable karstic aquifers. From other studied elements,
only sulphur has several elevated percentages, with the highest value of about 12.5% in
the coarser fraction. This probably could be explained with the fact that the barite (BaSO4)
mineral from the abundant mine is being dissolved, so together with Ba itself, S is also
being released from this compound. All other elements show very small percentages.

Ratios between concentrations obtained by ammonium acetate, which is a slightly
stronger agent, and concentrations obtained by total extraction, showed that ratios for
the majority of elements are higher than when using calcium chloride. Similarly, as with
the previous extraction agent, the highest values are observed for Ba and S, confirming
everything mentioned in the previous paragraph. From other elements, excluding natural
lithogenic elements such as Ca, Si, etc. originating from nearby carbonate rocks, the
following elements have rather high percentages: Cd, Cu, K, Mn, and Na. This indicates
their potential bioavailability.

Ratios between concentrations obtained by nitric acid, which is the strongest of all
three used agents within the current research, and total element content showed the highest
values among all three of them. This observation can be explained as follows: During the
extraction with HNO3, maximum contents of potentially available fraction were released.
Fractions obtained during extraction with CaCl2 and ammonium acetate, so-called mobile
forms, contain mainly elements in their ion-changing form.

Table 5 shows a statistical analysis of the data about the relationship between content
of elements extracted with 2 M HNO3 and total extracted element contents (with BCR
extraction). When it comes to the finer fraction (<63 µm), it is possible to notice that Ca
and Cu were extracted in a high percentage using 2 M HNO3, which indicates that this
extraction agent is very efficient for extraction of these two elements from the fine sediment
fraction. These results indicate that calcium is predominantly present as carbonate at the
examined localities. When it comes to copper, it is possible to conclude that this element is
not significantly bound to silicates, but is probably bounded to manganese and iron oxides,
which are very efficiently destroyed by the use of 2 M HNO3. When the maximum values of
the extracted elements are observed, it is possible to notice that a high content of magnesium
and strontium was extracted at certain localities, which is probably a consequence of the
significant carbonate content. Additionally, a high percentage of extracted zinc using 2 M
HNO3 (up to 85.30%) was observed at some localities, which indicates high mobility and
possible local contamination with this element. Chromium should also be pointed out,
since it is a lithophilic and very immobile element in nature, which is confirmed by the
results for the average percentage of extracted chromium using 2 M HNO3 (about 11% in
both fractions). An increased percentage of the extracted element was observed at some
localities (up to 41.22% in the fraction <63 µm, or 49.85% in the fraction 63–2000 µm), which
may indicate increased mobility of this element in some localities.

When the fraction 63–2000 µm is observed, 2 M HNO3 proved to be an extremely
efficient means for extraction of Ca and Cu, but also Mg and Sr, while in some localities
lead was also extracted up to 100%. Considering that the average value of extracted lead in
this fraction is 46.10%, the high efficiency of extraction at certain localities can be explained
by the existence of anthropogenic sources of lead, as a result of which lead is present in
more mobile fractions.

At some sites, it was observed that a higher content of Cu was obtained by extraction
with 2 M HNO3 than by destruction using BCR extraction. Given that the measurements
were not made in the same time period, as well as that the ICP OES technique is a sensitive
technique, and sediment is a complex matrix, it should be noted that this is a problem of a
technical nature and can be seen only in a small number of samples. A similar situation
was observed with magnesium.
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Table 5. Ratio: content of elements extracted with 2 M HNO3/total extracted element contents (BCR
extraction) * 100 (%).

<63 µm 63–2000 µm

Mean Max Min Mean Max Min

Zn 60.95 85.30 37.50 26.65 56.30 8.52
Al 9.25 11.00 7.95 7.58 13.90 4.66
As 16.36 27.84 9.91 9.89 18.30 3.02
Ba 26.13 49.15 10.20 42.71 58.87 18.64
Be 35.63 44.21 29.66 32.29 52.87 17.42
Ca 96.84 108.76 86.80 93.41 114.40 70.37
Cd 49.44 59.33 40.39 39.29 67.70 17.62
Co 39.24 43.56 34.17 32.23 46.47 21.49
Cu 111.50 244.79 38.60 142.28 278.00 28.00
Fe 10.67 13.50 7.92 10.74 30.49 3.83
K 17.26 20.11 12.75 18.77 32.54 10.99
Li 23.77 41.84 9.00 37.60 68.23 9.79

Mg 70.79 88.26 59.82 100.37 219.08 66.61
Mn 50.12 56.79 41.89 39.63 62.43 22.70
Na 43.25 52.84 35.21 45.15 71.42 23.13
Ni 17.99 20.63 14.41 14.51 21.47 10.11
Pb 50.28 53.15 47.25 46.10 108.19 20.19
S 25.91 38.96 14.26 24.88 55.30 6.09
Si 46.74 52.29 38.31 34.73 57.13 17.86
Sr 65.79 76.73 44.91 79.09 109.38 58.15
Ti 6.74 10.16 4.45 5.46 13.13 1.62
V 10.93 13.72 8.58 9.80 15.57 4.83
P 3.76 4.32 2.68 3.26 4.81 2.08
Cr 11.22 41.22 3.60 11.87 49.85 0.07

Many elements have similar concentrations when extracted with nitric acid as well
as when BCR extraction was performed on them. This means that this type of extraction,
which is much easier than total sequential extraction, could be enough to get reasonable
results for total content of some elements (Ca, Cu, Mg, and Sr) in sediments. Additionally,
it should be noted that this acid can be used for rapid screening of sediment and soil
contamination, given that high extraction efficiency was shown for Zn, Pb, and Cd in some
localities. In Ref. [30], it is shown that the distribution of Zn is controlled by a similar
mechanism as Pb.

In Table 6 is shown results of comparisons of extracted elements’ content in this
research with similar investigations.

Table 6. Comparison of extracted elements content in this research with similar investigations
[mg kg−1].

Pb Ni Cu Cr Cd Zn
1 CaC <BDL 0.004 0.011 <BDL <BDL 0.002

AA <BDL 0.222 0.466 <BDL 0.063 0.557
NA 11.45 4.30 17.1 4.58 0.213 19.08
BCR 22.78 23.29 18.5 25.70 0.43 60.96

2 CaC 6.83 0.13 0.15 4.4 3 0.7 3 <BDL
2 PTC 29 17 106 11.0 4.0 8.2
4 CaC <BDL-5974 3 nd 101–5589 3 nd 27–932 3 0.22–217

1 This study (fraction of studied sediment: <63 µm); CaC—calcium chloride; AA—ammonium acetate; NA—nitric
acid; BCR—total element content; 2 PTC-pseudo total content (aqua regia) [11]. 3 µg kg−1; 4 Pueyo [12]; nd—not
detected; BDL—below detection limit.

In general, contents of Pb, Ni, Cu, Cr, Cd, and Zn extracted by CaCl2 from studied
river sediments were lower than data for elements extracted from soil samples [11]. Total
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content of Cu and Cd was higher in soils [11] than in studied sediments in this manuscript.
Obtained higher values for Cu and Cd in soils are due to treatment of soils by fertilizer and
pesticides. Total content of extracted Zn from river sediments was higher than in soil [11]
because of possible different sources of zinc pollution in the river basin. The total content of
the other examined elements (Pb, Ni, and Cr) in sediments (this study) and soils [11] is fairly
uniform. Higher content of CaCl2 in extractable Pb, Cu, Cd, and Zn content in [12] can be
explained by the fact that the investigated soil was largely contaminated (Table 6). The low
extractability observed for Pb while using CaCl2 as reagent was observed in our research,
but also in [11] and [12]. An explanation for this is that lead concentrations in contaminated
soil extracts are controlled by precipitation processes (such as carbonates, hydroxides,
sulphates, and phosphates), limiting the use of un-buffered salt solutions for the estimation
of lead availability in soils [12]. The higher content of elements extracted using ammonium
acetate in the yield of other extraction agents (in our case, it is calcium chloride, Table 6) is
a consequence of the fact that 1 M ammonium acetate (pH 7) is perhaps the most preferred
reagent for exchangeable metals because of its relatively high concentration and the metal
complexing power of the acetate ion, both of which prevent readsorption or precipitation
of released metal ions [32]. This reagent released bigger amounts of heavy metals than did
ammonium nitrate [33].

3.4. Correlation Analysis

The Pearson correlation coefficients (r) measure the strength and direction of linear
relationships between two or more random variables. In the present study, r is used to
describe the interrelationships between the analyzed elements, and the results of correlation
analysis are shown in Table 7.

Table 7. Correlation analysis of extracted element contents.

E_AA E_NA E_BCR

1 E_CaC
Ba **, K **, Mg **, Na **,

P **, S **, Si **, Sr **
Ba **, K **, Na **, P *, S **,

Si **, Sr *
Ba **, Cu *, K **, Mn *,

Na **, Si **, Sr **

E_AA
Al *, Ba **, Cd **, Co *,
Fe *, K **, Mn **, Na **,

Ni **, S **, Si **, Sr *

Al *, Ba **, Cd **, K **,
Li **, Na **, Ni **, S **,

Si **, Sr *, Ti *, V *

E_NA

Al **, As **, Ba **, Be **,
Ca **, Cd **, Co **, Cr **,
Fe **, K **, Mg **, Mn **,
Na **, Ni **, P **, Pb **,

S **, Si **, Sr **, Ti **,
V **, Zn **

1 E—element; CaC—calcium chloride; AA—ammonium acetate; NA—nitric acid; BCR—total element content;
* Correlation is significant at the 0.05 level; ** Correlation is significant at the 0.01 level.

It can be observed that there is a positive correlation between the content of all
extracted elements with nitric acid (NA) and the total element content (BCR content). This
indicates that the use of 2 M HNO3 efficiently extracts all studied elements. The results
of the correlation analysis indicate that there is a positive correlation between the total
extracted element content and the elements extracted using AA—ammonium acetate (Al,
Ba, Cd, K, Li, Na, Ni, S, Si, Sr, Ti, and V) and CaC—calcium chloride (Ba, Cu, K, Mn, Na,
Si, and Sr). In the case of more mobile fractions, the content of elements extracted with
calcium chloride is positively correlated with the content of Ba, K, Mg, Na, P, S, Si, and
Sr, extracted with ammonium acetate. A positive correlation was observed between the
content of elements extracted with nitric acid and calcium chloride (Ba, K, Na, P, S, Si, and
Sr) and those extracted with ammonium acetate (Al, Ba, Cd, Co, Fe, K, Mn, Na, Ni, S, Si,
and Sr). The observed correlations show that ammonium acetate is a more efficient means
of extracting the most mobile fraction of elements. Correlations of the mobile contents
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of the elements with the total content indicate the existence of anthropogenic sources of
cadmium and copper at the examined localities. CaCl2 is recommended in [11] and [12]
as a suitable reagent for extraction in the mobile form of Cu. In Ref. [30], it is shown that
mobilization of Cu is mainly controlled by soil reaction.

A positive correlation between CaCl2-extractable and total content of Cu in this
manuscript indicated that in parts of the Kupa basin, there are vineyards that have been
treated by fungicide copper (II)-sulphate. Additionally, positive correlations of mobile
barium fractions using CaC and AA indicate the high mobility of this element. The positive
correlation between the content of mobile contents of macroelements and the total content
of elements indicates that the application of weaker extraction agents leads to complete
or partial decomposition of carbonates, sulfates, phosphates, and even manganese oxides,
and to the release of toxic elements related to them. We recommend extraction with
ammonium acetate to assess mobile fraction elements that are equivalent to the “actually
available” metal fraction, while nitric acid can be used to assess mobilizable fraction, i.e.,
the potentially available forms of trace elements in soils and sediments.

3.5. Ecological Risk Assessment of Potentially Toxic Elements Using Monte Carlo Simulation

A distribution curve on Ei
r and HRI (Total ecological risk comprehensive index) values

is shown in Figure 4. The probability that ecological risk appeared at different risk levels
with reference to a risk level classification standard was analyzed, as shown in Table 8. The
Monte Carlo simulation suggests that risk of Cr, Cu, Ni, Pb, and Zn was low, and As and
Cd posed a lower ecological risk in the studied areas. Cd is the most important factor in
the Kupa River basin.

Figure 4. Distribution curve and exceedance probability curves of the risk index (RI) and total
ecological risk comprehensive index HRI based on a Monte Carlo simulation run 100,000 times. Local
backgrounds are the reference values for the calculation of Eri.
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Table 8. Ecological risk analysis results of each PTEs.

Value of Eri Risk Level
Probability (%)

As Cd Cr Cu Ni Pb Zn

Eri < 40
40 ≤ Eri < 80

80 ≤ Eri < 160
160 ≤ Eri < 320

Eri ≥ 320

Low 94.07 19.98 100 100 100 100 100
Lower 5.93 78.93 0 0 0 0 0

Median 0 1.09 0 0 0 0 0
High 0 0 0 0 0 0 0

Extremely high 0 0 0 0 0 0 0

As shown in Table 9, the probability of the HRI values being at a low risk level
was 100%, i.e., the total ecological risk level of PTEs pollutants in the sediments of the
Kupa river.

Table 9. Total ecological risk analysis results of the studied rivers.

HRI Value Risk Level Probability (%)

HRI < 150 Low 100
150 ≤ HRI < 300 Lower 0
300 ≤ Eri < 600 Median 0

Eri ≥ 600 High 0

3.6. Magnetic Susceptibility (MS) Measurements vs. Element Concentrations in
Different Dissolution

Correlations between MS and elements contents obtained using three extraction agents
were performed, and only one significant correlation is detected. For dissolution with 2 M
HNO3, the only significant correlation was found for Mg (0.50). From all three used agents
in this paper, HNO3 is the strongest one, dissolving a significant part of the sediment,
including both elements of anthropogenic and natural origin. Mg in Kupa River sediments
is an element of natural origin, deriving from carbonate rocks, mostly dolomites.

4. Conclusions

Based on presented results for the Kupa river, it is possible to conclude that differences
in amounts of a single element extracted from sediment by different procedures varied from
location to location and from element to element, which is the result of high heterogenity
of the studied river sediments in the geochemical composition. These results indicated the
significance of the application of different extractions reagents on the assessment of mobility
of trace elements. Nitric acid is a more efficient extraction agent in relation to calcium
chloride and ammonium-acetate, and ammonium acetate is a more efficient extraction
agent than calcium chloride. The results of the single extraction methods indicate increased
bioavailability of Ba, Cd, Cu, K, Mn, and Na and low bioavailability for chromium, since it
is a lithophilic and very immobile element in nature. Numerous elements were extracted in
similar contents when sediments were extracted with nitric acid as well as when performing
BCR extraction (total element content). Extraction with 2 M HNO3, which is much easier
than sequential extraction and total element content determination, could be enough to
get reasonable results for the determination of total content of Ca, Cu, Mg, and Sr in
sediments. High extraction efficiency was shown also for Zn, Pb, and Cd in some localities.
Additionally, it should be noted that 2 M HNO3 can be used for rapid screening of sediment
and soil contamination. We recommend extraction with ammonium acetate to assess mobile
fraction elements that are equivalent to the “actually available” metal fraction, while nitric
acid can be used to assess mobilizable fraction, i.e., the potentially available forms of trace
elements in soils and sediments. CaCl2 extraction is recommended for the determination
of Cu mobile forms in sediments.

Based on a Monte Carlo simulation, it was found that the lower risk probabilities of
Cd were 78.93% and 1.09% for median risk, which indicate that Cd was the most important
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toxic element in the Kupa River. The probability of ecological risk for all factors indicated
that the potential ecological risk of toxic elements in the Kupa River is low at present.
However, despite the low risk at present, there are indications that contents of some toxic
metals are increasing at some locations, especially in the Kupa River lower flow, which
could increase the ecological risk in the future. Therefore, we suggest the need for future
systematic monitoring of the Kupa River and its drainage basin with respect to toxic
element and ecological risk estimations.

Supplementary Materials: The following are available online: https://www.mdpi.com/article/
10.3390/w13101411/s1, Table S1: Relationship between the contents of elements extracted with
CaCl2 and HNO3 (%); Table S2: Relationship between the contents of elements extracted with
CH3COONH4 and HNO3; Table S3: Relationship between the contents of elements extracted with
CaCl2 and CH3COONH4; Table S4: Relationship between the contents of elements extracted with
CaCl2 and total element content—BCR extraction (%); Table S5: Relationship between the contents
of elements extracted with CH3COONH4 and total element content—BCR extraction (%); Table S6:
Relationship between the contents of elements extracted with HNO3 and total element content—
BCR extraction (%).
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for metal determination in sediments from artificial lakes and rivers in Serbia. Acta Period. Technol. 2019, 50, 189–196. [CrossRef]
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30. Pavlů, L.; Drábek, O.; Borůvka, L.; Nikodem, A.; Němeček, K. Degradation of forest soils in the vicinity of an industrial zone.
Soil Water Res. 2015, 10, 65–73. [CrossRef]

31. Carter, M.R. Soil Sampling and Methods of Analysis; Lewis Publishers: Boca Raton, FL, USA; Canadian Society of Soil Science:
Pinawa, MB, Canada, 1993.

32. Podlesáková, E.; Nemecek, J.; Vácha, R. Mobility and Bioavailability of Trace Elements in Soils. In Trace Elements in Soil:
Bioavailability, Flux, and Transfer; Iskandar, I.K., Kirkham, M.B., Eds.; Lewis Publishers: Boca Raton, FL, USA, 2001.

33. Sabienë, N.; Brazauskienë, D.M.; Rimmer, D. Determination of heavy metal mobile forms by different extraction methods.
Ekologija 2004, 1, 36–41.

http://doi.org/10.2298/APT1950189P
http://doi.org/10.1016/j.chemosphere.2016.12.090
http://www.ncbi.nlm.nih.gov/pubmed/28027472
http://doi.org/10.1016/j.aca.2003.10.047
http://doi.org/10.1007/s11356-014-3770-2
http://www.ncbi.nlm.nih.gov/pubmed/25378031
http://doi.org/10.1007/s11356-018-2950-x
http://www.ncbi.nlm.nih.gov/pubmed/30112647
http://doi.org/10.1016/j.gexplo.2005.08.031
http://doi.org/10.1007/s10653-006-9077-6
http://www.ncbi.nlm.nih.gov/pubmed/17203367
http://doi.org/10.1127/0372-8854/2011/0056
http://doi.org/10.3390/w12072024
http://doi.org/10.1080/15320380500506321
http://doi.org/10.1007/s40201-020-00581-x
http://doi.org/10.1007/s11356-016-7341-6
http://doi.org/10.17221/4131-PSE
http://doi.org/10.1007/s00477-015-1087-4
http://doi.org/10.1016/0043-1354(80)90143-8
http://doi.org/10.1016/j.jhazmat.2008.12.034
http://www.ncbi.nlm.nih.gov/pubmed/19179000
http://doi.org/10.17221/220/2014-SWR


ar
X

iv
:1

11
2.

60
89

v1
  [

as
tr

o-
ph

.S
R

] 
 2

8 
D

ec
 2

01
1

Baltic Astronomy, vol. 17, 1–6, 2011

Modeling of the Continuous Absorption of

Electromagnetic Radiation in Dense Hydrogen Plasma

A. A. Mihajlov1,2 and N. M. Sakan1 and V. A. Srećković1,2 and Y. Vitel3
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Abstract. In this work is examined a new modeling way of describing the
continuous absorption of electromagnetic (EM) radiation in a dense partially
ionized hydrogen plasmas with electron densities about 5 · 1018 cm−3 - 1.5 ·

1019cm−3 and temperatures about 1.6 · 104 K - 2.5 · 104 K in the wavelength
region 300nm < λ < 500nm. The obtained results can be applied to the plasmas
of the partially ionized layers of different stellar atmospheres.
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1. INTRODUCTION

In this paper testing is started of a new model way of describing some of atomic
photo-ionization processes in dense strongly ionized plasmas, which is based on the
approximation of cut-off Coulomb potential. By now this approximation has been
used only in order to describe transport properties of dense plasmas (see for ex-
ample Mihajlov et al. (1989)), but it was clear that it could be applied to the
mentioned absorption processes in non-ideal plasmas too. Because of exceptional
simplicity of the hydrogen atom, for the first application of the mentioned approx-
imation the following photo-ionization processes are chosen here:

ελ +H∗(n, l) → H+ + eE , (1)

where ǫλ is the energy of the photon with wavelength λ, n and l - principal and
orbital quantum numbers of hydrogen atom excited states, eE - the free electron in
one of the states with energy E = h̄2k2/2m, and m and h̄ - the electron mass and
Plank’s constant. It is clear that describing the processes of the type of Eq. (1)
in strongly non-ideal plasmas is one of the most complicated problems. Namely,
while in weakly and moderately non-ideal plasma the interaction of an excited
atom with its neighborhood can be neglected, as for example in Solar photosphere
(Mihalas (1978); Mihajlov et al. (2007)), or described within the framework of a

http://arxiv.org/abs/1112.6089v1


2 Mihajlov et al.

perturbation theory, this is not possible in strongly non-ideal plasmas. This is due
to the fact that in such plasmas the energy of the mentioned interaction reaches
the order of the corresponding ionization potential.

Here a new model method having a semi-empirical character of determina-
tion of the spectral absorbtion coefficients, characterizing the bound-free (photo-
ionization) processes (1) in strongly non-ideal hydrogen plasmas, is presented. As
landmarks we take hydrogen plasmas with electron densities Ne ∼ 1 · 1019cm−3

and temperatures T ≈ 2 · 104K, which were experimentally studied in Vitel et
al. (2004). The presented method is tested within the optical range of photon
wavelengths 350nm ≤ λhν ≤ 500nm.

2. THEORY

The absorption processes (1) in non-ideal plasma are considered here as a
result of radiative transition in the whole system ”electron-ion pair (atom) + the

neighborhood”, namely: ǫλ+(H++e)n,l+Srest → (H++e)E+S
′

rest, where Srest

and S
′

rest denote the rest of the considered plasma. However, as it is well known,
many-body processes can sometimes be simplified by their transformation to the
corresponding single-particle processes in an adequately chosen model potential.
Here, in accordance with the previous paper (Mihajlov et al. 1989) the screening
cut-off Coulomb potential is taken as an adequate model potential, which can be
presented in the form

Uc(r) =

{

−e2/r + e2/rc, 0 < r ≤ rc,
0, rc < r < ∞,

(2)

which is illustrated by Fig. 1. Here e is the modulus of the electron charge, r -
distance from the ion, and cut-off radius rc - the characteristic screening length
of the considered problem. Namely, within this model it is assumed that quantity
Up;c = −e2/rc is the mean potential energy of an electron in the considered hydro-
gen plasma. It is important that the cut-off radius rc can be determined as a given
function of Ne and T , using two characteristic lengths: ri = [kBT/(4πNie

2)]1/2

and rs;i = [3/(4πNi)]
1/3, where Ni and rs;i are the H+ density and the corre-

sponding Wigner-Seitz’s radius and kB - Boltzman’s constant. Namely, taking
that Ni = Ne and

rc = ac;i · ri, (3)

we can directly determine the factor ac;i as a function of ratio rs;i/ri, on the basis
of the data about the mean potential energy of the electron in the single ionized
plasma from Mihajlov et al. (2009). The behavior of ac;i in a wide region of values
of rs;i/ri is presented in Fig.2.

In diluted hydrogen plasma (see for example Mihalas 1978) the spectral absorp-
tion coefficients, characterizing the photo-ionization processes (1) can be described
within the approximation of the non-perturbed energy levels in the potential Uc(r),

namely: κ
(0)
ph (λ;Ne, T ) =

∑

n,l Nn,l · σph(λ;n, l, En,l), where Nn,l is the density of

the atoms in the realized excited states with given n and l, and σph(λ;n, l, En,l)
- the corresponding photo-ionization cross section for n ≥ 2. According to the
above mentioned, it cannot model the absorption coefficients of the dense non-
ideal plasmas described in Vitel et al. (2004).
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It can be shown, using the results from Adamyan (2009), that κph(λ;Ne, T )
can be obtained within the approximation based on adequately chosen shifts ∆n,l

and broadenings δn,l of the energy levels with given n and l. It is assumed that
energies ǫ of the perturbed atomic states are dominantly grouped around energy

ǫ
(max)
n,l = E(n, l)+∆n,l, inside the interval (ǫ

(max)
n,l −δn,l/2, ǫ

(max)
n,l +δn,l/2), similarly

to the known cases (Gaus, Lorentz, uniform etc.).
Let us note that it is possible to describe the quantity ∆n as a function of

Ne. Namely, for well-known physical reasons all shifts ∆n,l, and consequently
∆n, have to change proportionally with the density of the perturbers, the relative
atom-perturber velocity and the characteristic perturbation energy. Consequently,
we will have that: ∆n ∼ Ne · vea(T ) · e

2/l(Ne, T ), where vea(T ) and l(Ne, T ) are
the characteristic electron-atom velocity and distance. On the basis of the results
of Mihajlov et al. (2009) in the considered cases (Ne ∼ 1 ·1019cm−3, T ∼ 2 ·104K)
any relevant characteristic length has to be close to the radius ri. From here, since
vea(T ) ∼ (kBT )

1/2 and ri ∼ (kBT/Ne)
1/2, the relation follows

∆n ≈ Const. ·N3/2
e , (4)

which is in accordance with Adamyan (2009) and can be useful in further consid-
erations.

Here, we will describe the perturbed atomic states in the first order of the
perturbation theory and, in accordance with what was said above, we will have it
that

κph(λ;Ne, T ) =
∑

n,l

Nn,l ·
1

δn

ǫmax
n,l +δn/2
∫

ǫ
(max)

n,l
−δn/2

ελ
ελ + ǫ

· σph(λ
(ǫ);n, l, En,l)dǫ, (5)

where n ≥ 2, ǫ
(max)
n,l = En,l + ∆n, and σph(λ

(ǫ);n, l, En,l) is the corresponding

photo-ionization cross section for λ(ǫ) = λ · ελ/(ελ + ǫ), i.e. for the wavelength of
the photon with energy (ελ + ǫ).

3. RESULTS AND DISCUSSION

In this paper the approximation of cut-off Coulomb potential (2) is applied to
the modeling of spectral absorption coefficients of the hydrogen plasma, obtained
in Vitel et al. (2004) in two experiments: a short and a long pulse, respectively.
In the first case (short pulse) plasma with Ne = 1.5 · 1019cm−3 and T = 2.3 · 104K
was studied, while in the second case (long pulse) - one with Ne = 6.5 · 1018cm−3

and T = 1.8 · 104K. It has been found that: rc = 44.964 a.u. for a short pulse,
and rc = 55.052 a.u. for the long one.

In order to compare the obtained theoretical results with the experimental data
from Vitel et al. (2004), we had to take into account other relevant absorption
processes, namely: (e + H+)-inverse ”bremsstrahlung”, as well as H− and H+

2
absorption continuums, which cannot be neglected in the considered hydrogen
plasmas. Therefore, when comparing our theoretical results with the experimental
data from Vitel et al. (2004) we use the total spectral absorption coefficient κtot(λ)
given by: κtot(λ) = κph(λ)+κadd(λ), where the member κph(λ) ≡ κph(λ;Ne, T ) is
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Figure 1: Cut-off potential Uc(r), where
rc is cut-off parameter.
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Figure 2: The parameter ac;i ≡ rc/ri as
the function of the ratio rs;i/ri.

given by Eq. (5), while the member κadd(λ) is the sum of the absorption coefficients
of all additional processes. Let us note that electron-ion process is described by
the absorption coefficient from Sobel’man (1979), while the electron-atom and
ion-atom processes - by the ones determined as in previous paper (Mihajlov et al.
2007) dedicated to the same absorption processes in the solar photosphere.

In accordance with the aims of this work the calculations of the total absorb-
tion coefficient, are performed for both cases (short and long pulse) in wide regions
of values of shifts (∆n) and broadening (δn) of atomic levels with n ≥ 2. The cal-
culations of κtot(λ) cover wavelength region 350nm ≤ λ ≤ 500nm. The results of
calculations are shown in Figs. 3 and 4 together with the corresponding experimen-
tal values κexp(λ) of the spectral absorbtion coefficient from Vitel et al. (2004).
This figures show the results of the calculations of κtot(λ) in the case ∆n = const.,
with the values of ∆n and δn which are treated as optimal ones: ∆n = 0.455eV
and δn = 0.625eV for the short pulse, and ∆n = 0.13eV and δn = 0.11eV for the
long pulse.

Here it is important to check whether relation Eq. (4) is valid also for Ne

close to 0.65 · 1019cm−3. Since in the case of constant shifts ∆n = 0.455eV and
0.130eV for short and long pulses respectively, validity of Eq. (4) means that
0.455/0.130 = (1.5/0.65)3/2, which is satisfied with an accuracy better than 1%.
In the case of variable shift we have it that ∆n=2 = 0.49eV and 0.12eV for the short
and long pulses respectively, and validity of Eq. (4) means now that 0.49/0.14 =
(1.5/0.65)3/2, which is satisfied with the same accuracy. The fact that Eq. (4)
is satisfied for Ne = 1.5 · 1019cm−3 and 0.65 · 1019cm−3 offers a possibility to
determine ∆n or ∆n=2 not only for these densities but also for any Ne from
interval 0.65 · 1019cm−3 < Ne < 1.5 · 1019cm−3 and probably in a significantly
wider region. Also, using the fact that the influence of δn over the absorbtion
coefficients is significantly weaker than the influence of ∆n, we can determine
the values of δn for any Ne using the values of ratio δn/∆n from the considered
examples.
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On the grounds of all that was said one can conclude that the presented method
can already be used for calculations of the spectral absorbtion coefficients of dense
hydrogen plasmas with Ne ∼ 1019cm−3 and Te ≈ 2 · 104K. Let us note that, with
some minor modifications, the presented method can be applied to any kind of
dense single-ionized plasma (laboratorial alkali-metal plasmas, helium plasmas in
some DB white dwarfs etc.
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Figure 3: The absorbtion coefficient
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 Trace element study in Tisa River and Danube alluvial sediment in Serbia 
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Abstract 
The contaminated sediment serves as a long-term source of toxic elements, since that mobility and transport in the 

environment of these elements are strongly influenced to associated solid phase. In this study, the modified Tessier 
sequential extraction procedure was applied for the fractionation of Cd, As, Hg, Cu, Zn, Cr, Pb, Ni and V in the 
sediments (Tisa River and canal sediments - Danube alluvial formation), to obtain an overall classification of trace 
element pollution in these areas through its spatial distribution. Investigations of this region are important due to the 
widespread occurrence of metal mining activities throughout the Tisa and Danube drainage basins and possibilities of 
contamination with toxic elements at studies localities. Five steps of the sequential extraction procedure partitioned 
elements into CH3COONH4 extractable (F1), NH2OH•HC carbonate extractable and easily reducible (F2), 
H2C2O4/(NH4)2C2O4 moderately reducible (F3), H2O2–HNO3 organic extractable (F4), and HCl acid soluble residue 
(F5). Analyses of the extracts were performed by flame atomic absorption spectrometry. To indicate the degree of risk 
of toxic elements, risk assessment code and contamination factor have been used. The results of partitioning study 
indicate that more easily mobilized forms (metals in adsorbed/exchangeable/carbonate forms or bound to amorphous Fe 
and Mn oxyhydroxides and Fe and Mn oxides) were predominant for copper, zinc, cadmium and lead, which can be 
used as indicators for input from anthropogenic source. In contrast, the largest amount of chromium and nickel were 
associated with the inert fraction, which reduced their solubility and rendered them immobile under natural conditions 
and indicative of natural origins. Most of remaining portion of metals was bound to ferromanganese oxides fraction. It 
is concluded that sequential extraction results proved useful to distinguish between anthropogenic and geochemical 
sources of elements in the sediments. 
 
Key Words: Sequential extraction, Modified Tessier procedure, Metals, Metalloids, Risk assessment code 

 
 
1 Introduction 
Numerous human activities, including municipal, industrial, commercial and agricultural operations, release a variety 

of toxic and potentially toxic pollutants into the environment. Within the urban environment, where these activities are 
especially intense, emissions of both metal and organic pollutants are often vastly accelerated, inevitably rendering the 
urban environment particularly susceptible to environmental degradation and contamination (Wong et al., 2006). 
Contaminants originating from urban, industrial and agricultural activities, atmospheric deposition and from natural 

geological sources may accumulate in sediments up to several times the background concentrations and may serve as 
potential storage from both the inorganic and organic contaminants (Sultan and Shazili, 2010). In recent years, the rapid 
development of industry and agriculture has resulted in increased pollution of heavy metals which are a significant 
environmental hazard for invertebrates, fish, and humans (Yi et al., 2008). 
The toxicity and fate of toxic elements in sediments is dependent on their chemical form and therefore the 

quantification of the different forms of elements is more meaningful than an estimation of their total concentrations. 
Metals are bound to different sediment fractions, with the strength of the binding determining their bioavailability and 
the risk associated with their presence in the investigated system. The strength values can, therefore, give a clear 
indication of sediment reactivity, which in turn allows an assessment of the risk connected with the presence of metals 
in the environment (Jain, 2004). In the absence of anthropogenic influences, trace elements in sediments are mainly 
associated with silicates and primary minerals and, therefore, have limited mobility. Chemical elements introduced from 
human activity show greater mobility, and are associated with other sediment phases, such as carbonates, oxides, 
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hydroxides and sulfides (de Andrade Passos et al., 2010). 
During recent years, the pollution of soils and sediments by metals has attracted a lot of attention of the scientific 

community (Bourennane et al., 2010; Acosta et al., 2011; Lin et al., 2011; Planojević et al., 2011; Relić et al., 2011; 
Varol, 2011; Shikazano et al., 2012; Varol and Şen., 2012). 
An approach that has been widely applied is the fractionation of elements (or species) of interest into operationally 

defined forms under the sequential action of different extractants. Most of these are based on the scheme introduced by 
Tessier (Relić et al., 2005; Sakan et al., 2007) and the BCR protocol (Baig et al., 2009; Rodríguez et al., 2009; 
Devesa-Rey et al., 2010; Vasile and Vlădescu, 2010). The selective extractants used in sequential extraction procedures 
are aimed at the simulation of conditions whereby trace elements associated with certain components of the solids can 
be released. These operationally defined forms can help in an estimation of the amounts of metals and metalloids in 
different fractions that could be mobilized due to changes in chemical the properties of the responsible matrix. The 
method of sequential extraction is based on the successive application of extraction solvents with increasing strength for 
each subsequent phase of the extraction. Sorbed heavy metals could be displaced from the geochemical phases through 
the use of these extracting agents. 
In some studies (Perin et al., 1985; Jain, 2004; de Andrade Passos et al., 2010; Varejão et al., 2010), risk assessment 

codes (RAC) were used to assess environmental risks and estimate possible damage to organisms caused by 
contaminated sediments. The RAC classification defines risk levels as zero, low, medium, high and very high (Jain, 
2004). This criterion (RAC) indicates that sediment which releases less than 1 % of the total metal in exchangeable and 
carbonate fractions shall be considered safe for the environment. On the contrary, sediment releasing more than 50 % of 
the total metals in the same fractions must be considered highly dangerous as the pollutants can easily enter the food 
chain (Perin et al., 1985). 
The present paper presents the distributions by fractions of the trace elements Cd, As, Hg, Cu, Zn, Cr, Pb, Ni and V in 

the Tisa River sediment and alluvial sediments from the Danube, which were taken in the industrial zone of Pančevo. 
Interpretation of results was based on the reduction of element bioavailability or mobility at each successive extraction 
step. The risk assessment code was determined for each element. Investigations of this region are significant due to the 
widespread occurrence of metal mining activities throughout the Tisa (Nguyen et al., 2009) and Danube drainage basins 
(Bird et al., 2010). In accordance with results (Bird et al., 2010), the Danube drainage basin provides a clear example of 
the challenges to catchment and water resource management posed by point and diffuse-source release of contaminant 
metals associated with mining and metallurgy, as well as with other industrial and municipal sources. 
 
2 Research area and methods 
 
2.1 Research area 
Representative sediments of the study area were taken at two locations. One part of the samples was sediment of the 

Tisa River and its tributaries, and the second part were alluvial sediments from the Danube, which were taken in the 
industrial zone of Pančevo. The drainage basin system of the River Danube covers an area exceeding 800,000 km2 and 
incorporates 14 countries. This drainage basin contains a number of major centres of base precious metal mining with 
ore deposits associated with volcanic rocks of varying ages and lithologies (Bird et al., 2010). Through the River 
Danube drainage basin, the mining and processing of metal ores lead to point-source release of contaminant metals (Cd, 
Cu, Pb, Zn) and As to the local surface drainage network (Bird et al., 2010). The investigated alluvial sediments were 
taken from the canal located in the industrial zone south-east of the City of Pančevo (44°52'15" north, 20°38'25" east), 
about 15 km east of Belgrade (Fig. 1). Pančevo is an industrial town, located in South Vojvodina, at the confluence of 
the Tamiš and the Danube Rivers. It is a centre of commercial and industrial activities. The most important economic 
industries in Pančevo are crude oil processing, HIP Petrochemical Complex, fertilizers (Nitrogen Plant), the textile and 
fashion industry and agriculture. Industrial complex is located at the southern end of the city of Pančevo, the so-called 
“South zone industrial complex” (SZIC), 20 km to the northeast of Belgrade (Planojević et al., 2011). The SZIC 
complex includes a petrochemical factory (HIP Petrohemija), an oil Refinery (NIS Rafinerija, Pančevo) and chemical 
fertilizers factory (HIP Azotara). Potential source of pollutants for alluvial sediments is related to automobile exhaust. 
The Tisa (Tisza) River is the longest tributary (977 km) of the Danube River, also having the largest drainage basin 

(157,200 km2), which is shared by five countries: Ukraine, Romania, Slovakia, Hungary and Serbia (Laszlo et al., 2000). 
The upper Tisa River, flowing through Hungary, has been subjected to severe metal pollution due to mining activities 
and major industrial complexes in Romania, near the border of Romania with Hungary. Heavy floods, which occur 
regularly due to snow-melting and intensive precipitation, are a great potential risk for the enhancement of pollution by 
metals via the leaching of mine tailings, which are stocked near to river banks, as well as the spreading of the 
contamination from the river bed and further downstream (Nguyen et al., 2009). The largest recent accidental pollution 
of the Tisa River occurred in 2000, first during the night between 30th and 31st of January, at the site of Baia Mare in 
Romania, caused by the breaking of the dam of the flotation spoil banks of the gold mine, which caused the spilling of 
water and silt with a high concentration of cyanides and heavy metals. The second accidental pollution of the River Tisa 
occurred on March 10th, at Baia Borsa. The dam of the waste reservoir Novat-Baia Borsa broke, causing the leakage of 
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20,000 tons of wastewater and industrial silt into the River Viso, a tributary of the Tisa River. The silt contained high 
concentrations of zinc, iron and lead. Anthropogenic impact over territory is also caused by permanent pollution 
(industrial activities, municipal sewage discharges, agriculture). The Tisa is an international river and from its 
confluence with the Danube, the pollution is transmitted towards the Black Sea. 
 

 
Fig. 1  Sampling stations and investigated area. Sampling sites along the Tisa river are shown as numbers in 

respect to the distance fron the Tisa mouth, as follows: (a) surface sediments - 1 (0 km), 2 (10 km), 3 
(21 km), 4 (30 km), 5 (40 km), 6 (50 km), 7 (60 km), 8 (64 km), 9 (70 km), 10 (80 km), 11 (90 km), 
12 (100 km), 13 (110 km), 14 (120 km), 15 (130 km), 16 (140 km), 17 (150 km), and 18 (158 km); (b) 
buried sediments - 19 (21 km), 20 (70 km), 21 (90 km), 22 (130 km), 23 (150 km), and 24 (158 km), 
and (c) Tisa tributaries and pools, surface sediments: 25 (Begej), 26 (Jegricka), 27 (Čikos pool), 28 
(Okanj pool), 29 (Canal BB), 30 (Mrtva Tisa), 31 (Čik), and 32 (Zlatica). On the figure, samples of 
tributaries are underlined and the pools are underlined twice. Sampling sites for canal sediments 
(Danube alluvial formation) are marked as S1 to S14 (14 drill-holes). 

 
2.2 Sampling and sample preservation 
The samples of alluvial sediments were taken in August and September of 2001 along the canal which begins at the 

Oil Refinery Pančevo and passes through different industrial complexes. A pipeline for wastewater and atmospheric 
water, which begins at the Pančevo Oil Refinery, is placed in this canal and water from the pipeline flows into a 
wastewater canal that flows into the Danube River. The samples were taken from 14 drill-holes (marked as S1–S14) at 
different depths, up to 5 m. The drill-hole (DH) denoted S1 is nearest to the Refinery and S14 is nearest to the entrance 
of the canal into the Danube River (Fig. 1). 
For the present investigations, the Serbian part of the Tisa watershed was selected. Sediment samples were collected in 

the period of July, 2nd − 17th, 2001, from 32 locations of the Tisa River system in Serbia. The locations of the 24 
sampling sites of the River Tisa [18 surface sediments (0−5 cm) and 6 buried sediments (6−30) cm] and 8 sampling 
sites of tributaries and pools [surface sediments (0−5 cm)] are presented in Fig. 1. The samples of surface sediments 
were collected using a plastic scoop, and the samples of buried sediments were collected by a corer made of PVC tubes 
of 10 cm in diameter and 60 cm in length. After sampling, the sediment samples were packed in pouches and frozen in 
order to prevent changes in chemical composition of the sediment. 
Since that the same method was applied to the different types of sediment that had a similar geochemical background, 

but different sources of contamination, it was expected that the results would highlight the importance of the application 
of sequential extraction to assess risks connected with the presence of metals in different environments. 
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2.3 Determination of the metal contents 
The sequential extraction procedure applied in the present investigation to determine metal fractionation in the 

sediments (modified Tessier procedure) is described elsewhere (Polić and Pfendt 1992; Relić et al., 2005; Sakan et al., 
2007). 
The extractants and operationally defined chemical fractions applied in this research were as follows: 
(F1) The first step (exchangeable fraction): 10 g sediment sample was extracted with 1 M CH3COO(NH4); 
(F2) The second step (represents metals bound to carbonates and easily reducible phases): extractant 0.6 M HCl and 

0.1 M NH2OH·HCl. 
(F3) The third step (metals bound to moderately reducible phases): a mixture of 0.2 M H2C2O4/(NH4)2C2O4 was used 

as the extractant; 
(F4) The fourth step (metals bound to organic matter and sulphides): extractant 30 % H2O2 adjusted to pH 2.0 with 

HNO3; 
(F5) The fifth step (residual fraction): extractant 6 M HCl. 
The main purposes of each extraction phase are described as follows: the first fraction (F1) of the extraction is defined 

as the 'Exchangeable fraction', in which the most mobile portion of metals (adsorbed and ion-exchange bound) are 
expected to be dissolved; in the second fraction (F2), the dissolution of carbonates occurs and the heavy metals, which 
are precipitated or co-precipitated, are released. Besides the carbonates, the dissolution of manganese oxides and the 
amorphous oxides of iron takes place in the second phase; metals are specifically adsorbed or co-precipitated. This 
phase is called the 'easily reducible phase' or the 'Carbonate and Mn-oxide fraction'; in the third fraction (F3), the 
stronger reduction dissolvent is applied and the dissolution of amorphous and partially crystalline oxides of iron occurs. 
This phase is called the 'stronger reducible phase' or 'Fe-oxides fraction'; the degradation of the organic substances and 
sulfides occurs in the fourth fraction (F4). In the organic fraction, the metals are complexed and adsorbed, and become 
available through oxidation. This phase is called the 'oxidation phase' or 'Organic fraction and sulfides'. Metals bound in 
carbonate and exchangeable, Fe-Mn oxide, and organic fractions are most likely to mobilize from sediments if oxygen 
or the geochemical conditions change in surface water, and hence are more available for food chain. 
In the final, the fifth fraction (F5), the degradation of crystalline iron oxides occurs and the metals bound to them are 

released. This phase is called the 'Residual fraction'. The heavy metals are strongly bound in the crystal lattices of 
minerals, and have low mobility. 
All the chemicals used in this paper were of analytical reagent grade. All glassware and plastic material employed had 

previously been treated for 1 week with 2 M nitric acid, rinsed with distilled water and then with ultra pure water. 
For each sequential extraction series, 10.00 g of defrosted sediment was taken without drying in order to avoid 

chemical transformation due to chelating, oxidation processes, etc. Control samples were processed for each extraction 
step. The solid/liquid ratios was kept as close to 1:45 as possible during the extraction of the first, second, and third 
fractions. 
Flame atomic absorption spectrometry (FAAS) was used to determine the levels of the trace elements (SpectraAA55 

Varian spectrophotometer, equipped with a hydride vapour system). The wavelengths used in these analyses were: 232.0 
nm for Ni, 213.9 nm for Zn, 324.7 nm for Cu, 217.0 nm for Pb, 357.9 nm for Cr, 228.8 nm for Cd, and 318.5 nm for V. 
The hydride system was applied in this investigation for the determination of the content of As (193.7 nm) and Hg 
(253.7 nm). External standard solutions were prepared from 1000 mg L–1 stock metal solutions. For minimized 
interferences, a multi-element standard stock solution was prepared in which the ratios of the metals in the multiple 
element calibration standards were analogous to their ratios in the samples. These multi-element standards and blanks 
were prepared in the same matrix as employed for the extraction to minimize matrix effects and for background 
correction (Relić et al., 2005). In order to simulate the composition of the investigated samples, the multi-element 
standards also contained elements which were not determined. Possible interference effects were minimized in this 
manner. The calibration was checked every 10–12 samples. As a quality control, duplicate analyses were performed on 
all samples and the precision was controlled. The relative standard deviations of the means of duplicate measurement 
were less than 10 %. The values of limit of detection (DL) for each determined element, expressed in μg ml–1, were: Cr 
(0.03), Zn (0.005), Pb (0.05), Cd (0.01), Ni (0.05), Cu (0.02), V (0.5), As (0.002), and Hg (0.001). All concentrations 
values below the detection limit were replaced by half of the DL, as suggested by Reimann and Filmozer (1999) and 
Relić et al., (2005). The moisture content of each sample was determined by drying a separate 1 g sample in an oven 
(105 ± 2 °C) to constant weight. From this, a correction to dry mass was obtained, which was applied to all reported 
element concentrations. 
 
2.4 Environmental implications/ Risk assessment code 
The Risk Assessment Code (RAC, Table 1) was determined based on the percentage of the metal content in the first 

fraction (% F1), where binding is weak and the metals pose a greater risk to the environment (de Andrade Passos et al., 
2010). Since in the first fraction. ammonium acetate was used as the extractant, the application of which leads to a 
noticeable dissolving of carbonates (Schoer and Eggersgluess, 1982), and in the second phase of extraction (F2), metals 
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bound to carbonates and easily reducible phases are released, it is possible to concluded that the application of 
ammonium acetate in the first fraction did not completely dissolve the carbonates, but only part. 
 

Table 1  Risk assessment code 
Risk Metal in carbonate and exchangeable fractions (%) 

No risk < 1 
Low risk 1-10 

Medium risk 11-30 
High risk 31-50 

Very high risk 75 
 
3 Results and discussion 
All the sediment samples collected were estimated, to confirm the fraction contents of investigated elements by the 

five–step sequential extraction procedure. The distributions by fractions of different elements are given in Table 2, Table 
3, and Fig. 2. The Tables show the average content of extracted elements by fraction of the sequential extraction. The 
results are presented in the form of the arithmetic mean ± standard deviation for each extraction fraction for the Tisa 
sediment (Table 2) and alluvial sediment from Pančevo (Table 3). Based on the average contents by fraction of the 
extracted elements, the percentage of the extracted element in each fraction was calculated and the results are shown in 
Fig. 2. The discussion of the results of the distribution of the elements by fraction is presented separately for each 
element. 
 

Table 2  Distribution by fractions in the Tisa sediment (mg kg-1) 
 F1 fraction F2 fraction F3 fraction F4 fraction F5 fraction 

Cu 3.34 ± 2.54 21.7 ± 15.4 33.1 ± 10.4 1.96 ± 1.69 14.8 ± 5.3 
Cr 0.44 ± 0.42 2.08 ± 0.95 4.74 ± 1.41 1.42 ± 0.82 7.64 ± 2.70 
Zn 19.1 ± 19.1 158 ± 96.5 64.3 ± 21.1 3.75 ± 3.13 52.0 ± 17.2 
Pb 1.41 ± 0.72 32.5 ± 20.8 14.4 ± 8.5 0.60 ± 0.36 5.69 ± 4.58 
Cd 0.85 ± 0.52 1.04 ± 0.66 0.73 ± 0.58 0.15 ± 0.08 0.48 ± 0.22 
Ni 0.71 ± 0.36 6.09 ± 2.71 11.1 ± 6.1 2.86 ± 1.77 10.4 ± 4.8 
V 7.20 ± 3.98 17.4 ± 9.0 54.6 ± 16.0 5.90 ± 1.64 93.7 ± 88.7 
As <dl* 0.68 ± 0.66 0.06 ± 0.10 <dl 0.11 ± 0.14 
Hg <dl 0.020 ± 0.012 <dl <dl 0.098 ± 0.067 

* bellow the detection limit 
 
Cu: Copper is a very important element, which could influence the metabolism of the human body and it is also a 

nutritional element for living beings. But if the intake is too much, it will cause toxicity. The largest Cu content in both 
types of sediment was extracted in the third stage of extraction (moderately reducible step), in which the partial 
dissolution of crystalline Fe oxides occurs. For the Tisa sediments, a significant of Cu was extracted in the third and 
second and slightly less is in the fifth extraction fraction. In the Pančevo sediments, Cu was significantly extracted in 
the third and fifth stage of extraction. Generally, Cu was bound in more mobile fractions in the Tisa River sediments in 
relation to the sediments from Pančevo. This distribution by the fractions is the result of intensive interactions that occur 
between the river water and river sediments and the changing environmental conditions (pH, Eh) in the Tisa samples 
with respect to the interactions between the groundwater and alluvial sediment. In addition, this distribution indicates 
the likely existence of anthropogenic sources of Cu in the Tisa sediments, which is consistent with results (Prusty et al., 
1994) that binding of Cu with carbonate minerals and oxides of iron and manganese indicates contamination of the river 
system from basic (primary) mining. Under reducing conditions, decomposition of Fe and Mn oxides results in the 
subsequent remobilization of Fe3+ and Mn4+ in the aquatic system. 
Zn: Most of Zn from the Tisa sediment was extracted in the second extraction fraction (more than 50 %), then in the 

third and fifth phases of extraction, while from the Pančevo sediments, more than 50 % of the Zn content was extracted 
in the fifth phase of the extraction, and some in the third and second extraction stages. This distribution is consistent 
with a common association of this element in the soil, such as association with Fe oxides and Mn, Al and clay minerals. 
It can be concluded that in the Tisa River sediments, Zn is significantly bound to more mobile factions in relation to the 
Pančevo sediment. Fe and Mn oxides are of great importance in binding Zn, and the mobile fractions of these oxides are 
relevant Zn substrates in the Tisa sediments. Hydrous oxides of manganese and iron are the well known "sinks" in the 
surface environment for heavy metals. In addition, this distribution, which is consistent with the results of other authors 
for polluted river systems (Prusty et al., 1994), indicates the presence of anthropogenic sources of the elements in the 
Tisa sediments. 
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Fig. 2  The distribution of trace element content by fraction of the sequential extraction. Explanation: along the x-axis 

are shown fraction of extraction (numbered from F1 to F5); along the y-axis is shown the contents of extracted 
element, expressed in % (The percentage element distribution by fractions was calculated as the average content 
of the extracted element in each fraction with respect to the total content of the extracted element). 

 
Cr: The largest percentage of Cr was extracted in the third and the fifth extraction fraction (Fe oxides, partially 

crystallized and crystallized), while in the other fractions, lower amounts of this element were extracted. Part of the Cr 
is bound in the second and fourth phase, while the content of exchangeable Cr was negligible. This distribution is 
consistent with data from the literature (Kabata-Pendias and Pendias, 1989) that showed that most of Cr in soil is in the 
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form of Cr3+ which enters into the structure of minerals and forms different Cr3+- and Fe3+- oxides. Over 60 % of Cr in 
the sediments from Pančevo was extracted in the fifth stage and over the 40% in the Tisa sediment. This distribution 
suggests the importance of the oxide and silicates for chromium binding, as well as significant geochemical origin of 
chromium in the investigated sediments. The relative content of a metal in the residual fraction can be used as a 
measure of the contribution of natural sources, and also of the degree of contamination of the investigated sediment, 
with a higher percentage indicative of lower levels of pollution. 
 

Table 3  Distribution by fractions in the Pančevo sediment (mg kg-1) 
 F1 fraction F2 fraction F3 fraction F4 fraction F5 fraction 

Cu 0.29 ± 0.19 0.50 ± 1.09 8.80 ± 6.83 0.48 ± 0.58 6.68 ± 11.48 
Cr 0.26 ± 0.14 0.31 ± 0.18 2.88 ± 1.54 0.74 ± 0.30 8.32 ± 5.06 
Zn 1.52 ± 5.05 4.86 ± 11.46 16.2 ± 11.4 1.76 ± 2.74 31.4 ± 20.1 
Pb 0.43 ± 0.23 2.90 ± 8.23 3.25 ± 2.12 0.80 ± 0.87 4.27 ± 4.00 
Cd 0.05 ± 0.03 0.06 ± 0.03 0.61 ± 0.16 0.07 ± 0.01 0.28 ± 0.11 
Ni 0.31 ± 0.14 2.61 ± 2.08 7.32 ± 3.78 2.63 ± 2.32 8.04 ± 4.81 
V 6.63 ± 4.19 9.88 ± 10.22 35.3 ± 14.2 4.18 ± 2.52 37.4 ± 36.2 
As <dl* 0.10 ± 0.25 0.07 ± 0.11 <dl 0.07 ± 0.10 
Hg <dl 0.004 ± 0.003 <dl <dl 0.057 ± 0.064 

* bellow the detection limit 
 
Pb: Most of the Pb was extracted in the second, third and fifth extraction fractions, and a lower amount in the fourth 

and sparingly in the first fraction. The distribution of Pb by fractions was different in the investigated sediments. In the 
Tisa sediments, most important was the binding of Pb in the mobile fractions (about 60 % in the second and 20 % in the 
third fraction), which indicates that Pb is bound to amorphous and partially crystallized Fe and Mn oxides, as well as 
carbonate. This distribution is consistent with data from the literature (de Andrade Passos et al., 2010). The obtained 
results indicate that Pb can easily be mobilized from the sediments with changing conditions in the external 
environment. This distribution is characteristic of the lake and river sediments. In the Pančevo sediments, most of the 
Pb was related to the fifth phase (crystalline Fe oxides and silicates), then the third and second (oxide and carbonate 
fractions), which indicates that Pb was significantly bound in the less mobile fractions. These distributions indicate a 
significant anthropogenic origin of Pb in the investigated sediments, especially in the Tisa sediments. Lead should be 
managed seriously for large quantity and high percentage of reactive fractions. In addition, the distribution may indicate 
to the possibility of contamination in the recent past in respect to the time of sampling. 
Cd: The largest part of Cd in the Pančevo sediments was extracted in the first and second fraction. In the Tisa 

sediments, Cd was dominantly extracted in the first and second, and some in the third and fourth fraction. This 
distribution by fractions is often characteristic for Cd in lake and river sediments (most of the cadmium was bound in 
exchangeable positions, carbonate fractions and oxides of iron and manganese). This indicates the great mobility of Cd 
in the Tisa and Pančevo sediments and that cadmium was very active. The present data are consistent with other studies 
which found that the greatest part of the total cadmium content in the sediments existed in the easily soluble fractions 
(Vasile and Vlădescu, 2010). Although the mean total amount of cadmium in the sediments was lower than that of other 
metals, the amount poured into water should be managed. As the amounts increase, the active fractions would be easily 
released, and would then influence the environment and human beings through the food chain. In addition, there is a 
possibility of the existence of significant anthropogenic sources of Cd in the investigated sediments, which is especially 
important for the Tisa sediments, due to the higher content of extracted elements in the Tisa sediment, in respect to the 
alluvial sediment of Pančevo. 
Ni: A quite uniform distribution of Ni by extraction stages was found in both types of sediments, with the maximal 

amounts extracted in the third, fifth and second fractions. This indicates that oxides (amorphous, partially crystallized 
and crystallized oxides, especially Fe oxides) and silicates are the most important for Ni binding in the investigated 
sediments. Small differences existed in the extracted contents in the second and fifth fractions; a higher amount of the 
element was extracted in the second fraction in the Tisa sediments with respect to the Pančevo alluvial sediments and, a 
slightly higher percentage content of Ni was extracted in the fifth fraction from the sediment samples from Pančevo. 
The obtained results show that content of extracted Ni in the residual fraction is much higher than in the non-residual 
fraction, indicating the Ni originates mainly from crystal material. This result is in accordance with results of de 
Andrade Passos et al. (2010), which showed that Ni was more associated with the inert fraction, which reduced its 
solubility and rendered it immobile under natural conditions. The low percentage active fraction was an advantage, to 
control the pollution in this area. It should also be noted, that unlike the other elements, some percentage of Ni was 
extracted in the fourth extraction fraction, which means that Ni was also bound to organic substances in the Tisa and 
Pančevo sediments. The organic fraction released in the oxidizable is not considered very mobile or available since it is 
thought to be associated with the stable high molecular weight humic substances that release small amounts of metals in 
a slow manner. 
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V: Vanadium is a ubiquitous trace metal in the environment, which is an essential trace element for living organisms, 
but the excessive content is harmful to human beings, animals, and plants. Since that the toxicity, bioavailability, and 
transport properties of V are highly dependent upon its chemical form, method of sequential extraction is used for 
extraction of this element. The most significant amounts of V were extracted in the third and fifth fraction, while the 
amounts extracted in other fractions were below 10 %. It is important to emphasize that, unlike the other elements, V 
was extracted in the more mobile fractions (1–3) from the Pančevo sediment with respect to the Tisa River sediment. 
From the Tisa sediment, V was more extracted in the fifth fraction. This indicates that on the Pančevo locality, V has a 
slightly greater mobility and that there is a significant anthropogenic source of this element. Since the alluvial sediment 
was sampled near the Pančevo refinery and Petrochemical Complex, this distribution of vanadium may indicate on the 
existence of contamination with crude oil, since V is often used as tracer of crude oil pollution in various environments 
(Okay et al., 2008). 
As: The dominant content of As from the Tisa sediment was extracted in the second extraction fraction, while a 

smaller percentage was extracted in the third and fifth fractions. In the alluvial sediments from Pančevo, a fairly 
consistent content of the element was extracted in all three fractions, with a slightly higher content in the second 
fraction. This distribution indicates that As is significantly present in the form carbonates, while a part of the As is in 
the form of oxides. The carbonate nature of As is a consequence of the alkaline reaction of most of the land in 
Vojvodina. In addition, a significant presence of CaCO3 in the soils of Vojvodina was evidenced (Kastori, 1993; Kostic, 
2001). It is known that in alkaline soils rich in limestone, As is mainly present in the form of Ca3(AsO4)2 (Ferguson, 
1990). 
Hg: Mercury is one of the most toxic metals and it is listed as a priority pollutant by international agencies. The most 

important extraction of Hg occurred in the fifth fraction, over 80 %, for both types of sediment, indicating a strong 
association between Hg and Fe crystalline oxides. These results are consistent with the results of Sánchez et al., (2005), 
in which it was shown that the highest percentage of Hg from soil was extracted with 6 M HCl (82 %). The high 
percentage of Hg extracted with 6 M HCl can be explained by strong binding capacity of crystalline Fe oxyhydroxide 
and dissolution of metacinabar (HgS) in 6M HCl, which was shown in the literature (Sánchez et al., 2005). Mercury in 
the fifth fraction suggests that it would be present in the mineral particles, material does not participate in early 
diagenesis. Some Hg was also extracted in the second fraction, with higher rates in the sediments from Pančevo with 
respect to the Tisa sediment, which may indicate the importance of carbonate as an Hg substrate in alluvial sediments. 
The content of extracted Hg in other fractions was negligible, indicating that Hg is not readily available in the 
examined sediments. 
Chemical fractionation differentiates metals of natural origin from those derived from anthropogenic sources. 

Anthropogenic metals are predominantly found in the most labile sediment fractions, which are vulnerable to small 
changes in environmental conditions, such as those caused by human activity (de Andrade Passos et al., 2010). The high 
mobility of Cu, Zn, Pb and Cd in sediments of the Tisa River is based on their common origin from recent mining 
accidents (January and March, 2000, the Baia Mare and Baia Borsa Accidents in Romania) and mining runoff during 
the period of industrial development in the Tisa River region. The upper Tisa River, flowing through Hungary has been 
subjected to severe metal pollution due to mining activities and major industrial complexes in Romania, near the border 
of Romania and Hungary. An investigation of the Tisa River sediment in Hungary (Nguyen et al. 2009) showed the 
existence of contamination in the Tisa sediment (contamination with Cu, Zn, Pb, and Cd), which is in accordance with 
the obtained results for Tisa sediment in Serbia. These elements are the most important elements in environmental 
pollution. In addition, Bird et al. (2003) and Bird et al. (2010) showed that 19–75 % of Cd and Zn in river channel 
sediments (Tisa and Mureş catchments, northwestern Romania and eastern Hungary) were present in the 
"exchangeable" sedimentary phase and the authors pointed out that the Cd and Zn pollution was associated with metal 
mining activities. The presence of Cd and V in the non-residual fractions in the Pančevo alluvial sediment indicates that 
these elements mainly originated from anthropogenic sources. The distribution of V may indicate the existence of 
contamination with crude oil, since the investigated area is near the Pančevo Oil Refinery and Petrochemical Complex. 
Fe and Mn oxides are of great importance as a sink for most of the elements (Cu, Zn, Cr, Pb, Ni, V, and As). Elements 

that are retained in this form may be released from sediment, if there is a change of oxidation state of Fe and Mn and 
could be a long-term source of contamination. 
 
3.1 The distribution of elements by fractions at the sampling sites 
The results of the distribution of elements at the sampling sites are given in Fig. 3 (Tisa sediment) and Fig. 4 (Pančevo 

alluvial sediment). The obtained results show the different distributions of elements, mainly Cu, Zn and Pb in the 
sediments of the Tisa River and in the sediments of the tributaries and pools. In the Tisa sediment, it can be observed 
larger content of extracted elements from surface sediment in respect to the buried sediments and sediments from 
tributaries, primarily, Zn and Cu (first and second fractions), and Zn, Cu and Cd (second fraction). From the buried 
sediments of the Tisa River, the largest percentage of the elements were extracted in the third fraction, while for 
elements from tributaries sediments, significant content were extracted in the fifth fraction. Increased content of 
investigated elements extracted in more mobile fractions, primarily Cu, Zn, and V (sediment sample labeled as 11, 
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surface sediment, 90 km, Tisa), Zn, and Pb (sediment sample 5, surface sediment, 40 km, Tisa,), and V, Pb, Cu, and Zn 
(sediment sample 7, surface sediment, 60 km, Tisa,) indicate on the existence of local sources of metal contamination 
on this localities. 
 

 
Fig. 3  The distribution of elements by fractions at the different sampling sites (Tisa River sediments) 

 
Generally, the presence of extracted elements (especially Cu, Zn, Pb) in the more mobile fraction of the Tisa sediment 

in relation to the Tisa tributaries sediment indicates the existence of anthropogenic sources of these elements in the Tisa 
River watershed. In relation to the contents of the extracted elements from Pančevo sediment, the larger content of 
vanadium was extracted in relation to other elements. Also, it can be observed an increased content of vanadium in the 
samples that are closer to the end of the channel, i.e. samples from Petrohemija locality, which may be a consequence of 
vanadium origin from crude oil, since that investigated area is close to the refinery. Increased content of Zn at the site 
labeled as 10 (S4/1.0), indicating the presence of local sources of zinc contamination. Significant extraction of Pb in 
drill-hole located nearest the refinery (samples marked as 1-S1/1.0 and 2-S1/2.4), mainly in second fraction, indicated 
on the influence of the refinery on Pb content. 
 
3.2 Risk assessment code 
The results of the risk assessment codes, with values given as percentages of the F1 fraction for the nine trace elements 

are illustrated in Fig. 5. In general, the sediments show: no risk (for As and Hg), low risk (for Cu, Zn, Cr, Pb, Ni and V), 
medium risk (for Cd in the Tisa river sediment) and high risk (for Cd in the alluvial sediment from Pančevo) to local 
environment. The total content of cadmium is low, but its mean total percentage of active fractions is very high, 
therefore, its input also must be managed meticulously. This suggests that small variations in the environmental 
conditions could increase the availability of Cd. Due to the toxicity and availability of Cd, this element could pose 
serious problems to the ecosystem. 
 
3.3 Contamination factors 
The individual contamination factors (Cf) for Cu, Cr, Zn, Pb, Cd, Ni, and V were calculated. These factors are defined 

as the sum of heavy metal concentrations in the mobile phases (non-residual phases) of the sample divided by the 
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residual phase content [Cf = ∑ (step 1+2+3+4)/residual, step 5]. The lower Cf values, the higher the relative metal 
retention (Jamali et al., 2007). The obtained results (Table 4) showed that the relative metal retention was not the same 
for all of elements. For the Tisa sediment, Pb, Cd, Zn, and Cu presented high values of individual contamination factors, 
and for sediments from Pančevo, Cd presented high values of contamination factor. It can be concluded that Cr, Ni, and 
V have a high the relative metal retention in respect to other elements for both types of sediments. 
 

 
Fig. 4  The distribution of elements by fractions at the different sampling sites (Danube alluvial formation, Pančevo) 

 

 
Fig. 5  Risk assessment codes (RAC) for Cu, Zn, Cr, Pb, Cd, Ni, V, As and Hg in the Tisa River sediments 

and Canal Sediments (Danube alluvial formation, Pančevo) 
 
4 Conclusions 
Sequential extraction can be used as a valuable tool to provide information on the mobility, bioavailability and 

potential toxicity of trace elements in the environment. In this study, five–step sequential extraction procedure was used 
to fractionate Cd, As, Hg, Cu, Zn, Cr, Pb, Ni and V in the investigated river and canal sediments. 
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Table 4  Contaminated factor for each element in investigated sediment 
Contamination factor (Cf) Element 

Tisa Pančevo 
Cu 4.06 1.51 
Cr 1.14 0.50 
Zn 4.71 0.78 
Pb 8.60 1.73 
Cd 5.77 2.82 
Ni 2.00 1.60 
V 0.91 1.50 

 
From the results of sequential extraction, it can be concluded that the elements presented different distributions in the 

sediment fractions. The studied elements were present in higher amounts in the residual fraction than non-residual 
fractions in the Pančevo alluvial sediment, except for Cd and V, indicating that they arise mainly from crystal material. 
Chromium and nickel were mainly present in the inert fraction, being of detrital and lattice origin and their 
concentration can be taken as a measure of the contribution by natural sources. The distribution of vanadium in the 
Pančevo alluvial sediments could be used as indicator for input from anthropogenic sources. Analyses of the sediments 
showed that Hg preferentially was associated with the crystalline Fe oxides and sulphides. The high mobility of Cu, Zn, 
Pb, and Cd in sediments of the Tisa River is based on their common origin from mining accidents, and these elements 
are therefore readily available to aquatic organisms. Obtained results indicate that As is mainly in the form of 
carbonates and oxides in investigated sediments. The reducible fraction principally contained Cu, Zn, Cr, Pb, Ni, V, and 
As, due to their strong interaction with oxides and hydroxides of Fe and Mn, and release of these elements from this 
matrix would most likely be affected by the redox potential and pH status. 
The results of sequential extraction were corroborated by the results of risk assessment for selected elements and 

suggest that high mobility of Cu, Zn, Pb and Cd in Tisa river sediments may be an indicator for the existence of 
significant anthropogenic sources of these elements. Obtained results demonstrate the high ecological risk and need of 
an environmental monitoring, supporting the development of an efficient strategy to reduce local pollution and 
contamination of investigated system. 
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Abstract. Inour previous research, it has been demonstrated that inelas-
tic processes in atom Rydberg-atom collisions, such as chemi-ionization
and (n−n′) mixing, should be considered together. Here we will review
the present state-of-the-art and the actual problems. In this context, we
will consider the influence of the (n−n′)-mixing during a symmetric atom
Rydberg-atom collision processes on the intensity of chemi-ionization
process. It will be taken into account H(1s) + H∗(n) collisional systems,
where the principal quantum number is n >> 1. It will be demonstrated
that the inclusion of (n−n′) mixing in the calculation, influences signifi-
cantly on the values of chemi-ionization rate coefficients, particularly in
the lower part of the block of the Rydberg states. Different possible chan-
nels of the (n−n′)-mixing influence on chemi-ionization rate coefficients
will be demonstrated. The possibility of interpretation of the (n−n′)-
mixing influence will be considered on the basis of two existing methods
for describing the inelastic processes in symmetrical atom Rydberg-atom
collisions.

Key words. Atomic and molecular processes—plasmas—spectral line
profiles.

1. Introduction

Exploring and improving the new calculation possibilities and simulation techniques,
attracted extensive attention in the chemi-ionization and (n−n′)-mixing processes
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in atom Rydberg-atom collisions, which resulted in numerous papers dedicated to
this problem in various research fields like astrophysics, plasma physics, chemistry
(see for example, Bohr et al. 2012; Barklem 2007; Mihajlov et al. 2007a; Ryabtsev
et al. 2005).

Two groups of inelastic processes in slow atom Rydberg-atom collisions will be
considered in this paper:

The chemi-ionization processes,

A∗(n, l) + A → A + A+ + �e, (1a)

A∗(n, l) + A → A+
2 + �e. (1b)

The processes of (n−n′)-mixing,

A∗(n, l) + A → A + A∗(n′, l′). (2)

Here A and A∗(n, l) denote atom in the ground and in the highly excited (Rydberg)
state with the given principal and orbital quantum numbers n and l, A+ and �e are
atomic ion in the ground state and free electron, while A+

2 denotes the molecular ion
in the ground state.

The processes (1) and (2), illustrated in Figures 1(a) and 1(b), were examined and
discussed in the literature for a long time (see Mihajlov & Janev 1981; Janev et al.
1987). These processes are conditioned by the dipole resonant mechanism which was
described in detail in Mihajlov et al. (2012). Significant contribution of processes (1)
and (2) in modeling of solar atmosphere is shown in Mihajlov et al. (2011a, 2011b)
Barklem (2007), Mashonkina (2009, 2010), while the papers of Mihajlov et al.
(2003) and Srećković et al. (2013) are devoted to the influence of these processes on
the kinetic of helium-rich star atmospheres. Another important contribution is that
the presented results suggest that these processes, due to their influence on free elec-
tron density and excited state populations in the atmospheres of M red dwarfs, should
also influence the atomic spectral line shapes (see e.g. Mihajlov et al. 2007b).

In spite of the fact that processes (1) and (2) are caused by the same mechanism,
they are considered separately up to now. The main aim of this work is to determine
the influence of processes (2) on the processes of chemi-ionization (1a) and (1b).
Namely, already from Fig. 1(b) one can notice the following: in the case when the
considered atomic collision proceed in accordance with the excited molecular term
U2(R), before it enters in the zone where the chemi-ionization processes (1a) and
(1b) occur, the system A∗(n, l) + A passes through the zone where the processes (2)
with n′ > n take place.

First, the way the inclusion of process (2) in the procedure of calculation of rate
coefficients of the chemi-ionization processes (1a) and (1b) will be described. For
this purpose their values will be determined under the conditions characteristic for
the solar photosphere in the case A = H(1s) and compared with the rate coeffi-
cients of the same chemi-ionization processes, determined in Mihajlov et al. (2011a),
but without inclusion of (n−n′)-mixing processes. We draw attention to the fact
that, as a difference from this previous article, chemi-ionization rate coefficients
are here without the simplification of the expression for Gaunt factor, connected
with the photo-ionization cross sections for the transitions of Rydberg electron
ε(n, l) → ε(k). Besides, here, as a difference from Mihajlov et al. (2011a), the
average chemi-ionization rate coefficient for a given n is obtained as a result of
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(a) (b)

Figure 1. (a) Schematic illustration of A∗(n, l) + A collision within the domain of internu-
clear distances R � rn;l , where rn;l ∼ n2 is the characteristic radius of Rydberg atom A∗(n, l).
(b) Schematic illustration of the simultaneous resonant transitions of the outer electron from
the initial bound to the final state and the sub-system A+ + A from initial excited to the final
ground electronic state. If the outer electron becomes free (εk > 0) the processes (1) occur,
while if the outer electron remains in the bound state (εn′ < 0) the processes (2) occur.

the corresponding averaging of partial chemi-ionization rate coefficients for every
l where 0 ≤ l ≤ n − 1.

Atomic units will be used throughout the paper.

2. Theory

2.1 General formulas

Let K1a(n, l; T ) and K1b(n, l; T ) are rate coefficients of processes (1a) and (1b),
separately determined for a given n, l and T , where T is the temperature of the
considered plasma, and K1(n, l; T ) is the total rate coefficient of processes (1a) and
(1b) together, namely K1(n, l; T ) = K1a(n, l; T ) + K1b(n, l; T ).

Because of further applications, we will then determine the average total rate
coefficient

K1;n(T ) = 1

n2
·

n−1∑

l=0

(2l + 1) · K1(n, l; T ), (3)

and average rate coefficient of associative ionization K1b;n(T ),

K1b;n(T ) = 1

n2
·

n−1∑

l=0

(2l + 1) · K1b(n, l; T ). (4)

Partial rate coefficients K1(n, l; T ) and K1b(n, l; T ) are determined on the basis
of standard expressions

K1(n, l; T ) =
∫ ∞

En;i
σ1(n, l; E)

(
2E

μred

)1/2

fT (E)dE, (5)
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K1b(n, l; T ) =
∫ ∞

En;i
σ1b(n, l; E)

(
2E

μred

)1/2

fT (E)dE, (6)

where E is the impact energy, σ1(n, l; E) and σ1b(n, l; E) are the corresponding
cross sections, μred is the reduced mass of the subsystem H(1s)+H+, and fT (E) is
the Maxwell distribution function: fT (E) = exp(−E/kT )

√
E. Parameter En;i is

given here with the relation En;i = U2(Rn;i ), where Rn;i is the upper limit of the
chemi-ionization zone which is the root of the equation U12 = 1/2n2.

The mentioned cross sections are determined here within the semi-classical
approximation, with the help of the standard expressions

σ1(n, l; E) = 2π

∫ ρ1;max

0
P1(n, l; ρ; E)ρdρ,

σ1b(n, l; E) = 2π

∫ ρ1b;max

0
P1b(n, l; ρ; E)ρdρ, (7)

where ρ is the impact parameter, ρ1;max and ρ1b;max are the corresponding max-
imal values of this parameter, and P1(n, l; ρ; E) and P1b(n, l; ρ; E) are the total
probability of chemi-ionization and the probability of associative ionization, respec-
tively determined for the given values of n, l, ρ and E. We will determine these
probabilities in the form

P1(n, l; ρ; E) = 1

2
· pkeep(n, l; ρ; E) · pi;1(n, l; ρ; E), (8)

P1b(n, l; ρ; E) = 1

2
· pkeep(n, l; ρ; E) · pi;1b(n, l; ρ; E), (9)

where 1/2 is the probability that the subsystem H(1s)+H+ develops in accordance
with the term U2(R), pkeep(n, l; ρ; E) the probability that in the domain of values of
R where the processes (2) with n′ > n are possible, the state of this subsystem is held
on, i.e. the excited electronic state with the energy U2(R), while pi;1(n, l; ρ; E) and
pi;1b(n, l; ρ; E) are the corresponding ionization probabilities determined under the
condition that subsystem H(1s) + H+ enters into the ionization zone with probability
equal to 1.

2.2 Probability of ionization decay

As in the previous papers, probabilities pi;1(n, l; ρ; E) and pi;1b(n, l; ρ; E) are
determined here within the quasi-static decay approximation. Since these probabil-
ities are determined in a similar way as in the previous works of Mihajlov et al.
(2007a) and Mihajlov et al. (2011a), here they are taken in the form

pi;1(n, l; ρ; E) = 1.0 − exp(−2qi;1),

pi;1b(n, l; ρ; E) = exp(−qi;2) · [1.0 − exp(−2qi;as)], (10)
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where the quantities qi;1, qi;2 and qi;as are given as

qi;as = qi;1 − qi;2, qi;1 =
∫ Rn;i

R0

Wi(n, l; R)

υrad(E, ρ; R)
dR,

qi;2 =
∫ Rn;i

R1b;max

Wi(n, l; R)

υrad(E, ρ; R)
dR. (11)

The rate coefficient of ionization decay Wi(n, l; R) and radial ion-atom velocity
υrad(E, ρ; R) are given by the expressions

Wi(n, l; R) = 1

2π
· c · U3

12(R) · D2
12(R) · σph.i(n, l, εph),

υrad(E, ρ; R) =
(

2

μred

[
E − U2(R) − Eρ2

R2

])1/2

, (12)

where c is the speed of light, D12 = |〈1|d̂m.i |2〉| is the molecular-ion dipole matrix
element, σph.i(n, l, εph) is the cross section for photoionization of excited hydro-
gen atom H∗(n, l) by a photon with energy εph = U12(R), and U12(R) = U2(R)
− U1(R).

In the expression for dipole matrix element d̂ denotes the operator of ion dipole
momentum H+

2 and |1〉 and |2〉 are the ground and first excited state of this ion.
In equation (11), R0 is denoted by the lower limit of the domain R which is

reached during the collision with a given ρ and E, and with R1b;min, the upper
limit of the domain R where only the process of associative ionization (1b) is pos-
sible. Consequently, parameters R0 represents the roots of the equation: U2(R) =
E · (1 − ρ2/R2) and R1b;max is the root of the equation U12(R) = E . Let us draw
our attention to where it is assumed in expressions (10) and (11) that R1b;max < Rn;i
In the case of R1b;max > Rn;i we have that the quantity qi;2 = 0 and qi;as = qi;1.

We draw our attention that already at this point there exist a difference compared
to previous works concerning the chemi-ionization processes in stellar atmospheres
(Mihajlov et al. 2007a, 2011a). Namely, in the mentioned works, the chemi-
ionization rate coefficients were determined with the averaged ionization decay
rate, obtained by averaging partial rates over the whole shell with a given n. This
gives possibility to use the average over shell Kramers photo-ionization cross-
section adjusted with the help of approximate Gaunt factor. As a difference, the
rate coefficients K1(n, l; T ) and K1b(n, l; T ) were determined here on the basis of
equations (5) and (6) with the help of partial cross sections for photo-ionization,
determined here on the basis of exact expressions from Sobelman (1979).

2.3 Probability of pre-ionization decay

From equations (8) and (9) one can notice that the basic difference, in compa-
rison with previous papers, represents taking into account of the effect of decay
of the initial electronic state of the considered atom Rydberg-atom system, due
to the possibility of execution of excitation processes (2) with n′ > n. This one
is taken into account by the introduction of probability of maintenance of this
state pkeep(n, l; ρ; E). One determines this probability on the basis of the modified
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version of approximate method described in Mihajlov et al. (2004) dedicated to the
(n − n′)-mixing processes. Let us remind that the essence of this method is that, at a
given n, each block of Rydberg states from n′ = n+p1 to n′ = n+p2 is ‘spreading’
in a part of ‘quasicontinuum’ limited by values n+p1−δn and n+p2+1−δn, where
the parameters δn are determined from the condition of maintainance of total num-
ber of states and total oscillator strengths for transitions from initial state of Rydberg
electron to all states of the separated block. The mentioned modification has been
conditioned with the fact that in the just mentioned work, an average rate of decay
of the initial state of system connected with the transition of Rydberg electron from
the state with the given n in states with n′ = n + p , where p ≥ 1, was determined
while we must consider transitions of Rydberg electron from the state |n, l〉 to the
states |n + p, l − 1〉 and |n + p, l + 1〉. In accordance, it is considered here that the
preionization zone form the domain of internuclear distances such that Rn;i < R <

Rn;n+1−δn
, where δn = 0.5·[1 − (1/3)·O(1/n)], and domains R corresponding to

the mentioned transitions with p = 1, 2, 3... make intervals (Rn;n+2−δn
, Rn;n+1−δn

),
(Rn;n+3−δn

, Rn;n+2−δn
) and (Rn;n+4−δn

, Rn;n+3−δn
). The limits of these domains

Rn;n+p−δn
are roots of the equations: U12(R) = 0.5·[1/n2 − 1/(n + p − δn)

2].
In this work, the transitions with 1 ≤ p ≤ 5 are taken into account. Consequently,

the probability pkeep(n, l; ρ; E) could be represented as

pkeep(n, l; ρ; E) =
5∏

p=1

pp;keep(n, l; ρ; E), (13)

where pp;keep(n, l; ρ; E) is the probability of the maintenance of the initial state of
the system within the interval (Rn;n+p+1−δn

, Rn;n+p−δn
).

Since the mechanism of the pre-ionization decay is the same as in the case of the
ionization one, we take immediately that probabilities pp;keep(n, l; ρ; E) are given
by the relations

pp;keep(n, l; ρ; E) = exp(−xp),

xp =
∫ Rp

Rn;n+p+1−δn

wn;n+p(n, l : R)

υrad(E, ρ, R)
, (14)

where the decay rate wn;n+p(n, l; R) is conditioned by the dipole mechanism within
the interval (Rn;n+p+1−δn

, Rn;n+p−δn
).

The upper limit Rp is given by

Rp =
{

Rn;n+p−δn
, Rn;n+p−δn

≤ Rup;mix(E, ρ)

Rup;mix(E, ρ), Rn;n+p−δn
> Rup;mix(E, ρ) ≥ Rn;n+p

(15)

where Rn;n+p is the resonant distance of the process (2) for a given n−n′ = n + p ,
determined as the root of the equation

U12(R) = 1

2
·
[

1

n2
− 1

(n + p)2

]
. (16)

The parameter Rup;mix(E, ρ) is separately discussed in Appendix 4. Let us draw
attention that in the case when Rup;mix(E, ρ) <Rn;n+p, it is considered that
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pp;keep(n, l; ρ; E) = 0. Thus the decay rate wn;n+p(n, l; R) is given by the
relation

wn;n+p(n, l; R) = 2π

3
· U4

12(Rn;n+p) · ñ3 · D2
12 · r2

n,l;n+p,

ñ = n · [1 − 2n2 · U12(R)]−1/2, (17)

where r2
n,l;n+p

= |〈n, l|d̂at |n, l − 1〉|2 + |〈n, l|d̂at |n, l + 1〉|2, d̂at is the operator of
the dipole moment of hydrogen atom, and |n, l〉, |n, l − 1〉 and |n, l + 1〉 denote the
corresponding states of Rydberg electrons.

3. Results and discussion

It follows from the above presented material that the total rate coefficients of the
processes (1a) and (1b) together, and rate coefficients for the associative ionization
(1b), i.e. K1;n(T ) and K1b;n(T ) are determined on the basis of equations (3)–(17).
Let us draw attention that, strictly speaking, chemi-ionization processes (1a) and (1b)
can be described on the basis of dipole resonant mechanism only in the case of the
state with n ≥ 5, for which the potential curves of the system H∗(n, l) + H(1s) lie
above the potential curve of the system H+ + H−(1s2), where H−(1s2) is a stable
negative hydrogen ion. However, it can be shown that the points of the intersection of
potential curves of the system H∗(n, l)+H(1s) with n = 2, 3 and 4 with the potential
curve of the system H+ + H−(1s2) are located on the internuclear distances, which
are several times larger than the average atomic radius H∗(n, l) so that the existence
of these intersections can not significantly affect the values of the corresponding
rate coefficients of the processes (1a) and (1b). Consequently the applicability of the
dipole resonance mechanism for the states with n < 5 depends to what degree it
may be regarded as fulfilled condition Rn;n+1 � rn;l , where rn;l is the mean radius
of the corresponding orbit of the outer electron. One notices that from this aspect,
the dipole resonant mechanism can not be applied in the case of n = 2, while in the
case of the states n = 3 and 4 the application of this mechanism can be completely
justified.

Total values of the rate coefficients of chemi-ionization processes K1;n(T ) within
the range 3 ≤ n ≤ 15 are presented in Table 1. Bearing in mind the main appli-
cation (of the results obtained here), on the photosphere and lower chromosphere
of the Sun, calculations of these rate coefficients were performed for temperatures
4000 K ≤ T ≤ 10000 K. The processes (1b) are characterized in this paper via the
corresponding branch coefficient X1b;n(T ) given as

X1b;n(T ) = K1b;n
K1;n

. (18)

Values of coefficients X1b;n(T ) for the same n and T are presented in Table 2. In
accordance with the above, rate coefficients are determined by summing the proba-
bility of the decay of the initial state of the collisional system in preionization zone
with Rydberg electron transitions from state |n〉 to state |n + p〉, where 1 ≤ p ≤ 5.

In order to demonstrate significance of the presented calculation, we will com-
pare the chemi-ionization rate coefficients Ki;n(T ) with the corresponding rate
coefficients K∗

i;n(T) from Mihajlov et al. (2011a). Let us note that the coefficients
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K∗
i;n(T) are obtained in the same way as the coefficients Ki;n(T) by taking pkeep(n, l;

ρ; E) = 0, where pkeep(n, l; ρ; E) is the total probability of the preionization decay
given by equations (13)–(17). All the mentioned quantities are presented in Fig. 2 for
the case of T = 5000 K. Note that in relation to the previous work of Mihajlov et al.
(2011a), in this figure are presented not only the total rate coefficients, determined
on the basis of dipole resonance mechanism for 3 ≤ n ≤ 8 but also rate coefficients
are determined on the basis of data from Janev et al. (1987) for n = 3 and 4, and from

Table 2. Calculated values of the branch coefficient X1b;n as a function of n and T .

n

T 3 4 5 6 7 8 9 10 11 12 13 14 15

4000 0.684 0.608 0.458 0.365 0.306 0.243 0.218 0.208 0.201 0.186 0.169 0.154 0.137
4250 0.607 0.563 0.437 0.346 0.284 0.232 0.211 0.202 0.195 0.178 0.160 0.143 0.129
4500 0.543 0.519 0.421 0.329 0.265 0.222 0.206 0.198 0.189 0.170 0.152 0.132 0.122
4750 0.497 0.475 0.407 0.314 0.248 0.213 0.201 0.194 0.184 0.162 0.144 0.122 0.114
5000 0.467 0.431 0.395 0.301 0.232 0.205 0.197 0.190 0.180 0.155 0.137 0.112 0.108
5250 0.473 0.427 0.370 0.284 0.223 0.201 0.193 0.185 0.172 0.146 0.130 0.109 0.104
5500 0.467 0.419 0.347 0.269 0.215 0.197 0.189 0.181 0.164 0.137 0.123 0.107 0.101
5750 0.442 0.411 0.328 0.254 0.208 0.193 0.186 0.177 0.157 0.128 0.116 0.104 0.098
6000 0.397 0.403 0.310 0.242 0.201 0.190 0.183 0.173 0.150 0.119 0.110 0.101 0.095
6250 0.349 0.380 0.294 0.229 0.197 0.187 0.179 0.166 0.142 0.116 0.107 0.099 0.092
6500 0.308 0.360 0.279 0.218 0.194 0.184 0.175 0.159 0.134 0.113 0.104 0.096 0.089
7000 0.263 0.327 0.254 0.198 0.187 0.178 0.169 0.146 0.118 0.106 0.098 0.092 0.083
7500 0.223 0.292 0.234 0.190 0.180 0.172 0.157 0.133 0.112 0.101 0.093 0.086 0.078
8000 0.199 0.263 0.216 0.183 0.173 0.167 0.146 0.120 0.105 0.096 0.087 0.081 0.073
8500 0.198 0.243 0.194 0.178 0.169 0.161 0.134 0.112 0.100 0.092 0.083 0.075 0.070
9000 0.198 0.225 0.175 0.173 0.165 0.156 0.123 0.105 0.095 0.087 0.080 0.069 0.067
9500 0.201 0.210 0.164 0.167 0.161 0.142 0.116 0.099 0.091 0.084 0.075 0.067 0.065

10000 0.218 0.196 0.155 0.161 0.156 0.129 0.109 0.095 0.087 0.081 0.071 0.066 0.063

Figure 2. Comparison of the calculated values of rate coefficients of the chemi-ionization
processes (1a) and (1b) with the data from Mihajlov et al. (2011a).
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Urbain et al. (1991) for n = 2. One can notice from this figure that there are notice-
able differences between the values of the rate coefficients determined in Mihajlov
et al. (2011a) and values K∗

i;n(T ), while the differences in relation to the rate coeffi-
cients Ki;n(T ) are very large for n ≤ 6 and decreases quickly with the increase of n

in n > 6.
In previous works (Mihajlov et al. 2003, 2007b) related to the photosphere of a M

red dwarf with temperature near to 4000 K, it has been shown that on populations of
hydrogenic Rydberg states in this photosphere as well as on its other characteristics,
the chemi-ionization processes (1a) and (1b) influence strongly with 4 ≤ n ≤ 8.
It is clear that because of this, it is indispensable to take into account the changes
of rate coefficients of these processes, which, in accordance with our results, are
particularly large for n ≤ 6. From the material presented here, further investigation
of the properties of decay of the initial state of the collisional system H∗(n, l) + H(1s)
in the pre-ionization zone is of great importance.

Additionally, results obtained here suggest that the rate coefficients of the chemi-
ionization processes (1a) and (1b) could be affected by other channels of influence
of the processes (2). Here we have in view the processes of (n−n′) mixing taking
place in two or more steps.

4. Conclusions

In this work, it is shown that the processes of (n−n′)-mixing (equation (2))
influence considerably the rates of chemi-ionization processes (1a) and (1b). Cal-
culations, which characterize this influence on the quantitative level have been
performed. As one can see from figure 2, inclusion of the (n−n′) mixing pro-
cesses reduce the chemi-ionization rate coefficients. The obtained results are
finalized in tabular form, where the values of total constants for rates of the
processes (1a) and (1b) together, and rates for the process of associative ion-
ization (1b) are presented. The tables cover the range of values, of the princi-
pal quantum number of Rydberg states of the hydrogen atom, from n = 3 to
n = 15 and the temperature range from T = 4000 K to T = 10000 K, so
that they can be directly applied in connection with the modeling of photosphere
and lower chromosphere of the Sun. Moreover, investigation of the influence of
(n−n′)-mixing processes on the chemi-ionization processes taking into account
(n−n′) mixing processes which occur in two or more steps have been discussed.
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Appendix

The characteristic length Rup;mix is defined here as the upper limit of the domain R
where at a given E and ρ, we can consider that the inner electron is in the subsystem
H+ + H(1s) and that is sufficiently delocalized, so that this subsystem could be
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treated as a quasi-molecular complex. As a qualitative characteristics of the men-
tioned delocalization, one takes here the probability of resonant charge exchange
Pc.exc(R; E; ρ) in the subsystem H+ + H(1s) as a function of R at a given ρ and E.
As a basis for this, is taken the theory of the process: H+ + H(1s) → H(1s) + H+
developed in Firsov (1951) and Bates & Boyd (1962). From this theory it follows
that

Pc.exc(R; E; ρ) = sin2(ϕ(R; E; ρ)), (A1)

where the phase ϕ(R; E; ρ) is given by the relation

ϕ(R; E; ρ) = 1

2

∫ ∞

R

U12(R
′)

υrad(R′, ρ, E)
dR′, (A2)

which can be used in the considered case since Pc.exc(R; E; ρ) becomes noticeably
different from zero only deeply inside the orbit of the Rydberg electron at a given
n. On the basis of the data from Firsov (1951) and Bates & Boyd (1962), it can be
considered that in the case when Pc.exc(R; E; ρ) reaches the value of 1/2π , the cor-
responding R may be considered as the upper limit of the charge exchange zone
at a given ρ and E, and consequently, as the upper limit of domain with a suffi-
cient degree of delocalization of electron in the subsystem H+ + H(1s). Thus, the
parameter Rup;mix is determined here as the root of the equation

sin2(ϕ(R; E; ρ)) = 1

2π
, (A3)

where ϕ(R; E; ρ) is given by equation (A2) under condition that this root is in the
domain of monotonical increase of the left side of equation (A3).

The behavior of phase ϕ(R; E; ρ) is illustrated in Table 3, where its values for
E = En;i , ρ = 0 and R = Rn;n+1 within the range 3 ≤ n ≤ 15 are shown. Of
course, these data should be treated as qualitative ones since equations (A1) and (A2)
have strict sense in the case E � U12(R) while in our case, this condition is fulfilled
only for n > 7.

Table 3. Calculated values of the parameters which characterize pre-ionization zone. Phase
ϕ(Rn,n+1, En;i; ρ = 0) is given by equation (A2).

n Rni En;i = U2(Rn; i) Rn,n+1 ϕ(Rn,n+1, En;i; ρ = 0) Pc.exc(ϕ(Rn,n+1, En;i; ρ = 0))

3 4.79 0.02738 5.839 1.840 0.92929
4 5.52 0.01431 6.777 1.143 0.82824
5 6.08 0.00871 7.497 0.782 0.49618
6 6.52 0.00581 8.087 0.567 0.28891
7 6.89 0.00413 8.580 0.433 0.17619
8 7.21 0.00306 9.010 0.341 0.11201
9 7.49 0.00234 9.380 0.278 0.07544

10 7.73 0.00183 9.725 0.229 0.05167
11 7.95 0.00146 10.035 0.193 0.03667
12 8.16 0.00119 10.317 0.165 0.02691
13 8.34 0.00098 10.551 0.146 0.02108
14 8.51 0.00081 10.839 0.122 0.01489
15 8.66 0.00068 11.002 0.114 0.01297
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Mihajlov, A. A., Jevremović, D., Hauschildt, P. et al. 2007b, A&A, 471, 671.
Mihajlov, A. A., Ignjatovic, L. M., Djuric, Z., Ljepojevic, N. N. 2004, J. Phys. B: Atomic
Molecular Physics, 37, 4493.
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Abstract. The electron–ion inverse Bremsstrahlung is considered here
as a factor of the influence on the opacity of the different stellar atmo-
spheres and other astrophysical plasmas. It is shown that this process
can be successfully described in the frames of cut-off Coulomb potential
model within the regions of the electron densities and temperatures. The
relevant quantum mechanical method of the calculation of the correspond-
ing spectral coefficient processes is described and discussed. The results
obtained for the plasmas with the electron densities from 1014 cm−3 to
2 · 1019 cm−3 and temperatures from 5 · 103 K to 3 · 104 K in the wave-
length region 100 nm < λ < 3000 nm are presented. Also, these results
can be of interest for different laboratory plasmas.

Key words. Atomic and molecular processes—plasmas—spectral lines.

1. Introduction

Since the Bremsstrahlung process is inevitable in the case of plasma spectroscopy,
until now the entire literature was devoted to the subject (see e.g. Berger 1956;
Karzas & Latter 1961; D’yachkov 1990; Hazak et al. 2002; van Hoof et al. 2014;
Armstrong et al. 2014).

It could be seen in the literature that most of the papers are devoted to the determi-
nation of the Gaunt factor for the inverse Bremsstrahlung process. The reason behind
this approach lies in the exact relation for the direct Bremsstrahlung process differ-
ential cross section (Sommerfeld 1953). This automatically led to the possibility of
the exact term for the σ

(ex)
i.b. (E, εph) cross section, where E is the free electron initial

energy, εph the absorbed photon energy, for the inverse Bremsstrahlung considered

here. In relation with this, although mentioned exact term for σ
(ex)
i.b. (E, εph) relates,

strictly speaking, to the case of scattering of the free electron onto the Coulomb
potential, it is important to mention that it could be applied onto any diluted enough

c© Indian Academy of Sciences 635
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plasma (e.g. plasma with considerably small density). The fact that the practical
applicability of this term was rather complex led to difficulties in its application.
However, for the same process, a simple and widely used quasi classical, Kramer’s
cross section σ

q.c.
i.b. (E, εph) was known and used in practice. The meaningful idea of

presenting σ
(ex)
i.b. (E, εph) in the form

σ
(ex)
i.b. (E, εph) = σ

q.c.
i.b. (E, εph) · gi.b.(E, εph), (1)

was derived. Here gi.b.(E, εph) is the adequate Gaunt factor. A further step was to
yield simple approximations for this quantity.

We mention that, in the general case, both cross sections as well as Gaunt factors
are functions not only of E, εph, but also of the positively charged center on which
the free electrons scatter, e.g. ze, where e is the modulus of the electron charge
and z > 0. However, only the singly charged plasma should be considered in this
manuscript, taking z = 1 in the entire space.

Since, in the case of plasma, adequate absorption coefficient is governed by the
inverse Bremsstrahlung process, the natural transition towards the averaged values of
the plasma parameters occurs. Such an averaged value is an implicit function of the
plasma electron and ion concentration, and explicitly depends on plasma temperature
T as well as absorbed photon wavelength λ. Here, the exact coefficients are denoted
by k

(ex)
i.b. (λ, T ; Ne,Ni) and k

q.c.
i.b. (λ, T ; Ne, Ni), where Ne is free electron density,

and Ni is the positive ion density.
Accordingly, those coefficients are connected with the relation

k
(ex)
i.b. (λ, T ; Ne,Ni) = k

q.c.
i.b. (λ, T ; Ne, Ni) · Gi.b.(λ, T ), (2)

where Gi.b.(λ, T ) is the sought Gaunt factor. The determination of such averaged
Gaunt factor as a function of λ and T was the object of investigation in majority of
the previous papers devoted to the inverse Bremsstrahlung process. This is illustrated
in Figure 1, where the behavior of the Gaunt factor Gi.b.(λ, T ) is shown on the base
of the results obtained in several earlier papers (Berger 1956; Karzas & Latter 1961;
D’yachkov 1990; van Hoof et al. 2014).

(a) (b)

Figure 1. (a) Data for Gaunt factor from Berger (1956), Karzas & Latter (1961), D’yachkov
(1990) and van Hoof et al. (2014) as a function of λ for T = 5800 K; (b) Same as in Figure 1(a)
but for T = 11600 K.
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It is clear that the application of the approximate relations, strictly applicable only
on the case of diluted plasma, would lead to erroneous error in the case of plasma of
higher densities, e.g. non-ideal plasma. The yielding of the applicable relations for
the higher density plasma is related with the determination of the adequate coefficient
σ

(ex)
i.b. . It represents a separate problem, and because of this, relatively small amount

of published papers were devoted to the determination of the σ
(ex)
i.b. applicable to the

higher density plasma (see Hazak et al. 2002; Armstrong et al. 2014).
Since the objective of this work is exactly the determination of the absorption

coefficient k
(ex)
i.b. (λ, T ; Ne,Ni) and Gaunt factor Gi.b.(λ, T ) applicable on the case

of higher densities plasma, at this point it is necessary to make an observation on the
method of their determination in the previous papers in the case of the mentioned
dense plasma. Namely, the electron–ion scattering is treated there as a scattering
of the electron onto the adequate Yukawa or Debye–Hückel potential. However, in
Mihajlov et al. (1986), as well as in Mihajlov et al. (2011a, b) the fact that Debye-
Hückel potential cannot be used for the description of the electron scattering in the
case of dense plasma was taken into account. As a reminder, it should be mentioned
that the Debye–Hückel potential is defined as a potential of the observed ion and
its entire surrounding as a function of the distance from the ion, and as such could
be used only for the determination of its average potential energy in the observed
plasma. Because of this, in the papers of Mihajlov et al. (1986) and Mihajlov et
al. (2011a, b), a model potential was applied, specially adopted for the description
of the electron scattering onto the ion inside the plasma. Here the cut-off Coulomb
potential, described by the relations

Ucut(r) =
⎧
⎨

⎩
−e2

r
+ e2

rc
, 0 < r ≤ rc

0, rc < r

, (3)

is pointed out. Here rc is the cut-off radius, and −e2/rc is the average potential
energy of the electron in the considered plasma. Let us note that such a potential,
which was introduced in the considerations in Suchy (1964) in connection with the
transport plasma processes was investigated in detail in Mihajlov et al. (1986). Here
we will show that in the case of non-ideal plasmas this potential could be successfully
applied also for determination of spectral coefficients for the electron–ion inverse
Bremsstrahlung processes.

2. Theory

Since the potential equation (3) is one of the finite radius for determination of the
cross section σ

(ex)
i.b. for the inverse Bremsstrahlung process, we can use the standard

expressions from Sobelman (1979), namely

σ
(ex)
i.b. (E; E′) = 8π4

3

�e2k

q2

∑

l′=l±1

lmax|D̂E,l;E′l′ |2,

D̂E,l;E′l′ =
∫ ∞

0
PE′;l′(r) · r · PE;l(r)dr, (4)
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where r is the distance from the beginning of the coordinate system, PE;l(r) is the
solution of the radial Schroedinger equation

d2PE;l(r)
dr2

+
[

2m

�2 (E − Ucut(r)) − l(l + 1)

r2

]

PE;l(r) = 0, (5)

and Ucut(r) is the cut-off Coulomb potential given by equation (3).
Let us note that because of the well known properties of the free electron wave

functions, the direct calculation of the dipole matrix element D̂E,l;E′l′ is practically
impossible until now.

However, cut-off Coulomb potential model gives the possibility of direct deter-
mination of the cross section for the inverse Bremsstrahlung process without any
additional approximations. For that purpose it is enough to use in equation (4) the
matrix element of the gradient of the potential energy instead of the dipole matrix
element Sobelman (1979) given by

|D̂(r)ab|2 = �
4

m2 (Ea − Eb)
4
|∇Uab|2, (6)

∇rUab =
∫ rcut

0
Pb(r) · ∇rU(r) · Pa(r)dr. (7)

Namely, in the case of the cut-off potential (3) in the last expression, integration over
r is carried out only in the interval from 0 to rcut.

The given method enabled the fast and reliable calculation of the discussed cross
section and, consequentially, the corresponding spectral absorption coefficient.

Here, it is common to use a dimensionless coupling parameter, the plasma non-
ideality coefficient �, that characterizes the physical properties of the plasma. It is of
special importance to describe dense, non-ideal plasmas, as the ones considered in
this paper. The parameter � = e2/(akT ) as such characterizes the potential energy
of interaction at average distance between particles a = (3/4πne)

1/3 in comparison
with the thermal energy. The well-known Brueckner parameter rs = a/aB is the
ratio of the Wigner–Seitz radii to the Bohr radius.

In connection with this, we considered here plasma with the electron densities
from 1014 cm−3 to 2 ·1019 cm−3 and temperatures from 5 ·103 K to 3 ·104 K, where
the corresponding coupling parameter � ≤ 1.3. For such plasmas, in accordance
with Mihajlov et al. (1993) and Adamyan et al. (1994), we have that the value of
the chemical potential for electron component (treated as appropriate electron gas on
the positive charged background) is practically equal to the value which is obtained
in the classical case. This means that the distribution function for electrons may be
taken as appropriate Maxwell’s function. In accordance with this, we will look for
κ

(ex)
i.b. in the form

κ
(ex)
i.b. (ελ; Ne, T ) = NiNe ·

∫ ∞

0
σ

(ex)
i.b. (E; E′)v

· fT (v) · 4πv2dv ·
(

1 − exp

[

−�ω

kT

])

, (8)



Absorption Coefficients and Gaunt Factors 639

where fT (v) is the corresponding Maxwell-ova distribution function for a given
temperature T , and the expression in parentheses was introduced in order to take
into account the effect of stimulated emission. On the other hand, quasi classical
Kramer’s k

q.c.
i.b. (λ, T ; Ne,Ni) is given by the known expression (see e.g. Sobelman

1979), namely

k
q.c.
i.b. (λ, T ; Ne,Ni) = NiNe

· 16π5/2
√

2e6

3
√

3cm3/2ε3
ph

�
2

(kT )1/2

(

1 − exp

[

−�ω

kT

])

, (9)

where εph = 2π�c/λ. According to this, averaged Gaunt factor Gi.b.(λ, T ) is deter-

mined here from equation (2), where k
(ex)
i.b. (λ, T ; Ne, Ni) and k

q.c.
i.b. (λ, T ; Ne, Ni)

are given by equations (8) and (9).

3. Results and discussion

In this work, the calculations of the Gaunt factor Gi.b.(λ, T ) was carried out for the
electron densities in the range from 1014 cm−3 to 2 · 1019 cm−3 and temperatures
from 5 · 103 K to 3 · 104 K, where the coupling parameter is 0.01 ≤ � ≤ 1.3. The
observed wavelengths cover the region 100 nm < λ < 3000 nm. The important
quantity for the process of the light plasma interactions is critical plasma density.
This quantity plays an important role because the critical plasma density is the free
electron density at which the absorption tends to be the maximum nc = 1.113 ·
1021(1/λμm)2 cm−3. Absorption occurs at densities less than the critical density
(where the plasma frequency ωp = (4πnee

2/m)1/2 equals the optical frequency). In
connection with the investigation of inverse Bremsstrahlung processes in different
stellar atmospheres (for e.g. solar and different dwarf atmospheres) in the range of
the investigated wavelengths 100 nm ≤ λ ≤ 3000 nm, the critical electron densities
lie in the region of densities between ∼ 1020 cm−3 and 1023 cm−3.

Here the obtained results are illustrated in Figures 2, 3 and 4. Figure 2 illus-
trates the behavior of the Gaunt factor Gi.b.(λ, T ) for the electron concentrations

Figure 2. (a) Behavior of the Gaunt factor G
(ex.)
i.b. (λ, T ) for temperature T = 5800 K and

electron concentration Ne = 1014 cm−3, 1015 cm−3 and 1016 cm−3, (b) Same as in Figure 2(a)
but for T = 11600 K.
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(a) (b)

Figure 3. (a) Behavior of the Gaunt factor G
(ex.)
i.b. (λ, T ) for temperature T = 5800 K and

Ne = 1017 cm−3, 1018 cm−3 and 1019 cm−3. (b) Calculated values G
(ex.)
i.b. (λ, T ) at T =11600 K

for 1018 cm−3 and 1019 cm−3.

1014 cm−3, 1015cm−3 and 1016 cm−3 and temperatures 5800 K and 11600 K, and
Fig. 3 illustrates the electron concentrations 1017 cm−3, 1018 cm−3 and 1019 cm−3 in
the same temperature range as in Figure 2. Figure 4 illustrates the dynamics of the
Gaunt factor change with the increase of the electron concentrations from 1018 cm−3

up to 1019 cm−3 in the case of T = 11600 K. Let it be noted that each of the fig-
ures shows a Gaunt factor behavior determined for the same temperature also, as
in the case of an ideal plasma. It enables the estimate of the differences, bearing in
mind the electron–ion influence on the inverse Bremsstrahlung in the case of non-
ideal plasma. Our attention should be focused on the fact that the dependence of the
Gaunt factor G

(ex.)
i.b. (λ, T ) on the electron density is governed by the dependence of

the screening radius rcut in equation (3) on the same electron density.
The data shown in Figure 5 enables the comparison of the results obtained here

with the results of electron–ion inverse Bremsstrahlung processes in the case of

Figure 4. Dynamics of the Gaunt factor change with increase of the electron density from
Ne = 1018 cm−3 to 1019 cm−3 in the case of temperature T = 11600 K.
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Figure 5. The behavior of the mean Gaunt factor for few cases that differ in the values of
the chemical potential of electronic components (μel), i.e. concentration of free electrons at
T = 11600 K (Armstrong et al. 2014), together with our corresponding data (solid, dashed
and dotted black lines).

non-ideal plasma by other authors. This figure shows the behavior of the averaged
Gaunt factor Gi.b.(λ, T ) determined in Armstrong et al. (2014) for T = 11600 K
in several cases of different chemical potential of the electron component (μel), that
implies different electron concentrations also. The following cases are considered:
μel = −10,−8, −6. The same figure also shows the behavior of the Gaunt factor
G

(ex.)
i.b. (λ, T ) determined for the corresponding region of electron concentration

and temperature. The differences of the obtained results and those from Armstrong
et al. (2014) are evident in the figure and expected. It is clear that these differences
are affected by the principal differences in the way of describing the electron–ion
scattering in the rest of the plasma.

4. Conclusion

The exact quantum mechanical method presented here could be used to obtain the
spectral coefficients for inverse Bremsstrahlung process for the broad class of weakly
non-ideal plasmas as well as for plasma of higher non-ideality. It is expected that the
cut-off Coulomb potential model results are more accurate in comparison with other
methods, which is so far used for cases of non-ideal plasma. Certainly, this method
can be of interest in connection with the investigation of inverse Bremsstrahlung
processes in different stellar atmospheres. Also, these results can be of interest for
different high energy laboratory plasma research.
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Original scientific paper 
The paper aims to research the orientation possibilities of an object in the horizontal plane, from its start course into a required orientating recourse, by 
using simplified navigation methods. The object’s directed motion uses controlling powering impulses, variable distributed in time, during constrained 
motion time. Three logical decision-making methods are designed for calculating the best maneuvering trajectory with minimal error on the target. 
Computing the powering impulses, their execution instances, as well as their types, are ensured by the methods and presented in the paper. The developed 
controlling methods are: a modified multiple shooting method, a new control law, called in this paper, current error orientation, as well as a fuzzy logic 
method. These methods are designed as decision-making software implemented in an electronic hardware as a predefined programmable controller. This 
provides pre-programmable orientation of the object at the very beginning of course motion, towards a targeted point settled out of initial direction. The 
controlling methods use optimal diversification of full elapsed determining time to execute, in sequences, appropriate types and number of powering 
impulses. Simulation tests of the methods, as well as the designed hardware, are also presented in this paper as a contribution to the development 
researches of horizontal motion control. 
 
Keywords: fuzzy logic controller; guidance laws; programmable motion; shooting method; software/hardware set up 
 
Dizajn softvera/hardvera kontrolera za donošenje odluke pri navigaciji objekta u horizontalnoj ravnini 
 

Izvorni znanstveni članak 
Cilj rada je istražiti mogućnosti orijentacije objekta u horizontalnoj ravnini, počevši od njegovog početnog kursa u zahtjevani rakurs, koristeći 
pojednostavljene metode navigacije. Usmjeravanje gibanja objekta koristi kontrolirane pogonske impulse neravnomjerno distribuirane u ograničenom 
vremenskom intervalu gibanja. Dizajnirane su tri metode logičkog odlučivanja za izračunavanje najbolje putanje, čije su greške na cilju minimalne. 
Računanje pogonskih impulsa, njihovih izvršnih instanci  kao i tipova, prezentirani su u ovom radu. Razvijene kontrolne mjere su: modificirana višestruka  
shooting metoda, odnosno novi zakon upravljanja kako je nazvan u ovom radu, trenutna orijentacijska greška, kao i metoda fuzzy logike. Metode su 
projektirane kao softver za donošenje odluke implementiran u elektronski hardver kao predefinirani programabilni kontroler. To daje preliminarno 
programiranje usmjeravanja objekta na samom početku kursa gibanja prema ciljnoj točki smještenoj van početnog pravca. Metodama se optimiziraju 
raspodijele ukupno determiniranog vremena radi realiziranja odgovarajućih tipova i broja pogonskih impulsa u sekvencama. Simulacijski testovi ovih 
metoda, kao i projektirani  hardver, također su prezentirani u radu kao doprinos razvojnom istraživanju upravljanja horizontalnim gibanjem. 
 
Ključne riječi: fuzzy logički kontroler; programabilna gibanja; shooting metoda; softver/hardver oprema; zakoni vođenja 
 
  
1 Introduction  
  

Controlled objects in the horizontal plane have been 
the subject of research in tremendous number of papers 
over the last decades. The studied controlled objects are 
mainly wheeled mobile robots and vehicles. Their control 
presents a serious challenge as it brings laterally all the 
problems that can be faced in control theory. Various 
approaches to their control are offered in literature. There 
are approaches that do not aim to imitate the human 
behaviour but simply use the well-known control forms. 
These are time-varying controllers, typically known by 
low convergence speed [1, 2], or time-invariant 
controllers, with discontinuities, usually characterized by 
exponential convergence speed [3, 4]. The approaches to 
multi-level controllers consist of two levels: the lower one 
is presented by the classical proportional, integral and 
differential (PID) laws of control [5], while the higher-
sophisticated level, mainly targets an imitation of human 
behaviour, with a goal to avoid constraints imposed by the 
environments [6, 7], or with an appropriate selection of 
the desired robot trajectory [8]. The present research 
paper considers the navigation problem of a new subject 
of control, referred as an optimal orientated motion of an 
object, executed by powering impulses (henceforth 
impulses), in a horizontal plane, from its start course into 
a required recourse, orientated to a target point. The 
object’s motion has the next specifications: a rigid 
constrain of full motion time, only one-way possibility of 

maneuver and a limited number of impulses. These 
specifications are interpreted by the mathematical model 
but lead to development of new approaches for the 
object’s control. 

The paper presents three new applications of 
controlling approaches: numerical controlling algorithm 
presented by a Modified Multiple Shooting method 
(henceforth MMS), time-invariant controller, called in 
this paper Current Error Orientation (henceforth CEO), as 
well as fuzzy logic method (henceforth FLC), basically 
developed as requirement to imitate human behaviour, 
presented in papers [9, 10]. The goal of these controlling 
methods is to evaluate the best navigating-maneuvering 
trajectory to the target point from the initial course, by 
making decision on the types and sequence of impulses’ 
execution. Derived simulations, supported by numerous 
optimizing examples with and without presence of 
perturbations, are discussed further in this paper. The 
controlling methods are implemented on a software/ 
hardware experimental platform designed for simulating 
types and execution sequences of the impulses, calculated 
by the mentioned methods. The research results given in 
this paper are a new contribution in controlling process, 
for object’s simplified navigation, based on their sequent 
orientation during elapsed time instants, programmed 
previously, as designed requirements, to move from 
starting to the targeting point.  
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2 Mathematical model of the object motion 
 

It is supposed that the object’s motion is achieved in 
the horizontal plane and constrained by invariant full time
τ  and same initial distance-to-target with and without 
maneuver D (Fig. 1a). This motion consists of two 
phases, first is a straight line phase with constant velocity 
without any external controlling inputs, whereas the 
second one is a controlled orientating phase. First phase’ 
course and its radial displacement, before orientating the 
object are given by equations of motion, in the polar 
coordinate system, respectively as, 

 
( )1

0ϕ ϕ= , ( ) ( )1 1
0V tρ =                                                  (1) 

 
where 0ϕ is the initial course and ( )1

0V is the initial 
object’s velocity in the 1st phase. 

Straight-line phase is presented in Fig. 1a as the 
trajectory from A to B with a required duration of 
( )1 *τ τ τ= ×  , where ( )1* /τ τ τ= is the relative time factor. 

Initial distance-to-target D is presented in Fig. 1a as 
the distance from A to C (with maneuver) which is equal 
to the distance from A to C’ (without maneuver). The 
distance D is given as; 
 

( )1
0D V τ=                                                                       (2) 

 
The second orientating phase is mainly defined by 

two parameters, one is the relative time factor *τ  and the 
other is turning course angle ϕ∆  (Fig. 1a). This phase is 
divided into (N) sub-phases noted as (i+1) for i = 1, 2, ..., 
N, after the achievement of the first phase. The phase 
duration is ( ) ( )2 1τ τ τ= −  along recourse line (BC) (Fig. 
1b).  

It is supposed that the initial horizontal velocity is 
known at the moment of maneuvering and that for each of 
the sub-phases the horizontal velocity is generally 
expressed as                           

( ) ( ) ( ) ( ) ( )1 1 1
0 1 0

i i i i iV V U V U+ + += + = +
    

                             (3) 
 
where ( )1

0
iV +

 and ( )
0

iV


are the initial velocity vectors in the 

sub-phases (i) and (i+1) respectively, whereas ( )1iU +

represents the orientating velocity vector. It has to be 
noted that the initial and final velocity vectors in any sub-
phases are the same ( ( ) ( )

1 0
i iV V=

 
). 

Initial course and radial distance for each sub-phase 
(i+1) correspond to their achieved homologues in the 
previous sub-phase i (Fig. 1b) as, 
 

( ) ( )1
0 1

i iρ ρ+ = and ( ) ( )1
0 1

i iϕ ϕ+ =                                        
(4) 

 
In this paper, the initial values of the radial unit 

vector ( )1
0

iλ +
 as well as the turning unit vector ( )1

0
iµ +  in the 

particular phase (i + 1) are respectively equal to  their 
homologues ( )

0
iλ


and ( )

0
iµ  at the end of the previous phase 

(i) (Fig. 1b), as 
 

( ) ( )1
0 1

i iλ λ+ =
 

and ( ) ( )1
0 1

i iµ µ+ =
                                         

(5) 
 
 If the duration of a sub-phase is ( )2τ , starting at the 

maneuver beginning B and achieving at target point C, the 
turning motion has only one sub-phase. This case is 
considered as mono-phase and its turning distance and 
time are invariant values in the above model.

 

 
                                               a) Object’s orientating trajectory                                            b) Definition of the system parameters 

Figure 1 Controlled object trajectory and parameters 
 
Mono-phase turning motion requires higher values of 

orientating velocity components for the maneuvering 
motion, while multi-phase turning is less restrictive and 
can be used to avoid the rigid motion conditions during the 
orientation. The mono-phase maneuvering path, along 
recourse line (B to C) (Fig.1-a) is considered as a 
referencing distance to test achieved maneuvering 

recourses in sub-phases, and final motion errors to target 
C.  

The orientating velocity ( )1iU +
 in Eq. (3) is 

characterized by its magnitude ( )1iU +  and direction ( ( )
1

iθυ +

), in the polar coordinate system (Fig. 1b), as; 
 

( ) ( ) ( ) ( )1 1 1 1( ) ( )
1 0 1 0cos( ) sin( )[ ]i i i ii iU U υ θ λ υ θ µ+ + + += + + +

        (6) 
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whereυ is the angle between ( )1iU +
and ( )

0
iV


, while ( )

1
iθ is 

the final direction of  ( )
0

iV


in the sub-phase (i).  By scalar 
and vector optimization of the orientating velocity vector 
given in Eq. (6), three cases of impulses generating the 
orientating velocity are adopted to be used in simulation 
tests. They are the next; 
• Lateral impulse for turn-of motion where the 
orientating velocity U


 is characterized by a finite 

magnitude and a fixed angle υ  nearby 80°. This type of 
impulses, noted as LatU


, has two components: one is 

orthogonal to the object’s velocity 0V


, which represents 
the only contribution to the turning motion and the major 
part of orientating velocity magnitude. The other one is 
longitudinal, as velocity addition along 0V


 direction, to 

slightly adjust misses due to lateral motion path. The 
expression of object’s velocity, in the (i+1) sub-phase, in 
the polar coordinate system, is given by : 
 
( ) ( ) ( )1 ( ) ( ) 1

0 1 1 1 0cos( ) cos( )i i i i i
LatV V Uθ υ θ λ+ += + + +  


 

+ ( ) ( )( ) ( ) 1
1 1 1 0sin( ) sin( )i i i i

LatV Uθ υ θ µ ++ +  


                          (7) 
 

• Longitudinal impulse for run motion is a contribution 
to run-to-target motion. In this case the orientating velocity 
is noted as LonU


, and defined by a finite magnitude and a 

null angle υ . This impulse role is to correct the missed 
distance-to-target made by elapsed constrained time to 
move object to the targeted point C. The expression of 

( )1
0

iV +
is shown as: 

 
( ) ( ) ( )( )

1 1
1 1

0 0( ) cos( )i i
Lon

i iV UV θ λ+ += + +  


 

+ ( ) ( )( )
1 1

1
0( ) sin( )i i

Lon
iV U θ µ ++  

                                            (8) 
 

• No impulses, this type motion is the most common 
where the object continues its movement in the same 
direction with its same velocity magnitude. In this case, the 
magnitude of the orientating velocity vector is to equal 
zero , for that the object’s velocity is expressed as;  
 

( ) ( ) ( ) ( ) ( )( ) ( )
1 1 1 1

1 1 1
0 0 0cos( ) sin( )i i i ii i iV VV θ θλ µ+ + += +      

 
         (9) 

 
The types of the impulses are abbreviated in the 

following text as Lat, Lon and Ni for lateral, longitudinal 
and no impulse respectively. By determining the types of 
the impulses in every sub-phase, the maneuvering phase 
may be adjusted and corrected in both misses by distance-
to-target and by direction. 

Orientating velocities, LatU


 and LonU


in this 
manuscript, are previously defined by determined time 
profiled values, starting from 0 to maxU during a short 
elapsed instants τ∆ . Different logic controllers are tested 
to select the best impulse execution sequences to make 
software base, which provides minimal errors in the 
maneuver powered by impulses.  
 
 

3 Definition of the controlling methods 
 

Three methods are proposed and implemented to 
optimize the sequent turning trajectories toward the target, 
by calculating the instants of activation and the types of 
impulses. The idea is to divide the maneuvering phase time 

2τ  into N intervals of t∆ , then respectively apply one of 
the following decision-making methods to activate one of 
impulse types, by Eq. (7), (8) and (9), at each interval 
beginning from 1 to N. The goal is to calculate sub-
trajectories for each interval, so that the trajectory to the 
target C is the connection of the N sub-trajectories. The 
methods that solve the problem are given in the following 
paragraphs. 

 
3.1 Modified multiple shooting method 
  

The classical single shooting method is a numerical 
method widely used for solving two-point boundary value 
problems (BVP), these are mainly differential equations 
with initial and final values of the solution prescribed, as 
given in [11].  This method takes its name from varying 
the initial slope to suggest the trajectory of an object "shot" 
from the initial point. That initial slope is sought which 
results in the trajectory "hitting" the target or the final 
value, reported by [12]. The controlled object’s motion 
phase can be considered as a kind of BVP where the initial 
and final values are the start-maneuvering point B and the 
target C respectively. Taking into consideration the 
specifications of the system, the variation of the initial 
slope is limited to the mentioned three types of impulses 
(Lat, Lon and Ni) as determined by Eq. (7), (8) and (9). 
The controlling method has to evaluate the trajectory 
between the boundary points B and C. 

 The modified multiple shooting method (MMS) uses 
the time decomposition of the problem, together with 
additional matching conditions at the time interfaces as 
used in the original direct multiple shooting [13]. 
Precisely, the time domain is divided into (N) intervals 

1,i it t t−∆ =    for i = 1, 2, …, N, where ( )2 0 , Nt tτ =    and; 

 
( )1 0 1 Nt t tτ τ= < < ⋅ ⋅ ⋅ < =                                           (10) 

 
The novelty is that the MMS instead of introducing 

artificial initial values for each time interval, applies three 
single shots before selecting the best one. The best shot 
selection is based on an optimality criterion presented by 
the minimal temporary final error to the target. 
 

(i 1) 2 (i 1) 2
1(I , t ) ( ) (y )i i i T f T fx x y+ +
−Ε = − + −                         (11) 

 
where Ii is the impulse type selected for the sub-phase 
(i+1) and applied at ti−1.  The parameters ( , yT Tx ) are the 

target’s coordinates while ( (i 1) (i 1),f fx y+ + ) are the temporary 
final object’s coordinates calculated with the remaining 
time 2 2 (i 1)got tτ= − − ∆  based on the impulse type by Eqs. 
(7), (8) and (9). The temporary final object’s coordinates 
are given as 
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( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

1 1(i 1)
1 1 0 2 1 0

1 1(i 1)
1 1 0 2 1 0

cos( ) ( ) cos( )

sin( ) ( ) sin( )

i i i i i
f go

i i i i i
f go

x V t

y V t

ρ ϕ ϕ θ

ρ ϕ ϕ θ

+ ++

+ ++

= + +

= + +





         (12) 

 
It is important to emphasize that the EN(IN, tN−1) 

represents the final error distance to the target, noted in the 
following text as dfrrΕ . 

The MMS presented above aims to evaluate the 
optimal trajectory between the boundary points B and C 
that minimizes the cost functional J of the temporary final 
errors to the target given as; 
 

[ ]21
1

min (I , t )
N

k k k
k

J −
=

= Ε∑                                              (13) 

 
The outputs of the MMS are the types of impulses 

applied at the instances tk−1 that generate the optimal 
trajectory. Making the MMS into practice, for instance, for 
the jth interval start between 1 to N, the algorithm 
computes the trajectories with the remaining time, after the 
three shots. The closest shot to the target is selected as the 
best shot. The trajectory induced by the best shot is then 
adopted for the jth interval and its final values are used as 
initial values for determination of the best shot for the 
(j+1)th interval. The optimal couple data resulted in this 
method is used to evaluate the other methods.  

 
3.2 Current error orientation method 
  

The maneuvering object’s motion, in this section, is 
treated as a controlled navigation between start-orientating 
point B and the target C, taking into consideration the 
above mentioned specifications of the system. Based on 
these facts, a logical decision-making controller is 
designed to ensure minimal error to the target for this type 
of systems. In this paper, a new time-invariant controller, 
called Current Error Orientation controller (CEO), is 
designed and its structure is showed in Fig. 2. 

The designed two-input-one-output CEO controller 
uses as inputs: the error ( )1E t  that marks the disparity 
between the desired angle cβ  and the angle ( )tβ , and the 
error ( )2E t which represents the difference between the 
desired current error cε  and the actual current error ( )tε  
where ( )tβ  represents the angle between the object’s 
velocity vector ( ) (t)iV


 and the current line-to-target                  

( ( )1
0

iP + C)  (Fig. 1-b), while the current error ( )tε  is defined 
as the difference between the remaining distance to the 
target 2Td and the distance to go 2god  , ( ( )1

0
iP + Ct)  (Fig. 

1b), in the motion direction calculated by ( ) (t)iV


 and the 
remaining motion time 2got  as, 

 
( )

22 2 2( ) i
goT go Tt d d d V tε = − = −                                     (14) 

 
The mathematical expressions of ( )1E t  and ( )2E t  are 

given by Eq. (15) and Eq. (16) respectively.   
 

( )1 ( )cE t tβ β= −                                                           (15) 

( )2 ( )cE t tε ε= −                                                            (16) 
 

 
Figure 2 Structure and input/output definition of CEO method 

 
The CEO controller output is the decision I(t) on the 

type of the impulse to be used (Lat, Lon and Ni). The 
output ( )I t  follows a designed time-invariant law given by 
Eq. (17). 

 

(t)

Lat

I Lon

Ni

=





1

1 2

(t) 0

(t) 0    (t) 0

E

E and E

otherwise

>

≤ >                                 (17) 

 
The CEO controller given by Eq. (17) regulates the 

object’s direction ( )tβ  towards the target, interpreted by
( )1E t , by means of lateral impulses (Lat).  After achieving 

the desired direction ( )tβ , the CEO controller implicitly 
adjusts the final error by controlling their current value

( )tε , represented by ( )2E t , by executing the longitudinal 
impulses (Lon). In case of reaching both desired direction 

( )tβ  and current error ( )tε , the controller makes the 
decision of no impulse use (Ni), which corresponds to the 
third type. These logical decisions are generated for each 
instance t during the maneuvering phase.  

The choice of the set-points or the desired inputs is 
crucial for the reason that it affects directly the work of 
CEO controller. This choice has to fit the system 
requirements and specifications.  In this application, the 
choice of βc and εc was βc ∈ [2.1°, 2.6°] and εc = 25 m, 
which corresponds to the desired requirement for a one-
way maneuver.   

 
3.3 Fuzzy logic method 
  

The maneuvering The schematic structure of the 
decision-making Fuzzy Logic Controller (FLC) is shown 
in Fig. 3, where FLC is used for controlling the object’s 
lateral motion powered by impulses.  FLC is designed, in 
this present application, to make decisions on the type of 
impulses to be executed in each time interval. This impulse 
sequence is made to ensure minimal error for each pre-
defined angle ϕ∆  and relative factor T of maneuver.  

Membership functions are used by fuzzy logic to 
define the degree to which crisp physical input values 
belong to terms in a linguistic variable set. Generally, 
FLCs are mainly composed of three basic components, 
which are the fuzzification block, fuzzy inference engine 
(rule base), and defuzzification block, reported by [14]. 
The essence of any FLC is the fuzzy inference engine 
which includes both the decision-making logic and 
knowledge base. The fuzzification block converts each 
crisp input information into fuzzy values. The knowledge 
base comprises a database with necessary linguistic 
variables as a set of rules, while decision-making logic is 
used to decide how the fuzzy logic operations are 
performed. The fuzzy inference engine determines the 
outputs, as fuzzy values, of each fuzzy IF-THEN rule. 

http://dictionary.cambridge.org/dictionary/english/reason
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These fuzzy values (outputs) are converted into crispy 
values in the defuzzification block. 

 

 
Figure 3 Structure of fuzzy logic method 

 
The FLC designed in this paper is a two-input-one-

output controller. The inputs to the FLC are the angle ( )tβ  
and the current error ( )tε  from the CEO method (Fig. 1b). 
Both inputs are defined on a universe of discourse with 
three membership functions, for ( )tα  (Small, Medium and 

Large) and for ( )togoErr t  (Negative, Zero and Positive) or 
abbreviated as (S, M and L) and (N, Z and P) respectively. 

The output of the FLC is the decision ( )I t  on the 
impulse type to be executed at the start of a particular time 
interval. Accordingly the output is attributed to three 
membership functions (Lateral, Longitudinal and No 
impulse), or abbreviated as (Lat, Lon and Ni). 

The trapezoidal shaped membership functions are used 
to fuzzify the input variables while triangular shaped ones 
are used for output variable. The membership boundaries 
are shown in Fig.4 and their coefficients iβ , 1,.., 7i = , iε , 

1,.., 6i = , iI , 1, 2,3i =  and w are given in Tab. 1. 

 

 
Figure 4 Definition of membership function for input and output variables 

 
Table 1 FLC membership boundaries 

Coefficient 1β  
2β  

3β  
4β  

5β  
6β  

7β  
1ε  

2ε  
Value -7° -6,2° 2,36° 2,64° 3,1° 3,82° 70° -2E3 m -150 m 

Coefficient 3ε  
4ε  

5ε  
6ε  

1I  
2I  

3I  w  - 
Value -100 m 100 m 150 m 4E3 m 0 10 20 8 - 

 
Fuzzy rules given in Tab. 2 are defined basing on the 

following points: 
• Impulses’ use causes changes in direction and 
magnitude of the object’s velocity vector depending on 
their types. Lateral impulses must be used to correct the 
direction of the velocity vector towards the target; 
• In case of a good orientation of controlled object ’s 
velocity vector toward the target, the magnitude of 
controlled object ’s velocity vector rises with the increase 
in current error ( )tε ; 
• When the orientation of the controlled object’s 
velocity vector toward the target reaches nearby zero, the 
need of executing lateral impulses decreases, to respect the 
requirements for a one-way maneuver. 
 

Table 2 Fuzzy rules set 
Rules (t)β  (t)ε  (t)I  

1 - N Ni 
2 L - Lat 
3 M P Lon 
4 M Z Lat 
5 S P Lon 
6 S Z Ni 

 
The fuzzy inference system presented in this paper is a 

Mamdani type [10]. Defuzzification method used in this 
paper is Mean of Maximum (henceforth MoM). The 
defuzzified value is defined as the mean of all values of the 
universe of discourse, having maximal membership 
grades, derived by [15], given by Eq. (18) as; 

1( )

L
jj

c
I t

L
==

∑
                                                             (18) 

 
where ( )I t  is the MoM, jc  is the point at which the 
memberships function is maximum, and L  is the number 
of times the output distribution reaches the maximum 
level. 
 
4 Simulation and discussion  
 

To research the ability of the proposed methods to 
generate maneuvering trajectories with minimal final error, 
a number of simulations are realized using the above 
mathematical model. The maneuvers are executed by three 
types of powering impulses, namely lateral impulses (Lat) 
that generate lateral velocities 21.8 m/sLatU =  with optimal 
angle 82υ = °  and longitudinal impulses (Lon) 

20.0 m/sLonU =  along the object’s direction of motion, as 
well as no impulse (Ni) where the controlling velocity is 

00.0 m/sNiU = . The impulses’ execution duration and the 
sampling time were 300 ms and Δt = 320 m, respectively. 
For the present study, the target C is situated on a radial 
distance  D = 36697 m from the initial location of the 
object. It is assumed that the object’s initial velocity 

( )1
0 423 /V m s= while the full motion time is fixed as 

86.97sτ = . To select the final error, the simulation is 
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repeated for each chosen relative time factor [ ]* 0.5, 0.8τ ∈

and desired turning course angle [ ]8 ,18ϕ∆ ∈ ° ° . The 
simulation results are presented in the Tab. 3. The final 
error distance to the target dfrrΕ  is achieved by 
appropriate number and types of the powering impulses, 
presented in Tab. 3 as (Lat/Lon) for lateral and 
longitudinal impulses respectively. The relative time factor 

*τ  which gives the minimum dfrrΕ  for each [ ]8 ,18ϕ∆ ∈ ° °  
is also shown in Tab. 3. 

The comparative analysis shows that the results 
obtained for all the three methods are overall acceptable. 
Comparing the results by methods, one can conclude that 

all methods give approximately close dfrrΕ  for each 
desired couple of maneuvering courses ϕ∆  and time factor 

*τ . The greatest difference in dfrrΕ  is observed for the 

couple Δφ = 9° and * 0.8τ = , where it is equal to 113.2 m, 
whereas the lowest is witnessed for the couple Δφ = 8° and

* 0.75τ = , where it is about 1.66 m. This variation in dfrrΕ  
between methods is due to the differences in the order, and 
execution instants and the type of impulses calculated by 
the stated methods. 

These simulations are presented for ideal case 
regardless of all perturbations or mathematical model 
errors.  

 
Table 3 Simulation results for the decision-making methods 

 MMS method CEO method Fuzzy logic method 

ϕ∆ (°) *τ  Lat Lon dfrrΕ (m) Lat Lon dfrrΕ (m) Lat Lon dfrrΕ (m) 

8 0,75 12 1 54,24 12 1 56,9 12 1 55,13 
9 0,80 17 4 147,5 18 4 34,3 17 3 124,55 
10 0,75 15 3 43,21 15 2 45,06 15 2 39,94 
11 0,75 16 3 51,03 16 3 51,03 16 3 59,9 
12 0,75 18 4 106,65 19 4 75,26 18 4 127,81 
13 0,75 19 5 115,49 20 5 75,75 19 5 116,15 
14 0,70 17 3 168,7 17 3 170,49 17 3 168,28 
15 0,50 11 0 114,28 11 0 119,19 11 0 138,66 
16 0,50 12 0 28,84 12 0 30,42 12 0 48,07 
17 0,50 13 1 97,32 13 0 64,29 13 0 64,29 
18 0,50 13 1 210,08 14 0 168,05 14 0 168,05 

 
In this sense of meaning, errors dfrrΕ presented in Tab. 

3 are assumed to be systematic errors (bias). In order to 
determine the sensitivity of the system due to errors in the 
model, arbitrary perturbations are added to the system’s 
parameters in each sampling interval. For the reason that 
the object’s velocity is the essence of the mathematical 
model, the perturbations are expected and chosen to be 
added to its magnitude as ( ) [ ] 15, 5iV ms−∆ ∈ − + , which 
represents around 25% of orientating velocity magnitude, 
as well as to its direction as 0.25 , 0.25i

o oθ∆ ∈ − +   . To 

simulate the effectiveness of the three methods in 
perturbation presence, the case of 8oϕ∆ = and * 0.75τ = is 
selected. The perturbation will be equally added for the 
three methods in each sampling interval in the 
maneuvering phase. The simulation is repeated (n) times 
and the final errors for the three methods obtained in this 
study follow the normal distributions law. Their resulting 
parameters are shown in Tab. 4 as the average final errors, 

dfrrΕ , and the standard deviation σ  as well as minimal and 
maximal error distances min( )dfrrΕ  and max( )dfrrΕ values.  
 

Table 4 Simulation results in perturbation presence 

 dfrrΕ
(m)

 σ (m) min( )dfrrΕ (m)
 

max( )dfrrΕ (m)
 

MMS 183,98 147,85 5,48 534,6 
CEO 178,45 151,78 1,76 577,1 
FLC 177,06 150,27 0,43 546,5 

 
 
 

4 Hardware design and impulse sequences simulation by 
the implemented decision-making methods 

 
The static simulation test is realized by 

software/hardware designed assembly shown in Fig.5. The 
electronic controller is linked with led diodes which 
simulate the impulses executions, both in type and 
instances. The required software control inputs are the 
desired turning angle [ ]8 ,18ϕ∆ ∈ ° ° , relative time factor *τ  
as well as one of the controlling methods stated above. The 
static impulse simulator turns on diodes in time sequences 
which are the results of the appropriate method given in 
Tab. 3 for optimal final error distance to the target. In 
addition to the desired pair ϕ∆  and *τ given in Tab. 3, the 
operator has the possibility to choose the other desired pair 
for non-optimal final errors. The operator has to choose 
also the object angular rate (RPM) between a set of 
predefined ones. This visualization procedure corresponds 
to the ignition of powering impulses mounted on the 
controlled object in two rings. First is oriented toward 82° 
in lateral direction to simulate the lateral impulses work 
(Lat), whereas the second is mounted in a resulting 0° in 
axial direction that presents the longitudinal impulses 
(Lon) Fig. 6. The hardware is designed and programmed to 
switch on green lights on all the duel-color diodes in order 
to indicate the system readiness as well as the duration of 
the first phase τ(1). To visualize the impulse execution 
instances and type, the microcontroller turns on red light 
on the appropriate diode depending on two requirements. 
First is the motion turning cycle given in Tab. 3, for 
desired pair of data and chosen controlling method. Second 
is the diode position on the controlled object ring which 
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corresponds to predefined chosen rpm (required in real 
motion). Turning on red light lasts t∆  before switching on 
the mixed light to indicate that impulse is not further 
available for the turning and lasts all the remaining 
orientating time 2got .      

The electronic input consists of microcontroller unit, 
the Arduino board, capable of USB connection with the 
PC and an add-on board. As it could be seen from the 
block schematics of the hardware presented in Fig.5. The 
human machine interface based upon character LCD 
module, accompanied with the tactile switches for 
selecting the methods and desired pair ϕ∆ and *τ . The 
external EPROM unit enables the storing capability and 
recalling of large data sets. 

  
Figure 5 Software /hardware assembly 

  

 
Figure 6 Experimental static simulator of impulses’ execution sequences 

 
The visualization process of the impulses’ execution 

is accomplished by means of the 34 LED diodes, 22 for 
lateral impulses (Lat) and 12 liked simultaneously in 6 
pairs for longitudinal impulses (Lon), which corresponds 
to the maximal number of impulses (Fig. 6). On the 
applied hardware, the 74HCT595 serial to parallel chain 
is powered by the external power supply.  The diode 
current is limited by the anode resistor.  Since the entire 
serial chain of 74HCT595 sets the output to the parallel 
register on strobe of the storage register clock signal (pin 
12) all predefined states in serial register appear 
simultaneously on the output ports. The internal timer 
interrupt routine enables the precise timing of the 
visualized process, the 1ms time resolution was selected, 
and the mentioned hardware possesses the jitter smaller 
than 62 ns, while the delay is constant and repeatable. The 
hardware is produced as an add-on board for the Arduino 
Mega 2560. 
 
5 Conclusion 
 

The comparative analysis of the three decision-
making methods, aimed for the maneuvering control of 
the object, shows promoting and closes results for all 
methods in presence of external perturbations. Each 
method has its specifications as the following: 
• The modified multiple shooting approach, presented 

in this paper, combines the direct multiple shooting 
method and the single one. This constitutes a 
significant simplification of the maneuvering 
trajectory optimization and a numerical stability over 
single shooting methods. The MMS approach 
involves a minimum logic problem analysis, for that 
reason it is used as a reference for the preliminary 
estimation of the controlled objects’ parameters. The 

disadvantage of this approach is that it does not allow 
to explicitly including information about the solution 
into the problem solving procedure. 

• The CEO method uses the classical controlling theory 
by applying a time-invariant controlling law for the 
multi-input-single-output system. This method 
presents mathematical solution for maneuvering but 
requires a further stability analysis before 
implementing it on a real system. 

• The well-known fuzzy method (FLC) has proved its 
efficiency on numerous systems. It provides an 
explicitly incorporating knowledge about the solution 
into the problem by fuzzy rules set. 
 
Further research is orientated on real testing of the 

designed software/hardware platform mounted on a real 
mobile system.  
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Abstract—The free-free i.e. electron-ion inverse “Bremsstrahlung” characteristics are determined for the
case of the solar atmosphere as well as solar interior where such plasma characteristics as plasma density and
temperature change in wide region. We demonstrate that determination of these characteristics such as the
absorption coefficients and Gaunt factors can be successfully performed in the whole diapason of electron
densities and temperatures which is relevant for the corresponding atmosphere model. The used quantum
mechanical method of the calculation of the corresponding spectral absorption coefficient and Gaunt factor
is described and discussed in details. The results are obtained for the case of a solar photosphere and solar
interior model in the wavelength region . The range of the physical parameters covers
the area important for plasma modeling from astrophysical standpoint (white dwarfs, central stars of plane-
tary nebulae, etc). Also, these results can be of interest and use in investigation of different laboratory plasmas.

DOI: 10.1134/S0016793218080054

1. INTRODUCTION

Free-free i.e. Inverse Bremsstrahlung processes
are important radiation mechanism in laboratory and
astrophysical plasmas. Anyone interested in these
processes must be fascinated by the amount of works
about them (D’yachkov, 1990; Hazak et al., 2002;
Grinenko and Gericke, 2009a; Mihajlov et al., 2015).
For example, Grinenko and Gericke (2009b) stated
that inverse bremsstrahlung is the dominant absorp-
tion mechanism for lasers with parameters typical for
inertial confinement fusion. Plasma in inertial con-
finement fusion experiments has properties which
are similar to the conditions in stellar interiors. Con-
sequently, it is of interest to investigate the role of
inverse bremsstrahlung in subphotospheric and
deeper layers, and to examine its inf luence on radia-
tive transfer through such layers. The contribution of
inverse bremsstrahlung to the total absorption in stel-
lar atmospheres is not crucial, but its contribution
increases with density (i.e. when approaching the
Sun interior), and for very dense plasmas it becomes
dominant. These processes belong to the type of pro-
cesses whose efficiency increases proportionally to
the square of free-electron density. In addition to
other factors that determine the importance of
inverse bremsstrahlung, we should bear in mind the

existence of a physical area where inverse brems-
strahlung is dominant compared to other processes.
The examples which demonstrate this can be found
in the literature (Rozsnyai, 2001; Grinenko and Ger-
icke, 2009b; Moll et al., 2012). In the theory of stellar
interiors the free-free (i.e. Inverse Bremsstrahlung)
contribution to the opacity is significant in parts of
the star where details about the structure are of inter-
est i.e. regions of energy generation at the edges of
degenerate cores in red giants (see Iben (1968)).

The aim of this work is determination of the cor-
responding spectral absorption coefficients for
inverse “Bremsstrahlung” process and the corre-
sponding Gaunt factors for a broad class of weakly
non-ideal plasmas, as well as for plasmas of higher
non-ideality. It is shown that this process can be suc-
cessfully described by cut-off Coulomb potential
model within the range of the physical parameters
which covers the area important for modeling astro-
physical plasma (white dwarfs, solar atmospheres,
etc.). The physical sense and the properties of a
group screening parameters for two-component sys-
tems which are used in this paper are discussed in
details in the previous papers (Mihajlov et al., 2009a,
2009b; Ignjatović et al., 2017).

≤ λ ≤10 nm 3000 nm

1 The article is published in the original.
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2. THEORY

2.1. Electrostatic Screening Model

In the paper of Mihajlov et al. (2011a) the model of
the inner plasma screening was applied for the first
time in the investigation of the optical characteristics.
The investigated processes are considered as a result of
radiative transition in the whole system “electron-ion
pair (atom) + the neighborhood”, However, as it is
well known, many-body processes can sometimes be
simplified by their transformation to the correspond-
ing single-particle processes in an adequately chosen
model potential.

In this screening model the potential energy of free
electron  is strictly Coulomb:  in
the region , where  is the corresponding cut-
off radius, and  in the region

, where  is equal to the average energy of the
free electron in the considered system. In the further
consideration we take  as the zero of
energy and describe such plasma by means just of the
model cut-off potential given by Eq. (1), which is
especially suitable for describing electron-ion scatter-
ing within plasma. This potential is given by

(1)

where  is the distance from the coordinate origin, 
is a parameter defined and determined further on in
the text.

Certainly, we assume that the above described elec-
trostatic screening model could be applicable in such a
wide range of electron densities and temperatures that
this allows to consider it as an almost universal model.
For that very reason the cut-off potential Eq. (1) could
also be considered as almost universal.

Let us note that in Mihajlov et al. (2011a,b) the uni-
versality of the screening model did not arise at all.
However, in the case of the electron-ion inverse
“Bremsstrahlung” process, which is possible in plas-
mas with enormous differences of the electron densi-
ties and temperature, the situation is opposite.
In order to complete the described model we have to
determine the cut-off parameter  and the energy
parameter  as functions of the electron density 
and the temperature . Here we will use the fact that
these parameters can be determined using the data
from Mihajlov et al. (2009a). Namely, the curve pre-
sented in figure 4 from Mihajlov et al. (2009a) shows
the behaviour of the parameter  as a func-
tion of the ratio , where  and the ion Wigner-
Seitz radius  are given by relations

scr( )U r = − 2
scr( ) /U r e r

< cutr r cutr
= =scr cut( ) constU r U

> cutr r cutU
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where  is the ion density. After that the cut-of radius
 is determined here as the function of ,  by

means of relations

(3)

where the parameter  can be directly determined as
a function of the ratio .

2.2. The Cross Section
After an introduction of the potential Eq. (1) the

procedure of determination of inverse bremsstrahlung
characteristic such as the spectral absorption coeffi-
cients, Gaunt factors, is possible.

For the inverse “Bremsstrahlung” cross section ,
the standard expressions from Sobelman (1979) is
used, since the potential Eq. (1) has the finite radius.
Consequently:

(4)

where the radial functions  and  are the
solutions of the radial Schrödinger equation

(5)

and  is the cut-off Coulomb potential given by
Eq. (1). The radial functions  of all states which
are possible in the potential  are described and
discussed in Mihajlov et al. (1986). As the next step,
using the transformation characteristics of the matrix
element of the solutions  we will replace dipole
matrix element  in Eq. (4) by the matrix element
of the gradient of potential energy . This proce-
dure is described by the expressions

(6)

(7)

where  is given by Eq. (1).
The transition from the dipole matrix element

 to dipole matrix element  in the case
of  which is given by Eq. (1) means a transition
from determination of the quantity , which can-
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not be factually calculated, to determination of a
quantity which can be calculated routinely. Namely, in
the case of this potential the integral of two function of
Coulomb continuum from 0 to  gets replaced by the
integral of the same two functions, but from 0 to .

2.3. The Absorption Coefficients
On the basses of the used solar models of Fontenla

et al. (2007) and Bahcall et al. (2006) we consider here
plasmas with electron densities from 1014 to ∼1020 cm–3

and temperatures from 6000 to 100000 K. In accor-
dance with Adamyan et al. (1994), for such conditions we
have that for the electron component, treated as appropri-
ate electron gas on a positively charged background, the
value of chemical potential is practically equal to the clas-
sical one, so that the distribution function for electrons is

Maxwellian , for the
given temperature . Consequently:

(8)

where the expression in parentheses takes into account
the effect of stimulated emission. Additionally, the
quasi classical Kramer’s  we take (see e.g.
Sobelman (1979)) as:

(9)

where , and the averaged Gaunt factor
 is:

(10)

where  and  are given by
Eqs. (8) and (9).

3. RESULTS AND DISCUSSION
The contribution of inverse bremsstrahlung to the

total absorption in stellar atmospheres is not crucial,
but its contribution increases with density (i.e. when
approaching deeper in the Sun interior), and for very
dense plasmas it becomes dominant. Consequently, it
is of interest to investigate the role of inverse brems-
strahlung in subphotospheric and deeper layers, and to
examine its influence on radiative transfer through
such layers. In addition to other factors that determine
the importance of inverse bremsstrahlung, we should
bear in mind the existence of a physical area where
inverse bremsstrahlung is dominant compared to other
processes. Moreover, we expect a major contribution
to inverse bremsstrahlung process in a dense highly
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ionized plasma (see e.g. Fig. 3, the marked region of )
in the process of transfer of radiation. Here we mean
the high electron density and temperature that occur
in the interior of the Sun which are in Fig. 3 presented
as a function of radius (Standard Solar Models Bahcall
et al. (2006)).

In Fig. 1 on left side is presented the behavior of the
temperature  and  as a function of height  within
the considered part of the solar atmosphere model of
Fontenla et al. (2007). In Fig. 1 on right side is shown
the surface plots of Gaunt factor as a function of wave-
length and height  for the case of a solar atmosphere
model from Fontenla et al. (2007). From this figure
one can see that the values of the Gaunt factor strongly
depend on the atmosphere parameters, mainly tem-
perature, as well as on photon wavelengths.

In Fig. 2, are shown the plots of absorption coeffi-
cient of all considered absorption processes for the
case of a solar atmosphere model from Fontenla et al.
(2007) as a function of height for various values of
wavelengths. Here  is the height of the considered
layer with the respect to the chosen referent one. The
corresponding plasma parameters are presented in
Fig. 1 left panel. The electron-atom processes which
are treated sometimes as the H  continuum, are repre-
sented here by their common plot which in these fig-
ures is marked by EA ( ). With IA i.e.  atom-ion
symmetric and non-symmetric processes (Ignjatović
et al. 2014; Srećković et al. 2014) are represented.
From this figure one can see that the inverse “Brems-
strahlung” absorption coefficients are comparable
with the concurrent ones especially in the region of
higher electron density and temperature  km
(left part of Fig. 2). Consequently, we can conclude that
influence of inverse “Bremsstrahlung” process increases
with temperature, density as well as with increase of
wavelength.

Figure 3 left panel present the electron density and
temperature in the interior of the Sun as a function of
radius for the Standard Solar Models (Bahcall et al.,
2006). On the right panel is presented the surface plots
of Gaunt factor as a function of wavelength and radius
for the Standard Solar Model (Bahcall et al., 2006).
The plots of absorption coefficients of considered
absorption processes for the case of a Standard Solar
Model (Bahcall et al., 2006) are presented in Fig. 4.
From this figure one can see that the values of the
Gaunt factor strongly depend on the plasma parame-
ters, mainly temperature, as well as on photon wave-
lengths. The values of the absorption coefficients in
Fig. 4 increase with density and temperature incre-
ment i.e. when the value of ratio  decreases from 1
to 0.98 (when approaching deeper in the Sun interior).
This result confirmed the increase of importance of
inverse bremsstrahlung process when we go deeper
into the interior of the Sun.

r
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Fig. 1. Left side: the behavior of the temperature  and  as a function of height  within the considered part of the solar atmo-
sphere model of Fontenla et al. (2007). Right side: the surface plots of Gaunt factor as a function of wavelength and height  for
the case of a solar atmosphere model from Fontenla et al. (2007).
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Fig. 3. Left: The electron density and temperature in the interior of the Sun as a function of radius for the Standard Solar Models
(Bahcall et al., 2006). Right: the surface plots of Gaunt factors as a function of wavelength and radius for the investigated regions
of solar interior.
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The presented quantum-mechanical method is
used to obtain the spectral coefficients for inverse
“Bremsstrahlung” process and the corresponding
Gaunt factors for a broad class of moderately non-
ideal plasmas, as well as for plasmas of higher non-ide-
ality. The range of the physical parameters covers the
area important for plasma modeling from astrophysi-
cal standpoint (stellar atmospheres, central stars of
planetary nebulae, etc.). The contribution of inverse
bremsstrahlung to the total absorption in stellar atmo-
spheres increases with density, and for very dense plas-
mas it becomes dominant. Finally, we are also able to
notice that the data are highly sensitive to change of
the temperature. Also, the data depend on the wave-
length region i.e. absorption coefficients increase with
increase of wavelength.

Further directions of development of the method
would be determination of absorption coefficients and
Gaunt factors for two-component systems (ions with
an arbitrary charge  and electron component) Miha-
jlov et al. (2009b) as well as for three-component sys-
tems (two kinds of ions with different charges and
electron component) Ignjatović et al. (2017).
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THE INTRODUCTION OF MORE COMPLEX ATOMS IN A CUT-OFF
COULOMB MODEL POTENTIAL, THE AR I MODEL

Sakan Nenad M.1 and Simić Zoran J.2

1Institute of Physics, University of Belgrade, PO Box 57, 11001 Belgrade, Serbia
2Astronomical Observatory, Volgina 7, 11060 Belgrade, Serbia

Introduction. Dense plasma is a object of interest in recent years [1]. Up until
now the absorption coefficients of hydrogen plasma, were calculated within the frame
of  cut-off  Coulomb potential  model,  for  the  wide  area  of  electron  densities  and
temperatures  [2-9].  The  optical  parameters of  hydrogen  plasma  of  mid  and
moderately high non-ideality parameter are described successfully, thus enabling the
modeling of optical properties [2,3], [5-9]. Governed by this results a effort has been
made to introduce a extension of a model towards the more complex atoms. As a first
goal the Ar atom model was used since the ionic core model potential for the Ar I was
analyzed in [10]. As it was case with the hydrogen model here, the model potential
for Ar is solvable in entire space and within entire energy spectrum, thus the yielded
wave function solutions are a combination of a special functions. As it was proven a
faster,  and  no  less  reliable,  method  of  numerical  integration  using  a  Numerov
integration is used. It posses a fast convergence and as such is preferred method for
introduction of more complex atom and ion model potentials in consideration, the
comparison and application is shown in [11].

Theory remarks.  The collective phenomena of plasma that consists of many
interacting particles, could be described as quantum mechanical system consists of a
single  emitter,  and  averaged  plasma  influence  as  whole.  This  approach  is  more
applicable for the plasma of higher non-ideality, and it is easy to introduce additional
processes  within  the  considered  model.  The  heart  of  modeling  of  plasma-emitter
interaction and investigation of it’s optical behavior is done by the introduction of
adequate model potential, the one for Ar I is given by

V (r )={
−
Z le

2

4 πε0r
: r<r0

−
e2

4 πε0r
: r0≤r<rc

0 : r≥r c

, Z l={9.04−l
8.04

3
: l≤3

1 : l>3
, r0=1.7 a0 . (1)

Here the a0 is the Bohr radius. 
In such way the results yielded within the frame of this model method are

purely  quantum  mechanical  solutions  for  the  considered  plasma.  All  the  optical
properties  are  connected  to  each  other,  so  the  main  goal  of  describing  optical
parameters of plasma is by the solving or the radial part of the Schrodinger equation,

−ℏ
2

2m
1
r2

∂
∂r (r

2
∂
Rnl
∂r )+[V (r )+

ℏ
2l(l+1)

2mr2 ]Rnl(r)=EnlRnl(r) , (2)
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by the help of new function P(r )=r R(r ) it gives an more easily solvable form 

−ℏ
2

2m
d2

d r2 Pnl(r )+[V (r )+
ℏ

2 l(l+1)

2mr2 −Enl]Pnl (r )=0. (3)

The eigenvalues Enl and eigenvectors Pnl are needed to have a dipole matrix element
D̂(r ;r0 ;rc ; nili ;nf lf )=⟨n f lf|r|ni li⟩ determined,  and  further  on  the  adequate  cross-

sections like σ 0(ω=ωfi)∼|D̂(r ;r0 ; rc ; ni li ;nf lf )|
2

for the bond-bond transitions.
Results and discussion. The goal of presented work is to prove that a Ar atom

optical  behavior  in  plasma  could  be  described  by  the  means  of  solving  the
Schrodinger equation (3) with the model potential (1), in the same way as it was a
case with the hydrogen atom. Since, in contrast to the hydrogen model, there is not a
adequate theoretical functions for the optical properties the only way was to compare
the results to the hydrogen model ones, and to analyze a convergence of the wave
functions towards the model  of  unperturbed argon atom in case of  diminishing a
plasma influence.

Figure 1. Comparison of hydrogen and Ar I wave functions.

As first, a pure comparison of argon radial wave functions with the hydrogen
atom ones was made. It could be seen from the example on the Figure 1. that for the
orbital quantum number small enough (l < 3) where the ionic core has effect onto the
potential (1), the wave function is bond more stiffer to the core than the hydrogen
one, as expected.

On the Figure 2. the set of wave functions are given as a illustration of their
behavior.  And  finally,  the  Figure  3.  presents  a  result  of  the  investigation  of  the
behavior of the wave functions for the variety of cut-off radius rc values that reflects
the averaged plasma influence onto the emitter. For the presented calculation results a
more complex potential is used

V ¿
(r)=V (r )+⟨E plas⟩=V (r )+

e2

4πε0 rc
. (4)
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Figure 2. Example sets of Ar I wave functions.

Figure 3. Plasma influence on Ar I wave functions and convergence towards
unperturbed case.

As expected the convergence toward an unperturbed values is proven.

Conclusion. The presented results are leading us to conclusion that the cut-off
Coulomb potential model is usable for the describing more complex atoms in plasma
in general. The well behaved wave function convergences are more than encouraging
for  the  using  of  the  presented  results  in  a  modeling  of  the  optical  properties  of
plasma. The effort on connecting of optical and transport plasma parameter is to be
done. The considered here Ar I as a emitter is expected to be used in near future in
both single  component  and complex composition  non-ideal  plasma.  The mid and
higher non-ideality, that is a goal of model, has a influence on describing of stellar
processes. Although the presented work is still in progress, the results could be used
directly even in this early development phase. 
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The Calculation of the Photo Absorption Processes

in Dense Hydrogen Plasma with the Help of Cut-Off

Coulomb Potential Model

Nenad M. Sakan

Institute of Physics, Pregrevica 118, Zemun, Belgrade, Serbia

E-mail: nsakan@ipb.ac.rs

Abstract. Extensive work was done in the application of a cut-off Coulomb model on
the description of the optical processes of the photo ionization and inverse bremsstrahlung.
Presented work deals with a usage of a cut-off Coulomb model pseudo potential for the
calculation of the optical absorption process in dense hydrogen plasma as a entirely quantum
mechanical process. Although the mentioned processes are strongly influenced by the collective
process in dense plasma, the used pseudo potential enables to model the described interaction
with the plasma system as a binary process. There are several advantages of such approach;
the existence of the exact analytical solutions for the wave functions in the described potential
enables to eliminate one of the several sources of numerical error. Also, more complex processes
of the interaction inside plasma could be considered, and they have been added in presented
work. The work on description of such processes has been started. The collective phenomena
of the plasma are here described as an additional shifting and broadening of a bond states
levels. Furthermore, with the adding of mentioned broadening and additional shifting of the
bond states as free external parameters the good agreement between the analyzed experimental
data and our model solutions occurs. The method of determination of the cut-off radius was
developed and applied in our considerations. The presented model is a good approach for the
description of dense hydrogen plasma of moderate and high non-ideality. It presents an easily
extendable model, in which is easy to introduce additional processes and effects.

1. Introduction
In this paper is studied a new model method of the describing of the continuous absorption
of electromagnetic (EM) radiation in dense strongly ionized hydrogen plasma, caused by the
atomic photo-ionization processes

Ehν +H∗(nl) → H+ + e~q′ , (1)

and electron-ion inverse ”bremsstrahlung” processes

Ehν + e~q +H+ → e~q′ +H+, (2)

where Ehν is the energy of the photon with the wavelength λ, n and l - principal and orbital
quantum numbers of hydrogen excited states, ~q and ~q′ - the momentum of the free electron
before and after scattering on the considered ion H+.
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While in weakly and moderately non-ideal plasma, this absorption is caused by the neutral
atoms and electron-ion collision complex which interaction with the neighborhood can be
neglected, as for example in Solar photosphere [5, 6], or described within the framework of
a perturbation theory [18, 12, 13, 15, 16] in the dense strongly non-ideal plasma the situation is
in principle different.

By now a lot of effort was aimed to the development of the quantum-statistical methods for
the description of the thermodynamical and transport properties of dense strongly non-ideal
plasma [9, 11, 8, 7, 10, 14] while the absorption processes was treated only for plasma with
electron densities Ne < 1018cm−3, where the approximation of electron-atom and electron-ion
binary collisions is still applicable. The area of really dense plasma with Ne > 1019cm−3 was not
systematically studied from the aspect of the bound-bound, bound-free and free-free absorption
processes, excluding some efforts of semi-empirical describing of such processes [25, 26]. Because
of that the development of a model method which describes the mentioned absorption process
in dense strongly non-ideal plasma on a simple and physically acceptable way is the one of the
actual tasks. Within this work as a landmark is taken the hydrogen plasma with the electron
density Ne = 1.5 · 1019cm−3 and the temperature T = 23000K, which was experimentally
studied in [26]. The direct result of this work is a new model method for the determination of
absorption coefficients κbf (λ) and κff (λ), characterizing the bound-free and free-free absorption
processes (1) and (2) in the strongly non-ideal hydrogen plasma, which is based on a cut-
off Coulomb pseudo-potentials, similar to the one used for the determination of the non-ideal
plasma conductivity. The presented method is tested in the optical range of photon wavelengths
350nm ≤ λhν ≤ 550nm.

2. Theory
2.1. The cut-off Coulomb potentials

The obvious way of simplification of principally many body processes of photo absorption
transitions inside plasma was transformation to the corresponding transitions of the electron
in an adequately chosen pseudo-potential, which replaces the considered ion and the rest of the
system. In [22], in order to obtain the method of the describing of such process which would
be practically applicable, generally non-local pseudo-potential in usual way was soughed in the
form of the corresponding local one-particle potential. As such potential was chosen one of
model screening Coulomb potential, namely cut-off potential (4).

On the occasion of the choosing of the model potential it was taken into account the
argumentation from the [22], which shows that often used model Debye-Hückel (DH) potential
is not adequate for strongly non-ideal plasma. Let us draw attention that we here do not have in
mind some undesirable properties of the DH potential [28, 27], but the way of the obtaining of
that potential itself. Namely, in accordance with [19] the DH potential is the average electrostatic
potential which is generated by the observed ion and all charged particles from its neighborhood,
which are often treated as the screening cloud. Consequently, the electron, that is involved in
scattering on the considered ion, also is the part of that cloud. In spite of this fact the DH
potential, as it is known, is used often in weakly non-ideal plasma when the number nD ≫ 1,
where nD is the number of the electrons inside the sphere with the Debye radius rD.

However, in the case of strongly non-ideal plasmas, when nD
∼= 1, as it is in the considered

plasma, practically, the complete cloud is consisted of the free electron that is involved in
scattering, and the DH potential could not be used any more. Contrary to that, in the case
nD

∼= 1 the application of the cut-off Coulomb potential, as it was noted in [22], is physically
completely justified, since it automatically provides: just Coulomb behavior of the potential in
the close vicinity of the considered ion; the lowering of the atom ionization potential caused
by the influence of the neighborhood, which is equal to the average potential energy of a free
electron in plasma; non Coulomb asymptotic of the wave function of a free electron.
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All mentioned have caused that one of the considered here model cut-off Coulomb potentials
has the form, which is shown, in the Fig. (1a), where e is the absolute value of electron charge, r
- the distance from the origin of the chosen reference frame, rc - corresponding screening radius,
and the value Up = −e2/rc has to be interpreted as the above mentioned the average potential
energy of a free electron in plasma. Other model cut-off Coulomb potential is considered here
because the fact that in the case of the first model the average potential energy of the electron
in the region 0 < r < rc, for the difference of the region rc < r < ∞, is not equal to the energy
Up, which is illustrated by Fig. (1 a). However, in the plasma the moving of the electron from
the region occupied by the one ion to the region occupied by the nearest neighbor ion is realized
in the potential with the maximal value (between the position of the mentioned ions), which is
greater than average values of potential. Because of that the average potential energies of the
electron in the region occupied by the one ion and in the rest of the plasma have to be equal
to the average energy of the free electron in the whole system denoted here by Up. One can
see that this condition can be satisfied in the case of other cut-off Coulomb potential, which is
shown in Fig. (1b), when the parameter k = 1/2. Namely, it can be shown that

∫ (k+1)rc

0
U(r)4πr2dr = UpV = −

e2

rc
·
4π

3
[(k + 1)rc]

3 , (3)

is only valid for k = 1/2, where V is the volume of sphere with radius rc, which is determined
on the basis of the result from [28].

In further consideration we will take the value −e2/rc as the zero of the energy. After that,
the potentials shown in the Figs. (1a) and (1b) are transformed to the forms U0(r; rc) and
Uk(r; rc), respectively, where

U0(r; rc) =







−
e2

r
+

e2

rc
: 0 < r ≤ rc,

0 : rc < r,
(4)

Uk(r; rc) =







−
e2

r
+

e2

rc
: 0 < r ≤ (k + 1)rc

0 : (k + 1)rc < r
, (5)

where U0(r; rc) is the same potential as in [22]. Because of the above mentioned, in the case of
the potential Uk(r; rc) we will consider that k = 1/2.

Let us denote that the form of the potential (5) is not caused by the presence of some
new mechanism that increases the barrier in the region r > rc for the electron in the complex
(H+ + e)nl or (H

+ + e)~q, but exclusively by the requirement for the satisfying of the condition
(3).

2.2. The photo-ionization and inverse ”bremsstrahlung” cross-sections

Since under the condition from [26] the considered wavelength λ ≫ rs, where rs = (3/4πNe)
1/3

is the corresponding Wigner-Seitz radius, the dipole approximation in the case of considered
processes is valid. According to that, the cross section for these bound-free and free-free
absorption processes are given by the expressions from [24], namely

σ(nl;E′) =
4π2e2k

3(2l + 1)

∑

l′=l±1

lmax

(
∫

PnlrPE′l′dr

)2

, (6)

σ(E;E′) =
8π4

3

h̄e2k

q2

∑

l′=l±1

lmax

(
∫

PElrPE′l′dr

)2

, (7)
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Figure 1. The behavior of the used potentials: a) - from (4), b) - from (5).

where k = ǫλ/h̄c is the momentum of the absorbed photon with the given λ, E = h̄2q2/2m
and E′ = h̄2q′2/2m - the energies of the free electron, lmax - maximal value of l and l′, m - the
electron mass, and c -the light velocity. Here the radial wave function of the electron in the
model potentials (4) and (5) with k = 0.5 is denoted with Pnl/r, for the bound states with given
n and l, and with PEl/r and PE′l′/r for the free states with the given E and l or E′ and l′. The
functions Pnl and PEl are obtained in strict analytical form by the means of the expressions for
the Whittaker, Coulomb, spherical Bessel, and modified Bessel functions.

In further calculations for the determination of the photo-ionization cross section σ(nl;E′)
is used Eq. 6, while in the case of inverse ”bremsstrahlung” cross section σ(E;E′) is used the
expression which is obtained by means of the known relations [24], which connect the matrix
elements of the j-th components (j = 1, 2, 3) of the radius-vector ~r, electron momentum ~p, and

gradient of the potential ~∇U(~r), namely

< in|~∇jU(~r)|fin >=
i

h̄
(Ein − Efin) < in|~pj |fin >, (8)

< in|~pj |fin >=
i m

h̄
(Ein − Efin) < in|~rj |fin >, (9)

where U(~r) in the considered case is equal to U0(r) or U(r; k). Namely, from Eqs. (7), (8) and
(9) it follows the expression

σ(E;E′) =
4π4

3

h̄6e2

m3cEE3
hν

∑

l′=l±1

lmax

(

∫ (k+1)rc

0
PEl∇rU(r)PE′l′dr

)2

, (10)

where Ehν = E′ − E, and with U(r) = U(r; k = 0) ≡ U0(r) or U(r; k = 1/2), which enables
to use the shape of the potentials (4) and (5) and to avoid all difficulties connected with the
calculation of the dipole matrix element in Eq. (7) in the whole region of space 0 < r ≤ ∞. Just
Eq. (10) is used here for the calculation of the inverse ”bremsstrahlung” cross-section σ(E;E′).

2.3. The partial and total absorption coefficients

The expressions (6) and (10) for the photo-ionization and inverse ”bremsstrahlung” cross-
sections enable the direct determination of the partial absorption coefficients, characterizing
the bound-free and free-free absorption processes (1) and (2), given by the relations
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κ
(0)
bf (λ;Ne, T ) =

nmax
∑

n=1

n−1
∑

l=0

Nnl · σ(nl;E
′), (11)

κ
(0)
ff (λ;Ne, T ) = NiNe ·

∫

∞

0
σ(E;E′)vf(v)dv, (12)

where Nnl is the density of the atoms H∗, e.g electron-ion pairs in the bound states with the
given quantum numbers n and l, T - the plasma temperature, and nmax - the principal quantum
number of the last realizing bond state for the given Ne and T . However, while the expression

(12) for the free-free absorption coefficient κ
(0)
ff (λ;Ne, T ) should generate the purely acceptable

results, the situation in connection with Eq. (11) is different. Namely, the results obtained by
means of Eq. (11) should be similar to the ones for the diluted plasma (see for example [5]), since,
contrary to the existing experimental results [26], the unique serious difference would ensue from
the lowering of the photo-ionization limits for the realizing bound states for the value close to
e2/rc.

The plasma-ion interaction at the considered densities is mainly of Stark type, and also it
was made a transition from many particle model towards the two particle model. Because
of that there should be included and additionally considered a shift and the broadening of
a bond state levels, as a result of a many particle interactions.The mentioned shifts and
broadenings are treated as the semi-empirical quantities, which appear as the external parameter
of the theory. Here, the shift of (nl)-level is denoted by ∆sh

nl , and broadening by ∆br
nl. As

it is usual we assume that the electron in atom H∗

nl in the plasma could be in the state
with the energies which are dominantly grouped around the energy εmax

nl = ε(nl) + ∆sh
nl ,

inside the interval (εmax
nl − ∆br

nl/2, ε
max
nl + ∆br

nl/2). Let Pnl(ε) is the probability density
which characterizes the distribution of the energies of the mentioned state within the interval
(εmax

nl −∆br
nl/2, ε

max
nl +∆br

nl/2), which satisfies the conditions

max{Pnl(ε)} = P (ε = εmax
nl ),

∫ εmax

nl
+∆br

nl
/2

εmax

nl
−∆br

nl
/2

Pnl(ε)dε = 1. (13)

In accordance with above consideration, here we will characterize the bound-free and free-free
processes by the photo-ionization and inverse ”bremsstrahlung” partial absorption coefficients

κbf (λ;Ne, T ) =

εmax

nl
+∆br

nl
/2

∫

εmax

nl
−∆br

nl
/2

Pnl(ε) · κ̃
(0)
bf (λ;Ne, T ; ε)dε, (14)

where κ̃
(0)
bf (λ;Ne, T ; ε) is obtained from (6) and (11) by replacing free electron energy E′ with

Ẽ′ = E′ + (ε− εnl),

κff (λ;Ne, T ) = κ
(0)
ff (λ;Ne, T ), (15)

where κ
(0)
ff (λ;Ne, T ) is given by Eq. (12), as well as the corresponding total absorption coefficient

κtot(λ;Ne, T ) = (κff (λ;Ne, T ) + κbf (λ;Ne, T )) ·

[

1− exp

(

−
ǫλ
kT

)]

, (16)

where it is taken into account the influence of the stimulated emission.
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Figure 2. The calculated data for the potential (4), left figure The short pulse, comparison
with the results in the case of the potential U0 with rc = 44.964 a.u. Curve 1. - model with
changeable shift and broadening, ∆E = 0.6 eV and δE = 1 eV for n = 2. Curve 2. - model with
constant shift and broadening, case ∆E = 0, 5 eV i δE = 0, 75 eV . 3. - κff . The right figure,
long pulse, comparison with the results in case of the potential U0 with rc = 55.0523 a.u.. Curve
1. - model with changeable shift and broadening ∆E = 0.275 eV and δE = 0.25 eV for n = 2.
Curve 2. - model with constant shift and broadening, case ∆E = 0.25 eV i δE = 0.25 eV , 3. -
κff .

3. Results and discussion
In this paper the calculations of the total absorption coefficient κtot(λ;Ne, T ) with the cut-off
Coulomb potential (4) were made for the strongly non-ideal hydrogen plasma Ne = 1.5·1019cm−3

and T = 23000K, as well as Ne = 6.5 · 1018cm−3 and T = 18000K taken from [26].
After process of selection of adequate shift and broadening parameters and comparison with

the experimental data, good agreement was found. The good agreement with the experimental
data in area where only continuous absorption is present, e.g. at the energies Ehν ≥ 2.8 eV , and
the form of the total continuous absorption coefficient gives a space for bond-bond transition
absorption.

Without further research on bond-bond transition within the frame of this model, there is
not much to be said and analyzed for the model of broadening and shifting of bond state levels.
Allthow, at this moment, it is just a parameter without further involvement into the processes
behind it, it should be emphasized again that good agreement with experimental data exists.

4. Conclusion
Besides the fact that the presented model is still in process of development, a good agreement
with the experimental data was shown.

There is a need to develop a model of bond-bond absorptions, which would enable the
investigation of form of broadening and shifting of bond state levels. It would enable the studies
of the broadening and shifting effects more in detail and develop a more concise model.

Also there is still a need for developing of both faster numerical procedures and code
parallelism to improve speed and accuracy.
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[22] Mihajlov, A. A., Dimitrijević, D., Djordjević, D., Luft, M., Kraeft, D., Contrib Plasma Phys. 27 (1987) 1
[23] W. D. Kraeft, M. Luft, and A. A. Mihajlov. Scattering properties and electrical conductivity for the coulomb

cut-off potential. Physica A, 120:263–278, 1983.
[24] I. I. Sobel’man Atomic Spectra and Radiative Transitions. Springer Verlag, Berlin, 1979.
[25] Gavrilova, T. V.; Aver’yanov, V. P.; et.al. Optics and Spectroscopy 98, Issue 5, pp/667-674
[26] Y. Vitel, T. V. Gavrilova, L. G. D’yachkov and Yu.K. Kurilenkov. Spectra of dense pure hydrogen plasma

in Balmer area JQSRT, 83 (2004): 387..405
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The Contribution of the Absorption Processes to the Opacity 
of DB White Dwarf Atmospheres in UV and VUV Regions 

Lj. M. Ignjatovi�a, A. A. Mihajlova, A. Metropoulosb, N. M. Sakana,  
and M. S. Dimitrijevi�c 

a Institute of Physics, P. O. Box 57, 11001 Belgrade, Serbia 
b Theoretical and Physical Chemistry Institute, NHRF, Athens, Greece 

c Astronomical Observatory, Volgina 7, 11160 Belgrade 74, Serbia 

Abstract.. The main aim of this work is to estimate the total contribution to the opacity of DB white dwarf atmosphere of 
the processes of the 2He

+  molecular ion photo-dissociation and He He++  collisional absorption charge exchange, and 

compare it with the contribution of He� , and other relevant, radiative absorption processes included in standard models.  

Keywords: atmospheres, radiative transfer, atomic processes, molecular processes. 
PACS: 97.10.Ex, 95.30.Dr 

INTRODUCTION 

Earlier, for the considered DB white dwarf atmospheres ( 12000effT =  K - 14000 K, log 7 8g = � ) as the main 
source of the continuous absorption was treated the He�  absorption process  

 He e He e�� �+ + � + ,� �  (1) 
where ��  is the energy of photon with the wavelength � , and e�  and e ��  denotes the free electron before and after 
the collision with the He  atom. Besides the He�  absorption process, usually included are the bound - free 
absorption processes, mentioned by [1] including the other relevant reaction channel  

 
( )He n L S

He e
He e��
�

+
+

� , ,��� �+ � + ,�� +��	

�
�  (2) 

where ( )He n L S� , ,  is the helium atom in the excited state, n  - the corresponding principal quantum number, L  and 
S  - quantum numbers of orbital momentum and spin. Continuous absorption opacity due to the processes of 2He

+  
molecular ion photo-dissociation  

 2He He He��
+ ++ � + ,  (3) 

and He He++  collisional absorption charge exchange  

 
He He

He He
He He��

+������+ ��� +�����	

+
+ + �

+
 (4) 

where 2(1 )He He s
 , (1 )He He s+ +
  and 2
2 2 ( )uHe He X+ + +
 � , were neglected in DB white dwarf atmosphere 

modeling up to the beginning of nineties. However, in [2] and [3], using DB white dwarf atmosphere models of [4], 
it was demonstrated that at least for 16000effT <  K, these processes should contribute to the opacity in the optical 
region. In these papers the absorption coefficients for both (3) and (4) processes have been determined within the 
semiclassical (quasi-static) method developed by [5]. 
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The results from [3], obtained for one Koester model (log g  =8 and effT  = 12000 K), already enabled a more real 
picture on the relative importance of He�  and 2He

+  total absorption processes at lest in the region � �  300 nm. 
From these results follows the crossing of the curves for He�  and 2He

+  absorption coefficients. In the next paper [6] 
relative importance of 2He

+  and other relevant absorption processes in the region � �  200 nm was examined for 
several Koester’s models ( effT  = 12000 K, 14000 K, 16000 K, log g  =7, 8; see [4]). It was shown that in all 
considered cases, the contribution to opacity of the processes of 2He

+  molecular ion photo-dissociation and 
He He++  collisional absorption charge exchange together, is close or at least comparable with the contribution of 
the He�  absorption processes (1) and the atomic absorption processes (2). 

Here were performed the necessary calculations of absorption coefficients characterizing the processes (3) and 
(4). The determination of these coefficients was performed by the potential curves of molecular ion 2He

+  in 2
uX +� - 

and 2
gA +� - states, as well as the corresponding dipole matrix element, which were precisely calculated during this 

research. These characteristics of 2He
+  are here presented.  

In order to determine the relative efficiency of the processes (3) and (4) in UV and VUV regions for particular 
DB white dwarf atmosphere layers, the corresponding absorption coefficients will be compared with the absorption 
coefficients which characterize the concurrent processes (1) and (2) for 51 nm 400 nm�  . As the lower 

boundary of this region was taken 51 nm� =  which is close to the He  atom ionization boundary 

50 14 nmHe� � . , below which the photo-ionization of the He  atom absolutely dominates in comparison with all 

other absorption processes. 
Besides, here we will consider the hydrogen photo-ionization process  
 H H e��

+ �+ � + .�  (5) 
Although accordingly to [4] the ratio of hydrogen and helium abundances in the considered DB white dwarf 
atmospheres is 51 10: , our estimations showed that the process (5) could play certain role for H� �< , where 

91 13 nmH� � .  is the H  atom ionization boundary. 

CHARACTERISTICS OF PHOTO-DISSOCIATION AND ION-ATOM  
ABSORPTION PROCESSES 

The photo-dissociation cross-section. The photo-dissociation process (3) is characterized here by the 
corresponding average cross-section ( )phd T� �, . This cross-section is defined by  

 
(2 1) ( )

( )
(2 1)

Ev J
kT

Ev J
kT

v J v J
J v

phd

v J
J v

g J e
T

g J e

� �
� �

� ,

� ,

, ,

,

� + �
, = ,

� +

��
��

 (6) 

where v  and J  are the vibrational and rotational quantum numbers of the individual rovibrational states (v J, ) of 
the molecular ion 2

2 ( )uHe X+ +� , ( )v J� �,  - the partial photo-dissociation cross-sections of these states, v JE ,  and 
(2 1)v Jg J, � +  - the corresponding energies with respect to the ground rovibrational state and statistical weights, 

while factor v Jg ,  describes the influence of the nuclear spin. Since for DB white dwarf atmospheres the temperatures 
8000 KT �  are relevant, in further considerations we will take that 1v Jg , = .  

Within the dipole approximation the partial cross-sections ( )v J� �,  are given by the expressions  

 
3

2 2
1 1

8 1( )
3 2 1 2 1v J E J v J E J v J
J JD D
J J

�� �
�

� �� �� �� �, , + ; , , � ; ,� �� �� �

+= | | + | | ,
+ +

 (7) 

where 1E J v JD , + ; ,  and 1E J v JD , � ; ,  are the radial matrix elements given by the relations  

 12 12 ( ) ( ) ( ) 1v JE J v J E JD R D R R J J� � ; ,, ; , ; , �=< � | | � >, = ± ,  (8) 

 12 12 12( ) ( ) ( ) 1 ( ) 2D R R R R=| |, =< | | >,D D D  (9) 
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where R  is the internuclear distance, ( )RD  - the operator of electron dipole momentum, and 2| 1 uX +
 �  and 
22 gA +| 
 �  - the ground and the first excited electronic states of the molecular ion 2He

+  with the potential curves 

1( )U R  and 2( )U R , respectively. With 1 ( )v J R; ,�  and 2 ( )E J R�; ,�  are denoted the adiabatic nuclear radial wave 

functions of the bound state (v J, ) in the potential 1( )U R  and the continual state (E J �, ) in the potential 2( )U R  
respectively, with v JE E ��,= + .  It is assumed that the wave functions 1 ( )v J R; ,�  and 2 ( )E J R�; ,�  satisfy the standard 
ortho-normalization conditions. 

The calculations of the potential energies 1( )U R  and 2( )U R  and the matrix element 12( )D R were performed 
under 2hD  symmetry using the MOLPRO package of programs [7]. They were performed at the multi-reference 
configuration interaction (MRCI) level using multi-configuration self-consistent field (MCSCF) orbitals with the cc-
pv5z basis set of [8] and [9]. We started at the self-consistent field (SCF) level with the ground state electron 
configuration 2 1

1g ua b . The active space at the MCSCF step contained 3 ga  and 13 ub  orbitals without any closed or core 
orbitals (all three electrons were involved). Obtained potential curves 1( )U R  and 2( )U R  are presented in Fig. 1a, 
and dipole matrix element 12( )D R  - in Fig. 1b. 
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FIGURE 1. (a) The potential curves of the molecular ion 2He

+ : 1( )U R  ( 2
uX +� ), and 2( )U R  ( 2

gA +� ); 

12 2 1( ) ( ) ( )U R U R U R� � ; ;1R�  and ;2R�  - two real roots of the equation 12 ( )U R ��� ; (b) The matrix element 12( )D R  for 

the transition between the electronic states 2
uX +�  and 2

gA +�  of the ion 2He
+ . 

The partial absorption coefficients. The efficiencies of the photo-dissociation process (3) and of the charge-
exchange absorption process (4) are characterized separately by the partial spectral absorption coefficients 
( ) ( )

2 2( ) ( ( )) ( ) ( )a a
ia ia phdT N He T N He� � � � � �+ +
 ; , = ,  and ( ) ( )( ) ( ( ) ( ))b b

ia ia T N He N He� � � � +
 ; , ,  where T , 2( )N He+ , 

( )N He  and ( )N He+  are the local temperature and the densities of 2
2 ( )uHe X+ +� , He  and He+  in the considered 

layer of the DB white dwarf atmosphere. Following our previous paper [10] and assuming the existence of LTE, we 
will take the photo-dissociation coefficient ( )( )a

ia� �  in an equivalent form suitable for further considerations, namely  
 ( ) ( )( ) ( ) ( ) ( )a a

ia iaK T N He N He� � � += , ,  (10) 

 ( )( ) ( ) ( )a
ia phd iaK T T T� � � �, = , � ; 2( )

( )
( ) ( )ia
N He

T
N He N He

�
+

+= .  (11) 

Here the photo-dissociation cross-section ( )phd T� �,  is given by Eqs. (6)-(7), and the quantity ia� , which 
contains the density 2( )N He+ , is determined from the law of mass action  

 
3
2

1
2

( ) ( )
( ) exp

2 (2 1)
Ev J
kT

v J
J v

g He g HkT DT
kTg J e

μ�
� � ,

+
�

,

� � � �� �� �= � � � ,� �� �� �� �� � � �� +���
 (12) 
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where μ  and D  are the reduced mass and the dissociation energy of the molecular ion 2He
+ , and ( ) 1g He =  and 

( ) 2g He+ =  - the statistical weights of the atom He  and ion He+ . The charge-exchange absorption coefficient 
( )( )b
ia� �  is defined by  

 ( ) ( )( ) ( ) ( ) ( )b b
ia iaK T N He N He� � � += , ,  (13) 

where the coefficient ( )( )b
iaK T�,  is determined here by the semi-classical method developed in [5] on the basis of the 

quasi-static approximation [3,6,10]. Within this method, only the �  region where the equation  
 12 2 1( ) ( ) ( )U R U R U R ��
 � =  (14) 

has real roots is considered. Consequently, in the helium case the quasi-static method is applicable in the region 
62 nm� �  where this equation has two real roots (see Fig. 1a), 1R�;  and 2 1R R� �; ;> . In [6], where optical region 

of �  was treated, only the larger of these roots has been taken into account. However, in far UV and VUV regions 
both roots should be taken into account. Consequently, we will take here ( )( )b

iaK T�,  in the form  

 
12

22 ( ) 42
1( ) 42

1 0

( )
( ) 0 62 10 exp ( )

( )

i

i

D R
eR i ib

ia i
i i

R U R
K T R

R a kT

�

� � �
�

�

� �
�

�

� � ��
�

� �

� �  ! � �" #$ � % & � &' * , -
" #. /

0  (15) 
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;
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 (16) 

where e  and 0a  are the electron charge and the atomic unit of length, and ( )( )b
iaK T�,  is expressed in [cm 5 ].  

The total absorption coefficient. The efficiency of absorption processes (3) and (4) together is characterized by 
the total spectral absorption coefficient ( ) ( ( ) ( ))ia ia T N He N He� � � � +
 ; , ,  given by: ( ) ( )( ) ( ) ( )a b

ia ia ia� � � � � �= + . 
Using Eqs. (10) and (13) for ( )( )a

ia� �  and ( )( )b
ia� �  we will take ( )ia� �  in the form   

 ( ) ( ) ( ) ( )ia iaK T N He N He� � � += , ,  ( ) ( )( ) ( ) ( )a b
ia ia iaK T K T K T� � �, = , + , ,  (17) 

where ( )( )a
iaK T�,  is given by Eq. (11), and ( )( )b

iaK T�,  - by Eq. (15). For the comparison of the efficiency of 
processes (3) and (4) with the efficiencies of the concurrent processes (1), (2) and (5) just the total absorption 
coefficients ( )ia� �  and ( )iaK T�,  are needed. 

 The efficiency of processes (3) and (4) within DB white dwarf atmosphere is compared here with the 
efficiency of the concurrent absorption processes (1) and (2), which are characterized by the spectral absorption 
coefficients ( )ea� �  and ( )ei� � , namely  

 ( ) ( ) ( ) ( ) ( ) ( )ea ea ei a eiK T Ne N He K T Ne N He� � � � � � +
;= , � � , = , � � ,  (18) 

 
2

( ( ))
( ) ( ) ( ) ( ) ( )

( )a ei nLS nLS ei nLS
n L S e

N He n L S
K T T K T T

N N He
� � � � � �

�

; +
� , ,

, ,, = � + , , = .�  (19) 

where ( )eaK T�,  and ( )eiK T�,  are the rate coefficients which describe absorption by ( )e He+ - and ( )e He++ -
collision systems. With eN  and ( ( ))N He n L S� , ,  are denoted the densities of the free electrons and the excited 
atoms ( )He n L S� , , , and with ( )nLS� �  - corresponding excited atom photo-ionization cross-section. It was found 
that in all considered cases the absorption processes (2) play a minor role in comparison with the electron-atom 
process (1). This is a consequence of the fact that helium plasma in considered layers of DB white dwarf atmosphere 
is weakly ionized. The relative efficiency of the processes (3) and (4) with respect to processes (1) and (2) together 
is characterized by the parameter ( )HeF �  defined by  

 
[ ]

( ) ( )( )
( )

( ) ( ) ( ) ( ) ( ) ( )
ia eia

He
ea ei ea ei

K T N He N
F

K T K T N He N He
�� ��

� � � � � �

+� �� �� �� �
+

, /
= = .

+ , + , /
 (20) 

In calculations of ( )HeF �  the coefficient ( )eaK T�,  was determined by means of the data from [11], and ( )a eiK T�; ,  
- by means of expressions from [12] for the partial photo-ionization cross-section ( )nLS� �  and the free-free electron-
ion absorption coefficient ( )eiK T�, . 
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As in [3,6] the parameter ( )HeF �  is treated as a function of log 
 , where 
  is Rosseland optical depth of the 
considered atmosphere layer [13]. The values of log 
  are taken from [4]. The behavior of ( log )HeF � 
;  is 
illustrated in Fig. 2, for atmosphere of DB white dwarfs with 12000 KeffT =  and log 8
 = . According to the 

expectations, the relative efficiency of absorption processes (3) and (4) in far UV and VUV regions was increased 
several times with respect to the optical region. The result is that the processes (3) and (4) in the region 
80 nm 200 nm�   dominate in comparison with the concurrent processes (1) and (2) in significant parts of DB 

white dwarf atmospheres (maximal values of 2 5HeF � . ). 
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FIGURE 2.  The quantity ( )He ia ea eiF � � �= / +  for DB white dwarf in the case log 8g =  and 12000 KeffT = . 

Apart of that, the efficiency of the absorption processes (3) and (4) in the region He H� � �<   is compared with 
the efficiency of the hydrogen photo-ionization process (1), which is characterized by the spectral absorption 
coefficient ( ) ( ( ))H H N H� � � �
 ;  defined by ( ) ( ) ( )H phi N H� � � �= ,  where ( )N H  is the local density of atom H , 
and ( )phi� �  - the corresponding photo-ionization cross-section. Consequently, the relative efficiency of the 
processes (3) and (4) and (5) for H� �  can be characterized by the parameter ( )HF �  defined by  

 ( ) ( ) ( ) ( )
( )

( ) ( ) ( )
ia ia

H
H phi

K T N He N He
F

N H
� � ��
� � � �

+,= = ,  (21) 

where the cross-section ( )phi� �  is taken from [14]. It was found that the behavior of ( )HF �  in DB white dwarf 
atmospheres considered in [6] is qualitatively similar. Consequently, the behavior of ( )HF �  is illustrated only by 
Fig. 3 for the case 12000 KeffT =  and log 8g = . Namely, for each �  from this region there is a significant part of 

DB white dwarf atmosphere where the process (5) dominates comparing to the other absorption processes. 
* * * 

Obtained results give possibility to estimate which absorption processes give the main contribution to the opacity 
in DB white dwarf atmospheres, in different spectral regions. So, from these results follows that the helium 
absorption processes (3) and (4) are dominant in the region 70 nm 200 nm�  , while in the region 200� >  

nm, the principal role have the He�  absorption processes (1). However, the absorption processes (3) and (4) deserve 
to be included not only in codes developed by e.g. [15], but also in other used for DB white dwarf research. Finally, 
it was shown that in the region 70 nmHe� �< < , the hydrogen photo-ionization processes (5) take the dominant 

role in spite of the fact that the ratio of hydrogen and helium abundances in the considered DB white dwarf 
atmosphere is 1 : 10 5 .  
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I .  IN I -RODIJCT I ( )N

lJehav ior  o f  the in terconnected groups of  miss i les  and the
analys is  o f  the f l ight  paths o f  r l i ss i le  group are opened
problem with worl< in proeress, see f l ]  and l2].  Although
th is  sub. iec t  is  not  pLrb l ished extens ive ly  th is  does no1
rcl ' lect t l re w,ork that is act ively going on in several
tcc l rno los ica l  advancec l  coLrr r t r ies .

P ic ture [ :  Systen i  concept

1'hc goal o1- t l tc rvorl< presentcd irr this nranuscript was to
prcscnt  thc  rcsLr l ls  o f  hardrvarc  co-s i r lu la t ion o f  the
s l s t cn r  r i f  i n t c r conncc t cd  n t i s s i l c s  i n  t hc  rea l  f l i gh t
concJ i t io r rs .  and by thc  nreans of  such s in tu la t ior r  to
nreasLrre  t i r le  const ra ins o1.  r t r iss i lcs ,  as  wel l  as  to  y ie ld  a
groLrp dec is ion nra l< ing a lgor i thnr .  

- l -a l t ing 
th is  on mind,

the r r r in inrum set  o1 ' two nt iss i les  is  s tud ied.  
- fh is  

dec is ion
does not aff-ect neithcr the top level algori thm of the
systenr nor the test procedure. The analyzed
interconnected systenr consists of two missi les, Ml an

M2, showrr in pictr"rre l ,  with data exclrange
cor lmrrn icat ion channels  C12 &d C,1.

By the usage of data exchangc cl iannels the data for the
decision making as well  as requests and comntands are
transl 'erred between missi le grol lp. In such way two
individual f l ight systems beconres a subsets of the newly
developed syslem, e .g. they are treated as a subsysterrrs of
such set .  In i t ia l  and f ina l  phase of  the group of  f l ight
veh ic les  under  cont ro l  is  beh ind the scope of  th is  work .

l 'he strrdied systeni consists of two subsystems, e.g.
rr issi les Ml arrd M2. T'hey react on external st ir lul i
parameters, as well  as conlmands transferred between Ml
and M2. l 'heir reaction is not known in detai l ,  so the test
procedure for the closed system as a blacl< box is needed,
the method for the analysis of such systems is described
in  deta i l  in  t3 l .  As a  main s t imul i  parameter  o f  the
subsystem the ref lected signals fronr the target 

' l ' ,  
R1 and

R, &fe sirrulated, and studied on the real system. Otl ier
parameters are not shorvn on f igure for the simplici ty of
d iscLrss ion.  l 'he a lgor i thnr  o f  the systern behav ior  is  based
orrto the role change between subsysterns. 

' fhe 
two roles

of  each miss i le  are leader  and leaded one.  Only  one of  the
subsysterns could be the leader at a t ime, and as such
could conrrland to the rest of the group mentbers i ts role
and request for their data also. During free f l ight phase
the role exchanqe between subset members occLlrs. Action

2.66



taking place of each subsystern could be i l lumination of
the target, presented in picture I as [1 and 12, request for
the change of role to the group leader, as well as data and
request exchange between group members and comrland
from the leader to the rest of the group. 'Ihe leader missile
il lurninates the target and commands rest of group about
their role change. All the missiles follow the reflected
signal from the target and fly towards the predicted space
point. The follower missile sends regular data packets
with its intristic state to the leader, as well as possible
request to the leader for the role change. The intemal t ime
constrains of each of the group members plays an
important role in algorithrn optimization.

In order of analyzing of real subsystem reactions on
external stirnuli pararreters as well as internal t irne
constraints of the subsystem the hardware co-simulation
was constructed. Based on this the external hardware was
capable of state visualization as well as l imited possibil i ty
to change the external stimuli. It was adapted to the
r l iss i le to v isual ize and st imulate the rnissi le pair ,  and to
test the system level algorithm.
'fhe natural splitt ing of the decision process into three
layer scheme is rnade. 

'fhe stimulus, as a first, the
decision making and data exchange as a second one and a
reaction layer as a third one. In the order of analysis the
first one is controlled, while the reaction of the subsystem
is measurable from the intristic parameters as well as
third, reaction layer. Some of the reaction layer states also
reflect on the first layer as stimuli. The second, decision
and data exchange, layer is studied in order to deterrnine
the best system algorithm as well as subsystems reaction
and behavior in group conditions.

2. BASICS OF T'I.IE MATIIHMATICAL
MODEL \

In order of explaining of the hardware co-simulation
model only the basics of the used mathematical model is
presented.

The analyzed system, consist of two missiles Ml and M2,
that could take the role of leader or follower each, and
change their role accordingly. 

'liheir reaction on the set of
external  st imul i ,  denoted here as X'r ,  . . . ,  X 'N for M1 and
X2' ,  . . . ,  X2N for M2, is studied. Based on this the react ion

of the system occurs as a change of the internal system
states i ' , ,  . . . ,  i lp l  and i ' r ,  " . ,  i254, &S wel l  as external  states
e l , ,  . . . ,  e 'p  and 92 t ,  e2p fo r  the  Ml  and M2
respectively.

Decision making algorithm, in general presents a multi
criteria decision process, see [4]. The intristic parameters

are yielded by the first decision making process,

Where p, is the i-th internal parameter decision function.

The parameters i, 'r present the irrtristic parameters frotn

the previous decision step, while index j covers all G

mernbers of the group. l-he intr ist ic paranleters are

evalr.rated and conrparecl to sol l le base values and as i t

result a set of singr-r lar functions are led to digital logic

that makes decisions based on their values.

The leader on the other hand, besides the intr ist ic decision

process ha s possibi l i ty to make a global decision

concerning behavior of the system as a whole.

( 2 )

f, '-.
,  { , 'n i t* r I  " "

t*t;;g

: 1  { ' :  L  : li l \ i 1 r .  l I r .

Where {, is the i- th irr ternal parattteter decision f i tnct ion.

Each dec is ion va lue of  the dec is ion proccss r \  is  a

function of al l  intr ist ic parameters of t l ie entire groLlp, e.g.

for the group members I to C. Similarly paranteters q are

evaluated and compared to some base values and as a

result a set of singular f lunctions are led to digitat logic

that  makes dec is ions based on the i r  va lues.  
' [ 'h is  

dec is ion

has global effect on groLrp as a systenr.

In  s tud ied case both dec is ior r  processes (1)  and (2)  are

implernented on eaclt  group tt tembet' ,  and dccisiott  c-rt t

act ivi ty of prooess (2) is the decisiorr of the sroLlp r l lenlber

ro le ,  e .g .  a  leader  or  a  fo l lower  miss i le .

Leader has decision making role, where i t  corlmands the

states of the other members of the group based on i ts

estimate. On the other hand al l  other group rnembers have

only possibi l i ty to obey commands from leader or to send

a request for state change. Final decision on state cltange

rnoment and selection of the next leader f i 'om the grol lp

members is based onto the entirc parameter set analysis

on the leader  miss i le  hardr ,vare.  So the leader  has scvera l

dec is ion making pfocesses"  i ts  i r r t r is t ic  ( )11e at tc l

compar ison of  res t t l ts  o f  a l l  g roLrp t r re tnbers .  i r lc l t rd ing

itself ,  and adequate decision rnaking on al l  group trenrber

states.

The behavior changing then inf luences only on possibi l i ty

to decide on the basis of al l  group mernber states.

Fol lower could request reevaluation of i ts role based on

estimate of i ts state. The comparison of the states of

subsystem as well  as of entire system as a process of '

global decision rnakirrg is conrplex problenr that goes outt

o f  the scope of  th is  work .  
' I 'he 

r r rLr l t i  c r i ter ia  dec is ion

a lgor i thms ar td  processes are s tLrd ied in  15]  and l6 l  fbr

ins tance.  Thei r  implementat ion is  cruc ia l  for  the groL lp

f l ight algori thms, and their behavior is needed to be

studied on wide range of external parameters as lvel l  as

large set of scenarios of group f l ight.

3. RESUI,TS

T'he test results of the real rnissile systent, consists o1'two
missi les, are presented. 

' l 'he 
lr leasurements were It tade

wi th  the he lp  o f  micro cot t t ro l le r  un i t  that  has ro le  o f

visual izat ion of states of r l issi le as rvel l  as control of

some of external parattteters. Such l l leasLlrel. l lertts enabled

the estimate of the t ime constrains, that the well  behaved

system should respect in order of ntait t tain the control

over each group member. The t ime diagram of such

system is presented in picture 2.
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BOND - BOUND STATE TRANSITIONS IN

THE FRAME OF COULOMB CUT-OFF

MODEL POTENTIAL

N. M. Sakan1, V. A. Srećković1, Lj. M. Ignjatović1 and A. A. Mihajlov1

1Institute of Physics, University of Belgrade, Pregrevica 118, Zemun,

11000 Belgrade, Serbia

Abstract. The cut-off Coulomb potential has proven itself as a model
potential for the dense hydrogen plasma. It was tested and proven in cal-
culation of the photo-ionization processes as well as inverse Bremstrahlung
processes of hydrogen atom in the photon wavelength region 300 nm < λ <
1000 nm, with and without the influence of plasma. The further steps of
improvement of the usage of model potential is carried out. Here are pre-
sented first test results of bond state transition modeling in the frame of
cut-off Coulomb model potential. The presented results converge towards
the theoretical values for plasma of small plasma coupling Γ, e.g. the plasma
of small non-ideality. The investigated results are good indicator that the
inclusion of the bond-bond radiation transitions could be well funded. It is
expected that such approach would lead towards to the inclusion of bond
state transition photo-absorption process within the frame of the presented
Coulomb cut-off potential model.

1.INTRODUCTION

The cut-off Coulomb potential has been proven in modeling of con-
tinuous photo absorption of the dense plasma of moderate non-ideality, e.g.
plasma coupling parameter Γ (see [1]), is comparable to or slightly greater
than unity. Although the implementation of the cut-off Coulomb model
potential is not entirely developed and performed, it’s preliminary results
were present in several papers [2, 3, 4, 5, 6, 7]. The usage of the mentioned
model potential is in process of continuous development. As first step in ex-
tending of the model with additional processes is the bond state transition
processes inclusion. The bond state transition processes is stated as most
important goal in the development of the self containing model, capable of
describing of optical as well as dynamical characteristics of dense hydrogen
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plasma. The characteristics of the bond state transitions in plasma diag-
nostics is well known, almost mandatory method, [8]. The usage of the
hydrogen lines as a probing method for the plasma characteristics are also
well known and widely used in plasma of moderate and small non-ideality,
[9].

As it was shown in [4], the extensive work was carried out in or-
der to prove the model potential usage and to adopt the bond state level
broadening models. Analysis of the results led to the conclusion to focus
the research onto one of the potential models, e.g. the potential

U0(r; rcut) =

{
− e2

r 0 < r ≤ rcut,
0 rcut < r,

. (1)

Here rcut is a model parameter, cut-off radius, determining the boundary
between the zone where the there is influence of individual ion-electron
interaction, and the other zone where only collective phenomena of average
plasma influence exists.

In accordance with the previously mentioned the continuation of
research of the presented approach is the inclusion of the the bound-bound
photo absorption process using the same model potential.

The investigated process, the bound-bound photo absorption, in
accordance with previously used notation, is denoted as

ελ +H∗(ni, li) → H∗(nf , lf), (2)

and was not considered within the frame of the used model potential. Here
n and l are the principal and the orbital quantum number of hydrogen-atom
excited states, hydrogen atom in it’s initial state |ni, li > is presented by
H∗(ni, li), it’s final state |nf , lf > by H∗(nf , lf ), and ελ presents absorbed
photon energy.

The dipole transitions are favorable ones in radiative transition for
the plasma in area where the usage of this model is preferred, e.g. where
there is a single electron in average, in specific plasma sphere, rcut. In accor-
dance with that, the behavior of the dipole matrix element is investigated
here. It is given by

D̂(r; rcut;ni, li;nf , lf ) =< nf , lf |r|ni, li >, (3)

where the wave functions |ni, li > and |nf , lf > are initial and final hydrogen
wave functions.

2.RESULTS AND DISCUSSION

The investigation of the bond transitions in the frame of cut-off
Coulomb potential has shown good behavior. As it could be shown on figure
1a and 1b, the oscillator strength values converge towards the theoretical
ones for the hydrogen without plasma influence.
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Figure 1. a) b)
Convergence of the oscillator strength values.

3.CONCLUSION

From the results of the investigation of the behavior of bond level
transitions in the frame of cut-off Coulomb potential model it is obvious
that it is possible to include the bond transition processes. There is a need
to investigate further, more in depth, the shown behavior in order to prove
that there is no numerical artifacts within the shown results. Also there is a
need to include the broadening of the bond states, as first to reproduce the
results with models already shown in [4], and after to further investigate
various models for broadening mechanisms.

The preliminary results has shown that there is a possibility of
inclusion of the bond transitions in the frame of cut-off Coulomb poten-
tial method for the describing of optical properties of the dense hydrogen
plasma. There is a need for further development of the model and extending
it’s usage on more complex atoms also.
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Abstract: The paper investigated the possibilities of newly formed dual system SARH (Semi-active radar homing) missiles 

SA-6 mid-range category, on standard manoeuvrable targets.The system was set up as a dual-cooperative guidance of the 

first launched (guided-slave) missile from second launched missile (leading-master), with a time delay of 3[s]. Angle 

position of target is measuring  using two existing RHH, which together with additional illuminators on missiles, represent 

two active seekers, with a period of mutual scanning and with changing the roles-status of 1[s]. Also, missiles 

synchronously communicate between each other through free caudal antenna, when it is situation based on the smaller 

current error, determines the status of a missile. Proces of coupled guidance is modeled with specially designed program 

in MATLAB with appropriate adjustment AD, AL and effective radius of action Warhead. Missiles are guiding in 

calculated point of overtaking with clasical method PN with changing the angle of launch SPLV, by changing the distance, 

altitude and speed targets and and other given parameters of flight. Simulations were examined specific conditions and 

regimes of shooting with one or two missiles, the correlation results and made conclusions of the most efficient mode and 

optimal performances of dual system homing missiles AAD.    

 

Keywords: slave and master missile guidance, control system simulation MATLAB, dual navigation missile, Semi  

Active Radar Homing, Proportional Navigation, Miss distance missile-target, Radar lighter

 

1. INTRODUCTION  

 
Classical artillery, with multi tools, relies  upon prediction 

trajectory of target  in open loop control, with the help of  

Optica or radar devices for control, tracking and action, 

respectively fire control, primarli through LFT (Low 

Flying Target). In order to achieve the required  the 

accuracy of the action, either by LFT as well as on the 

medium altitudes targets, used in missile systems AAD 

(Anti-Air Defence) that have automatic control closed 

loop for continous reading errors in order to provide 

meeting missile with the target and its translation in 

corrective maneuver, with additional required 

acceleration. Designing law of guidance, that the distance 

to the goal (ultimate corrent miss) decreses to the lowest 

posible value, in real world resulting in a final breach by 

objective, which compensates with the action of remote 

lighter missile. Representative and reliable way of 

guidance missile in terms middle range AAD  is Semy 

Active Radar Homing wich provide that the source of 

radiation missile, which iluminates the target, located on 

the ground, both at the begining and below, in the next 

phase of guidance, provides at the end reliable work or 

RHH (Radar Homing Head)  missile.  

Disidvantage of this system is that it binds to the resource 

on the ground and thereby prevents its engagement to 

launche and guidance other missiles upon targets in AS 

(Air-Space). Also, drawback of this system that he may 

warn opponents, respectively aircraft as  a target, that is 

launched missiles on it and that the same guiding from the 

ground. Semi-active RHH has potential possibility to 

messasure the relative direction to the missile as well as 

angle speed LOS (Line of Sight) missile-target, but there 

is no possibility of measurment distance to target In this 

paper, missile has been analyzed with SARH way of 

guidance which has two rear tail antenna, operable to 

receive a facing direct signal illumination target, which 

carries a reference frequency, and thus enabling the 

measurementof  Dopler frequency and estimate III MF 

(Mixed Frequency) however, the change of distance to 

target irelevant and it has no need to be seperately 

’’measured by’’. This channel is desirable, and his role is 

not to guide the missile, but to allow her to distinguish 

target from the cluster and interference signal and

mailto:stomarkovic@yahoo.com
mailto:mmilinovic@mas.bg.ac.rs
file:///C:/Users/Sanja/Downloads/nsakan972@gmail.com
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Figure 1. Starting kinematic sshow dual-cooperative    Figure 2. Area of bursting fragments  WARHED                                                   

homing two missiles on one target                                          and optimal position of  antenna  activation RL 

                                                                                                 at the midline                        

CEW (Contermeasure Electronic Warfare) [5]. There is  

a second parallel channel, and that is angle grip and 

guidance upon target through the front and face of the 

antenna, regulated AOT  (Automat Opertion target) who 

later become the dominant in missile guidance, and can 

be stored with the  ’’services’’ of the other radar and 

optical devices (TOV-Television Optical Veiwfinder) in 

the AIR. Many yearsof observation AAD system, with 

completely pros and cons imposed the idea of specific 

researh  methodes of fighting with modern targets in 

AS, with decreses the intence of probability of their hit 

and destruction, relative to the initial set requirements. 

Otherwise, effectively reducing and zeroing error 

homing missil, with increased range and speed of target, 

his CEW and maneuvar, intensively thinkingin world in 

last ten years with the delopment of modern theories of 

guidance and applying the most modern mathematical 

and software tools. 
       

                                

           1, 2 sin1 (1 )dualM M glMP P= − −                    (1) 

 

One of the ways, or strategies in real application and 

improving efficiency, probability of hitting and 

destruction of target (manufacturers information: p1M=  

PsinglM = 0,80 and  p2M = 0,96) for MIG-19 with out 

considering CEW, of the existing system of mide-range, 

will be analyzed and exposed on the basis of the initial 

equation. 

 

2. FORMULATION OF THE 

PROBLEM  OF DUAL HOMING 

MISSILE 
 

The initial phase of flight AAMS (Anti-Aircraft Missile 

System) is the command radio-guidance, whose 

realization in system initialy begins on the launcher, 

before launching missiles, which continues to fly 

ballistic in POT (Point of OverTaking) with the 

accuracy of (+-4[0] ),  and of itself doesn’t see the 

target.  

With the work off start phase of missile  propulsion, 

achieves the necessary speed of missile, and at the same 

time, protection of other missiles and resources, with the 

delay activation of RAMJET engine. After that 

stabilization of missile occur and follow-up of its stable 

and manageable flight, engagemnts, the already 

calculated point of overtaking, but now with the 

classical method PN (Proportional Navigation) with 

default AL (Area Launch) with their borders. This 

means that the part of radar-computer system on the 

ground did all the procedures provided for  complex 

procedures (46 equations), actions and modes of work, 

from observations, expectations, appearance and 

allocation target in the launch zone, to give accurate 

coordinates and creating condotions for launch. It is 

calculated and the time entered reinforcement  RL 

(Radar-Lighter) the 0.6[s]  distance till encounter with 

target with a given AD (Area of Destruction) from near 

and far, uper and lower limit, dictated the height of 

target,dedad zone, its speed, parameter target and type 

of aircraft as a target, figure 1.  

Second phase of flight missiles is marching mode of 

work when RAMJET propulsion engine is activated. 

Missile is included in the loop of guidance, ate target is 

still continuosly illuminates CW illuminater with 

1S91(RSSG-Radar Station Surveillance and Guidance), 

and at same time monitors TR (Tracking Radar) ie pulse 

radar. Necessary presence included continuous pulse 

transmitter RG (Radar Guidance 1S31) represents, with 

observation RS (Surveillance Radar 1S11) all the while 

guiding missile to hit and destruction of the target, great 

technical and tactical problem of hitting  the target and 

same time surviving crew and resources. It shows 

practice and out dated system, which makes it inferior, 

in relation to the modern affensive resources from AS 

Also, posibility of hitting modern targets is drastically 

reduced, and to achieve the reguired real norms its 

necessary a far greater number consumption of missiles 

by one target (from 18 to 22 missiles) in a short period 

of time, wich is economically unsustainable

With the work off start phase of missile  propulsion, 

achieves the necessary speed of missile, and at the same 

and imposible in our conditions short period of time,
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Picture 3. Starting conception strategies simulation of dual homing AAD missiles on one target 

 

wich is economically unsustainable and imposible in

our conditions. 

So, exlusion RG from system and substition on missile 

(placing additional illuminator on missiles) and 

modrnization of the existing receivers (digitalization, 

silent in SST-Solide State Tehniques) in the exesting 

RHH, with innovated roles of tail antenna. Missiles get 

divided but euch other interchangeable roles (guided –

slave missile M1- that excels 3[s] and she is always in 

role that attack target and leading-master missile M2-

with illuminates target T  and flight behind guided M1 

and support it) is the core cooperatively coupled homing 

two missiles to one target, figure 4[2]. 

 

 
           Figure 4.  Proposal algorithm decision - making in               Figure 5. Matlab block scheme simulation 

                            tandem homing missiles      

 

Missiles are changing roles changing the specified 

status, at defined intervals of time and thus abtaining 

SARH in the air, with all know pros and cons. 

Algorithm applied in strategy dual-coupled homing  is 

shown in figure 4. It can be seen that guided missile M1 

travels in PO (Point of Overtkong), optional guided 

missile M1, wich illuminates target, with criteriechange 

of roles of missiles. Algorithm decision, running 

parameters, wich are in accordance with the decisions 

state (missiles), expressed as control functions of time 

in respective sequences, processed in [2], from the time 

of operation target to its cooperative destruction. 

Also, one of the condition that must be provided energy 

relation, expresed through the signal stenght transmitter 

from ground toward target and strenght signal of giving 

tail antenna from missile to target, according to eq.(2). 

 

4
. arg arg/ ( / )ilum RAR RStOG RStOG T et Missile T etP P R r− −=        (2) 
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Missiles fly based on criteria set current failures m (md - 
miss distance) and achieving the lowest end-flops in 

relation to the position and maneuvrar of the target in 

area. Starting pictures kinematics, as the basis of 

simulation, shown in figures 4 and 5.   

Unfavorable position, with structural constraints and 

performance of missiles (max  4[s] flight toward as per 

predictable path) at one time for a second missile, that 

was with big fault, becomes a priority. So, there is a 

possibilityof additional processing  through GP 

(Generator of Serrching) in Homing Head, respectively 

additional grip (if target was lost for flight in 

’’remembered’’TP (Point of overtaking).  Also, she has 

enough time and benignity of movement, so that in the 

area, guided missile its longitudinal axis and with angle 

of beam transmitter RL, plased in the optimal position 

parallel to the longitudinal axis of aircraft (decreses the 

tilt radiation pattern in relation to longitudional axis 

with command changing antenna) for acyion remote  

radar lighter and destruction of target, figure 6. 

 
Figure 6. Dependence Kru of speed targets (bomber,           Figure 7. Integral law probability failure  missile 

                fighter) and failures of AADS missile                   SA-6 at various speeds target less than 12[m] for 

                                                                                               a given probability - P 

 

 

3. REALIZATION OF SIMULATION    

   TANDEM DUAL COUPLED     

    MISSILES  

 
Conceptual scheme of simulation coupled guidance 

tandem missiles AAD, in software program MATLAB, 

has shown in picture 5. 

We see that they are mathematically coupled two 

module 6.DOF missile, autopilot and executive 

actuators of missile. At the entrance, a module target 

formed and module of comparing errors of missile M1 

relative to M2 i module of additional calculation, with 

respect to the effective radius of action W (Warhead). 

System has posibility to of giving the stroke duration 

(clock) roles of missiles (guided, leading), with the 

necessary delay missile launch M2 than 3 [s]. 

Matlab model simulation, picture 5, done on the basis of 

kinematic relations of picture 1, includes: model of 

gravity and shape of Earth, kinematics and law of 

guidance,  dynamics and 6DOF, disruption and settings, 

aerodynamics (parameters and coefficients), missile 

launcher, geometry of missile, radar lighter  i warhead, 

mass-propulsion-inertia characteristics, run the 

simulation with default parameters, reading file,  select 

a time changes status of missile inding the closest point 

of the encounter and presentation of data and results 

(diagrams) given simulation.  

In simulations, with solutions ballistic flight, active 

guidance and SARH mode, were used real parameters  

of missiles: navigation constante [N=3.5], timing 

constant HHM [Tg = 004[s]], memory Point of 

Overtaking the Target (POT) from Generator Search 

(GS) RHHM tmemory = [2,5-4[s]], radius of efficient 

action warhead [refW = 25[m]], time reinforcement RL 

[tearmRL = 0,6DPOT], coefficient effectiveness  radar 

lighter Kru> 0.90, fugure 6,  side overload [ab=15[g]], 

longitudinal overload [au=23[g]],  loss of guiding until 

meeting with starting maneuver of flight [tvgsmanevart = 6-

8 [s]],  clearance failure of missile [rpr= 3-20[m]]. 

 

4. SHOVING RESULTS MATLAB   

    SIMULATION AND RESEARCH 

 
Based on the collected data in the real world, setting 

model SARH as bistatic radar in the air (alternating 

shifts,  giving - active radiation and reception-semi- 

active) obtained are the result of the launch of  two 

tandem, the two missiles (guided and leading) on real 

targets (strategic bombers and attack fighter). Also, 

experiential data, which provides original rule shooting 

system, were amendments of the input data and 

parameters, on what basis are made numerous 

simulations using the Matlab 2R2011a, whose Simulink 

model custom-built analysis and set up for this type of 

missile, in figure 5. The results are shown in Table 1. 

First, it provides a case in shooting case of forced 

release of missiles with SPLV -1,2. 
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Table 1. Showing results of Matlab simulation for default parameters of target and and avariety of shooting    

              modes and launching  missiles AADS       

 
 

Then it examined individually shooting with one missile 

on modern target flying to meet in standardized height 

7[km] and then dual shooting on target which are flow 

with zero radial velocity (helicopter) on 3[km]. Then 

engage targets outgoingm which is defined by the 

manufacturer in the development system (strategic 

bombers and attack fighter MIG-19).  

It is taken case of shooting in the autonomous mode 

2K12M and centralized (K-1M) management of fire 

from the upper-level. In the end results were compared 

for various modes of launching missiles (shooting with 

one missile and shooting with two coupled missiles, on 

different specific altitudes of 0.01-1[km], 3-7-12[km],  

and set speed targets in and check-out) as well as other 

parameters of the target (helicopter, drone, bomber, 

attack  fighter, modern fighter- to meet and outgoing), 

testing time shift status missiles M1 and M2 and its 

impact on the ultimate failure, table 1. 

For that purposegiven algorithm was used in pictures 3  

and 4 for autonomous launching two coupled missiles 

with limited time simulation propulsion missile, with 

allow overload and parameters of target, etc. Used as 

real technical parametersof geometry missiles, its 

aerodynamic parameters, blend together in two coupled 

6DOF dynamics model and and the kinematics 

associated with the module objective (uniform 

movement or maneuver as sinusoidal movement, or by 

changing the position and target vectors). In table 1, has 

shown results of simulation, for various modes of 

launching and variable of parameter target (elevation, 

distance, altitude, speed, maneuver, maneuver 

frequency, parameter). In the analysis was tested 

changed duration status of missile M1 and M2. For 

specific targets, criterion manifactures SA-6 missile 

sistem they were: 
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Table 2. Research optimal time simulation shift missiles M1,M2 

 
                                                                                        Figure 8. Tipical engagement geometry A-M 

      Figure 9. 

 
strategic bombers and attack fighter, serial number 8. 

and 9. Tabele 1, was adopted as the optimal value time 

duration status of missile of t=1[s].  

Appearance representative diagram of radiation, with 

two SPLV and tandem dual coupled AAD missiles, 

shown as a variable kinematic size and trajectory of 

target and missile, figure 9. Given failures PAAD 

missile, very well agree with a given dependence Kru = 

f(r[m]), figure 6,  referred to in [3], the original 

instructions – rules producer system. Pictures 1,2,3  

show (a-l) the end results and given failures. Comparing 

the results, with the results of the launch of a single 

missile on same target, result in an improvement of 

about 3.9 -8.02 [%]. 

 

5. CONCLUSION 

 
The obtained representative results show that the 

strategy of dual SARH, coupled guiding and leading 

missile, with optimal interval of time changed status of 

1[s] improved around 8.02[%], for almost all targets and 

modes of  shooting on average. Thereby were analyzed 

strict requirements, dictated by modern high 

performance targets (attack fighters) with curvilinear 

maneuver and in encounter and in leaving phase. 

Realistic performance of  SA-6 were taken into account 

with from near and far boundary zone of launches and 

destruction, on various at different altitudes. It turned 

out that the results of the dual tandem rocket launching, 

the best solution for LF targets, the distance from the 

launch 9[km], height 3[km], target speed 1,2[Ma], side 

overload of 8 [g] and with parameter 0[km].  The 

ultimate failure of the rocket is upgraded from 48.80[m] 

to 11.83[m], which is within the limits of efficient 

operations radar lighters, and it is 412[%], in relation to 

launch of a single missile on the same target. Due to the 

requirements set SA-6, which date from 55 years ago, 

use of dual launching of two missiles represent a good 

basis for opservation and modification SAM in mid-

range category. Further directions of research should be 

directed on expansion mutually coupled guidance on 

modern target with complex maneuver, improving the 

algorithm by the expanded method (PPN) and salvo 

launch of homing missiles SAM on one target. 
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The inverse bremsstrahlung absorption coefficients

and Gaunt factors in astrophysical plasmas
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4Observatoire de Paris, 92195 Meudon Cedex, France

E-mail: mihajlov@ipb.ac.rs

Abstract. In this paper we present the method of determination of the electron-ion inverse
Bremsstrahlung characteristics in order to cover the corresponding stellar atmosphere models.
The used method is based on cut-off Coulomb model potential. It is shown that determination
of these characteristics i.e. the absorption coefficients and Gaunt factors can be successfully
performed in the region of electron densities from 1013cm3 to 3 ·1019cm3 and temperatures from
3000 K to 50000 K within the wavelength region 100 nm ≤ λ ≤ 3000 nm.

1. Introduction
After examining the existing literature about inverse ”Bremsstrahlung” process [1, 2, 3, 4, 5],
it could be seen that the most of presented papers are devoted to the determination of the
corresponding Gaunt factor. Namely, the exact relation for the differential cross section for
the direct ”Bremsstrahlung” process exist for a long time [6]. This automatically led to the

possibility of the exact term for the inverse ”Bremsstrahlung” cross section σ
(ex)
i.b. (E, εph), for the

considered inverse ”Bremsstrahlung”. However, the practical applicability of mentioned strict
relation was complex, which suggested the search of a practical ways for describing inverse
”Bremsstrahlung”. Therefor, it has been taken the simple and widely used quasi classical
(Kramer’s) cross section for the direct and inverse ”Bremsstrahlung” process. The idea was

to present exact σ
(ex)
i.b. (E, εph) in a form

σ
(ex)
i.b. (E, εph) = σq.c.

i.b. (E, εph) · gi.b.(E, εph), (1)

where gi.b.(E, εph) is the adequate defined Gaunt factor. Because of that, further step was to find
a simple approximations for the Gaunt factor gi.b.(E, εph) in relation (1). The mentioned exact

and approximated absorption coefficient are denoted with k
(ex)
i.b. (λ, T ;Ne) and kq.c.i.b. (λ, T ;Ne),

where Ne is free electron density. Here it is taken into account that in our case (single charged
ions) the ion density is equal to electron density Ne. Consequently, these coefficients are
connected with the relation

k
(ex)
i.b. (λ, T ;Ne) = kq.c.i.b. (λ, T ;Ne) ·Gi.b.(λ, T ), (2)
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where Gi.b.(λ, T ) is the required Gaunt factor. The determination of such averaged Gaunt factor
as a function of λ and T was the object of investigation in the majority of previous papers devoted
to the inverse ”Bremsstrahlung” process (see e.g. [1, 2, 3, 4]).

In connection with the relations (1) and (2) it is needed to keep in mind the fact that exact
terms for the inverse ”Bremsstrahlung” process are determined in the case of scattering of the
free electron onto the Coulomb potential. This means that mentioned exact terms are strictly
applicable on the case of diluted plasma. It is clear that the same holds for all approximate
relations which were obtained by now on the basis of these terms. From above mentioned it
follows that all such relations become the unusable in the case of plasma of higher densities, e.g.

non-ideal plasma. The aim of this work is to find such relations for σ
(ex)
i.b. (E, εph) which could be

applicable in the case of different stellar atmospheres (with higher densities), where the values
of the electron density changes from Ne ∼ 1013 cm−3 to Ne ∼ 1020 cm−3.

2. Theory
This work is continuation of our previous investigation devoted to the examination of the opacity
of the weakly and strongly ionized parts of the solar photospheres and lower chromospheres and
different helium rich white dwarfs atmospheres [7, 8, 9, 10, 11, 12, 13]. The aim of this work is

determination of such absorption coefficient k
(ex)
i.b. (λ, T ;Ne) and Gaunt factor Gi.b.(λ, T ) which

could be applicable on the case of plasma with higher densities. Because of that, we applied
a model potential, specially adopted for the description of the electron scattering onto the ion

inside plasma i.e. cut-off Coulomb potential, described by the relations Ucut(r) = − e2

r + e2

rcut
if

0 < r ≤ rcut and Ucut(r) = 0, if rcut < r.
Here, we use the procedure of the determination of inverse Bremsstrahlung cross-section which

is improved comparing to [12]. Using this improved procedure in this work were performed
calculations of the corresponding Gaunt factor in the wide region of electron densities and
temperature which can be used in connection with the different astrophysical and laboratory
plasmas. Special calculations were made in order to determine free-free spectral absorption

coefficients for the different stellar atmosphere models. Here we take κ
(ex)
i.b. in the form

κ
(ex)
i.b. (ελ;Ne, T ) = N2

e ·
∫ ∞

0
σ
(ex)
i.b. (E;E′)v · fT (v) · 4πv2dv ·

(
1− exp

[
−~ω
kT

])
, (3)

where fT (v) is the corresponding Maxwellian distribution function for given temperature T . On
the other hand quasi classical Kramer’s kq.c.i.b. (λ, T ;Ne) is given by the known expression

kq.c.i.b. (λ, T ;Ne) = N2
e · 16π5/2

√
2e6

3
√
3cm3/2ε3ph

~2

(kT )1/2

(
1− exp

[
−~ω
kT

])
, (4)

where εph = 2π~c/λ. According to this, averaged Gaunt factor Gi.b.(λ, T ) is determined here

from Eq. (2), where k
(ex)
i.b. (λ, T ;Ne) and kq.c.i.b. (λ, T ;Ne) are given by Eqs. (3) and (4).

It is important that within this work the inverse ”Bremsstrahlung” absorption coefficients

κ
(ex)
i.b. (ελ;Ne, T ) are determined by Eq. (3), where the spectral absorption cross section

σ
(ex)
i.b. (E;E′) is calculated using the improved procedure from [12], where all relevant quantities

are determined strictly numerically without any additional approximation.

3. Results and discussion
The calculations of the Gaunt factor Gi.b.(λ, T ) and absorption coefficients k

(ex)
i.b. (λ, T ;Ne) were

carried out for the electron densities in the range from 1 · 1013cm−3 to 3 · 1019cm−3 and
temperatures from 3·103K to 1·105K, and the observed wavelength region 100nm < λ < 3000nm
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Figure 1. Upper panel: The behavior of T and Ne as a function of height within the considered
part of the solar atmosphere model of [14]; lower panel: The absorption coefficient for inverse
”Bremsstrahlung” processes within the considered part of the solar atmosphere model.

in order to cover the corresponding stellar atmosphere models. This is illustrated by Fig.1 which
shows the behavior of the absorption coefficient for inverse ”Bremsstrahlung” processes within
the considered part of the solar atmosphere. Also the absorption coefficients for different DB
white dwarf atmospheres were carried out. Here we highlight that the presented exact quantum
mechanical method can be used to obtain the spectral coefficients for inverse ”Bremsstrahlung”
process for the broad class of plasma of higher non-ideality. We expect that the cut-off Coulomb
potential model results are more accurate in comparison with other methods, which are so far
used for cases of stellar plasma with higher non-ideality.
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PHOTOABSORPTION CROSS SECTIOI\
OF A DENSE HYDROGEN PLASMA"

MODEL METHOD

Nenacl M. Sakanl*. Vladimir A. Sre6}<ovi6 1, Zoran J. Simiiz ancl Vlilan
S. Dimitri jcvii 2'3

I Institute of Ph,ys'ics, Br:,1,g'ra,de (J'ni,uc:r'si,ty, P,regreui,ca, 118" 11080 Zr'-rn,u'n.
Belgra,de, Se'rhi,a2 Ast'ro'n,om,i,co,l, Obse,mto,to,ry, Vot,gi,'no, 7, 11060 Belg,ro,d,r:.

Serbi,as LER,MA, Obsertta,toi,r'r: rl,c Pa,r'i,s, (IMR, C /fi15' 8112. UPMC,
921 95 Mr:u,d,on, Crxl,e:r, Fra,n c:r:..

Abstract. Here are presentecl resuits of bouncl state transition modeling
using the cut-off Corrlomb model potcntial. Thc cut-off Coulornb poten-
tial has proven itself ir,s a modcl poterntial for the dense irydrogen plasrna.
The main aim of our investigation incirrde a furttrcr steps of irnprovc:nrent
of the usage of moderl potential. Thc results dcal with partially ionized
dense hydrogen plasma. The prescnted resrrlts covers i^tre : 6.5. 1018 cD-3,
7 : 18000 K and N" : 1.5' 101e cm-3 , T :23000 K wherc the compar-ison
with the experimental clata as wcrll as with thc thcoretical vaiues shoulcl
take place. Since the moclel was successfullv applied on continuorrs pho-
toabsorption of dense hydr:ogen plasrna in thc broad area of tempcraturcs
and densities it is expected to combinel both continrrous and borrnd-bound
photoabsorption within single cluantrrm rncrctrarrical rrodel with thc sarrc
success.

1. INTRODUCTION

The problems of plasma opacitv, energy transport ancl ra,dia,tive
transfer under rnoderar,te ancl strong non-icieality are of interest in theoretical
and experimental researcli lI, 2, 3, 41. The strong coupling and clensity
effects in piasmas radiation were the subiect of nuilrerous experinrental and
theoletical stuclies irr the last clecacles. Irr this paper we plesentecl a rrew
rnoclel way of rlescribing atorrric photo-absorptiorr processes iri clerrse strorrgly
ionizecl hvclrogen plasrnas, which is basecl on the approxinration of tlre cut-
off Coulornb potential. By now this approxirnatiorr has been used in orcier
to clescribe transport properties of derrse plasuras (see e.g. [1, 5, O]). but it
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was clear that it could be appliecl to sorne absorption processes irr non.icleal
plasmas too [3, 7,8,9]. lVlore detailecl explanation conid be find in [101.

2. THEORY

2.1 The approximation of the cut-off coulomb potential

. Many body processes, nil,mel;r: E.l * (H+ * *)n * Sr.rt -+ (H+ + e;1 +
Sr""t,, where Srest a,ncl ,9i"", denote the rest of the consiclerecl plasrna ale
here considered sirnplified by the use of transforuration to tlier corresponciirrg
single-particle processes in arr adequately chosen rnodel potential, frrl the
detailed theory [10] should be considereci.

As an adequa,te nrodei potential for hydlogen plasnia r,vitlr such
density we choose, as in 15,3], the screening cut-off Coulomb lrotentia,l,
wirich satisfies above conditions, ancl is usecl in fbrm

T T  I * \  _
v c : \ , /  -

t
e '- -+
ry

0 ,
( 1 )

c

t ( .

0 < r 7 r , , ,

rc ( r" ( oo,

where the mean poterrtial energy of an electron in" tlie consiciered hyclrogen
plasma Up;.: -"'/r" is usecl as a energ;r origirr of the potential. Here e is
the modulus of the electron charge, r' - distance fronr the ion, anci cut-off
radius r" - the characteristic screening lengtli of the consiclerecl pla,sma.
It is important that tire cut-off radius 7'c cla,n l:e cletelminecl as a given func-
tion of ltr, and T, using two characteristic lengths, ro: (kBTf 4trNie2)r/2
and r",r; : (sNi.lln)t/', where l[ a,'cl ?'.s.i .,f€ t]re io* densit;r a'cl trre cor-
responding Wigner-Seitz's ra,ciii-rs ancl &;6 - Boltzrna,n's constarrt. Irtralrely,
taking that AII : AL and r" : cLc:i. F,z \ ,re ca,n ciilectly deterrnile the fa,ctor
os;i &s a function of la,tio 'rr;r/rt, on the basis of the d.a,ta about the urean
potential energy of the electron in the single ionized plasrna ft'om 111]. The
belravior of. a".i in a wicle legion of va,hres of rr.,if ri is presentecl ilFig. 1.

2.2 Tkre calculated quantities

In accordance with that, the behaviol of the dipole rnatrix element
is invest igated here.  I t  is  g iven l ry b(r ; rc i r l , i th inf  , l ! )  :1 n,1, Iy l r ln1, , l i ,  ) ,
where the wave functions ln,i,Ii ) anci lny,ly ) are initial tindfinal state
wave functions obtairred within the rnoclel of cut-off Coulomb potential.

The total absorption cross sectiorr of the line coulcl be linkecl with
the dipole mornent ciirectly with the irelp of relation

oo(c . , :  u . r , i ) : Iyy*b( r . ; r , , . ; , tL i . , t i , iny , ty )2 .  (2)'  
J Qt €rth,c

The total bound-bouncl absorption crosri section for the "$hort"
pulse f rom 1121, Ne -  1.b.  101e crn-3,  T :23000 K goes in the range
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Figure 1, Behavior of the parameters ac;i: r./r"t., from [11], as the function
of the ratio r",afri, details on rs;z and r.i are in the text.

3. CONCLUflON

The presented results are step forwarcl towards inclusion of the en-
tire photo-absorption processes for irydrogen atom in pla"sma witirin the
fr'ame of the cut-off Coulornb potentiai rnoclel. Orre of the benefits of tlie
presented results is a completely quaritum mechanical solutiorr for corrsid-
ered case, otrtained fronr wave functions that are analytical and representecl
with the help of special furrctions, €.8. the influence of additional numerical
source of err-ors is minimizerl as possible. The work on includirrg uroclel
broadening procgss for each of energy levels, ancl inclusion in caiculation is
going on.
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NUMEROV METHOD ANALYSIS WITH A GOAL 

OF APPLICATION OF COMPLEX PLASMA MODELS

NENAD M. SAKAN1 and ZORAN SIMIĆ2

1Institute of Physics Belgrade Pregrevica 118, Belgrade, Serbia
E–mail nsakan@ipb.ac.rs

2Astronomical Observatory Volgina 7, P.O.Box 74 11060 Belgrade, Serbia

Abstract. The dense plasma is a complex system, with it’s specifics in describing of related
to more common plasma systems. It is proven that a Cut-off coulomb model potential had
it’s advantages in describing of the hydrogen plasma of moderate up to the higher plasma
non ideality. The need for introducing a more complex models of atom in plasma is needed.
The further modification and development of a similar or more advanced model potentials
is expected to produce a better and more applicable results. There is a need for fast and
accurate enough method of their solution. In this paper the analysis of the logarithmic grid
of Numerov method for solving a Hydrogen Coulomb potential is analyzed.

1. THEORY

Moderate and high density plasma is characterized by the strong inter particle forces,
leading to the coupling of the charged species in plasma, see Fortov et al. 1989,
Kobzev et al. 1995., Adamyan et al. 1994 and Adamyan et al. 2004 for example. In
order to characterize a non ideality the parameter Γ is defined by

Γ =
〈ECoul〉
kTe

=
q2e

4πε0kTe

3

√
4πne

3
, (1)

for the plasma of temperature Te and density ne, note that in the local thermo-
dynamical equilibrium an electron temperature and electron density could be used.
Non ideality parameter itself presenting a ratio of Coulomb inter particle interaction
in compare to average thermal energy of the plasma system. The Γ parameter for
slightly and moderately non ideal plasma is within orders of 0.1 up to 10.

The plasma, as a collective phenomena, could be analyzed in a quantum mechan-
ical approach, as a single particle which potentials is influenced by all the plasma
species. The particle-plasma interaction is therefore described with the help of the
pseudo potential. Having in mind that the closest neighbors reflect onto the mid range
zone of the potential, where Coulomb potential weakness in comparison to their in-
fluence, while average plasma influence reflects as a constant potential level in a far
field region. The cut-off Coulomb potential presents a good description of plasma
influence in close vicinity of the analyzed particle, as well as in far field zone, so the
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more complex forms of the pseudo potential is needed, see Mihajlov et al. 2011, Sakan
2010, Sakan et al. 2018 and Srećković et al. 2010. In general the potential of arbitrary
form does not posses an analytical solution, so that numerical method for solution of
a Schrödinger equation is needed.

In this paper an initial analysis of the stability of the numerical solution method
took a place. As a main candidate the Numerov method with the logarithmic grid is
selected.

1. 1. RADIAL PART OF THE SCHRÖDINGER EQUATION

In description of the plasma atom interaction a radial part of Schrödinger equation
is used in order to calculate the radiative parameters of plasma

After introducing a new function R(r) = P (r)/r into the radial part of the
Schrödinger equation, as well as the use of a modified potential Ṽ (r) = V (r) +
(h̄2/2m)(l(l + 1)/r2), simplifies the form of the radial part

− h̄2

2m

d2P (r)

dr2
+ Ṽ (r)P (r) = EP (r). (2)

1. 2. NUMEROV METHOD FOR RADIAL SCHRÖDINGER EQUATION

The differential equation 2 is solvable with the help of Numerov method behind which
a Taylor expansion of the differential equation is used. If the new function q(r) =
Ṽ (r)−E, the differential equation tooks the form P ′′(r) = q(r)P (r). Having in mind
that the Taylor expansion is valid for the linear mesh, e.g. ri = i ∗ h, where the
notation P (ri) ≡ Pi and q(ri) ≡ qi is used here. As it is known a solution for the
radial function Pi is given by

Pi+1 =
12 [2Pi − Pi−1] + h2 [10qiPi − qi−1Pi−1]

12− h2qi+1
− P

(6)
i h6

20 (12− h2qi+1)
, (3)

where P
(n)
i ≡ dn

drnP (ri). The first order differential is given by

P ′i = 1
12h [Pi−2 − 8Pi−1 + 8Pi+1 − Pi+2]−
h
60 [qi−2Pi−2 − 2qi−1Pi−1 + 2qi+1Pi+1 − qi+2Pi+2]− 11

2520P
(7)
i h7.

(4)

More details about the application of the Numerov procedure from Noumerov 1924,
and the application onto the radial Schrödinger equation could be seen in Paolo
Giannozzi 2012/2013 and Havlová et al. 1984. It could be seen from the previous
equations that an error of the Numerov method could be estimated easily and is
well behaved in most of the radial part of the function space. In order to avoid the
problems related to the accumulation of the numerical error as well as to adopt for a
more realistic grid for the differential equation that has to be solved, a new variable
is introduced, x = x(r), dx = x′(r)dr. For the logarithmic grid a function is given by

x(r) = log

(
Zr

a0

)
, ∆x =

a0
Zr

δr. (5)

in order for system to be solvable by a Numerov method on a different grid xi = x0+h∗
i. In a case of logarithmic grid a function y(x) = P (r(x))/

√
r(x) neutralizes the first
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order differential and preserves a form of differential equation y′′(x) = q(r(x))y(x),
solvable by a Numerov method.

2. TEST PROCEDURE AND RESULTS

The analysis is performed using the Coulomb potential, e.g. the solution are for the
hydrogen atom without the influence of the plasma, since the stability is expected
to be the same with more complex pseudo potentials and the Coulomb one have an
analytical and known solutions.

Here we applied the Numerov procedure method that uses two separate solution,
outward integration, from the smallest radius values to the end of the classical solution
zone, and other, inward integration, from the largest values of the radius down to the
joining point. The solution is possible only for some values of the energy levels, so the
shooting method is applied in order to search for the values of the bond state energy.

As it is known, the convergence of the potential and physical meaning of the
wave function led to asymptotic solutions used for the initial values of the numerical
solution presented by

R(r)|r→0 ∼ r
l, P (r)|r→0 ∼ r

l+1, (6)

and for the large values of r

R(r)|r→∞ ∼ r
n−1 exp

{
− Zr

na0

}
, P (r)|r→∞ ∼ r

n exp

{
− Zr

na0

}
. (7)

In order to study a stability of the procedure of variation of a second initial value
is involved. With the help of varying parameter ε the second bond value in both
inward and outward integration is varied, mathematically could be presented as

F0 = F0, FNEW
1 = k ∗ F1, FN = FN , FNEW

N−1 = k ∗ FN−1,
F ≡ [R(r), P (r)] k = (1 + ε), ε ∈ (−1, 1)

(8)

In this analysis a parameter ε took values [−0.1, −0.05, −0.01, −0.005, −0.001,
0, 0.001, 0.005, 0.01, 0.05, 0.1]. All of these parameter values, in exception of −0.1,
that are smaller or equal to 0, led to the same energy values with the relative error
smaller than 10−5. In the case of the smallest values for ε > 0 the result yields a
lower energy state, otherwise the numerical solution will be colapsed.

3. CONCLUSION

The preliminary test led a conclusion that the numerical integration method, partic-
ularly the Numerov type integration method with logarithm and 1/r3 grid could be
used for solving of model potential of dense hydrogen plasma, Havlová et al. 1984. In
analyzed cases there is an exact mathematical form of the wave function. The analysis
of the stability of the solution with the initial values on the Coulomb potential led
us to conclusion that the model is also usable for cut-off Coulomb model potential.
The method possesses fast convergence toward to a solution, and because of that is
very applicable when using it in more complex analysis, as well as for coupling with
molecular dynamics codes. Even more, it gave an opportunity to solve more complex
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n l Ecalc/EH dE/E
1 0 0.9998168 -0.0001832
2 0 0.9999084 -0.0000916

1 1.0000000 0.0000000
3 0 0.9999387 -0.0000613

1 1.0000000 0.0000000
2 1.0000000 0.0000000

4 0 0.9999442 -0.0000458
1 1.0000000 0.0000000
2 1.0000000 0.0000000
3 1.0000000 0.0000000

5 0 0.9999632 -0.0000368
1 1.0000000 0.0000000
2 1.0000000 0.0000000
3 1.0000000 0.0000000
4 1.0000000 0.0000000

Table 1: Calculated energy for the unmodified initial values.

model potential in order to describe different atoms in dense plasma. The further
analysis is needed for development of a method for determination and avoid of nu-
merical errors in solution, as well as to optimize a procedure for best mesh densities
selection.
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A prospective unseeded hydrogen plasma-based high-Mach number fuel is a complex mix-
ture of at minimum three initial species: noble gas (Ar), hydrogen, and air. Noble gas is added
in the mixture to reduce the penalty of ionization. However,the presence of hydrogen, nitrogen,
and oxygen molecules leads to complex branching inter-radical chemistry, which may result in the
decrease of the degree of ionization. These processes are poorly understood and their study is the
primary motivation for the present work. Effects on plasma properties upon addition of hydrogen
have been noted in many cases [1-4].

In this work we are comparing experimental results on the decrease of ionization in anAr
plasma with variable (1− 10 %) addition of hydrogen in two flowing pulsed discharges – mi-
crowave cavity discharge operating in the initial pressurerange from 0.1 to 10kPa(static pressure
range from 0.5 to 50kPa) and a pulsed dc discharge operating in the initial pressurerange 1 to
10kPa, but at static pressure 20 to 400kPa. Apart from the pressure range, the two discharges dif-
fer in the degree of ionization, and departure from Saha equilibrium. Both discharges could serve
as generic plasma sources for flowing combustion reactors, one at sub-atmospheric and other at
super-atmospheric pressures serving as fuel reformation devices in renewable energy sources.

The initial question how addition of hydrogen in Argon plasma affects the discharge kinetics
and parameters at sub-atmospheric and super-atmospheric pressures is addressed in this paper.
Further addition of fuel components was planned and executed in the supersonic, low pressure
version [1], but it is still in preparation for the high pressure version.

Fig. 1: Scheme of supersonic microwave
discharge.

Fig. 2: Electron density drop in the cavity
microwave discharge at 300Pa, with dif-
ferent initial amounts ofH2 in the mixture.
Statistical error is indicated.

The pulsed light source used for this study is laboratory made low pressure pulsed plasma
source of specific design [5] with possibility to generate high electron number density helium
plasma withNe up to 1024 m−3. The schematic drawing of discharge tube, together with experi-
mental setup is given in Fig. 3. The separation between tungsten electrodes (placed inside a quartz

20th ESCAMPIG, 13-17 July 2010, Novi Sad, Serbia P3.39



tube with an inner diameter of 8 mm) was 8 cm. Each electrode has a 0.6 mm diameter cen-
tral opening to enable interferometric and spectroscopic measurements along the axis of plasma
column.

Fig. 3: Experimental setup

The discharge was driven by the low inductance 15µF capacitor charged in this experiment
up to 6kV. In order to decrease the circuit inductance three electriccables are coaxially connected
with cathode. For data acquisition two different line shaperecording systems were used. In the
first one, see right hand side of Fig. 3, a 1 : 1 image of the plasma source is projected, by means
of: flat M2 and focusingM3 mirror (diameterD = 50 mmand focal lengthf = 100 cm), onto
the entrance slit (15µmwide and 1mmvertical opening) of a 1m monochromator (inverse linear
dispersion 0.833 nm/mm). Behind the exit slit (15µm) of the spectrometer thermoelectrically
cooled photomultiplier (PMT) EMI 9813QB was mounted. The second data acquisition system
is based on a 0.3 m Shamrock 303 spectrometer equipped with Andor ICCD camera DH724. A
1 : 1 image of the plasma source was projected on the 10µmentrance slit by means of an optional
folding mirror M1 and quartz focusing lensqL (D = 36 mm, f = 33.6 cm), see Figs. 1 and 2. The
camera was synchronized with the trigger pulse forming network - TPFN activated by the pulse
from the Rogowski coil.

Our primary aim is to determine the extent of ionization lossdue to the addition of hydrogen
and air in two discharges that are the closest by configuration to the anticipated plasma-assisted
hydrogen combustion devices in high-Mach number gas flows. Additionally, we aim to use non-
invasive,in situ diagnostic techniques to study the mechanisms of ionization loss and consequent
decrease of active radicals needed for the enhancement of hydrogen oxidation.
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THE MODELING OF THE CONTINUOUS ABSORPTION OF EM
RADIATION IN HYDROGEN PLASMAS WITH ELECTRON

DENSITIES ABOUT 5 · 1018 cm−3 - 1.5 · 1019cm−3 AND
TEMPERATURES ABOUT 1.6 · 104 K - 2.5 · 104 K
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In this work is examined a new modeling way of describing the continuous absorp-
tion of electromagnetic (EM) radiation in a dense partially ionized hydrogen plasma.
It is shown that the obtained results give a possibility of calculating spectral ab-
sorption coefficients which characterize the relevant absorption processes in partially
ionized hydrogen plasmas with electron densities about 5 · 1018 cm−3 - 1.5 · 1019cm−3

and temperatures about 1.6 ·104 K - 2.5 ·104 K. The calculation method is applied to
the wavelength region 300 nm < λ < 500 nm. The presented results can be of interest
for dense laboratory plasmas as well as for partially ionized layers of different hydro-
gen stellar atmospheres. Namely the plasma of the inner layers of solar atmosphere,
as well as the plasmas of partially ionized layers of some other stellar atmospheres,
for example some DA and DB white dwarfs.
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The electron*iori inverse Bremsstrahlung is consiclerecl here as a factor of the in-
fluetlce on the opa,city of. the different stellar atmospheres and other astrophysical
plasmas. It is shown that this process can be successfully describecl in the frames
ol'cut,-of-[ Cou]orlib polrential rnodel within t]re regions of the electron densities and
teutperatures. 'Ihe relevant quanturn rrectranical rnethod of the calculation of the
corresponding spectral coeflfrcient processes is described and discussed. The results
obtained for the plasmas with the electron densities from 101acm-3 to 1020cm*3 and
temperatures fi-om 5' 103K to 3 . 104K in the wavelength region 200nm { ) < 500nm
are presented. Also, these results can be of interest for different laboratorv plasmas.

49



 
 
 
 
 
 
 

X SERBIAN-BULGARIAN ASTRONOMICAL CONFERENCE 
 

May 30 - June 3, 2016, Belgrade, Serbia 
 
 

BOOK OF ABSTRACTS 
 

Eds. Milan S. Dimitrijević and Milcho K. Tsvetkov 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
BELGRADE, 2016 



X Serbian-Bulgarian Astronomical Conference (X SBAC) 
May 30 - June 3, 2016, Belgrade, Serbia 

Book of Abstracts, Eds. M. S. Dimitrijević and M. K. Tsvetkov 
Astronomical Observatory, Belgrade, 2016 

 
 

72

Poster paper 
 

INVERSE BREMSSTRAHLUNG CHARACTERISTICS IN DWARF 
ATMOSPHERES: THE ABSORPTION COEFFICIENTS  

AND GAUNT FACTORS 
 

Anatolij A. Mihajlov1, Vladimir A. Srećković1, Nenad M. Sakan1 and  
Milan S. Dimitrijević2,3,4 

 
1University of Belgrade, Institute of Physics, P. O. Box 57, 11001, Serbia 

 2Astronomical Observatory, Volgina 7, 11160 Belgrade 74, Serbia 

3IHIS-Technoexperts, Bežanijska 23, 11080 Zemun, Serbia 

4Observatoire de Paris, 92195 Meudon Cedex, France 
E-mail: vlada@ipb.ac.rs 

 
Here we determine the electron-ion inverse "Bremsstrahlung" 

characteristics for the case of the white dwarf atmospheres where such plasma 
characteristics as plasma density and temperature change in wide region. It is 
presented that determination of these characteristics i.e. the absorption coefficients 
and Gaunt factors can be successfully performed in the whole diapason of electron 
densities and temperatures which is relevant for the corresponding atmospheres. 

The used quantum mechanical method of the calculation of the 
corresponding spectral absorption coefficient and Gaunt factor is described and 
discussed in details in the papers of Mihajlov et al. (2011, 2015).  

The results are obtained for the DB White dwarf models (Koester 2015 
private communication) in the wavelength region 100 nm < λ< 3000 nm and 
presented in tabulated form. Also, these results can be of interest and use in 
investigation of different stellar and laboratory plasmas.  
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HF ELECTRIC PROPERTIES OF THE ASTROPHYSICAL PLASMAS 
 

Vladimir A. Srećković1, Anatolij A. Mihajlov1, Nenad M. Sakan1,  
Ljubinko M. Ignjatović1, Milan S. Dimitrijević2,3,4, Darko Jevremović2 and  

Veljko Vujčić2 
 

1University of Belgrade, Institute of Physics, P. O. Box 57, 11001, Serbia 
 2Astronomical Observatory, Volgina 7, 11160 Belgrade 74, Serbia 

3IHIS-Technoexperts, Bežanijska 23, 11080 Zemun, Serbia 

4Observatoire de Paris, 92195 Meudon Cedex, France 
E-mail: vlada@ipb.ac.rs 

 
Here we determine the HF characteristics of astrophysical plasmas on the 

basis of numerically calculated values for the dense plasma conductivity in an 
external HF electric field. The examined range of plasma frequencies covers the 
IR, visible and UV regions and consider electronic number density and 
temperature important for different stellar models. 

The results presented here are important for the investigation of atmosphere 
plasmas of astrophysical objects like white dwarfs with different atmospheric 
compositions (DA, DC etc.), and for investigation of some other stars (M-type red 
dwarfs, Sun etc.) as well as for laboratory plasma research (Srećković et al. 2010).  
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The inverse bremsstrahlung absorption coefficients and Gaunt factors
in astrophysical plasmas

A A Mihajlov1, V A Srećković1, N M Sakan1, M S Dimitrijević 2,3,4 and Z Simić2

1 Institute of physics, Univesity of Belgrade, P.O. Box 57, 11001, Belgrade, Serbia
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3 Observatoire de Paris, 92195 Meudon Cedex, France
4 IHIS Techno experts, Batajnički put 23, 11080 Zemun, Serbia

In this paper we will presents the method of determination of the electron-ion inverse "Bremsstrahlung"
characteristics in the stellar atmospheres where the plasma characteristics are changing in a wide diapa-
son. It is shown that determination of these optical characteristics i.e. the absorption coefficients and
Gaunt factors can be successfully performed in the whole region of electron densities and temperatures
which is relevant for stellar atmospheres. The used method is based on cut-off Coulomb model potential
which was used by now for the describing of some spectral characteristics of plasma [1,2]. The relevant
quantum mechanical method of the calculation of the corresponding spectral absorption coefficient and
Gaunt factor is described and discussed.

The results obtained for plasmas with the electron densities from 1014 cm−3 to 1019 cm−3 and tempera-
tures from 3000 K to 50000 K within the wavelength region 100 nm < λ < 3000 nm are presented. These
results can be of interest and use in the investigation of different laboratory plasmas.

References:

[1] Mihajlov A A, Sakan N M, Srećković V A and Vitel Y 2011 Journal of Physics A Mathematical
General 44 095502
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THE APPLICATION OF THE CUT-OFF COULOMB MODET

POTENTIAI-. FOR THE CA.I,CULATION OF BOUND - BOUND

STATE TRANSITIONS

h{.  M. Sakanl ,  V.  .A.  Sreikovi6 ' ,  Z.  Simi i2,  and M' S'  Dimitr i jevi iz '3

TInst' i{,ute of Physr'cs, Pregrett ' ica L18, 11080 Zemun, Belgrade, Scrbi'a
2Astrort,ct,tL,ic(LL Obser"uatr.tr"g, Volg'irt'u 7, 11060 Belgrade 38, Serbi'a

3t ERMA. Obseruatoire d,e Pari,s, UMR Cl'lRs 8112, UPMC,

92195 Metttl,on' Ced,er, Fro'n'ce

E-maiL: nscLl{an@ipb.ac.rs, ulad,a@'ipb.ac.rs, zs'im'ic.@aob.rs, mdi,mi'tr i ' ieui'c@)aob'rs

I' tiris corrtr.ibutiori we pi.eserrt lesults of bouncl state tlansitiorr rnocleiirlg using

the c,t-off Collomb model potential. The cut-off Coulomb potential has proven itself

a.s a rnod.cl porentia,l fol thc clcnsc hyclrogen plasma (sec Mihajlov et al. 2011,2015)'

T6e r'airr airl ot'ou1 irrvestigation includ.e a fr.rrthei' steps of irrrproverrtellt of the usage

of mod.el potentia,l. The presented. results cover a wide region of the plasma electron

clensities ancl temperatlrres. Srrch plasmas are of interest from both the laboratory

ancl the astrophysic'al aspect. Here, rve keep in mind the plasma of the inner layers of

the solar atmgspheleT as r,vell as of partially ionized layers of other stellar atmospheres,

for. exar'ple the atnrospirer.es of DA and DB wtrite dwarfs with effective tentpelatures

between I0 000 K and 2b 000 K (Sre6kovi6 et al. 2014). It is expected that such

approach woulcl leacl torvarcis the inchrsion of borrnd state transition photo-absorption

ol'o."., within the flame of the presentecl Coulomb cut-oft potential model'
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THE CROSS SECTIONS AND THE RATtr COEFFICIENTS
OF THE FREE.FREE ABSORPTION PROCESSES

IN STELLAR A'IMOSPHERES

v. A. sreikovidl ,  M. s.  Dimitr i jevi i2,rJ, '2.  s imi iz and N. M. sakanl

LInst' i tutc of Physics, Pregreu,ica 11g, 110g0 zcmun, BelgracLc, su-bia2Astro'nctrn'ical obser"ua,tor"g, volg,i,rtu 7, 11060 Betgrurle, se,t.tt, iu,
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92195 Meu,d,on Cerl,er, Fra,n,ce
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The contribution of free-fi'ee electron-ion processes to the total absor.ptiol irr stellar
atrnospheres increases with density, and for very 6lgnre plasmas it becornes cloininant.
Consequently, it is of interest to investigate the role of such processcs in dccper lav-
ers, and to exarnirre its itrfluerrce orr radiative trarrsf'er thi'ough such layer.s. 11 tiris
contribution we present the free-free i.e. electron.ion characteristics fbr the case of
the variorts rlodels of stelar a,tmospheres where srrch plasma char:r,cter.istics :rs pl:ls'ra
density and temperature change in wide region. It is shown that cieter,minatio' of
these characteristics such as the cross-sections and the rate coefiicient,s can be sLlccess.
fullv peifbrrrrecl irr t]re w]role cliapason of electrorr clerrsities alcl teruper.atur.es wliclr
is relevant for the corresponding non-ideal, clense astrophysicai plasma, The Cut-off
fbrm of Coulomb potential is rrsed to approximate the shielcling cffect in orcler to c1c-
rive the cross-sections and the rate coefficients. We used quantum mechanical methocl
of the calculation of the investigated characteristics (see Nlihajlov et al. 2015), The
results are obtaincd fbr the DB White clwarf models (I(ocster Z0tS privatc commrrni-
cation) and fbr the solar model of Vernazzael al. (1981) in the wayelength 'egion 10
nm ( ) < 3000 nrn. Also, these results can be of interest ancl use in investigation of
diff'ererrt laboratolv norr-icleal, clense plasrnas.

Mihajlov, A. A., Sreikovii, V.
635-642.

Yernazza, J.. Avrett, E., Loser,
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Free-free absorption coefficients in white dwarf
atmosphere

N. M.$aka n.1, V.A. S reckovi 61, Z.Si m ic2, M.S. Di m itr i jevic2'3

1 tJniversity of Belgrade, lnstitute of Physics, P. O. Box 57, 11001 , Serbia
2 Astronomical Observatory, Volgina 7, 11060 Belgrade 74, Serbia
3 )bservatoire de Paris, 92195 Meudon cedex, France

The contr ibution of free-free i .e. inverse bremsstrahlung to the total absorption

in stel lar atmospheres is not so important, but i ts contr ibution increases with density,

and for very dense plasmas i t  becomes dominant. For example, authors [1]stated
that inverse bremsstrahlung is the dominant absorption mechanism for lasers with

parameters typical for inert ial  confinement fusion. Plasma in inert ial  confinement

iusion experiments has propert ies which are similar to the condit ions in stel lar

interiors. Consequently, it is of interest to investigate the role of inverse
bremsstrahlung in deeper layers, and to examine i ts inf luence on radiat ive transfer

through such laYers.
In this contribution we present the free-free i.e. electron-ion inverse

"Bremsstrahlung" characteristics for the case of the white dwarf atmospheres where

such plasma ch-aracterist ics as plasma density and temperature change in wide

region. l t  is shown that determination of these characterist ics such as the absorption

coefficients and Gaunt factors can be successfully performed in the whole diapason

of electron densit ies and temperatures which is relevant for the corresponding non-

ideal, dense plasma of white dwarf atmospheres.
The Cut-off form of Coulomb potential is used to approximate the shielding

effect in order to derive the absorption coefficients. The used quantum mechanical
method of the calculation of the investigated characteristics is described and

discussed in detai ls in the papers of Mihaj lov et al. [2,3].  The results are obtained for

the DB White dwarf models (Koeste r 2015 private communication) in the wavelength

region 100 nm < A< 3000 nm. The range of the physical parameters covers the area

imlortant for plasma modeltng from astrophysical standpoint (white dwarfs, central

stars of planetary nebulae, etc). Also, these results can be of interest and use in

investigation of dif ferent laboratory non-ideal, dense plasmas'

t l lA Gr inenko,  D.O. Ger icke,  Dense plasma heat ing by inverse Bremsstrahlung,  in :

Central Laser Faci l i ty, Annual Report 200812009, Sceince and Technology Faci l i t ies
Counci l ,  Rutherford Appleton Laboratory, Harwell  Science and Innovation Campus,
Oxfordshire,  p.1 1 0.  (2009)
t2l A.A. Mihaj lov, V.A. Sreckovie, N.M. Sakan, Journal of Astrophysics and Astronomy
3,  36  (2015)
t3 l  A.A.Mihaj lov,  N.M Sakan,  V.  A.  Sreckovic,  Bal t .  Astron.20,604 (2011)

;
.9
U)
a
q)
U)
*
c)

F

U)
o
o_

I

er la i  I  :  nsa l<an(n i ipb.ac.  rs

133



Poster Session l l _ __ *Jg.r1ry - P45

HF electric properties of the astrophysical
plasmas under extreme conditions
V.A.Sreckovicl,  N,M.$akan.l ,  Z.Simic2, Lj.M. lgnjatovicl,  M.S.Dimitr i jevi62,3

I^University of Belgrade, Institute of Physics, P. O. Box ST, 11001, Serbia2 Astronomical observatory, votgina 7, 11060 Betgrade 74, Serbia3 observatoire de Paris, g2l gs Meudon cedex, Flance

For further investigation of strongly correlated plasma physics, the investigations of
i ts electronic propert ies remains an ongoing problem. For example theoretical
calculat ions and measurements of ref lect ivi ty are important because of i ts possible
use as diagnostic tool in the physics of high-density energy [1].
Here we determine the HF characterist ics of astrophysicJl,  dense, non-ideal plasmas
on the basis of numerical ly calculated values for the dense plasma conductivi ty in an
external HF electr ic f ield. The examined range of plasma frequencies covers the lR,
visible and UV regions and consider electronic number density and temperature
important for different stellar models.
These results, can be applied in the experiments of high pressure discharge, shock
waves etc.,  where strongly non-ideal plasmas, including extrenrely dense plasmas,
are created. Also the results presented here are important for investigation of
atmosphere plasmas of astrophysical objects like white dwarfs with different
atmospheric composit ions (DA, DC etc.),  and for investigation of some other stars
(M-type red dwarfs, Sun etc.)as well  as for laboratory plasma research (see e.g.
[2,3]) .

[1]V. E. Fortov, Extreme States of Matter: on Earth and in the Cosmos (Springer
Science & Business Media,  2010)
i2l V.A. Sreckovic, Lj.  M. lgnjatovic, A. A. Mihaj lov, M. S. Dimitr i jevic, MNRAS 406,
5e0 (2010)
[3] V.A. Sreckovic, Lj.  M. lgnjatovic, A. A. Mihaj lov, and l \4. S" Dimitr i jevic, publ.
Astron. Obs.Belgrade 89, 383 (2010)

ernail : nsakan@ipb.ac.rs
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of disturbances, associated with typical solar corona energy fluctuations, to generate these types of modes. We found that confined energy
deposition excites slow modes, while global perturbations, capable of instantly modifying the loop temperature, excite fast sausage modes.

Speaker: Mariana Cécere

a ESPM_Poster_Cece…

9:13 AM Stability of solar atmospheric structures harboring standing slow waves: an analytical model in a compressible
plasma   13m

In the context of the solar coronal heating problem, one possible explanation for the high coronal temperature is the release of energy by
magnetohydrodynamic (MHD) waves. The energy transfer is believed to be possible, among others, by the development of the Kelvin-
Helmholtz instability (KHI) in coronal loops. Our aim is to determine if standing slow waves in solar atmospheric structures such as coronal
loops, and also prominence threads, sunspots, and pores, can trigger the KHI due to the oscillating shear flow at the structure’s boundary. We
used linearized nonstationary MHD to work out an analytical model in a cartesian reference frame. The model describes a compressible
plasma near a discontinuous interface separating two regions of homogeneous plasma, each harboring an oscillating velocity field with a
constant amplitude which is parallel to the background magnetic field and aligned with the interface. The obtained analytical results were then
used to determine the stability of said interface, both in coronal and photospheric conditions. We find that the stability of the interface is
determined by a Mathieu equation. In function of the parameters of this equation, the interface can either be stable or unstable. For coronal as
well as photospheric conditions, we find that the interface is stable with respect to the KHI. Theoretically, it can, however, be unstable with
respect to a parametric resonance instability, although it seems physically unlikely. We conclude that, in this simplified setup, a standing slow
wave does not trigger the KHI without the involvement of additional physical processes.

Speaker: Michaël Geeraerts

a ESPM_conference_…

9:26 AM Public version of Mancha: a non-ideal MHD code for realistic simulations of the solar atmosphere.   13m

The MANCHA code development was started in 2006 to study wave dynamics in sunspots at the Instituto de Astrofísica de Canarias.  
Since then it has gradually been upgraded by adding new physics and improved programming techniques. 
The code can be used for a large variety of problems from linear wave propagation and classical hydrodynamic instabilities to highly realistic
simulations of convection-driven solar and stellar atmosphere.

The code solves the MHD equations including nonlinear terms for the ambipolar and Hall diffusion, the Ohm's heating and the Biermann
battery. 
The radiative energy exchange is implemented by the short-characteristics method. 
The equation of state is either ideal (computed on the fly) or realistic (interpolated from pre-computed lookup tables provided by the user). 
The code uses uniform Cartesian grid with spatial discretization up to 6th order; the Runge-Kutta scheme is used for the time integration. 
A super-time-stepping technique is implemented to overcome timestep limitation due to diffusion processes. 
Hyper-diffusion and filtering are available to stabilize the high-frequency numerical noise. 
A perfectly-matched-layer is implemented as an optional non-reflecting boundary condition. 
MANCHA is written in Fortran and parallelized with MPI, including parallel I/O using the HDF library.

In order to solve a new problem, users will need to find their own optimal set of parameters in an input control file.  
In the case of non-periodic boundaries, users are expected to create their own boundary condition module. 
A set of samples together with the manual provide basic instructions on how to do that.

Speaker: Mikhail Modestov

a ESPM_MANCHA.pdf

9:39 AM The optical properties of Hydrogen plasma described in the frame of the fully quantum method based on a cut-off
Coulomb model potential   13m

The absorption coefficients of hydrogen plasma, calculated within the frame of cut-off Coulomb potential model, for the wide area of electron
densities and temperatures observed within the solar atmosphere are presented here. The optical parameter of hydrogen plasma of mid and
moderately high nonideality parameter could be described successfully, thus enabling the modeling of optical properties, especially the
calculation of plasma opacity. The model was proven in both convergence towards normal condition, ideal plasma case, as well as with the
help of analysis of the experimental data and further theoretical consideration. The model potential is solvable in entire space and within entire
energy spectrum, thus the yielded wave function solutions are a combination of a special functions. The special form of the cut-of Coulomb
potential, possesses an unique feature that enables the precise, fully quantum method of calculation of inverse Brehmstrahlung effect.
Although the presented method development is still a work in progress the possibility of unifying a mode for both transport and optical
properties of plasma within same model is an attractive direction for it’s further development.

Speaker: Dr Nenad Sakan

a poster_ESPM-16_ns… a Poster_pres_ns_zs_…

9:52 AM MHD wave propagation in asymmetric solar waveguides   13m

We present our findings on MHD wave propagation and instabilities in asymmetric Cartesian waveguide models. Generalising the classical
slab models this way, thanks to the introduction of various sources of asymmetry (background density, magnetic field or flow speed) allows us
to more precisely investigate several important features in the richly structured solar atmosphere. By developing solar magneto-seismologic
methods from these analytical models, we can provide an efficient tool for obtaining further information about the solar plasma from
observations. We offer further detail on the types and parameters of MHD waves expected to propagate and be observable in a number of
multi-layered systems of the solar atmosphere (such as e.g. magnetic bright points or light walls) with new, high-resolution technology.

Speaker: Ms Noémi Kinga Zsámberger

10:05 AM From highly-collisional to collisionless fluid models   13m

The atmosphere of the sun represents a complex physical environment
where two traditional classes of fluid theories come to interplay. While the solar chromosphere is typically modeled with fluid models derived
under the highly-collisional assumption, whereas the collisional frequencies in the solar corona can become so small, that collisionless fluid
models seem to be more appropriate. We briefly overview these two distinct classes of fluid theories and discuss the major differences
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Abstract

The absorption coefficients of hydrogen plasma,
calculated within the frame of cut-off Coulomb po-
tential model, for the wide area of electron den-
sities and temperatures observed within the so-
lar atmosphere are presented here. The opti-
cal parameter of hydrogen plasma of mid and
moderately high nonideality parameter could be
described successfully, thus enabling the model-
ing of optical properties, especially the calcula-
tion of plasma opacity. The model was proven in
both convergence towards normal condition, ideal
plasma case, as well as with the help of analy-
sis of the experimental data and further theoret-
ical consideration. The model potential is solv-
able in entire space and within entire energy spec-
trum, thus the yielded wave function solutions are
a combination of a special functions. The special
form of the cut-of Coulomb potential, possesses
an unique feature that enables the precise, fully
quantum method of calculation of inverse Brehm-
strahlung effect. Although the presented method
development is still a work in progress the possi-
bility of unifying a mode for both transport and op-
tical properties of plasma within same model is an
attractive direction for it’s further development

1. Introduction

In the theoretical models of Solar plasma a prob-
lems of plasma opacity, energy transport as well
as radiative transfer under moderate and strong
non-ideality are of strong interest, for the deeper
analysis of the subject reffere to [1, 2, 3, 4]. The
strong coupling and density effects in plasma ra-
diation were the subject of numerous experimen-
tal and theoretical studies in the last decades.
The presented quantum way of describing atomic
photo-absorption processes in dense strongly ion-
ized hydrogen plasma is based on the approxi-
mation of the cut-off Coulomb potential. By now
this approximation has been used in order to de-
scribe transport properties of dense plasma (see
e.g. [1, 5, 6]), but it was clear that it could be ap-
plied to some absorption processes in non-ideal
plasmas too [3, 7, 8, 9]. More detailed explanation
could be find in [10].

2. Theory

2.1 The approximation of the cut-off
Coulomb potential
Many body processes could be described by the
use of transformation to the corresponding single-
particle processes in an adequately chosen model
potential, for the detailed theory [10] should be
considered.
As an adequate model potential for hydrogen
plasma of higher density, for instance reffere to
[5, 3], the screening cut-off Coulomb potential, that
satisfies above conditions, and is used here is in
form

Uc(r) =

 −e
2

r
+
e2

rc
, 0 < r ≤ rc,

0, rc < r <∞,
(1)

where the mean potential energy of an electron in
the considered hydrogen plasma Uc = −e2/rc is
used as a energy origin of the potential. Here e

is the modulus of the electron charge, r - distance
from the ion, and cut-off radius rc - the character-
istic screening length of the considered plasma.
The cut-off radius rc can be determined, see
details in [11]. The code that calculates
the characteristic screening length of consid-
ered plasma uses Ne and T , and is given
at https://github.com/nsakan972/ESPM-16.git, it is
open sourced and free for use.

2.2 The calculated quantities
In accordance with previously mentioned theory
the behavior of the dipole matrix element is in-
vestigated. It is given by D̂(r; rc;ni, li;nf , lf) =
< nf , lf |r|ni, li >, where |ni, li > and |nf , lf >
are initial and final state wave functions obtained
within the model of cut-off Coulomb potential. So
all the photon emission and absorption parame-
ters are related with the dipole matrix element. A
essential calculation for this is the solving of the
radial part of Schrödinger equation, e.g. finding of
energy level values as well as the radial parts of
the wave functions. The radial part, Rn,l;rc(r) pre-
sented as χ(r) = rR(r) for the selected level n = 3
and l = 0 could be seen on Figure 1. Please note
that in the strong local plasma field a wave func-
tions differ significantly from Coulomb case and as
such reflect on all parameters and further calcu-
lated values.
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Figure 1. The plasma influence onto the form of
wave function. Please note that χ(r) = rR(r),
where R(r) is a radial part of wave function.

For instance the total absorption cross section is
proportional to the dipole matrix element

σ0(ω = ωfi) ∼
∣∣∣D̂(r; rc;ni, li;nf , lf)

∣∣∣2 , (2)

and so any change of the wave function reflects on
both dipole matrix element as well as total cross
section symmetrically.
The test set of dipole matrix elements for the
hydrogen atom in plasma calculated for the va-
riety of cut-off radius, rc, values is available at
https://github.com/nsakan972/ESPM-16.git.

3. Conclusion

The presented work is a continuation of the pre-
viously developed modeling with for the photoion-
ization and inverse Brehmsthrallung proceses of
hydrogen plasma, and the goal is to include bond-
bond processes within same model. All of previ-
ously calculated data is also usable in modeling of
Solar plasma processes.
In order to model a behaviour of the plasma op-
tical characteristics the used potential is a good
approximation for the modeling of plasma interac-
tion in a large area of densities and temperatures,

details in [10]. A strong plasma influence onto the
optical parameters is observed where the plasma
interaction energy is close to observed level en-
ergy value, e,g. when this level starts to appear,
as illustrated in figure. The work on using a more
complex potentials is going on. We have tested a
numerical method of wave function solution, and
as a first step the Ar atom modeled is introduced,
and initial values are in a expected range. As a
second effect, a more detailed plasma-emitter in-
teraction could be modeled. For both experimental
praxis as well as Sun processes modeling an intro-
duction of He atom and ion model is must, and as
such could determine the further research.
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Abstract. The values of electrical conductivity of plasma of stars with a magnetic field
or moving in the magnetic field of the other component in a binary system could be of
significant interest, since they are useful for the study of thermal evolution of such objects,
cooling, nuclear burning of accreted matter, and the investigation of their magnetic fields.
So, on the basis of numerically calculated values for the dense plasma conductivity in an
external HF electric field, we determine the HF characteristics of astrophysical plasmas
under extreme conditions. The examined range of frequencies covers the IR, visible and near
UV regions and consider electronic number density and temperature are in the ranges of
1021cm−3 ≤ Ne and 20 000 ≤ T , respectively. The method developed here represents a
powerful tool for research into white dwarfs with different atmospheric compositions (DA,
DC etc.), and for investigation of some other stars (M-type red dwarfs, Sun etc.).

1. INTRODUCTION

In this paper a highly ionized plasma in a homogenous and monochromatic external
electric field ~E(t) = ~E0 exp {−iωt} is considered. According to Sreckovic et al. (2010)
and Sakan et al. (2007), the dynamic electric conductivity of a strongly coupled
plasma σ(ω) = σRe(ω) + iσIm(ω) is represented by the expressions:

σ(ω) =
4e2

3m

∫ ∞

0

τ(E)
[
−dw(E)

dE

]
ρ(E)EdE, (1)

σRe(ω) =
4e2

3m

∫ ∞

0

τ(E)
1 + (ωτ(E))2

[
−dw(E)

dE

]
ρ(E)EdE, (2)

σIm(ω) =
4e2

3m

∫ ∞

0

ωτ2(E)
1 + (ωτ(E))2

[
−dw(E)

dE

]
ρ(E)EdE, (3)

where ρ(E) is the density of electron states in the energy space and w(E) is the
Fermi-Dirac distribution function, τ(E) is the relaxation time

τ(E) =
τ(E)

1− iωτ(E)
, (4)

τ(E) being the ’static’ relaxation time. The method of determination of τ(E) is
described in the previous papers (Adamyan et al. (2006), Tkachenko et al. (2006)
and Sreckovic et al. (2010a,b)) in detail.
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Other HF plasma characteristics can be expressed in terms of the quantities σRe(ω)
and σIm(ω).

Thus the plasma dielectric permeability is

ε(ω) = 1 + i
4π

ω
σ(ω) = εRe(ω) + iεIm(ω), (5)

where εRe(ω) and εIm(ω) are given as

εRe(ω) = 1− 4π

ω
σIm(ω), εIm(ω) =

4π

ω
σRe(ω). (6)

The coefficients of refraction, n(ω), and reflection, R(ω), are determined as

n(ω) =
√

ε(ω) = nRe(ω) + inIm(ω), (7)

R(ω) =
∣∣∣∣
n(ω)− 1
n(ω) + 1

∣∣∣∣
2

(8)

where, bearing in mind that

|ε(ω)| =
√

ε2
Re(ω) + ε2

Im(ω), (9)

the real and imaginary part of refractivity, nRe(ω) and nIm(ω), are given by

nRe(ω) =

√
1
2
(|ε(ω)|+ εRe(ω)), nIm(ω) =

√
1
2
(|ε(ω)| − εRe(ω)). (10)

From here the equation for the plasma reflectivity could be expressed as

R(ω) =

{
1 + |ε(ω)| − √2

√
|ε(ω)|+ εRe(ω)

1 + |ε(ω)|+√
2
√
|ε(ω)|+ εRe(ω)

}1/2

(11)

The other parameter of interest is the penetration depth of electromagnetic radi-
ation into plasma, ∆(ω). This quantity is just the skin-layer width determined as the
inverse imaginary part of the electromagnetic field wave number

∆(ω) =
c

ω

1
nIm(ω)

. (12)

where c is the speed of light.
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Figure 1: The dynamic conductivity real σRe(ω) and imaginary part σIm(ω) for
Ne = 5 · 1022 cm−3 and 20, 000K < T < 100, 000K.

Figure 2: The dynamic conductivity real σRe(ω) and imaginary part σIm(ω) for
Ne = 1 · 1023 cm−3 and 20, 000K < T < 100, 000K.

2. RESULTS AND DISCUSSION

We here continue our previous investigations of plasma static electrical conductivity
which are of interest for DB white dwarf atmospheres (see Sreckovic et al. (2010)b,c
and Sreckovic et al. (2012)). So, in accordance with the aim of this work, we calculated
HF plasma characteristics for vide plasma conditions in order to apply our results to
the atmospheres of different stellar types.

Figures 1-3 illustrate the behavior of the HF conductivity for various plasma con-
ditions which gives possibility to calculate other transport properties. Figures 1-3,
demonstrate the regular behavior of σRe(ω), i.e. the convergence to the correspond-
ing values of σ0(ne, T ) when ω → 0, and the existence of the interval of variation of
ω where σRe(ω) is practically constant. We observe the tendency of this interval to
decrease when temperature T increases. Similarly, Figures 1-3, demonstrate a regular
behavior of σIm(ω), i.e. the convergence to zero when ω → 0, and the presence of a
maximum in the interval 0 < ω < 0.5ωp.

The method developed in this paper represents a powerful tool for research white
dwarfs with different atmospheric compositions (DA, DC etc.), and some other stars
(M-type red dwarfs, Sun etc.). Finally, the presented method provides a basis for
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Figure 3: The dynamic conductivity real σRe(ω) and imaginary part σIm(ω) for
Ne = 5 · 1023 cm−3 and 20000K < T < 100000K.

the development of methods to describe other transport characteristics which are
important for the study of all mentioned astrophysical objects, such as the electronic
thermo-conductivity in the stellar atmosphere layers with large electron density, and
electrical conductivity in the presence of strong magnetic fields.
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Abstract: In this contribution, we present results of bound state transition modeling using the
cut-off Coulomb model potential. The cut-off Coulomb potential has proven itself as a model
potential for the dense hydrogen plasma. The main aim of our investigation include further steps of
improvement of the usage of model potential. The results deal with partially ionized dense hydrogen
plasma. The presented results covers Ne = 6.5× 1018 cm−3, T = 18, 000 K and Ne = 1.5× 1019 cm−3,
T = 23, 000 K, where the comparison with the experimental data should take place, and the theoretical
values for comparison. Since the model was successfully applied on continuous photoabsorption of
dense hydrogen plasma in the broad area of temperatures and densities, it is expected to combine
both continuous and bound-bound photoabsorption within single quantum mechanical model with
the same success.

Keywords: atomic processes; radiative transfer; Sun: atmosphere; Sun: photosphere; stars: atmospheres;
white dwarfs

1. Introduction

The problems of plasma opacity, energy transport and radiative transfer under moderate and
strong non-ideality are of interest in theoretical and experimental research [1–4]. The strong coupling
and density effects in plasma radiation were the subject of numerous experimental and theoretical
studies in the last decades. Here, we keep in mind the plasma of the inner layers of the solar atmosphere,
as well as of partially ionized layers of other stellar atmospheres—for example, the atmospheres of DA
white dwarfs with effective temperatures between 4500 K and 30,000 K.

In this paper, we presented a new model way of describing atomic photo-absorption processes in
dense, strongly ionized hydrogen plasmas, which is based on the approximation of the cut-off Coulomb
potential. By now, this approximation has been used in order to describe transport properties of dense
plasmas (e.g., [1,5,6]), but it was clear that it could be applied to some absorption processes in non-ideal
plasmas too [3,7–9]. This topic itself, and the search for more consistent models of screening and more
realistic potentials in plasmas is still continuing and is very real (e.g., [10–13] and references therein).

The neutral hydrogen acts as an absorber in plasma, and its concentration determination is
essential in order to calculate the absorption coefficients. The neutral hydrogen concentration from
experimental data from [14] is used, and, since the result presented here is in the area where the Saha
equation is valid, the neutral concentrations using the Saha equation with the ionization potential
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correction is possible. Since this is related to the further step, bound level broadening mechanism,
the procedure was not elaborated here. In addition, the emitter, neutral hydrogen, interacts with other
plasma species such as electrons and ions. In such a way, the theoretical hydrogen plasma model
results as well as NIST database values act as a limiting case for verification of solutions, in the case
when plasma influence is small or diminishes, e.g., rc → ∞ in later case.

In order to calculate the total absorption coefficient, the same broadening mechanism for the
bound state levels should be applied. Up until now, the continuous absorption processes were
calculated with the help of parametric broadening for the bound-free absorption [7]. The broadening
processes play a more important role in bound-bound processes, and, as such, the more realistic
theoretical model of broadening of bound state levels or a result of adequate molecular dynamics (MD)
simulations should be used. Only in such a case could the total absorption coefficients, obtained within
the same broadening model, be compared with real experimental data. This work is in progress.

A first step in extending of the model with additional processes is the bound state transition
processes inclusion. The bound state transition processes are stated as the most important goal in
the development of the self containing model, capable of describing optical as well as dynamical
characteristics of dense hydrogen plasma. The characteristics of the bound state transitions in
plasma diagnostics are well known, an almost mandatory method [15]. The usage of the hydrogen
lines as a probing method for the plasma characteristics is also well known and widely used in
plasmas of moderate and small non-ideality [16]. In accordance with that previously mentioned,
the continuation of research of the presented approach is the inclusion of the bound-bound photo
absorption process using the same model potential. The investigated process is the bound-bound i.e.,
photo absorption processes:

ελ + H∗(ni, li)→ H∗(n f , l f ), (1)

where n and l are the principal and the orbital quantum number of hydrogen-atom excited states,
hydrogen atom in its initial state |ni, li > is presented by H∗(ni, li), its final state |n f , l f > by H∗(n f , l f ),
and ελ presents absorbed photon energy.

2. Theory

2.1. The Approximation of the Cut-Off Coulomb Potential

The absorption processes (1) in astrophysical plasma are considered here as a result of
radiative transition in the whole system “electron–ion pair (atom) + the neighborhood”, namely:
ελ + (H+ + e)i + Srest → (H+ + e) f + S

′
rest, where Srest and S

′
rest denote the rest of the considered

plasma. However, as it is well known, many-body processes can sometimes be simplified by their
transformation to the corresponding single-particle processes in an adequately chosen model potential.

As an adequate model potential for hydrogen plasma with such density, we choose, as in [3,5],
the screening cut-off Coulomb potential, which satisfies above conditions, and can be presented in
the form:

U(r; rc) =

 − e2

r
, 0 < r ≤ rc,

Up;c, rc < r < ∞,
(2)

where the cut-off radius rc is defined by relation (3), as it is illustrated by Figure 1a. Here, e is the
modulus of the electron charge, r—distance from the ion, and cut-off radius rc—the characteristic
screening length of the considered plasma. Namely, within this model, it is assumed that quantity

Up;c = −
e2

rc
(3)

is the mean potential energy of an electron in the considered hydrogen plasma.
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Figure 1. Behaviour of the potentials U(r; rc) and Uc(r), where rc is the cut-off parameter. In (a) the
potetntial goes to the mean potential energy of an electron in the considered hydrogen plasma Up;c,
and in (b), the value of Up;c is taken as zero energy, i.e., Uc = U(r; rc)−Up;c, in the more applicable
form used here.

As in [3,5,8], we will take the value Up;c as the zero of energy. After that, the potential Equation (2)
is transformed to the form

Uc(r) =

 −
e2

r
+

e2

rc
, 0 < r ≤ rc,

0, rc < r < ∞,
(4)

which is illustrated by Figure 1b. Here, e is the modulus of the electron charge, r—distance from the
ion, and cut-off radius rc—the characteristic screening length of the considered plasma.

It is important that the cut-off radius rc can be determined as a given function of Ne and T, using
two characteristic lengths:

ri =

(
kBT

4πNie2

)1/2
rs;i =

(
3

4πNi

) 1
3

, (5)

namely, taking that Ni = Ne and rc = ac;i · ri we can directly determine the factor ac;i as a function
of ratio rs;i/ri, on the basis of the data about the mean potential energy of the electron in the single
ionized plasma from [12]. The behavior of ac;i in a wide region of values of rs;i/ri is presented in
Figure 2.

 0.86

 0.88

 0.9

 0.92

 0.94

 0.96

 0.98

 1

 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2

a
c
;i

rs;i/ri

Figure 2. Behavior of the parameters ac;i ≡ rc/ri as the function of the ratio rs;i/ri, where ri is given
by Equation (5) and rs;i is the ion Wigner–Seitz radius for the considered electron-ion plasma (5).
The presented curve is obtained on the basis of data presented in [12].
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2.2. The Calculated Quantities

In accordance with that, the behavior of the dipole matrix element is investigated here. It is
given by

D̂(r; rc; ni, li; n f , l f ) =< n f , l f |r|ni, li >, (6)

where the wave functions |ni, li > and |n f , l f > are initial and final state wave functions obtained
within the model of cut-off Coulomb potential, for the calculations of the plasma characteristics, or the
theoretical hydrogen ones in order to additionally check the model.

For the calculation of oscillator strength, we use expressions from [17–19]

f (n f , l f ; ni, li; rc) =
1
3

ν

Ry

[
max(l f , li)

2l f + 1

]
D̂(r; rc; ni, li; n f , l f )

2, (7)

where Ry is the Rydberg constant, in the same units as the frequency ν of the transition (n, l)→ (n′, l′).
The calculated data are presented in Table 1.

Our future plan is to include broadening processes and make it possible to directly compare
data with the experimental ones (e.g., the data from [14]). In continuation, some of the bound-bound
theoretical aspects are shown.

The total absorption cross section of the line could be linked with the dipole moment directly
with the help of relation

σ0(ω = ω f i) =
1
3

g2

g1

πω f i

ε0h̄c
D̂(r; rc; ni, li; n f , l f )

2. (8)

It should be noted that the absorption line profile is needed in order to apply the obtained results
to the absorption calculations:

σ(ω) = σ0(ω = ω f i)g(ω, ω f i). (9)

Here, g(ω, ω f i) is the spectral line profile and could be obtained, for instance, as a result of a
molecular dynamics (MD) simulations [20–22] or as a result of theoretical modeling and spectral line
data [23–27]. The lineshape is normalized to unity area, e.g.,∫ ∞

−∞
g(ω)dω = 1. (10)

The line profile is a convolution of the broadening of the initial and final state energy levels, e.g.,

g(ω) = gi(ω) ∗ g f (ω). (11)

Here, gi and g f are energy level broadening shapes of the initial and final states.
From here, the absorption coefficient could be calculated

k(ω) = Ni

∫
f

∫
i
gi(ω)g f (ω)σ0. (12)

Here, Ni is the concentration of hydrogen in initial level |ni, li >. The broadening of the levels
should be considered separately in order to use the same broadening profiles for the calculation of the
bound-free transition continuous photo absorption.

There are a few steps to be carried out, and the first to be taken into account is to use a parametric
level and line broadening model. The second one is to use a theoretical model for spectral line
broadening and try to deconvolve level broadening values, and the final step should be the usage of
the MD code [20–22]. A candidate for the coupling of the MD code is LAMMPS, which is capable
of simulating a large scale molecular dynamics simulations, and it also could include particular
interaction potential as well as all relevant processes of interest not included in the initial code as
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an additional module. The broadening parameters could be calculated from average energy and
particle distributions and their temporal distributions, or, as an iterative procedure, a more real plasma
potential could be obtained [20,21,28,29]. In the former case, the solutions would not necessary to be
described as a set of analytical functions. Since there are more steps, we did not elaborate on the ideas
until we obtained some initial results.

Table 1. The oscillator strength values for the ”short”, Ne = 1.5× 1019 cm−3, T = 23, 000 K, and ”long”
pulse, Ne = 6.5× 1018 cm−3, T = 18, 000 K, from [14], as well as a theoretical hydrogen case calculated
by code from [18], and NIST spectral database values [30].

Short Pulse Long Pulse Theory NIST
|ni, li > |n f , l f > f (n f , l f ; ni, li; rc) f (n f , l f ; ni, li; rc) f (n f , l f ; ni, li) f (n f , l f ; ni, li)

|1,0> |2,1> 0.416197 0.416197 0.416200 0.416400
|1,0> |3,1> 0.079102 0.079102 0.079101 0.079120
|1,0> |4,1> 0.028923 0.028991 0.028991 0.029010
|1,0> |5,1> 0.013728 0.013938 0.013950
|2,0> |3,1> 0.434865 0.434865 0.434870 0.435100
|2,0> |4,1> 0.102533 0.102756 0.102760 0.102800
|2,0> |5,1> 0.041425 0.041930 0.041950
|2,1> |3,0> 0.013589 0.013589 0.013590 0.013600
|2,1> |3,2> 0.695785 0.695785 0.695780 0.696100
|2,1> |4,0> 0.003035 0.003045 0.003045 0.003046
|2,1> |4,2> 0.121659 0.121795 0.121800 0.102800
|2,1> |5,0> 0.001191 0.001213 0.001214
|2,1> |5,2> 0.043962 0.044371 0.044400
|3,0> |4,1> 0.483750 0.484708 0.484710 0.484900
|3,0> |5,1> 0.119310 0.121020 0.121100
|3,1> |4,0> 0.032165 0.032250 0.032250 0.032280
|3,1> |4,2> 0.617675 0.618282 0.618290 0.618600
|3,1> |5,0> 0.007299 0.007428 0.007433
|3,1> |5,2> 0.138013 0.139230 0.139300
|3,2> |4,1> 0.010971 0.010992 0.010992 0.011000
|3,2> |4,3> 1.017260 1.017520 1.017500 1.018000
|3,2> |5,1> 0.002180 0.002210 0.002211
|3,2> |5,3> 0.156046 0.156640 0.156700
|4,0> |5,1> 0.537527 0.544150 0.544400
|4,1> |5,0> 0.052123 0.052907 0.052940
|4,1> |5,2> 0.604678 0.609290 0.609700
|4,2> |5,1> 0.027498 0.027822 0.027840
|4,2> |5,3> 0.887328 0.890250 0.890600
|4,3> |5,2> 0.008809 0.008871 0.008877
|4,3> |5,4> 1.344790 1.345800 1.346000

3. Results and Discussion

The convergence toward theoretical values for hydrogen is examined and proven for the
bound-bound transitions that could appear in the investigated area of electron concentrations and
temperatures, [31]. Since the initial results have proven that the model potential could be used for the
bound-bound state transition calculations, further investigation was completed.

The next step towards the application of the model results is a calculation of the oscillator strength
values for the plasma parameters denoted as ”short”, with Ne = 1.5× 1019 cm−3, T = 23, 000 K
and ”long” pulse, with Ne = 6.5 × 1018 cm−3, T = 18, 000 K from [14]. The radius ri, given by
Equation (5), Wigner–Seitz and cut-off radius as well as atom concentrations given by the Saha
equation are ri = 51.0655 a.u., rs;i = 47.5339 a.u., rc = 44.9907 a.u., Na = 1.9× 1019 cm−3 for short and
ri = 68.6260 a.u., rs;i = 62.8149 a.u., rc = 60.4062 a.u., Na = 3.4× 1019 cm−3 for long pulse.
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The essential quality of the presented approach is that the values are calculated with the help
of wave functions that are obtained as a completely analytical solution in the frame of the presented
model. The influence of the numerical procedure is minimized, and, as a consequence, the possibility
of introducing the numerical artifacts into the solution is also minimized.

Since the convergence towards the theoretical, unperturbed Coulomb potential is investigated
in [31], and the results of the presented calculations converge uniformly towards theoretical values,
it is expected that the presented model could obtain good data in a wider variety of plasma parameters
than shown here.

There is a need to introduce the broadening mechanism for the energy levels in the presented
approach. There is a possibility to couple the presented model calculations with the MD code in
order to obtain a consistent model for the broadening of the bound levels. Those results influence the
bound-free and bound-bound absorption profiles and are essential for the hydrogen plasma optical
properties calculation in the frame of the cut-off Coulomb potential model approach.

4. Conclusions

The presented results are a step forward towards inclusion of the entire photo-absorption
processes for hydrogen atoms in plasma within the frame of the cut-off Coulomb potential model.
One of the benefits of the presented results is a completely quantum mechanical solution for the cut-off
Coulomb model potential, obtained from wave functions that are analytical and represented with the
help of special functions, e.g., the influence of additional numerical source of errors is minimized as
much as possible. Along with this, the solutions converge towards theoretical pure Coulomb potential
ones as the cut-off radius converges to infinity, e.g., the influence of plasma diminishes. Further steps
in application of the presented results, the inclusion of the bound-bound transition processes within
the continuous absorption model, as well as its application in the analysis of the spectral absorption
processes is to be carried out. In order to make such calculations, it is needed to include the models for
the bound state level broadening. Our plan is to present the results obtained during this investigation
in a database that can be accessed directly through http://servo.aob.rs as a web service, similar to the
existing databases [26,27,32].
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10. Mihajlov, A.A.; Vitel, Y.; Ignjatović, L.M. The new screening characteristics of strongly non-ideal and dusty
plasmas. Part 1: Single-component systems. High Temp. 2008, 46, 737–745. [CrossRef]
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16. Konjević, N.; Ivković, M.; Sakan, N. Hydrogen Balmer lines for low electron number density plasma

diagnostics. Spectrochim. Acta B 2012, 76, 16–26. [CrossRef]
17. Sobelman, I.I. Atomic spectra and radiative transitions. In Springer Series in Chemical Physics; Springer:

Berlin, Germany, 1979.
18. Hoang-Binh, D. A program to compute exact hydrogenic radial integrals, oscillator strengths, and Einstein

coefficients, for principal quantum numbers up to n ≈ 1000. Comput. Phys. Commun. 2005, 166, 191–196.
[CrossRef]

19. Hilborn, R.C. Einstein coefficients, cross sections, f values, dipole moments, and all that. Am. J. Phys. 1982,
50, 982–986. [CrossRef]

20. Stambulchik, E.; Maron, Y. Plasma line broadening and computer simulations: A mini-review. High Energ.
Dens. Phys. 2010, 6, 9–14. [CrossRef]

21. Stambulchik, E.; Fisher, D.; Maron, Y.; Griem, H.; Alexiou, S. Correlation effects and their influence on line
broadening in plasmas: Application to Hα. High Energ. Dens. Phys. 2007, 3, 272–277. [CrossRef]

22. Talin, B.; Dufour, E.; Calisti, A.; Gigosos, M.A.; Gonzalez, M.A.; Gaztelurrutia, T.D.R.; Dufty, J.W. Molecular
dynamics simulation for modeling plasma spectroscopy. J. Phys. A 2003, 36, 6049. [CrossRef]

23. Ferri, S.; Calisti, A.; Mossé, C.; Rosato, J.; Talin, B.; Alexiou, S.; Gigosos, M.A.; González, M.A.; González-Herrero, D.;
Lara, N.; et al. Ion Dynamics Effect on Stark-Broadened Line Shapes: A Cross-Comparison of Various Models.
Atoms 2014, 2, 299–318. [CrossRef]

24. Calisti, A.; Demura, A.V.; Gigosos, M.A.; González-Herrero, D.; Iglesias, C.A.; Lisitsa, V.S.; Stambulchik, E.
Influence of microfield directionality on line shapes. Atoms 2014, 2, 259–276. [CrossRef]
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