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a b s t r a c t 

We report new method for solving propagation equation for the electric field envelope, ob- 

tained from the Maxwell equations under the slowly varying envelope approximation and 

the paraxial approximation. This propagation equation usually represents part of Maxwell–

Bloch system of equations. Method is semi-analytical and semi-numerical. We use analyti- 

cal solution of the Fourier transform of the envelope equation, for a given initial condition, 

to find numerical solutions on grid nodes in 3 + 1 dimensions. We have tested our numer- 

ical results by comparing them with exact particular solutions of the envelope equation. 

We show that results of our method are in good agreement with the exact solutions for 

sufficient density of grid nodes. Solving the propagation equations by using this method 

is important for modelling many phenomena in areas of quantum and nonlinear optics 

dealing with the propagation of light through an active optical medium. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

The coherent field-matter interaction lies at the heart of many phenomena in quantum and nonlinear optics. Propagation 

of light through active optical medium is usually modelled with Maxwell–Bloch equations (MBE) [1–3] , which have been 

proven adequate as a theoretical background for description of many phenomena regarding interaction between light and 

matter. MBE have been used to describe and simulate various effects like electromagnetically induced transparency [4,5] , 

soliton propagation [6,7] , self-induced transparency [8–10] , propagation of rogue waves [11,12] , photon-echo [13,14] etc. 

The system of MBE represent system of partial differential equations. They are equations of semi-classical models of 

resonant interactions between light and an active optical medium consisting of discrete internal states, like atoms, quantum 

dots [15] , impurity atoms or ions doped in host crystals [16] , etc. With MBE one assumes that one or more electromagnetic 

(EM) fields are treated classically and quantum system with discrete internal states is treated quantum mechanically, by 

using the density matrix formalism. In this context, the evolution of EM field is given with the Maxwell equations, coupled 

to the set of optical Bloch equations (OBE) [17] , via an expression for the macroscopic polarization, which mathematically 

represents non-homogenous part of EM field propagation equation and physically the source term of Maxwell equations. 

There are variations of MBE in the literature like generalized MBE [18,19] or reduced MBE [11,20,21] . MBE are often 

solved for ultrashort pulses (shorter than 1ps) [22–28] , by using spectral [24] and pseudo-spectral [22,25] methods. Other 

techniques to solve MBE, for ultrafast dynamics of electric field, have been proposed with the help of various finite difference 

schemes [26,27] , where Yee scheme [29] or its modifications are often cited in literature. 
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For applications when the dynamics of electric field is slower, one can employ slowly varying envelope approximation 

(SVEA) [3] . MBE with SVEA are usually solved by approximating electric field with plane wave, which yields 1 + 1 D partial 

equations with first derivatives, over both time and propagation direction. If transverse effects cannot be neglected, one 

has to solve 3 + 1 D MBE, where “3” refers to three spatial dimensions, two transverse x and y and longitudinal, along the 

propagation z direction, and “1” refers to time t . This set of equations is significantly different by the form and therefore 

difficulty to solve than 1 + 1 D case, due to second derivatives over transverse coordinates, in the EM field propagation 

equation. To our knowledge, there are only few proposals for solving 3 + 1 D MBE with the SVEA applied. Hang and Huang 

[30] recently employed the method of multiple scales [31] to analyse the propagation of Airy wave packet in a resonant 

�-type three-level atomic gas. 

In this work, we present novel method for solving 3 + 1 D electric field envelope scalar propagation equation obtained 

from the Maxwell equations under the paraxial and the slowly varying envelope approximations [3] . In the following text, 

we will refer to this equation as envelope equation. The method can easily be implemented for solution of decoupled MBE 

[32] . Since OBE represents system of ordinary partial equations, the solution of which can be obtained by standard methods, 

we assume that right-hand-side (RHS) of the envelope equation is known function and do not deal further with solutions 

of OBE. Our semi analytical and semi-numerical method takes double Fourier transform (FT) of the envelope equation over 

transverse coordinates and we obtain analytical solutions of envelope equation in the frequency domain for two initial 

conditions, for t = t 0 or z = z 0 . By implementing analytical solutions and discrete FT, we applied the method to discrete 

points separated by increments of time and space, or to nodes of grids. Finally, we compared results of this method with 

the exact particular solutions of the envelope equation for two examples, and discuss differences when we vary values of 

density for nodes on grids. 

2. Spectral method for solving envelope equation 

With transverse component of the electric field in the form: 

E(t, � r ) = E(t, � r ) e iω(t−z/c) + c.c., (1) 

the envelope equation obtained by using the Maxwell equations, under the slowly varying envelope approximation and the 

paraxial approximation is: 

ic 

2 ω 

∇ 

2 
⊥ E (t, � r ) + 

∂E (t, � r ) 

∂z 
+ 

1 

c 

∂E (t, � r ) 

∂t 
= R (t, � r ) , (2) 

where E(t, � r ) is the scalar electric field envelope, R (t, � r ) is the source term of the envelope equation, ω is the electric field 

angular frequency and c is the speed of light. Here we assumed absence of free electric charges, free electric currents and 

magnetization, and the mean magnetic field has been eliminated. By using: 

∇ 

2 
⊥ = 

∂ 2 

∂x 2 
+ 

∂ 2 

∂y 2 
, (3) 

Eq. (2) can be explicitly written as: 

∂E(t, x, y, z) 

∂z 
+ c t 

∂E(t, x, y, z) 

∂t 
+ c x 

∂ 2 E(t, x, y, z) 

∂x 2 
+ c y 

∂ 2 E(t, x, y, z) 

∂y 2 
= R (t, x, y, z) , (4) 

where c t = 

1 
c and c x = c y = 

ic 
2 ω . 

Eq. (4) presents second order non-homogeneous partial differential equation with 4 independent variables. With given 

R ( t, x, y, z ) and two initial conditions (given functions depending on 3 variables E(t, x, y, z 0 ) with z = z 0 fixed and E(t 0 , x, y, z) 

with t = t 0 fixed), we solve Eq. (4) at the finite space domain [ x min , x max ] × [ y min , y max ] × [ z 0 , z max ] and the time interval [ t 0 , 

t max ], and obtain solution on N x × N y × N z × N t grid nodes, where each node is defined by its x, y, z , and t values. 

2.1. Analytical solution of the envelope equation in the frequency domain 

We next show that Eq. (4) can be solved analytically in the frequency domain. We used the following definition and 

notation for the double FT of the E(t, x, y, z) , over transverse coordinates x and y : 

˜ E xy (t, k x , k y , z) ≡ F[ E(t, x, y, z)](t, k x , k y , z) = 

1 

2 π

∫ + ∞ 

−∞ 

dx 

∫ + ∞ 

−∞ 

dy E(t, x, y, z) e i (k x x + k y y ) (5) 

and for double FT of R ( t, x, y, z ), which we note as ˜ R xy (t, k x , k y , z) . FT of the second derivative over x - (and analogously over 

y -) coordinate in Eq. (4) is in the form: 

F 

[
∂ 2 E(t, x, y, z) 

∂x 2 

]
= −k 2 x 

˜ E xy (t, k x , k y , z) . (6) 

By using Eqs. (5) and (6) , we obtain equation for double FT of Eq. (4) , over two coordinates x and y , as: 

∂ ̃  E xy (t, k x , k y , z) 

∂z 
+ 

1 

c 

∂ ̃  E xy (t, k x , k y , z) 

∂t 
− f (k x , k y ) ̃  E xy (t, k x , k y , z) = 

˜ R xy (t, k x , k y , z) , (7) 
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where f (k x , k y ) = (c x k 
2 
x + c y k 

2 
y ) . 

Eq. (7) can be solved analytically with given either one of the two initial conditions, E(t, x, y, z 0 ) or E(t 0 , x, y, z) . With 

given initial condition for z = z 0 , E(t, x, y, z 0 ) , the solution of Eq. (7) stands: 

˜ E xy (t, k x , k y , z) = e − f (k x ,k y )(z−z 0 ) ˜ E xy (t − c t (z − z 0 ) , k x , k y , z 0 ) 

+ 

∫ t 

t−c t (z−z 0 ) 

1 

c t 
e 

f (k x ,k y )(t ′ −t) 

c t ˜ R xy 

(
t ′ , k x , k y , 

−t + c t z + t ′ 
c t 

)
dt ′ . (8) 

For given initial condition for t = t 0 , E(t 0 , x, y, z) , the solution of Eq. (7) is: 

˜ E xy (t, k x , k y , z) = e 
f (k x ,k y )(t 0 −t) 

c t ˜ E xy 

(
t 0 , k x , k y , 

−t + t 0 + c t z 

c t 

)
+ 

∫ t 

t 0 

1 

c t 
e 

f (k x ,k y )(t ′ −t) 

c t ˜ R xy 

(
t ′ , k x , k y , 

−t + c t z + t ′ 
c t 

)
dt ′ . (9) 

In Eqs. (8) and (9) , first terms correspond to the solution of the homogenous Eq. (7) , while second terms are particular 

solutions, for the corresponding initial conditions. Both Eqs. (8) and (9) can be used to solve Eq. (7) and consequently 

Eq. (4) , by finding FT of the solution of Eq. (7) , as long as t - and z -arguments obey t ≥ t 0 and z ≥ z 0 . Eq. (8) is applicable 

when the condition: 

t − c t (z − z 0 ) ≥ t 0 (10) 

is satisfied, while Eq. (9) requires the condition: 

−t + t 0 + c t z 

c t 
≥ z 0 (11) 

to be fulfilled. 

Usually solutions to physical problems modelled with MBE require both initial conditions, and our method is suitable 

for solving these problems. In the following, we start with initial condition for t = t 0 . Evolution over time is performed by 

using Eq. (9) and we implement initial condition for z = z 0 at each time-step. This ensures applications to realistic physical 

problems when EM fields (with given initial conditions t = t 0 and z = z 0 ) propagate through media, with response from 

media at each time-step, as given with solutions of decoupled MBE [32] . Eq. (8) , where one would use evolution of electric 

field envelope over the propagation distance, can also be used for solving Eq. (7) , but we here use Eq. (9) . 

2.2. Implementing the spectral method on grid nodes 

We next explain how Eq. (9) is implemented at nodes of a grid. The solution given with Eq. (9) is applied at successive 

moments separated with the time interval �t which we choose as: 

�t = c t �z = 

�z 

c 
. (12) 

By choosing this time-step, calculated values of the electric field envelope at the previous moment E(t − �t, x, y, z − c�t) 

are at grid nodes, time interval between them being �t . Also, with this time-step, we don’t have constraint on using Eq. (9) . 

By setting t = t 0 + �t and z = z 0 + n z �z, n z = 0 , 1 , . . . , N z − 1 , constraint given by Eq. (11) indicates that Eq. (9) can be 

applied at all z -steps besides n z = 0 , when we use initial condition for z = z 0 . 

Eq. (9) is calculated at nodes by setting t 0 = t n and t = t n +1 = t n + c t �z, and by making substitution in the integral (see 

Eq. (9) ) such that t ′ = t n + τ c t �z, which changes integration limits to 0 ≤ τ ≤ 1. Solution as given in (9) can then be written 

as: 

˜ E xy (t n +1 , k x , k y , z) = e − f (k x ,k y )�z 
(

˜ E xy (t n , k x , k y , z − �z) + �zI R 

)
, (13) 

where I R stands for: 

I R = 

∫ 1 

0 

e f (k x ,k y ) τ�z ˜ R xy (t n + τ c t �z, k x , k y , z + (τ − 1)�z) dτ. (14) 

The first term in parentheses in Eq. (13) is the numerical solution of Eq. (9) from the previous moment t n . Since values 

of the integrand function in Eq. (14) are known only on grid nodes, that is for τ ∈ Z , we approximate ˜ R xy (t n , k x , k y , z + (τ −
1)�z) with the linear function through two points, for values τ = 0 and τ = 1 : 

˜ R xy (t n + τ c t �z, k x , k y , z + (τ − 1)�z) ≈ (15) 

τ [( ̃  R xy (t n + c t �z, k x , k y , z) − ˜ R xy (t n , k x , k y , z − �z)] + 

˜ R xy (t n , k x , k y , z − �z) . 

If steps given in Eq. (12) are small enough, it is justifiable to assume that ˜ R xy (t n + τ c t �z, k x , k y , z + (τ − 1)�z) does not 

depend on time during �t : 

˜ R xy (t n + τ c t �z, k x , k y , z + (τ − 1)�z) ≈ ˜ R xy (t n , k x , k y , z + (τ − 1)�z) , (16) 



D. Arsenovi ́c et al. / Commun Nonlinear Sci Numer Simulat 67 (2019) 264–271 267 

which yields to the following expression for Eq. (14) : 

I R ≈
∫ 1 

0 

e f (k x ,k y ) τ�z [ τ [( ̃  R xy (t n , k x , k y , z) − ˜ R xy (t n , k x , k y , z − �z)] + 

˜ R xy (t n , k x , k y , z − �z)] dτ. (17) 

We calculate integral in Eq. (17) by using partial integration as: 

I R ≈ ( ̃  R xy (t n , k x , k y , z) − ˜ R xy (t n , k x , k y , z − �z) 

[ 

1 

f (k x , k y )�z 
e f (k x ,k y )�z − 1 

( f (k x , k y )�z) 2 
e f (k x ,k y ) τ�z 

∣∣∣∣
1 

0 

] 

+ 

˜ R xy (t n , k x , k y , z − �z) 
1 

f (k x , k y )�z 
e f (k x ,k y ) τ�z 

∣∣∣∣
1 

0 

= 

1 

( f (k x , k y )�z) 2 
{ ( ̃  R xy (t n , k x , k y , z) − ˜ R xy (t n , k x , k y , z − �z)[ f (k x , k y )�ze f (k x ,k y )�z − e f (k x ,k y )�z + 1] 

+ 

˜ R xy (t n , k x , k y , z − �z) f (k x , k y )�z(e f (k x ,k y )�z − 1)] } . (18) 

Finally, the expression that we use to calculate I R in Eq. (13) stands: 

I R ≈ 1 

f 2 (k x , k y )�z 2 

[(
1 + e f (k x ,k y )�z ( f (k x , k y )�z − 1) 

)
˜ R xy (t n , k x , k y , z) 

+ 

(
e f (k x ,k y )�z − f (k x , k y )�z − 1 

)
˜ R xy (t n , k x , k y , z − �z) 

]
, (19) 

while for f (k x , k y ) = 0 we use the trapezoidal rule: 

I R ≈
∫ 1 

0 

˜ R xy (t n , k x , k y , z + (τ − 1)�z) dτ

≈ 1 

2 

(
˜ R xy (t n , k x , k y , z) + 

˜ R xy (t n , k x , k y , z − �z) 
)
. (20) 

In short, procedure described above gives formula that we use to propagate numerical solution of the electric field en- 

velope E N (t n +1 , x, y, z) in the frequency domain, from t n to t n +1 , as: 

˜ E N xy (t n +1 , k x , k y , z) = e − f (k x ,k y )�z 
(

˜ E N xy (t n , k x , k y , z − �z) + �zI R 

)
, (21) 

where one has to use either Eq. (19) or Eq. (20) for calculating I R , depending on the value of f ( k x , k y ). 

2.3. Numerical procedure 

We give here brief summary of steps used in the calculations. Discrete FT at grid nodes in our method are achieved by 

using the fast-Fourier-transform algorithm according to Press [33] . The definition of FT and grid discretization, used for the 

results presented in the next Section, are given in Appendix A . 

Each step of the procedure is performed for ∀ k x , k y as follows: 

At the initial moment t 0 : 

• For each z value on the grid calculate ˜ E N xy (t 0 , k x , k y , z) (from the initial condition for t = t 0 ) and 

˜ R xy (t 0 , k x , k y , z) . 

Evolution of the envelope between t n and t n +1 = t n + �t, n = 0 , 1 , 2 , . . . is then successively calculated through the fol- 

lowing steps: 

• For z = z 0 calculate ˜ E N xy (t n +1 , k x , k y , z 0 ) from the initial condition. 

• For each z calculate ˜ R xy (t n , k x , k y , z) . 
• For each z > z 0 obtain 

˜ E N xy (t n +1 , k x , k y , z) from Eq. (21) . 

Inverse FT of ˜ E N xy (t n +1 , k x , k y , z) is calculated only for the times when we collect results for E N (t n +1 , x, y, z) , since 

Eq. (21) is calculated in the frequency domain. 

3. Results and discussion 

In this section we test validity of our method by comparing results of the method with the exact solutions of Eq. (2) . We 

discuss behaviour of numerical errors for different grid densities and also behaviour of numerical solutions at the boundaries 

of the interaction region. 
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Fig. 1. (a)–(c): Dependence of absolute values of exact solution of Eq. (4) given with Eq. (22) , | U ( t, x, y, z )|, (black line), and of numerical solution | U N ( t, x, 

y, z )| on the x -coordinate. (d)–(f): Dependence of absolute values of the difference between the exact solution and the numerical solution, | �U(t, x, y, z) | = 

| U(t, x, y, z) − U N (t, x, y, z) | , on the x -coordinate. Results are presented for three values of the period of oscillations, (a) and (d) T = 3 t c , (b) and (e) T = 9 t c 
and (c) and (f) T = 60 t c , where t c = z max /c. Results in all figures are given for 6 values of grid densities, for N x = N y = 32 , 64 and N z = 5 , 10 , 15 , as indicated 

in the legend. Initial coordinates are t 0 = z 0 = 0 and results are presented for the position z = z max = 0 . 1 m , y = 0 and for t = 30 · t c = 1 . 0 0 069 10 −8 s. Other 

parameters are a = 3 . 10448 · 10 −9 m 

2 and ω = 2 π 384 . 23 THz. 

3.1. Example I 

The first example is the following particular solution of the envelope equation: 

U(t, x, y, z) = e i �t U 0 (x, y, z) , (22) 

where U 0 ( x, y, z ): 

U 0 (x, y, z) = 

a √ 

a − 2 c x z 
√ 

a − 2 c y z 
e −

x 2 

2(a −2 c x z) e 
− y 2 

2(a −2 c y z) . (23) 

Eq. (4) then has the form: 

∂U(t, x, y, z) 

∂z 
+ c t 

∂U(t, x, y, z) 

∂t 
+ c x 

∂ 2 U(t, x, y, z) 

∂x 2 
+ c y 

∂ 2 U(t, x, y, z) 

∂y 2 
= i �c t U(t, x, y, z) , (24) 

which shows that RHS is proportional to the unknown function U ( t, x, y, z ) with complex constant i �c t . This example 

corresponds to the case when the polarization is proportional to the electric field, the case in the MBE with nonlinearities 

excluded. The evolution of U ( t, x, y, z ) is given with the phase factor e i �t , where � represents angular frequency of evolution, 

with the period of oscillations T = 2 π/ �. 

Results in Fig. 1 show comparison of numerical solutions of Eq. (24) obtained by the method described in the previ- 

ous section with the exact solution given with Eq. (22) . The difference between the two results, or numerical errors are 

presented in the bottom row. Fig. 1 (a)–(c) show dependence of absolute values of the exact solution | U ( t, x, y, z )| and of 

numerical solutions | U 

N ( t, x, y, z )| on the x -coordinate. Fig. 1 (d)–(f) show dependence of absolute values of the difference 

between the exact and the numerical solution, | �U(t, x, y, z) | = | U(t, x, y, z) − U 

N (t, x, y, z) | , on the x -coordinate. Results are 

presented for three values of the period of oscillations T = 3 t c ( Fig. 1 (a) and (d)), T = 9 t c ( Fig. 1 (b) and (e)) and T = 60 t c 
( Fig. 1 (c) and (f)). These periods correspond to angular frequencies � = 6 . 279 , 2 . 093 and 0.314 GHz respectively. t c = z max /c

stands for the time required for wave to pass the integration distance z max = 0 . 1 m. Initial coordinates are t 0 = z 0 = 0 and re- 

sults are presented at z = z max , y = 0 and for t = 30 · t c = 1 . 0 0 069 10 −8 s. Values of other parameters are a = 3 . 10448 · 10 −9 

m 

2 and ω = 2 π 384 . 23 THz, which is the Rb D2 line frequency. Results are given for 6 choices of grid densities, which is 

for two N x = N y = 32 , 64 , combined with three values N z = 5 , 10 , 15 , as indicated in the figure legend. 

Fig. 1 demonstrates how sensitive the method is to different choices of N x , N y and N z (and consequently N t ). We note 

that we intentionally made grid densities to be rather sparse, in order to demonstrate the source of numerical errors. Since 

T represents period of time-evolution of the function given with Eq. (22) , three different values of the period T correspond 

to the “speed” of evolution. Results show that shorter period and therefore faster oscillations require smaller steps between 

nodes, while for the longest period ( T = 60 t c ), even with the smallest density of nodes, we achieved very high precision, 

with relative error less than 1% in the central regions of x - and y - intervals. Results in Fig. 1 (a) and (d), for the shortest 



D. Arsenovi ́c et al. / Commun Nonlinear Sci Numer Simulat 67 (2019) 264–271 269 

Table 1 

Values for �z and �t for different N z , used in calculations for results 

in Fig. 1 . Last three column show ratios of different values of periods T 

(3 t c , 9 t c and 60 t c ), to different time-steps for the corresponding N z . 

N z �z [ m ] �t [ ns ] �t [ t c ] 3 t c / �t 9 t c / �t 60 t c / �t 

5 0.025 0.0834 0.25 12 36 240 

10 0.0111 0.0371 0.1111 27 81 540 

15 0.0071 0.0238 0.0714 42 126 840 

Fig. 2. Dependence of absolute values of the difference between the exact solution and the numerical solution, | �U(t, x, y, z) | = | U(t, x, y, z) − U N (t, x, y, z) | , 
on the x -coordinate, for the case when the exact solution is given in Eq. (23) . We vary grid densities: N x = 16 (a), N x = 32 (b) and N x = 64 (c). N z = 15 , 

while other parameters are the same as for results in Fig. 1 . 

period T = 3 t c , also indicate that increase of N x and N y from 32 to 64 does not further improve precision, since �t and �z 

are not sufficiently small. 

In Table 1 , we give ratios of different values of periods to different values of �t (for corresponding N z ), used in calcula- 

tions for results presented in Fig. 1 . Values in the Table 1 reflect tendency of results in Fig. 1 , that �t have to be sufficiently 

small, �t � T ; in the case of fast oscillating functions with t , this steps have to be smaller, while for slowly varying func- 

tions the bigger steps are allowed. With �t and �z related by Eq. (12) , we find the condition for the size of z−step as 

�z = 

�t 
c t 

� cT . 

3.2. Example II 

In this example we use function U 0 ( x, y, z ), given in Eq. (23) , which is the exact solution of Eq. (2) , when R ( t, x, y, 

z ) is zero. In this way we analyze effects of different node densities, N x and N y , for the case that is independent of t . In 

Fig. 2 we present dependence of absolute values of the differences between exact and numerical solutions, | �U ( t, x, y, z )| 

on x -coordinate, for values of grid densities: N x = N y = 16 (a), N x = N y = 32 (a) and N x = N y = 64 (c). Results are for N z = 15 , 

while other parameters are the same as for results in Fig. 1 . As Fig. 2 shows, absolute value of numerical error is reduced for 

about two-orders of magnitude when number of grid nodes, N x and N y , are doubled. With increasing N x and N y , differences 

between exact and numerical solutions become negligible except at edges of the interval. 

In reality, domain over transverse coordinates is not finite i.e. light disperse. This lack of boundary conditions often 

presents problems in numerical methods. Due to the fact that we use discrete FT over x and y coordinate, the domain 

of integration is periodic in these two directions, meaning that effectively periodic boundary conditions are applied. The 

solution which physically would leave the domain, reenters the computational domain at the opposite side. This well-known 

numerical difficulty in numerical methods when using the discrete FT, known as wraparound effect, can be rectified by 

using method like perfectly matched layers [34] . Another possibility to escape wraparound effect is to zero-pad all around 

the boundaries, which can be realized by multiplying solutions obtained in the interaction region with super-Gaussian of 

higher order or with some other appropriate function. 

4. Conclusions 

We presented novel method for solving the electric field envelope propagation equation. The method is based upon using 

the analytical solution of the envelope equation in the frequency domain for the given initial time condition. Numerical 

procedure is developed to implement this solution on the equally spaced nodes of the numerical grid, where each node is 

defined by the set of four coordinates, x, y, z and t . Validity of the method is tested by comparing numerical solutions to 

the particular analytical solutions of the envelope equation for different values of grid densities. The tests were done for the 

exact solutions of the envelope equation with different time behaviour, therefore yielding importance of properly choosing 

time-step, and consequently the step over the propagation direction. As the second example, we compared our method with 

time-independent function, which enabled analysis of numerical errors at transverse boundaries of the interaction region 

due to applying discrete FT over the transverse coordinates. This method shows excellent agreement with exact solutions 
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of the envelope equation when grid density is properly chosen. Method presented here can be applied to simulate various 

phenomena of light-matter interactions when transverse effects of EM field are of interest. It can also be adjusted for the 

case of multiple fields components in the decoupled MBE or in the class of self-induced transparency equations, and as well 

be employed to solve simpler equations, which comprise distinct terms of the envelope equation, like the paraxial wave 

equation or paraxial Helmholtz equation, etc. 
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Appendix A. Spatial grid and two-dimensional Fourier transform 

Integration intervals (over x and y coordinate) are first divided into N x and N y nodes. We further shift and normalize 

both intervals such that: 

�x = �y = 1 , x a = a �x, y b = b�y, 

a = 0 , 1 , . . . , N x − 1 , b = 0 , 1 , . . . , N y − 1 (A.1) 

With this choice of x a and y b , we next choose k x i and k y j as: 

k x i = 

2 π

N x �x 
i, k y j = 

2 π

N y �y 
j, (A.2) 

where indices i and j take values: 

i = − N x 

2 

, −N x 

2 

+ 1 , . . . , 0 , . . . , 
N x 

2 

− 2 , 
N x 

2 

− 1 , 

j = − N y 

2 

, −N y 

2 

+ 1 , . . . , 0 , . . . , 
N y 

2 

− 2 , 
N y 

2 

− 1 . (A.3) 

Here we have assumed that N x and N y are even numbers, that is integer powers of number 2 [33] . Next, set of k x (and 

equivalently k y ) has to be rearranged such that zero k x i corresponds to i = 0 , positive k x i correspond to values 1 ≤ i ≤ N 
2 − 1 , 

while negative k x i correspond to N 
2 + 1 ≤ i ≤ N − 1 . The value i = − N 

2 can be associated with both k x, N /2 and k x, −N/ 2 . 

With this choice of k x and k y , we use following definition of two-dimensional discrete FT: Given a complex function h ( k x , 

k y ) defined over the two-dimensional grid, its two-dimensional discrete Fourier transform as a complex function H ( n x , n y ), 

is defined over the same grid as: 

H(n x , n y ) = 

N y −1 ∑ 

k y =0 

N x −1 ∑ 

k x =0 

e 
2 π i 

k y 
N y e 2 π i k x N x h (k x , k y ) , (A.4) 

and accordingly inverse Fourier transform is given with: 

h (k x , k y ) = 

1 

N x N y 

N y −1 ∑ 

k y =0 

N x −1 ∑ 

k x =0 

e 
−2 π i 

k y 
N y e −2 π i k x N x H(n x , n y ) . (A.5) 
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a b s t r a c t

We solve optical Bloch equations (OBEs) for the atomic scheme that consists of four atomic levels which
constitute double-lambda (DK) configuration i.e. two K systems sharing the same two ground levels. DK
atomic scheme has being used as a basis for many interesting applications in atomic physics and nonlin-
ear optics. It was studied in the context of electromagnetically induced transparency (EIT) Shpaisman
et al. (2005) [1], four-wave mixing Baolong et al. (1998) [2], lasers without inversion Kocharovskaya
et al. (1990) [3], etc. More recently, efficient application of DK scheme led to the development of phe-
nomena like slow and stored light Eilam et al. (2008) [4], quantum mechanical entanglement of two
beams of light Boyer et al. (2008) [5] and squeezed light Imad et al. (2011) [6].

Typically, a numerical solution of OBEs is used in the theoretical treatment of atomic system of two K
schemes. In this work, interactions of four laser fields driving a DK level scheme were analyzed by using
perturbative method to solve OBEs Dimitrijević et al. (2011) [7]. Perturbative method produces simpler
solutions such that analytical expressions can be obtained. The comparison of results obtained using
lower-order corrections of perturbative method, and the exact calculations using optical Bloch equations
is presented. Analytical expressions provide valuable information about processes that occur in the DK
atomic system. These informations cannot be deduced from the numerical solutions of the OBEs for
the same atomic scheme.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

Interference of different excitation channels during atom–laser
excitations allows development of variety of interesting phenom-
ena. One can control and modify properties of coherently prepared
media by using different excitation channels in atomic schemes.
These include various multilevel atomic schemes like three-level
V, K and ladder systems. Four-level atomic systems have recently
attracted great attention. One of the most studied four-level atomic
scheme is a DK configuration. Of particular interest are DK sys-
tems in which four atomic or molecular states are coupled with
four near-resonant laser beams such that a closed loop is formed.
It has been indicated already that DK atomic systems have variety
of interesting applications [1–6].

In this paper, we obtain analytical expressions for the density
matrix elements by using the perturbative method [7] to solve
OBEs written for a DK system. This method was recently applied
to a different atomic system, one which allows electromagnetically
induced absorption [8] to be developed. The analytical expressions
for the lower-order corrections are often a source of valuable

information about processes that occur in a DK atomic scheme.
Such additional knowledge cannot be deduced from the numerical
solutions of the OBEs. We apply the perturbative method to the DK
atomic system when the conditions for observing electromagneti-
cally induced transparency [9] are present. We investigate the role
of narrow Lorentzian peak, found in the analytical expression of
ground-state coherences, for the development of EIT. The method
allows us to follow transfer of the narrow Lorentzian from the
second correction to higher order corrections of different density
matrix elements, optical coherences, populations.

2. Model for calculations of interaction of DK with lasers

2.1. Optical Bloch equations

We calculate elements of density matrix q for the DK interac-
tion scheme i.e. four continuous-wave lasers coupling four atomic
levels (see Fig. 1). We solve steady-state OBEs given by:

i
�h
½bH0; q̂� þ

i
�h
½bHI; q̂� þcSE þ cq̂ ¼ cq̂0: ð1Þ

In Eq. (1) Hamiltonian bHI describes the interaction of lasers with
atoms in a DK configuration, bH0 represents the internal energy of
DK atomic levels, cSE is abbreviated spontaneous emission operator
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with the rate C for both excited-state levels, 3 and 4. Term cq̂
describes the relaxation of all density matrix elements due to the
finite time that atom needs to cross the laser beam, typically much
shorter than the life time of investigated coherences. Term cq̂0 de-
scribes the continuous flux of atoms to the laser beam, with equal
population of two ground-state levels. The detailed system of OBEs
for the 4-level atom is given in A.

The system of equations given by Eq. (1) introduces implicitly
several new quantities that will be used in the following text. Rabi
frequencies of lasers A,B,C and D in Fig. 1 are XA;B;C;D. Laser light
detunings from the corresponding atomic frequencies are DA;B;C;D.
Detuning between ground levels 1 and 2 is DR � DA � DB ¼
DC � DD, and between excited levels is DE ¼ DC � DA ¼ DD � DB. Rel-
ative phase between lasers is U ¼ ðuA �uBÞ � ðuC �uDÞ, where
uA;B;C;D are lasers phases.

2.2. Perturbative method

Here we describe perturbative method [7] used to solve OBEs
for the four-level system. We start from OBEs in the matrix form,
Ax ¼ y, where x represents the column of density matrix elements
fq11;q12 . . .q44g, A is the system’s matrix and y is a non-homoge-
nous part. In order to apply perturbative method, elements of ma-
trix A are separated into unperturbed and perturbed part,
A ¼ A0 þ Apert . The elements of matrix Apert are taken as perturba-
tion and are much smaller than elements of A0. Unperturbed part
and corrections of density matrix are solved in the iterative man-
ner as:

x0 ¼ �A�1
0 y;

xnþ1 ¼ �A�1
0 Apertxn:

ð2Þ

Density matrix element obtained by perturbative method con-
sist of unperturbed part x0, and series of successive corrections
xn, where n is the iteration number. As it turns out, a density-ma-
trix element does not have to be corrected by every-order correc-
tion. Instead, depending on the choice of perturbation, only it’s
certain-order corrections can be non-zero.

3. Results and discussion

3.1. Choice for perturbation

When elements of the matrix Apert are much smaller than those
of A0, the sum of corrections converge, after several iterations, to
the exact solution. By the exact solution we mean the numerical
solution of the system of equations, Eq. (1), written for the atomic
system given in Fig. 1. There are also other limitations of the

perturbative method [7]. First, the system of equations (Eq. (1))
has to be non-homogenous. This is ensured for OBEs given by
Eq. (1) because the relaxation with rate c is included. Also, as seen
from Eq. (2), the matrix A0 has to be invertible. Therefore, not all
choices of perturbation are possible.

We do not consider spontaneous emission as perturbation, be-
cause this would require that Rabi frequencies, as part of matrix
A0, satisfy XA;B;C;D � C. For very strong laser light fields system of
equations given by Eq. (1) needs to be modified to include other ef-
fects into OBEs. Relaxation with c is also not possible as the pertur-
bation, because c ensures non-homogeneity of the system of
equations. For the large enough Rabi frequencies XA;B;C;D �
DA;B;C;D, the choice of taking detunings DA;B;C;D as perturbation is
possible.

Our analysis shows that interaction of DK with either one, two,
three or four lasers is also possible choice for perturbation for the
small enough magnitudes of Rabi frequencies XA;B;C;D. Besides
numerical solution of Eq. (2), we also calculate analytical expres-
sions of the lower-order corrections of density matrix elements.
Considering the interaction of DK atomic scheme with all four
lasers as perturbation yields the simplest analytical expressions
for the lower-order corrections. If the interaction with a laser is
not taken as perturbation, it is then a part of the unperturbed part,
matrix A0. Perturbation method requires calculation of the inverse
matrix of A0 and increase of terms in A0 leads to too complex
expression for A�1

0 which is not favorable for analytical calcula-
tions.

3.2. Example for EIT

We present results of the perturbation method applied to the
system of four lasers interacting with a four-level atom, consider-
ing all laser interactions as perturbations. We choose parameters
so that EIT can be observed. Mathematically, this requires the con-
dition bHIjDSi ¼ 0 (where jDSi is a dark state), which in turn yields
the specific relations to field phases, frequencies and amplitudes:
U ¼ 0;DR ¼ 0;XBXC ¼ XAXD [10].

Results are obtained for Rabi frequencies XA ¼ 0:001 C;XB ¼
0:0001 C;XC ¼ 0:002 C and XD ¼ 0:0002 C, detunings DA;DC are
equal to zero. We vary DR ¼ �DB ¼ �DD around zero. Phases of
all four lasers are equal to zero uA;B;C;D ¼ 0 and their relative phase
too. We calculate steady-state OBEs by normalizing equations i.e.
parameters to C, where we take C ¼ 1, while for the relaxation rate
we take c ¼ 0:01 C. With these parameters, we have that lasers A
and C are strong (pump lasers), while B and D are probe lasers
whose frequencies are varied around the corresponding atomic
resonance. Solutions of perturbative method, with the choice of
perturbation discussed here, are such that odd corrections contrib-
ute only to optical coherences, while even corrections affect other
elements of density matrix.

Fig. 2 shows results for the corrections (a) and sums of low-or-
der corrections (b) of the imaginary part of density matrix element
q23 as a function of the detuning DR. This quantity is proportional
to the imaginary part of complex susceptibility i.e. the absorption
coefficient of laser B. The absorption of other lasers i.e. optical
coherences, which we do not present here, show similar dependen-
cies on DR. From Fig. 2 (b), where we also presented q23 obtained
from the exact numerical solution of the OBEs, it is obvious that
the sum of corrections (plus unperturbed part) converges after sev-
eral iterations to the exact solution of OBEs and that the behavior
of density-matrix element is dominantly determined by its first
non-zero corrections.

Results in Fig. 2 show that narrow EIT resonance appears after
including higher order (n P 3) corrections of q23. The perturbation
method reveals that the narrow resonances first appear in the sec-
ond correction of the ground-state coherences, qx2

12 and qx2
21. Also,

Fig. 1. Interaction scheme – DK configuration of levels that interacts with four laser
light fields A,B,C and D.
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these are the only density-matrix elements showing such narrow
resonance in the second correction. These two narrow resonances
found in qx2

12 and qx2
21 are transferred, by the iterative procedure,

to higher-order corrections and lead to the development of EIT.
The analytical expression for the second correction of ground-

state coherence, qx2
12, is:

qx2
12 ¼ �

2ð2cþ Cþ iDRÞ
cþ iDR

� eiðuA�uBÞXAXB

ð2cþ Cþ 2iDAÞð2cþ C� 2iDA þ 2iDRÞ

�

þ eiðuC�uDÞXCXD

ð2cþ Cþ 2iDCÞð2cþ C� 2iDC þ 2iDRÞ

�
; ð3Þ

while qx2
21 is the complex conjugate. Analytical expression for qx2

12

represents the sum of products of complex Lorentzians (CL). For val-
ues of parameters we used here, terms within square bracket in Eq.
(3) contain very wide CLs, since C� c and C� DA;B;C;D. Next, we
approximate wide CLs with 1

C and obtain simple analytical expres-
sion in the form of a single narrow complex Lorentzian (nCL):

qx2
12 ffi nCLðDRÞ ¼ �

2ðeiðuA�uBÞXAXB þ eiðuC�uDÞXCXDÞ
Cðcþ iDRÞ

ð4Þ

Real part of nCLðDRÞ is the analytical expression of the narrow res-
onance which, as mentioned above, appears when q23 is plotted
against detuning DR.

In Fig. 3 we compare dependence of the optical coherence q23

and of the second correction of the ground-state coherence qx2
12,

on the relaxation rate c. Linewidths and amplitudes of two reso-
nances were obtained from fitting numerical results to the sum
of very wide and one narrow Lorentzian. Results given in Fig. 3
show that these two resonances have very similar dependence
with respect to c. From analytical expression given in Eq. (4) it
can be seen that, for DK system, dependence of EIT’s amplitude
on c can be approximated with � 1

c. Linewidths of EIT can be
approximated by � c.

For the comparison between the second correction of ground-
state coherences and the exact solution for EIT, given in Fig. 3,
we have fitted EIT to the sum of very wide and one narrow Lorentz-
ian. Results from Fig. 2 show that the narrow peak developed in the
third correction of q23 is numerically nearly equal to the EIT ob-
tained from the exact solution of the OBEs. We do not present
analytical expression of qx3

23 here since it is just too long. Its form
also represents sum of product of CLs, such that some products
are only products of wide CLs, and only one is product of wide
and one narrow CL. It turns out that the only term showing narrow

resonance is the term 2ieiuA XA
2cþCþ2iDA�2iDR

qx2
21. All other terms (products) in

analytical expression of qx3
23 are responsible for the broad pedestal

around EIT resonance which can be seen in Fig. 2.

4. Conclusion

In conclusion, we have demonstrated how the interaction of a
DK atomic scheme with four laser light fields can be treated in a
perturbative manner. We presented the example for DK under
the conditions when EIT can be observed. Results show that the
narrow Lorentzian found in the second correction of ground-state
coherences represents an onset of the EIT in all latter corrections
and the final solution. We present simple analytical expression
for the second correction of ground-state coherences and discuss
in which way it affects the final solution for the EIT.
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(a)

(b)

Fig. 2. Successive non-zero corrections (a) and sums of non-zero corrections (b) for
density matrix element q23. In (b) exact solution is given by magenta curve.

(a)

(b)

Fig. 3. Comparison of amplitudes (a) and widths (b) on the relaxation rate c
obtained from profiles of the imaginary part of exact solution of q23 (black curves)
and the second correction of ground-state coherence qx2

12 (red curves). Red curves is
figure (a) were normalized with constant number for the easier comparison with
black curves. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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Appendix A. Optical Bloch equations

Optical Bloch equation for the four-level atom are:

_qij ¼ i
X

k

ðqikRkj � RikqkjÞ þ iDijpij þ Gij � cqij

þ c
2

dijðdi1 þ di2Þ; i; j ¼ 1;2;3;4; ðA:1Þ

where matrices describing certain terms from Eq. (1) are intro-
duced. G is matrix with elements describing spontaneous emission:

G ¼ C

1
2 ðq33 þ q44Þ 0 � 1

2 q1;3 � 1
2 q1;4

0 1
2 ðq33 þ q44Þ � 1

2 q2;3 � 1
2 q2;4

� 1
2 q3;1 � 1

2 q3;2 �q3;3 �q3;4

� 1
2 q4;1 � 1

2 q4;2 �q4;3 �q4;4

0
BBBB@

1
CCCCA;

elements of matrix D are detunings of lasers from the corresponding
atomic frequencies:

D ¼

0 �DR �DA �DC

DR 0 �DB �DD

DA DB 0 �DE

DC DD DE 0

0
BBB@

1
CCCA;

R is matrix with Rabi frequencies describing the interaction part
of the Liouville equation:

R ¼

0 0 eiuAXA eiuC XC

0 0 eiuB XB eiuD XD

e�iuAXA e�iuB XB 0 0
e�iuC XC e�iuD XD 0 0

0
BBB@

1
CCCA

and q is density matrix.
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Abstract
In this work we study propagation dynamics of two counter-propagating lasers, a
continuous-wave (CW) laser and the pulse of another laser, when both lasers are tuned to the
Fg = 2→ Fe = 1 transition in 87Rb, and can therefore develop Hanle electromagnetically
induced transparency (EIT) in Rb vapor. We calculate the transmission of both lasers as a
function of applied magnetic field, and investigate how the propagation of the pulse affects the
transmission of the CW laser. Vice versa, we have found conditions when the Gaussian pulse
can either pass unchanged, or be significantly absorbed in the vacuum Rb cell. This
configuration is therefore suitable for convenient control of the pulse propagation and the
system is of interest for optically switching the laser pulses. In terms of the corresponding
shapes of the coherent Hanle resonances, this is equivalent to turning the coherent resonance
from Hanle EIT into an electromagnetically induced absorption (EIA) peak. There is a range
of intensities of both the CW laser and the laser pulse when strong drives of atomic coherences
allow the two lasers to interact with each other through atomic coherence and can
simultaneously reverse the signs of the Hanle resonances of both.

Keywords: electromagnetically induced transparency, electromagnetically induced absorption,
pulse propagation

(Some figures may appear in colour only in the online journal)

1. Introduction

The interaction of atoms with lasers has been one of
the most studied subjects during the past few decades.
Coherent phenomena in atoms such as coherent population
trapping [1], the Hanle effect [2] and related phenomena,
electromagnetically induced transparency (EIT) [3] and
electromagnetically induced absorption (EIA) [4] have been
widely studied under various conditions. EIT and EIA can
be induced in different atomic schemes. This can be a
pump–probe configuration where two lasers couple two or
more hyperfine (or Zeeman) levels. The other way to probe the
distribution of atomic coherences is to apply a single optical
field, while the transmission of the field is measured as a

function of the magnetic field that varies the energy of Zeeman
sublevels, so called Hanle configuration.

EIT and EIA narrow resonances and steep dispersion in
the narrow spectral bandwidth of their resonances represent
the unique properties of atomic systems. The ability to
switch from EIT to EIA could provide a new technique
to manipulate the properties of a medium. Yu et al [5]
demonstrated transformation from the EIT to the EIA in the
Hanle configuration when the polarization of a traveling wave
changed gradually from linear to circular. This sign reversal
was connected with the weak residual transverse magnetic
field perpendicular to laser propagation. Bae et al [6] recently
presented continuous control of the light group velocity
from subluminal to superluminal propagation by using the
standing-wave coupling field in the transition of the 3-type

11054-660X/14/015201+08$33.00 c© 2014 Astro Ltd Printed in the UK
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system of 87Rb atoms. When the coupling field changed from
a traveling wave to a standing wave by changing the power
of the counter-propagating laser field, the speed of the probe
pulse changed from subluminal to superluminal propagation.

The counter-propagating geometry and the resulting
variations of transmission and refractive index have also been
explored. Chanu et al [7] recently showed that it is possible
to reverse the sign of subnatural resonances in a (degenerate)
three-level system. They observed the D2 line of Rb, in a room
temperature vapor cell, and change was obtained by turning
on a second control beam counter-propagating with respect to
the first beam. The role of the different possible subsystems
created in this configuration was analyzed [8], together with
the possibility of tuning the strength of individual subsystems
by changing the polarization of the control lasers.

Counter-propagation dynamics for the Hanle configu-
ration has also been investigated [9–12]. Brazhnikov et al
[11, 12] recently analyzed the counter-propagating geometry
of two CW laser fields in the Hanle configuration. They
used the polarization method to reverse the sign of the
Hanle resonance of the CW field, and numerical and
analytical calculations were performed for simple three-level
schemes [11, 12].

In this paper, we present the development of Hanle
resonances of two counter-propagating lasers, the CW and
the Gaussian pulsed laser. Lasers having orthogonal linear
polarizations both couple the Fg = 2 → Fe = 1 transition
in the 87Rb D1 line. Analysis is performed by numerically
solving the set of Maxwell–Bloch equations for the same
transition including all the magnetic sublevels and for the
cold atoms. We have found a range of intensities for both
lasers such that they can influence transmission of each
other, that is, they can continuously reverse the sign of their
resonances from EIT to EIA and vice versa, while the pulse is
passing through the Rb cell. We are interested for dynamics
in two special cases: when the pulse of one laser reverses
the sign of the second, CW laser, and when both lasers can
simultaneously switch each other’s resonance signs.

2. Theoretical model

Here we describe the model that calculates the transmissions
of two lasers which act simultaneously on Rb atoms. Namely,
there is constant interaction with one laser, CW, and, at the
same time, also with the pulse of the second laser. The set of
Maxwell–Bloch equations (MBEs) is solved for all magnetic
sublevels of the Fg = 2→ Fe = 1 transition (see figure 1).
From the optical Bloch equations (OBEs):

dρ̂(t)
dt
= −

i
h̄
[Ĥ0, ρ̂(t)] −

i
h̄
[ĤI, ρ̂(t)] − ŜEρ̂(t)

− γ ρ̂(t)+ γ ρ̂0 (1)

we calculate the evolution of density matrix ρ̂. The diagonal
elements of the density matrix, ρgi,gi and ρei,ei , are the
populations, ρgi,gj and ρei,ej are the Zeeman coherences, and
ρgi,ej and ρei,gj are the optical coherences. Here, indices g and
e are for the ground and the excited levels, respectively.

Figure 1. Fg = 2 and Fe = 1 hyperfine levels with the notation of
magnetic sublevels.

MBEs are solved for the Hanle configuration, i.e. when
the external magnetic field B is varied around the zero value,
as described by the Hamiltonian part Ĥ0. The direction of
EB is the direction of laser propagation and it is also the
quantization axis. The Zeeman splitting of the magnetic
sublevels is Eg(e) = µBlFg(e)mg(e)B, where mg(e) are the
magnetic quantum numbers of the ground and excited levels,
µB is the Bohr magneton and lFg,e is the Landé gyromagnetic

factor for the hyperfine levels. In equation (1), ŜE is the
spontaneous emission operator, the rate of which is 0, and in
our calculations we have taken into account that the transition
Fg = 2 → Fe = 1 is open. The term γ ρ̂ describes the
relaxation of all density matrix elements, due to the finite time
that an atom spends in the laser beam. The continuous flux of
atoms entering the laser beams is described with the term γ ρ̂0.
We assume equal populations of the ground Zeeman sublevels
for these atoms. The role of the laser detuning (and Doppler
broadening) is not discussed.

Atoms are interacting with the CW laser, and, for
a limited time, they simultaneously also interact with
another, pulsed laser. These interactions are described with
Hamiltonian ĤI . The electric field vector represents the sum
of two fields:

EE(t, z) =
∑

l

[El
x cos(ωlt − klz+ ϕl

x)Eex

+ El
y cos(ωlt − klz+ ϕl

y)Eey]. (2)

In equation (2), ωl > 0 are the laser’s (l) angular frequencies
ωl
= ±ckl, kl are wavevectors, where we take kl < 0 when the

propagation is in the negative direction of the z-axis, and c is
the speed of light. El

x,El
y are the real Descartes components

of amplitudes of the electric field while ϕl
x, ϕ

l
y are associated

phases and also real quantities.
We introduce the following substitution:

El
++ =

−El
xe+iϕl

x + iEl
ye+iϕl

y

2
√

2
,

El
+− =

−El
xe−iϕl

x + iEl
ye−iϕl

y

2
√

2
,

El
−+ =

El
xe+iϕl

x + iEl
ye+iϕl

y

2
√

2
,

El
−− =

El
xe−iϕl

x + iEl
ye−iϕl

y

2
√

2
.

(3)

2
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With this substitution, the electric field vector stands:

EE(t, z) =
∑

l

EEl(t, z)
∑

l

[ei(ωlt−klz)
Eu+1El

++

+ ei(ωlt−klz)
Eu−1El

−+ + e−i(ωlt−klz)
Eu+1El

+−

+ e−i(ωlt−klz)
Eu−1El

−−], (4)

where Eu+1, Eu−1 and Eu0 are spherical unit vectors [13].

For the case of the two counter-propagating lasers that
couple the same transition, we apply the multi-mode Floquet
theory [14]. We use the approximation with the zeroth-order
harmonics for the ground-state and excited-state density
matrices, and up to the first-order harmonics for the optical
coherences:

ρgi,ej =

∑
l

ei(ωlt−klz)ρ̃l
gi,ej

,

ρei,gj =

∑
l

e−i(ωlt−klz)ρ̃l
ei,gj

,
(5)

where the sum is taken over lasers that couple states gi and ej.

The macroscopic polarization of the atomic medium
EP(t, z) = NceTr[ρ̂Êr] is calculated as

EP(t, z) = Nc

∑
l

[ei(ωlt−klz)(Eu+1Pl
++ + Eu−1Pl

−+)

+ e−i(ωlt−klz)(Eu+1Pl
+− + Eu−1Pl

−−)], (6)

where we introduced new quantities:

Pl
++ = −

∑
gi↔ej

ρ̃l
gi,ej

µej,gi,−1,

Pl
+− = −

∑
ei↔gj

ρ̃l
el,gj

µgi,ej,−1,

Pl
−+ = −

∑
gi↔ej

ρ̃l
gi,ej

µej,gi,+1,

Pl
−− = −

∑
ei↔gj

ρ̃l
ei,gj

µgi,ej,+1.

(7)

The sum is taken over the dipole-allowed transitions induced
by lasers (ls).

MBEs are solved for El
++,El

+−,El
−+,El

−− (given by
equation (3)) which are complex amplitudes of the fields
taking into account the relations (El

++)
∗
= −El

−−, (E
l
+−)
∗
=

−El
−+. MBEs for the propagation along the positive direction

of the z-axis are(
∂

∂z
+

1
c

∂

∂t

)
El
++ = −i

klNc

2ε0
Pl
++,(

∂

∂z
+

1
c

∂

∂t

)
El
−+ = −i

klNc

2ε0
Pl
−+,(

∂

∂z
+

1
c

∂

∂t

)
El
+− = +i

klNc

2ε0
Pl
+−,(

∂

∂z
+

1
c

∂

∂t

)
El
−− = +i

klNc

2ε0
Pl
−−,

(8)

Figure 2. Figure shows the temporal waveforms of the laser
amplitudes that we used in our calculations. The dashed lines
indicate the amplitudes of the CW laser I0

CW and the solid lines are
temporal waveforms of pulses Ipulse.

while those for the propagation along the negative direction of
the z-axis are(

−
∂

∂z
+

1
c

∂

∂t

)
El
++ = −i

klNc

2ε0
Pl
++,(

−
∂

∂z
+

1
c

∂

∂t

)
El
−+ = −i

klNc

2ε0
Pl
−+,(

−
∂

∂z
+

1
c

∂

∂t

)
El
+− = i

klNc

2ε0
Pl
+−,(

−
∂

∂z
+

1
c

∂

∂t

)
El
−− = i

klNc

2ε0
Pl
−−.

(9)

In the following text, we present results for the
transmission of lasers, that is for the averaged power of the
laser (l) electromagnetic fields:

Il
= cε0〈

EEl · EEl〉. (10)

From equation (4) we have

Il
= cε0〈{Eu+1[E

l
++ei(ωlt−klz)

+ El
+−e−i(ωlt−klz)

]

+ Eu−1[E
l
−+ei(ωlt−klz)

+ El
−−e−i(ωlt−klz)

]}
2
〉

= −2cε0 {E
l
++El

−− + El
−+El

+−}. (11)

3. Results and discussion

In this section we present effects on the Hanle EIT of the
CW laser when the counter-propagating laser pulse, tuned to
the same Fg = 2 → Fe = 1 transition, passes the Rb cell,
overlapping the CW laser. Conversely, we present results
when the CW laser controls the transmission and the Hanle
EIT of the laser pulse.

Transmissions of lasers are calculated for the values
of the external magnetic field near zero, i.e. around the
EIT resonance. Polarizations of both lasers are linear and
orthogonal. We take the atom concentration in the cell Nc =

1014 m−3, the length of the cell is 10 cm, γ = 0.001 0 and
the spontaneous emission rate is 0 = 2π 5.75 MHz. The

temporal shape of the laser pulse is Gaussian I0
pulsee−

(t−t0)
2

σ2

(see figure 2), where σ = 10 µs/
√

2 ln 2 and I0
pulse is the

3
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Figure 3. Transmission of the CW laser as a function of the magnetic field B at different times regarding the position of the pulse of the
second laser with respect to the Rb cell: t = 20 µs (a), t = 30 µs (b), t = 36 µs (c), t = 38 µs (d), t = 40 µs (e), t = 42 µs (f), t = 50 µs
(g) and t = 60 µs (h). The CW laser’s intensity is I0

CW = 1 mW cm−2 and the intensity of the pulse at the maximum is
I0
pulse = 0.3 mW cm−2 (solid black and dashed blue curves in figure 2). Note that the first curve is before the pulse even enters the cell, while

curve (g) is at the time when the pulse is at the highest intensity, as can be seen from figure 2.

intensity of the laser pulse, at the peak of the amplitude at
t0 = 50 µs.

Since both lasers are resonant with the Fg = 2→ Fe = 1
transition in 87Rb, each can independently induce EIT in
the atomic vapor. As the pulse enters the cell, its intensity
increases, reaches its maximal value I0

pulse and then decreases.
At the very beginning of the pulse, atoms are interacting with
the CW laser only, and the transmission of the CW field shows
Hanle EIT. As the intensity of the pulse increases, atoms
begin to interact with both superimposed fields. The resultant
polarization, which is the sum of two orthogonal linear
polarizations, can yield very different shapes of transmission
resonances of both lasers.

As we see below, complete switching of the sign of the
transmission resonance, from transmission gain to absorption
gain, can happen depending on the ratio of the pulse’s peak
intensity I0

pulse and the intensity of the CW field I0
CW. We will

next discuss two possible cases, I0
pulse < I0

CW and I0
pulse > I0

CW.

3.1. Hanle EIT resonances of the CW laser field in the
presence of the weak laser pulse

In figure 3 we show changes of the CW laser Hanle EIT as
the counter-propagating and spatially overlapping laser pulse

changes its intensity in the Rb cell. Results are for laser
intensities I0

CW = 1 mW cm−2 and I0
pulse = 0.3 mW cm−2

(solid black and dashed blue lines in figure 2). As the
laser pulse enters the cell the transmission of the CW laser
still shows the Hanle EIT. Such is the case with the front
of the pulse in the cell, that is for results presented in
figures 3(a)–(c). As the pulse intensity increases, this EIT
widens and structure begins to form at the resonance center.
During the transient period, when the pulse intensity is
increasing, there are instances when the CW transmission
at the zero value of the external magnetic field totally
switches its transmission behavior. Instead of the maximum
transmission, when the laser pulse is off, it is maximally
absorbed in the cell. It changes sign from EIT to EIA. With
the back side of the pulse left in the cell, at time t = 60 µs,
the transmission of the CW laser again shows EIT, and
the resonance stays like this until there is no pulse laser
in the cell.

For the choice of laser intensities considered here, I ≤
1 mW cm−2, and with the condition I0

pulse ≤ I0
CW, the

transmission of the pulse laser shows EIT at all times. Besides
intensity broadening, the transmission of the pulse, as a
function of the magnetic field, does not change significantly

4



Laser Phys. 24 (2014) 015201 J Dimitrijević et al

Figure 4. Transmissions of the CW laser for times when the pulse is entering the cell with three different intensities: Ipulse = 0.1 mW cm−2

(a), Ipulse = 0.15 mW cm−2 (b) and Ipulse = 0.2 mW cm−2 (c). For each Ipulse we present results for four different rise times of the
intensity, i.e., when the pulse has maximum intensities I0

pulse = 0.3 mW cm−2 (black curves), I0
pulse = 0.5 mW cm−2 (red curves),

I0
pulse = 0.8 mW cm−2 (green curves) and I0

pulse = 1 mW cm−2 (blue curves). The intensity of the CW laser is I0
CW = 1 mW cm−2. The inset

graph shows these three chosen intensities from four pulses as horizontal black dashed lines.

Figure 5. The transmissions of the CW laser, when the pulse laser takes four intensities from the rising (a) and falling (b) edges of the
pulse. A certain intensity is chosen from the symmetrical moments of the pulse: t = 32 and 68 µs (black curves), t = 36 and 64 µs (red
curves), t = 40 and 60 µs (green curves) and t = 44 and 56 µs (blue curves). The intensity of the CW laser is I0

CW = 1 mW cm−2 and that
of the pulse laser is I0

pulse = 0.3 mW cm−2 (solid black and dashed blue curves in figure 2).

as the pulse passes. Results for the pulse’s sign reversal are
presented in section 3.2.

In figure 4 we compare the transmissions of the CW
laser when four pulses, with different maximum values, have
the same intensity in the cell: that is, when pulses whose
maxima are I0

pulse = 0.3 mW cm−2 (black curves), I0
pulse =

0.5 mW cm−2 (red curves), I0
pulse = 0.8 mW cm−2 (green

curves) and I0
pulse = 1 mW cm−2 (blue curves) (see figure 2),

have the same values of Ipulse = 0.1 mW cm−2 (a), Ipulse =

0.15 mW cm−2 (b) and Ipulse = 0.2 mW cm−2 (c).
Results in figure 4 show that, besides the intensity, the

slope of the rising front of the pulse also determines the
transmissions of the CW laser. Though atoms are affected
by the same pulse intensity, as given in separate figures,
the transmission of the CW field does not show identical

results when curves are compared. From figure 4 we see
that evolution of the EIT/EIA passes through similar stages
as the pulse rises, but the speed of the evolution of the
EIT/EIA depends on the pulse’s slope i.e. its first derivative.
This also means that sign reversal of the CW laser, for
different Gaussian pulses (different maximal intensities), does
not happen simultaneously.

In figure 5 we show that the rising and falling edges of
the laser pulses, with the same intensity, have different effects
on the CW laser transmission. For the CW laser intensity
of I0

CW = 1 mW cm−2 and for the pulse laser maximum
intensity of I0

pulse = 0.3 mW cm−2, we present the CW laser
transmission for four pairs of equal pulse laser intensity; each
pair has the same intensity on both sides of the laser pulse.
We choose the following pairs of intensities of the laser pulse,
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Figure 6. Transmissions of both the CW laser and the pulse as a function of the magnetic field: CW laser (black curves and black y-axis)
and pulse laser (blue curves and blue y-axis). The amplitude of the CW laser’s electric field is I0

CW = 0.3 mW cm−2 and the pulse’s
maximum value is I0

pulse = 1 mW cm−2 (solid blue and dashed black curves in figure 2). Results are presented for six values of the intensity
of the Gaussian laser pulse as it passes through the cell, from t = 20 to 70 µs in steps of 10 µs: t = 20 µs (a), t = 30 µs (b), t = 40 µs (c),
t = 50 µs (d), t = 60 µs (e) and t = 70 µs (f).

i.e., for the pulse instants t = 32 and 68 µs (black curves),
t = 36 and 64µs (red curves), t = 40 and 60µs (green curves)
and t = 44 and 56 µs (blue curves).

The results given in figure 5 indicate that the
transmissions of the CW field are not symmetrical with
respect to the pulse maximum intensity. Depending on
whether the CW laser is overlapped with the rising
(figure 5(a)) or the falling (figure 5(b)) edge of the pulse,
the profiles have different waveforms, although the intensities
are the same. A similar result of this ‘memory effect’ has
also been discussed by Ignesti et al [15]. It was theoretically
predicted that spectral enlargement or compression process
occurs when the probe pulse is overlapped by a coupling
pulse field with a positive or negative temporal slope,
and experimental confirmation was obtained for a scheme
in sodium atomic vapor [15]. At the rising edge of the
pulse, while the dark-state is being formed, there are rapid
changes in the transmission of the CW laser. The profiles
at the falling edge of the pulse are due to long-lived
ground-state coherences, created at the earlier time of the
pulse propagation. After a certain time the dark-state is
established and further decrease of the pulse’s intensity does
not affect the formed dark-state.

3.2. Switching signs of both laser transmissions

Our analysis indicates that the simultaneous switching of
signs of transmission resonances of both CW and pulse laser

fields is when the intensity of the CW field is comparable to
the pulse laser intensity, that is I0

CW ≤ I0
pulse. For this ratio of

intensities, when the pulse laser intensity after a certain time
reaches the intensity of the CW laser, the intensities of the two
lasers are comparable (see figure 2) and reversals of the signs
of both are possible.

In figure 6 we present the transmissions of both lasers on
the corresponding sides of the cell. For the case I0

pulse > I0
CW

(we analyzed range of intensities I ≤ 1 mW cm−2) both lasers
are switching each other’s resonance signs. The switching
happens only at the time when the pulse intensity varies near
its maximum; therefore, it is a very fast and short optical
switch. Results in figures 6(d) and (e) show that both lasers
have completely changed the sign of resonance from EIT/EIA
to EIA/EIT. Results also show that there is a mirror symmetry
between the transmission of the CW and pulse lasers. Both
lasers change the sign of resonance simultaneously. The only
exception to this is around t = 40 µs, when both lasers show
EIA, when there are also most drastic changes in the evolution
of the atomic ensemble.

We also calculated the transmission of the laser pulse
for four values of the CW laser intensities. Results are given
in figure 7 for I0

CW = 0.3 mW cm−2 (black curves), I0
CW =

0.5 mW cm−2 (red curves), I0
CW = 0.8 mW cm−2 (green

curves) and I0
CW = 1 mW cm−2 (blue curves). The intensity

of the pulse laser is I0
pulse = 1 mW cm−2. We observe the

pulse’s Hanle resonance in transmissions for three different

6
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Figure 7. Transmissions of the pulse fields, when the CW laser takes different intensities: I0
CW = 0.3 mW cm−2 (black curves),

I0
CW = 0.5 mW cm−2 (red curves), I0

CW = 0.8 mW cm−2 (green curves) and I0
CW = 1 mW cm−2 (blue curves). We observe transmissions at

three different moments in time: t = 40 µs (a), t = 50 µs (b) and t = 60 µs (c). The maximum intensity of the pulse laser is kept constant,
I0
pulse = 1 mW cm−2.

Figure 8. Real part of the ground-state coherences ρg−1,+1 (a) and transmissions of the CW laser (b) and pulse laser (c) for six times during
the time development of the pulse, from t = 20 to 70 µs in steps of 10 µs. Results for the coherences are calculated in the middle of the cell,
z = 0.05 m. The curves in all three graphs are y-shifted such that they coincide in B = 0.

times: t = 40 µs (a), t = 50 µs (b) and t = 60 µs (c). Results
show that when the intensity of the CW field is varied, the
transmission of the pulse laser at the zero magnetic field, for
B = 0, remains constant at all times. The condition for CPT
in the Hanle configuration is fulfilled at zero magnetic field,
and is, in this case, well established by the pulse’s stronger
laser. As can be seen in figures 7(b) and (c), the rest of the
pulse transmission profile, which violates the exact condition
for the dark-state fulfilled at zero magnetic field, can show
either EIT or EIA depending on the strength of the CW field
intensity.

In figure 8 we present the real part of the ground-
state coherences ρg−1,+1 (a) and compare them with the
transmissions of the CW laser (b) and pulse laser (c). Different
colors indicate different intensities applied, i.e. different
moments of the pulse propagation, from t = 20 to 70 µs
in steps of 10 µs, whereas the intensity of the CW laser is
constant, I0

CW = 0.3 mW cm−2. Curves in all three graphs
are shifted along the y-axis for easier comparison. We present

results in the middle of the cell, since changes along the cell
are negligible. In this configuration, the transmission of the
CW laser matches the sign of the ground-state coherences,
while that of the pulse laser is of the opposite sign. Results
presented in figure 8 confirm that the behavior of the
transmissions of both lasers closely follows the behavior of
the ground-state coherences.

4. Conclusion

We have analyzed the propagation dynamics of two
counter-propagating laser fields with Rb atoms in the Hanle
configuration, one of which is a Gaussian pulse and the other
is CW. We demonstrated continuous sign reversal of both
lasers in the Hanle configuration. Sign reversal was obtained
in two ways, of only the CW laser field and of both lasers.
The choice lies in the ratio of the lasers’ intensities. We have
also analyzed peculiarities of these two cases, different slopes
of pulses, the effect of different intensities and the behavior
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of the ground-state coherences. The results obtained in this
work may provide a useful reference for further research
and interesting applications of EIT and EIA ultranarrow
resonances.
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Abstract
We study numerically the nonlinear magneto-optical rotation of polarization (NMOR) of the
laser pulse during its propagation through a cold Rb cloud with induced Zeeman coherences
and electromagnetically induced transparency. Evolution of NMOR is calculated by solving
the Maxwell–Bloch equations. We consider a linearly polarized Gaussian pulse with different
pulse peak amplitudes and widths. For an intensity peak of 5 mW cm−2 and full-width at
half-maximum of 10 μs, transient behaviour of NMOR does not follow the pulse intensity
variation: NMOR begins to decrease as the pulse’s intensity nears its peak value. When the
pulse has a smaller peak intensity, NMOR behaves qualitatively differently: the angle of
rotation constantly increases during the pulse propagation. Observed differences are explained
by the optical pumping into the dark state and the behaviour of the ground-state coherences
subjected to coherent population trapping. The same pulse intensity, from different sides of the
pulse, during rising and falling sides, produces qualitatively different NMOR shapes, its
amplitudes and widths which result can be explained by the successive excitation of atoms
during the pulse propagation. It was shown that increasing the relaxation rates of the
ground-state coherences, shifts the maximum of the NMOR to higher magnetic field, while the
atomic density strongly influences the magnitude of the NMOR.

Keywords: magneto-optical effects, electromagnetically induced transparency,
electromagnetic pulses, light propagation

(Some figures may appear in colour only in the online journal)

1. Introduction

Rotation of the polarization plane of light travelling through an
atomic vapour, subjected to magnetic field, has been studied
for more than a century. The main characteristic of the linear
resonant Faraday effect is that, for Larmor frequencies smaller
than the resonance line width, the magnitude of the rotation
is proportional to a magnetic field. For nonlinear magneto-
optical rotation (NMOR) [1, 2], nonlinear contributions appear
in characteristic, dispersively shaped dependence on the
magnetic field.

The origin of magneto-optical rotation lies in the fact that
the medium behaves differently for the two components of
the field, displaying what is known as circular birefringence

or linear dichroism. The magnetic field, when applied to
an initially isotropic medium, creates asymmetry between
medium susceptibilities, corresponding to two circularly
polarized components of the field. Asymmetry can happen
when the magnetic field is longitudinal with respect to light
propagation (Faraday effect, causing circular birefringence)
or is transverse to �k (Voigt effect, causing linear dichroism).
Resultant circular birefringence and linear dichroism induce
magneto-optical rotation, i.e. the polarization plane of the light
emerging out of the medium is rotated with respect to that of
the incident.

It is however interesting to relate NMOR to the combined
effects of the laser field and the magnetic field in the context
of coherent control of the polarization rotation [3–5]. Namely,
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NMOR is associated with the light-generated redistribution of
populations by optical pumping, and also by the creation of
coherences between magnetic sublevels of atomic or molecular
ground and/or excited states. This makes NMOR closely
related to other coherence effects, like electromagnetically
induced transparency (EIT) [6, 7], coherence population
trapping (CPT) [8, 9] and the slow propagation of light
[10, 11].

NMOR is typically studied as a function of light detuning
from atomic resonance, in the presence of the constant
magnetic field or as a function of the magnetic field for the light
tuned to the resonance. When both laser field and the external
magnetic field are present, transmission line shapes show
interplay between two fields resulting with suppressed and
enhanced rotation signals. Also, NMOR is typically studied
for the continuous-wave fields when it is of interest to know
the amount of rotation in the steady state. However, in the case
of amplitude modulated electromagnetic field propagating
through the resonant gaseous media, the presence of magnetic
field leads to time-dependent magneto-optical rotation.

Interest in laser pulse NMOR is focused on achieving a
better understanding of the relation between polarization of
the medium during the pulse propagation, and the subsequent
effects on the polarization of the light pulse. Investigation
of pulse NMOR behaviour is then directly related to studies
of pulse propagation through atomic medium [11], slow and
stored light [12, 13] and optical switching [14]. The NMOR
of pulsed light has been analysed in the context of slow light
[15–17]. Budker et al [15] demonstrated the relation between
the reduced light group velocity and nonlinear magneto-optics.
It was shown that the time-dependent optical rotation can mask
the storage of light signal [16]. Ruseckas et al [17] have shown
that the orbital angular momentum of slow light manifests in
a rotation of the polarization plane of linearly polarized light.

In this paper we study theoretically the transient NMOR
behaviour of the light pulse propagating through the atomic
medium in the presence of longitudinal magnetic field.
Frequency of the linearly polarized light is tuned to the
Fg = 2 → Fe = 1 hyperfine transition in the Rb, D1 line.
Therefore, the pulse is inducing EIT in the atomic medium
as it propagates. The properties of NMOR are obtained by
solving density matrix equations for the atomic coherences
and populations along with the Maxwell equations describing
pulse propagation of the electromagnetic field through the
cold gas. We assume the Gaussian shape for the light pulse
and perform calculations for different pulse amplitudes and
widths. Transient behaviour of NMOR is compared to that of
ground-state coherences subjected to CPT, and their relation
is discussed. Influence of ground-states relaxation and atomic
density on the magnetic field dependence of rotation angle, as
the pulse propagates through the atomic medium, is presented.

2. Theoretical model

We solve the Maxwell–Bloch equations for the Fg = 2 →
Fe = 1 transition (see figure 1) in the 87Rb, D1 line, for
different longitudinal magnetic fields. Evolution of the density
matrix ρ̂(t, z) is obtained from the optical-Bloch equations:

m =  -1       0       1e

m  =   -2       -1        0        1        2g

F = 1e

F  = 2g

87Rb

Figure 1. Fg = 2 and Fe = 1 hyperfine levels with the notation of
magnetic sublevels.

dρ̂(t, z)

dt
= − i

�
[Ĥ0, ρ̂(t, z)] − i

�
[ĤI, ρ̂(t, z)]

− ˆSEρ̂(t, z) − γ ρ̂(t, z) + γ ρ̂0. (1)

From equation (1) we calculate the evolution of the density
matrix ρ̂. Indexes g and e stand for the ground and excited
levels, respectively. The diagonal elements of the density
matrix, ρgi,gi and ρei,ei are the populations, while elements
ρgi,g j and ρei,e j are Zeeman coherences, and ρgi,e j and ρei,g j

are optical coherences. The usual substitution for optical
coherences has been introduced:

ρgi,e j = eiωt−ikzρ̃gi,e j ,

ρei,g j = e−iωt+ikzρ̃ei,g j . (2)

In equation (1), Ĥ0 describes the interaction of Rb atoms
with magnetic field �B. The direction of the magnetic field is
also the direction of the pulse propagation and is taken to
be the quantization axis. Magnetic sublevels are split due to
the Zeeman effect by Eg(e) = μBlFg(e)

mg(e)B, where mg(e) are
magnetic quantum numbers of the ground and excited levels,
μB is the Bohr magneton and lFg,e is the Lande gyromagnetic
factor for the hyperfine level. The interaction of atoms with
electromagnetic pulse, with electric field vector �E(t, z), is
given with Hamiltonian ĤI . ˆSE is the spontaneous emission
operator with the rate �. Due to a finite time that an atom
spends in the laser beam, all density matrix elements are
relaxing with the same rate γ . The term γ ρ̂0 describes the
continuous flux of atoms entering the laser beam, where we
take equal population of the ground Zeeman sublevels for these
atoms. The role of the laser detuning is not discussed.

The electric field vector is

�E(t, z) = �exEx(t, z) cos(ωt − kz + ϕx(t, z))

+�eyEy(t, z) cos(ωt − kz + ϕy(t, z)), (3)

where ω > 0 is the laser angular frequency, ω = ±ck, �k is
the wave vector (we take k > 0 for the propagation towards
the positive direction of the z-axis) and c is the speed of
light. Ex(t, z) and Ey(t, z) are real Cartesian components of
the electric field amplitude, while real quantities ϕx(t, z) and
ϕy(t, z) are associated phases. In the following text we omit
dependence of all quantities on t and z.

The angle of rotation φ is introduced here, when Cartesian
unit vectors are rotated like

�ex → �ex cos φ + �ey sin φ, �ey → �ey cos φ − �ex sin φ. (4)

The electric field vector �E, when cosine functions in
equation (3) are written in exponential form, is
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�E = 1
2 Ex(�ex cos φ + �ey sin φ)eiωt−ikz+iϕx

+ 1
2 Ex(�ex cos φ + �ey sin φ)e−itω+ikz−iϕx

+ 1
2 Ey(�ey cos φ − �ex sin φ)eiωt−ikz+iϕy

+ 1
2 Ey(�ey cos φ − �ex sin φ)e−itω+ikz−iϕy . (5)

After we make transformation to the complex spherical unit
vectors basis:

�ex = �σ− − �σ+
√

2
, �ey = i(�σ− + �σ+)√

2
, �ez = �σ 0, (6)

the electric field vector is given in terms of complex
amplitudes, E++, E+−, E−+ and E−− as

�E = eiωt−ikz(�σ−E−+ + �σ+E++)

+ e−iωt+ikz(�σ−E−− + �σ+E+−). (7)

In equation (7) the following substitution has been made:

E+− = e−iφ

2
√

2
(−Exe−iϕx + iEye−iϕy ),

E−− = eiφ

2
√

2
(Exe−iϕx + iEye−iϕy ),

E++ = e−iφ

2
√

2
(−Exeiϕx + iEyeiϕy ),

E−+ = eiφ

2
√

2
(Exeiϕx + iEyeiϕy ). (8)

From equation (8) we see that complex amplitudes of electric
field are not mutually independent i.e. (E++)∗ = −E−− and
(E+−)∗ = −E−+.

Maxwell–Bloch equations representing equations of
motion for the complex amplitudes E++, E+−, E−+ and E−−
(given in equation (8)) are solved for the propagation along
the z-axis: (

∂

∂z
+ 1

c

∂

∂t

)
E+− = + i

kNc

2ε0
P+−,

(
∂

∂z
+ 1

c

∂

∂t

)
E−− = + i

kNc

2ε0
P−−,

(
∂

∂z
+ 1

c

∂

∂t

)
E++ = − i

kNc

2ε0
P++,

(
∂

∂z
+ 1

c

∂

∂t

)
E−+ = − i

kNc

2ε0
P−+. (9)

In equation (9) we introduced the following quantities:

P+− = −
∑

ei↔g j

ρ̃ei,g jμg j,ei,−1,

P−− = −
∑

ei↔g j

ρ̃ei,g jμg j,ei,+1,

P++ = −
∑

gi↔e j

ρ̃gi,e jμe j,gi,−1,

P−+ = −
∑

gi↔e j

ρ̃gi,e jμe j,gi,+1, (10)

where summation is taken over dipole-allowed transitions
induced by the laser. These four variables represent
components of the macroscopic polarization of the atomic
medium:

�P(t, z) = NceTr[ρ̂�̂r]

= Nc[eiωt−ikz(�σ−P−+ + �σ+P++)

+ e−iωt+ikz(�σ−P−− + �σ+P+−)], (11)

where Nc is the concentration of Rb atoms.
To obtain the angle of rotation φ we take the third and

fourth lines of equation (8) and set ϕy = ϕx + π
2 :

E++ = − (Ex + Ey)

2
√

2
eiϕx−iφ,

E−+ = (Ex − Ey)

2
√

2
eiϕx+iφ, (12)

i.e.,

|E++| = (Ex + Ey)

2
√

2
, arg(E++) = ϕx − φ + π + 2πn1,

|E−+| = (Ex − Ey)

2
√

2
, arg(E−+) = ϕx + φ + 2πn2. (13)

From equation (13) we obtain

φ = 1
2 (arg(E−+) − arg(E++) − 2π(n2 − n1) + π). (14)

For the results presented in the next section we have φ(0, 0) =
0 and from equation (14) we calculate the polarization rotation
along the atomic medium and for different times during the
pulse propagation φ(t, z).

Results for the transmission of the laser will also be
presented in the next section. They represent the power average
of the laser electromagnetic field, I = cε0〈�E · �E〉. From
equation (7) we have

I = cε0〈{�σ−(E−+eiωt−ikz + E−−e−iωt+ikz)

+ �σ+(E++eiωt−ikz + E+−e−iωt+ikz)}2〉
= − 2cε0 (E++E−− + E−+E+−). (15)

3. Results and discussion

In this section we present results for the evolution of the
NMOR for the linearly polarized light pulse as the pulse
propagates through the L = 0.1 m long Rb atomic cloud. The
pulse laser frequency is tuned to the Fg = 2 → Fe = 1
transition of the 87Rb, D1 line. Results are calculated for
magnetic fields corresponding to the EIT resonance. The
spontaneous emission rate is � = 2π 5.750 06 MHz and the
concentration of Rb atoms, if not emphasized differently, is
Nc = 1014 ×1 m−3. The rate of relaxation due to time of flight
γ = 0.001 �. Temporal wave-form of the propagating laser
pulse is Gaussian (see figure 2):

I(t) = I0 exp

⎛
⎝− (t − tc)2

�2
W

4 log(2)

⎞
⎠ , (16)

where I0 is the pulse peak intensity at the centre of the pulse
tc and �W is the full-width at half-maximum. We point out
that transmission and NMOR signals can readily be obtained
experimentally from transient wave-forms of a transmitted
laser pulse, at large number of magnetic field values within
the EIT spectral bandwidth.
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Figure 2. Gaussian wave-form of the light pulse used in the
calculations. The pulse peak intensity is I0 = 5 mW cm−2, centred
at tc = 50 μs and �W = 10 μs.

The origin of EIT lies in the CPT i.e. the existence of a
so-called dark state which represents coherent superposition
among the ground-state Zeeman sublevels. Mathematically,
the dark state is given with the condition ĤI |dark state〉 = 0.
For the scheme Fg = 2 → Fe = 1 (see figure 1) there are two
dark states, one among |mg = −1〉 and |mg = +1〉 Zeeman
sublevels, thus induced by the 
 interacting scheme. The other
dark state represents linear combination of other ground-state
sublevels, being part of the M scheme. Due to the existence of
these dark states, EIT resonances are closely related to the
ground-state Zeeman sublevels and the coherences created
between them. Formation of coherences, dark states and
optical pumping processes for different CPT schemes among
the Zeeman sublevels was analysed by Renzoni et al [18]
for the sodium D1 line. The role of ground-state coherences
in the NMOR effect was also discussed [19, 20]. Matsko et al
[19] analysed ellipticity-dependent nonlinear magneto-optic
rotation of elliptically polarized light propagating in a medium
with atomic coherence. It was shown that this rotation can be
described by means of 
, M and higher-chain 
 schemes.
Drampyan et al [20] presented a theoretical description based
on the inverted Y model (combination of the 
 and ladder
systems).

In figure 3 we compare behaviour of the pulse
transmission and the rotation angle φ versus the magnetic field
B with the behaviour of the ground-state coherence ρg−1,g1 . We
present results for three moments of the pulse propagation
corresponding to different intensities of the pulse in the
medium: during rising of the pulse intensity ((a) and (d)), when
the pulse is at the maximum intensity ((b) and (e)) and during
falling of the pulse intensity ((c) and (f)). More precisely, these
three instances correspond to times t = 40 μs, t = 50 μs and
t = 64 μs of the linearly polarized Gaussian pulse presented
in figure 2. Results presented in figures 3(a)–(c) show that
evolution of both EIT and NMOR show various dependences
on B while the pulse intensity varies. Both magnitude of the
polarization rotation angle and the shape of its dependence
on B is very sensitive on the pulse intensity in the medium.
There are also significant differences of both EIT and NMOR
depending on whether the pulse intensity is rising or falling.
Results for the dependence of the NMOR on B in figure 3(c),

calculated for the time when the pulse is ‘leaving’ the medium,
t = 64 μs, show oscillatory behaviour of rotation angle φ, that
can be related to the Ramsey effect. Polarization of atoms
created at the peak of the pulse is probed during the weaker
pulse intensity at the time when the pulse exits the medium
[21, 22]. For the same moments of the pulse propagation,
results for the behaviour of the ground-state coherence ρg−1,g1 ,
presented in figures 3(d)–(f) reveal a close relation between
transmission of the pulse and the real part of ρg−1,g1 , and
between the dispersive shape of the rotation angle and the
imaginary part of ρg−1,g1 .

To further confirm the relation between NMOR and
ground-state coherences, in figure 4 we compare amplitudes
(a) and widths (b) of the angle of rotation φ (green curves) and
of the imaginary part of ρg−1,g+1 (blue curves) as a function
of the magnetic field B, for different times during the pulse
propagates through the medium. Amplitudes and widths were
obtained from dispersively shaped dependence on B (green and
blue curves in figure 3) i.e. from their minimum (B < 0) and
maximum (B > 0) values. The NMOR amplitude represents
the difference between these two extreme values of the rotation
angle, while the NMOR width is the difference between
the corresponding values of the magnetic field. Widths and
amplitudes of the magnetic field dependence of ρg−1,g+1 are
calculated in an analogous way. Results show that the transient
behaviour of the amplitudes and widths of NMOR and the
imaginary part of coherence ρg−1,g+1 closely follow each other.
Discrepancy between widths at the time when the pulse begins
to enter the medium is due to the fact that formation of NMOR
signal is slower than the coherence buildup.

Results presented in figure 4 reflect diversity of the
magnetic field dependence of rotation angle φ(B) during pulse
propagation through the medium of Rb atoms. During the
rising of the pulse intensity, when the pulse starts to enter
the medium, there is a linear-like dependence of the NMOR
amplitude with increasing intensity. With rising of the pulse
intensity, atoms are exposed to larger energy per unit surface
area, as given with the integral of the pulse intensity over time
i.e. the area of the pulse. Results presented in figure 4(a) show
the effect of saturation at around t = 43 μs, that is before the
pulse peak intensity enters the medium. Further increase of
the intensity leads to smaller amplitudes of φ(B) at the pulse
peak intensity. Results in figure 4 show that, for times when
pulse intensity is falling, the resonances are becoming steeper
i.e. the width of φ(B) is decreasing and amplitude is becoming
larger.

Next, we analyse the effect of the pulse peak intensity and
width on the behaviour of NMOR. In figure 5(a) we present
the amplitude of φ(B) versus time for three light pulses of
the same width �W = 10 μs, centred at tc = 50 μs and
with different peak intensities I0 = 0.1 mW cm−2 (magenta
curve), I0 = 0.5 mW cm−2 (green curve) and I0 = 1 mW cm−2

(black curve). In figure 5(b) the NMOR amplitude is presented
for three pulses with peak intensity I0 = 0.3 mW cm−2 and
different widths, �W = 10 μs (magenta curve), �W = 20 μs
(green curve) and �W = 40 μs (black curve). For results
presented in figure 5(b), the pulses were centred at tc = 100 μs
to ensure that for t = 0 pulse intensity represents numerical
zero.
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(a) (b) (c)

(d) (e) (f)

Figure 3. Results for the magnetic field dependence of transmission (magenta curves), rotation angle φ (green curves), real (black curves)
and imaginary (blue curves) parts of the ground-state coherence ρg−1,g+1 for three different moments of the pulse propagation: t = 40 μs ((a)
and (d)), t = 50 μs ((b) and (e)) and t = 64 μs ((c) and (f)). Results are presented for the linearly polarized pulse with the peak intensity
I0 = 5 mW cm−2, tc = 50 μs and �W = 10 μs shown in figure 2. y-scales for the rotation angle and the imaginary part of ρg−1,g+1 are given
on the right sides.

(a) (b)

Figure 4. Results for amplitude (a) and width (b) of NMOR (green curves) and imaginary part of the ground-state coherence ρg−1,g+1 (blue
curves) during the light pulse passing through the medium. Results for the amplitude of the imaginary part of coherence were multiplied
with the constant to coincide with amplitudes of φ(B). Also presented with black dashed lines are normalized wave-forms of the pulse.
Parameters are the same as in figure 3.

The effect of the pulse peak intensity and width on the
NMOR has to be related to the light absorbed by the atomic
medium since the beginning of the interaction of the atomic
ensemble with the light pulses. Dependences of amplitudes
with the time of the pulse propagation, presented in figure 5,
show their increase when pulse intensity is rising. However,
while the magenta curves in both figures 5(a) and (b) constantly
increase even when the pulse is leaving the medium, the results
for higher pulse peak intensities and larger pulse width show
that there are critical moments when the amplitude of the
φ(B) starts to decrease. This results in smaller polarization
rotation although the pulse intensity is rising. Exposing the
atoms to higher pulse energy, either by the increase of the pulse
peak intensity or with wider �W , leads to saturation and even
decrease of NMOR amplitudes during high pulse intensities.

This effect is relaxed with the lower intensity when the pulse is
leaving the medium, leading to even higher amplitudes than for
pulse intensities during the rising side of the pulse. This kind of
dependence of the NMOR amplitude with time is characteristic
for much larger intensities, as presented in figure 4.

Our analysis shows that a decrease of polarization
rotation, while pulse intensity is still increasing, is related
to the optical pumping into the dark state. Here we analyse
the dark state formed only by the 
 scheme, while the
analysis of the other dark state (M-scheme) brings very similar
results. In figure 6(a) we present results for the behaviour
of the population of the dark state as a function of time
for three values of the magnetic fields B = 0 (magenta
curves), B = 0.1 G (green curves) and B = 0.2 G (black
curves). Presented in figure 6(b) is the imaginary part of the
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(a) (b)

Figure 5. NMOR amplitudes at different times during the light pulse propagation through the medium. In (a) we present results for the pulse
with �W = 10 μs, tc = 50 μs and for three different pulse peak intensities: I0 = 0.1 mW cm−2 (magenta curve), I0 = 0.5 mW cm−2 (green
curve) and I0 = 1 mW cm−2 (black curve). In (b) we present results for the pulse with I0 = 0.3 mW cm−2, tc = 100 μs and for three
different widths of the pulse: �W = 10 μs (magenta curve), �W = 20 μs (green curve) and �W = 40 μs (black curve). Also presented with
dashed lines of matching colours are the wave-forms of the corresponding light pulses.

(a)

(b)

Figure 6. Time-dependence of the population of the 
-scheme dark
state (a) and imaginary part of the ground-state coherence ρg−1,g+1

(b) for three magnetic fields: B = 0 G (magenta curves), B = 0.1 G
(green curves) and B = 0.2 G (black curves). Results are for the
linearly polarized pulse presented in figure 2: I0 = 5 mW cm−2,
centred at tc = 50 μs and �W = 10 μs. Normalized wave-forms of
the pulse are presented with black dashed lines.

coherence ρg−1,g+1 , which constitutes the dark state from the 
-
scheme. Results are for the linearly polarized pulse presented
in figure 2.

For the considered configuration, the condition for the
dark state is satisfied only for the zero magnetic field, while
for other magnetic fields, inside the EIT resonance, the EIT
profile represents the ‘grey zone’ where the absorption is
less suppressed. Results in figure 6(a) show that for B = 0
the population of the dark state is constantly trapped during
most of the time of the pulse propagation, while the non-zero
magnetic fields yield a less populated dark state. For non-zero

magnetic fields and times when the population of the dark state
shows a flat dependence of maximally trapped atoms in the
dark state, the magnitude of the imaginary part of the coherence
ρg−1,g+1 , decreases during the rising of the pulse intensity, and
recovers after the pulse peak intensity. Maximally populated
dark states lead to suppressed absorption which in turn leads to
depolarization of atoms and less rotation. The decrease of φ(B)

amplitudes during the pulse maximum intensity is the result of
optical pumping into the dark states, followed by simultaneous
decrease of coherences with time, but also dependent on the
value of the magnetic field B.

The subject of many studies is the width of EIT
[18, 23–26]. Being both related to the ground-state coherences,
EIT and NMOR also depend on the lifetimes of ground-state
coherences created between ground-state Zeeman sublevels.
In our model, we have taken into account relaxation of all
density matrix elements with rate γ , due to the finite time that
atoms spend in the laser beam. While the lifetimes of excited
state and optical coherences are limited by the spontaneous
emission rates, the lifetime of the ground-states is much longer
and is determined with γ .

In figure 7 we present dependences of the NMOR
amplitude (a) and the NMOR width (b) on the time-dependent
intensity of the linearly polarized laser pulse (shown in
figure 2) for three values of relaxation rates: γ = 0.0001 �

(magenta curve), γ = 0.001 � (green curve) and γ = 0.01 �

(black curve). The presented results show that the value of
the relaxation rate γ = 0.01 � (black curves in figure 7)
yields qualitatively and quantitatively different behaviour of
both NMOR amplitude and width, compared to the smaller
relaxation rates. During rising of the pulse intensity, while
the dark states are not yet populated, the influence of large
γ means greater dissipation of the ground-state populations
and the coherences and thus slower formation of the dark
states. For times when saturation of NMOR is present, the
rate of relaxation of the ground-states strongly influences
the widths of the rotation angles. The width of φ(B) for
γ = 0.01 � (black curve in figure 7(b)) is significantly larger
compared to the results with smaller γ . Also, the black curve
in figure 7(a) shows a decrease of the amplitude when the pulse
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(a) (b)

Figure 7. Time-dependence of the amplitude (a) and the width (b) of φ(B), for the ground-state relaxation rates: γ = 0.0001 � (magenta
curve), γ = 0.001 � (green curve) and γ = 0.01 � (black curve). Results are for the linearly polarized pulse and the peak intensity is I0 = 5
mW cm−2, centred at tc = 50 μs and with the �W = 10 μs, presented in figure 2. Normalized wave-forms of the pulse are presented with
black dashed lines.

(a) (b)

Figure 8. Dependence of the amplitude (a) and the width (b) of the φ(B) on the time of pulse propagation for three different concentrations
of Rb atoms in the medium: Nc = 5 × 1013 × 1 m−3 (magenta curves), Nc = 1014 × 1 m−3 (green curves) and Nc = 5 × 1014 × 1 m−3

(black curves). Results are presented for the linearly polarized pulse with the peak intensity I0 = 5 mW cm−2, tc = 50 μs and �W = 10 μs
as shown in figure 2. Normalized pulse wave-forms are presented with black dashed lines.

is leaving the medium. During this period, intensities of the
pulse are insufficient to sustain created coherences due to great
dissipation with the rate γ = 0.01 �. Effect of decoherence
on the NMOR was previously studied by Wang et al [27]. It
was pointed out that an increase of decoherence rate leads to
the behaviour typical for a linear Faraday rotator because the
EIT effect tends to be eliminated. The shift of the peak of the
Faraday rotation angle to higher magnetic fields was observed
[27], which can be related to an increased width of φ(B) in
our analysis for the case of pulsed light.

Results presented in figure 8 demonstrate the influence
of the optical thickness of the atomic gas on the NMOR.
We present results for the amplitude (a) and width (b) of
the calculated φ(B) as a function of time-dependent laser
intensity. Results are for the linearly polarized pulse presented
in figure 2. Calculations were performed for three values of
the atomic density Nc = 5 × 1013 × 1 m−3 (magenta curves),
Nc = 1014 × 1 m−3 (green curves) and Nc = 5 × 1014 × 1 m−3

(black curves). Results presented in figure 8 show that atomic
density does not influence the width of NMOR significantly.
Conversely, amplitudes are strongly affected with the change
of atomic density yielding approximately an order of
magnitude greater rotation when the concentration is changed
by an order of magnitude. The effect of the atomic density
in our theoretical model is in the macroscopic polarization
of atomic medium (see equation (11)), which depends linearly

on the atomic concentration. Atomic concentration determines
the number of polarized atoms whose atomic polarization
is precessing in the magnetic field, and therefore changes
the properties of the optical medium. The change of atomic
density also strongly affects polarization of the pulse itself,
since components of the atomic polarization are in the right-
hand sides of equation (9) and represent source terms of the
Maxwell–Bloch equations. The effect of atomic density on the
nonlinear Faraday effect with intense linearly polarized light
in an optically thick atomic rubidium vapour was previously
studied by Hsu et al [28] for the CW field. They show that
the polarization rotation rate, which is rotation angle per unit
magnetic field dφ/dB, in the limit of low field has a maximum
value as the density is increased.

4. Conclusions

We analysed NMOR of the linearly polarized Gaussian pulse
while propagating through the cold atomic gas. The frequency
of the laser pulse is tuned to the Fg = 2 → Fe = 1
transition in 87Rb, D1 line, and the pulse induces EIT. Transient
non-monotonic dependence of the rotation angle is obtained,
with enhancement and suppression of magneto-optical rotation
during different phases of the pulse propagation. Throughout
the pulse propagation, NMOR (EIT) behaves similarly to the
imaginary (real) part of the ground-state Zeeman coherences.
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NMOR depends on optical pumping into the dark states and
on the behaviour of ground-state coherences subjected to CPT.
Behaviour of pulse NMOR qualitatively changes for different
values of the pulse peak intensity. For the pulse with peak
intensity of I0 = 5 mW cm−2, the initial increase of the
NMOR is followed by the decrease when the pulse intensity
increases and nears its peak value. For pulses of much smaller
peak intensity, the magnitude of NMOR increases all the time
during the pulse propagation. It was shown that the relaxation
of the ground-states affects the width of the dispersive-shaped
magnetic field dependence of polarization rotation angle—
the maximum of NMOR shifts to higher magnetic field as
the relaxation increases. Our results have shown the effect
of the density of Rb atoms, i.e., for the range of considered
parameters, the magnitude of the NMOR scales nearly linearly
with the concentration of atoms. Results presented in this paper
are of interest in all studies of the propagation of a Gaussian
pulse through the media under the conditions of EIT and in
the presence of external magnetic field.
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1.  Introduction

During the past two decades there has been considerable atten-
tion in developing various techniques for precision position 
measurements of an atom moving through a standing-wave 
field [1]. Due to the fact that the dynamics of the atomic sys-
tems is position dependent within a standing-wave, by mea-
suring the position-dependent quantities of the system, one 
can attain information on the position of the atom in the sub-
wavelength domain. Interest in studying the atom localisation 
effect lies in potential applications for the precise measure-
ment of atom position in laser cooling and trapping of atoms 
[2, 3], Bose–Einstein condensation [4, 5], atom nanolithogra-
phy [6–8], the measurement of the centre-of-mass wave func-
tion of moving atoms [9, 10] etc.

Early developed methods for atom localisation were 
based on measurements of the phase shifts of standing waves  
[11, 12], or atomic dipole [13, 14], resonance imaging methods 
[15, 16] entanglement between the atom position and its internal 
state [17], Ramsey interferometry [18] etc. Recent techniques 
to achieve atom localisation are mainly based on the atomic 
coherence of internal states and quantum-interference effects. 

Considerable interest is in realising atom localisation by coher-
ent population trapping [19] and electromagnetically induced 
transparency (EIT) [20], also phase-dependent EIT in closed-
loop atomic schemes, Autler–Townes microscopy [21], STIRAP 
(stimulated Raman adiabatic passage) [22] etc. Studies were per-
formed by utilising position-dependent quantities like probe field 
absorption [23, 24], atom excited state population [25–27], spon-
taneously emitted photon [21, 28–31] and Raman gain [32, 33].

While early studies on atom localisation were mainly for 
one-dimensional localisation, recent studies also analyse real-
isations of two-dimensional localisation [24, 30, 31], since 
they provide more information on the atom position, better 
spatial resolution and could potentially find more applica-
tions. Moreover, recent studies [34, 35] suggest the realisation 
of three-dimensional atom localisation. The newly established 
domain of subwavelength localisation, named sub-half-wave-
length localisation, analyses techniques that give informa-
tion on the atom position within the half wavelength distance  
[29, 36, 37]. Only a few experimental realisations of the atom 
localisation effect have been performed [34, 38–40] so far.

In studies of atom localisation, an atom is considered 
to be localised if narrow structures can be observed in the 
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localisation pattern, i.e. a position dependence of measur-
able quantity. The number of narrow structures in one sub-
wavelength domain shows the detecting probability, the width 
shows the localisation precision, while the positions indicate 
where the atom is localised. Most theoretical studies on atom 
localisation use simple atomic schemes constituted of sev-
eral atomic levels. This enables analytical expressions to be 
obtained from which one can read the choice of parameters 
(field strengths, detunings, relative phase etc) which yields the 
most efficient atom localisation.

We perform a numerical study and analyse the efficiency 
of one-dimensional (1D) atom localisation by using two 
orthogonal optical fields, the standing-wave and travelling 
probe fields. Atom localisation studies often use the detuning 
of the optical field from the resonance for control of localisa-
tion. Here, we assume that both fields are on the resonance of 

→= =F F2 1g e  transition, D1 line in 87Rb, while the shift of 
energy levels from the resonances is done by applying a magn
etic field. This atomic scheme is known to support Zeeman 
EIT, a quantum phenomenon due to the coherent superposi-
tion of magnetic sublevels, manifested in the reduced absorp-
tion of the optical field if zero or a small magnetic field is 
applied. The numerical calculations are done by solving 
Optical Bloch equations  for a multiple-level atomic scheme 
with all the Zeeman sublevels taken into consideration. Two 
configurations, with different orientations of magnetic field, 
along the standing-wave or along the probe field polarisa-
tion, are analysed. The advantage of numerical analysis is 
that we can apply arbitrary strengths of optical and magn
etic fields. The optical fields’ intensities range from 10−4 to  
102 mW cm−2, the while magnetic fields range from 0 to  G5 . 
We analyse the behaviour of the localisation patterns obtained 
from the probe field absorption, investigating the effects of 
standing-wave and probe intensities, and also the influence of 
magnetic fields on the efficiency of 1D atom localisation.

2.  1D atom localisation schemes and theoretical 
model

We analyse a scheme with two optical fields, standing-wave 
and travelling probe fields interacting with cold atoms, in the 
presence of a magnetic field. Both fields are linearly polarised 
with mutually orthogonal polarisations and propagation direc-
tions. We analyse two configurations, i.e. the directions of the 
standing-wave and probe field polarisation with respect to the 
applied magnetic field:

	 •	Configuration A: The optical standing-wave is linearly 
polarised along the magnetic field direction and aligned 
along the y-direction. The probe field is linearly polarised 
in the y-direction and propagates along the z-axis (see 
figure 1(a)).

	 •	Configuration B: The probe field electric vector is col-
linear with the magnetic field, while the standing-wave is 
polarised in the y-direction and aligned along the x-axis 
(see figure 1(b)).

Steady-state optical Bloch equations (OBE) are solved for 
the →= =F F2 1g e  transition (see figure 2) in 87Rb, D1 line, 

for different applied magnetic fields and magnitudes of optical 
fields’ intensities. From OBE:

[ ˆ ˆ] [ ˆ ˆ] ˆ ˆ ˆ ˆρ ρ ρ γρ γρ+ − + =
� �

H H SE
i

,
i

, ,I0 0� (1)

we calculate the elements of density matrix ρ̂. The diagonal 
elements of the density matrix, ρg g,i i

 and ρe e,i i
 are the popula-

tions, the elements ρg g,i j
 and ρe e,i j

 are the Zeeman coherences, 

and ρg e,i j
 and ρe g,i j

 are the optical coherences. Here, indexes g 

and e stand for the ground and the excited levels, respectively.
In equation (1), Ĥ0 is a Hamiltonian describing Rb atoms 

in magnetic field 
→
B:

∑ ∑ω ω= | >< | + | >< |
=

+

=

+

� �H g g e e .
i

F

g i i
i

F

e i i0
1

2 1

1

2 1g

i

e

i
ˆ� (2)

The magnetic sublevels are split due to the Zeeman effect by 
ω µ= = +=E � E l m Bg g F F g2 Bi i g g i

 for ground-state sublevels and 
ω µ= = +=E � E l m Be e F F e1 Bi i e e i  for excited, where mg(e) are the 

magnetic quantum numbers of the ground and excited levels, 
µB is the Bohr magneton and ( )lFg e  are Lande the gyromagnetic 
factors for the hyperfine levels. =EF 2g  and =EF 1e  are the ener-
gies of hyperfine levels Fg  =  2 and Fe  =  1 of the free atom, 
respectively.

The interaction of atoms with two optical fields is given 
with the Hamiltonian:

ˆ ˆ ( )
→ → → ∑ ∑= − ⋅ = | >< | +

=

+

=

+

H d E r t V g e, h.c.,I
i

F

j

F

g e i j
1

2 1

1

2 1

,

g e

i j� (3)

Figure 1.  The geometry of the experiment, with applied magnetic 
field 

→
B and two linearly polarised, mutually orthogonal optical 

fields, standing-wave and probe fields with electric vectors ( )→ →E r t,sw   
and ( )→ →E r t,probe . 

→
kprobe is the probe field wave-vector. (a) shows the  

configuration A: ∥ ⊥
→ → →
E B Esw probe ; (b) is the scheme for configuration 

B: ∥ ⊥
→ → →
E B Eprobe sw, where we omit the dependence on t and →r .

)b()a(
x

y

z

Esw

Eprobe

kprobe

B

x

y

z

Eprobe

Esw

kprobe

B

Figure 2.  Fg  =  2 and Fe  =  1 hyperfine levels, with notation of 
magnetic sublevels and dipole allowed transitions due to selection 
rules ∆ =m 0 (green lines) and ∆ = ±m 1 (blue lines).

m =  -1       0       1e

m  =   -2       -1        0        1        2g

F  = 2g

87Rb
F = 1e
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where 
→̂
d  is the electric dipole operator and ( )

→ →E r t,  is the 
total electric field oscillating with angular frequency 

ω =
−= =E E

�l
Fe Fg1 2, i.e. both fields are on the resonance of 

→= =F F2 1g e  transition, the D1 line in 87Rb. Vg e,i j are the 

matrix elements of the electric dipole interaction. ŜE stands 
for the spontaneous emission operator with rate Γ. We assume 
relaxation of all the density matrix elements with small rate 
γ Γ�  due to the mechanism like the finite time of flight or 
collisional decay [41]. The term ˆγρ0 describes the repopula-
tion of the atomic sample at the same rate, where ρ0 describes 
atoms in their initial state, equal population of the ground 
Zeeman sublevels. As we are considering cold atomic sample, 
the role of Doppler broadening is not discussed.

We apply a Raman–Nath approximation [42], i.e. the 
centre-of-mass position of an atom along the direction of the 
standing-wave field is nearly constant and therefore we neglect 
the atom’s kinetic energy in the Hamiltonian. An electric 
dipole and rotating-wave approximations were applied. The 
quantisation axis is taken along magnetic field vector 

→
B, and 

equations (1) are solved in the rotated coordinate system for all 
Zeeman sublevels of the Fg  =  2 and Fe  =  1 hyperfine levels.

With the quantisation axis along magnetic field vector, 
two configurations allow different dipole-allowed transitions 
between the Zeeman magnetic sublevels in the considered 
atomic scheme (see figure 2 and the indicated different col-
ours). For the first configuration A, the standing-wave field is 
π-polarised and ∆ =m 0 transitions are allowed, while the lin-
early polarised probe field introduces multiple Λ-schemes with 
σ+ and σ− light components of equal strength. Conversely, 
for the configuration B, for the probe field the selection rule 
∆ =m 0 stands, while for the standing-wave field the selec-
tion rules are ∆ = ±m 1.

We calculate the probe absorption coefficient Aprobe as an 
imaginary part of the complex susceptibility tensor diagonal 
elements. For the configuration A, with the probe field along 
the y-axis, the probe absorption is calculated from:

( ) [ (
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and for the configuration B and 
→
Eprobe along the x-axis is given 

as:
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where Nc is the atom concentration, e is the elementary charge, 
ε0 is the permittivity of the vacuum and ∥ ∥→=< >R J r Jg e  is the 
transition dipole matrix element.

3.  Results and discussion

We calculate the localisation patterns, that is, the probe absorp-
tion versus the normalised positions (k xsw  or k ysw ) within the 

standing-wave range { }−λ λ,
2 2

. To calculate the localisation 

structures we use the same values of parameters for both con-
figurations: the concentration of Rb atoms in the sample is 

 =N 10c m
16 1

3, the relaxation rate is  γ = Γ0.001  and the spon-

taneous emission rate is πΓ = 2 5.750 06 MHz. The results are 
analysed for the range of applied standing-wave and probe  
field intensities (Isw and Iprobe, respectively) from 10−4 to  
102 mW cm−2. We vary the magnetic field between 0 and  G5 , 
staying in the vicinity of the EIT resonance.

Besides obtaining narrow structures in the localisation 
pattern, important for an experimental realisation of atom 
localisation is the ability to resolve the absorption levels in the 
localisation pattern. Therefore, we analysed the behaviour of 
the base-level, contrast and also full width at half maximum 
(FWHM) of the narrow peaks shown in the localisation pat-
terns. In order to determine the structures in the localisation 
pattern, we calculated extrema of the Aprobe versus k xsw  (or 
k ysw ) curve. The structure is defined by one of these extrema, 
as its middle point, and its two adjacent extrema. The base-
level represents the minimal absorption of the structure and 
the contrast is taken between the central and border extrema, 
where we take the smaller value if the peak is asymmetric. 
The FWHM is calculated as the width of the peak at half of 
the contrast height.

Figure 3.  Results for configuration A: three-dimensional representation of the FWHM (a), base-level (b) and contrast (c) of the localisation 
pattern structures obtained from the probe absorption Aprobe dependence on the normalised position k ysw . The magnitudes of both optical 
field intensities take values from 10−4 to 102 mW cm−2 and are given on the logarithmic scale. Several surfaces correspond to several values 
of the magnetic field  =B 0, 2 and  G4 .
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3.1.  Configuration A

In configuration A, as shown in figure  1(a), standing-wave 
electric vector 

→
Esw is parallel to the magnetic field 

→
B. In  

figure 3 we present the results for the FWHM (a), base-level 
(b) and contrast (c) of the localisation pattern structures for 
intensities, Iprobe and Isw

max, from 10−4 to 102 mW cm−2 given 
on the logarithmic scale. The results presented here are for 
three values of the magnetic field,  =B 0, 2 and  G4 , while our 
analysis includes more values. The results for the widths of 
the structures show that, for < −I 10sw

max 2 mW cm−2, informa-
tion on the atom position is available in a very broad region, 

i.e. the localisation structures have FWHM ≈ λ
4
, which indi-

cates poor localisation precision. With the increase in Isw
max the 

widths reduce and for <I 1probe  mW cm−2 extremely narrow 
structures can be obtained. The base level of the structures 
strongly depends on the probe field intensity and is low for 

>I 1probe  mW cm−2. The contrast of the localisation structures 
is higher if Isw

max is large and Iprobe is small. In the following, 
we present some results from the previously discussed range 
of intensities, which show efficient localisation and also the 
effects of the magnetic field on the atom localisation.

In figure 4 we present the results for the probe absorption 
versus normalised position (a) and versus magnetic field (b) 
for fields’ intensities =I 100sw

max  mW cm−2 and = −I 10probe
3 

mW cm−2. The localisation pattern in figure 4(a) for B  =  0 
shows highly efficient localisation with two peaks within one 
wavelength of the standing-wave, at the nodes of the stand-
ing-wave. With the increase in the magnetic field, one peak at 
the node splits into two overlapped peaks, which reduces the 
detection probability by half. More importantly, the results for 
≠B 0 show that for this range of intensities the magnetic field 

can be used to control the peak positions within the standing-
wave, i.e. the increase in magnetic field uniformly shifts the 
positions of the four peaks from nodes towards the anti-nodes 
of the standing-wave.

The behaviour of the probe absorption within the standing-
wave for different magnetic fields can be understood from 
the dependence of the Zeeman EIT profile on the applied 
standing-wave intensities. The results in figure 4(b) show the 
dependence of probe absorption on the magnetic field at sev-
eral positions within the standing-wave. The splitting of the 
localisation peak for ≠B 0 (figure 4(a)) is due to two overlap-
ping EIT profiles and higher values of the probe absorption 
away from the nodes, as shown in figure 4(b). The shift of the 
localisation peaks towards the anti-nodes, the with increase 
in magnetic field, can be attributed to EIT broadening. As 
depicted in figure 4(b), as k ysw  approaches the anti-node, the 
amplitude of EIT remains nearly constant, while the width of 
EIT constantly increases with maximal absorption moving 
towards higher magnetic fields.

The effects of the stronger probe field are given in fig-
ure  5 for =I 100sw

max  mW cm−2 and =I 0.5probe  mW cm−2. 
In figure  5(a) we present Aprobe versus k ysw  for magnetic 
fields    =B 0, 0.04, 0.2 and  G1.8 . The presented results sug-
gest ways to control the localisation peaks’ contrast by small 
magnetic fields. The localisation peaks are at the nodes of the 
standing-wave and the peaks’ height gradually increases by 
about five times as the magnetic field changes from B  =  0 to 

 =B G0.2 . The observed increase in contrast is explained by 
the high-contrast of EIT for =I 0sw  (shown in figure  5(b)). 
The contrast of the localisation peaks in figure 5(a) increases 
as long as the magnetic field is ‘inside’ the EIT transparency 
window ( ⩽  B G0.2 ), i.e. the increase of B weakens EIT, which 
leads to higher absorption at the nodes of the standing-wave.

A further increase in the magnetic field leads to broaden-
ing of the localisation peaks in figure  5(a), while the result 
for  =B G1.8  shows the formation of a much narrower peak 
on top of the wider peak. The results in figure 5(b) for >I 0sw  
show a similar effect to the results in figure 4(b), i.e. the EIT 
amplitudes are at the same level and the width of the EIT peak 

Figure 4.  Configuration A: Aprobe versus k ysw  (a) and Aprobe versus B (b) for fields’ intensities =I 100sw
max  mW cm−2 and = −I 10probe

3 mW 
cm−2. The results in (a) are for magnetic fields  =B 0, 2 and  G4  and in (b) for standing-wave intensities    =I 0, 0.061, 0.26sw  and  I1 sw

max. 
The dashed line in (a) shows normalised standing-wave intensity ( )=I I k ysinsw sw

max 2
sw . The curves in (b) for  =I 0.061sw  and  I0.26 sw

max 
correspond to the positions of four peaks in (a) for B  =  2 and  G4 , respectively.
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increases with the standing-wave intensity. For a small range 
of standing-wave intensities, the dependence of Aprobe ver-
sus B shows overlapping for values of B outside of the EIT 

peaks indicating that the standing-wave intensity reached 
saturation intensity [43], i.e. a further increase in Isw does not 
lead to higher one-photon absorption. The above explains the 

Figure 5.  Configuration A: Aprobe versus k ysw  (a) and Aprobe versus B (b) for fields’ intensities =I 100sw
max  mW cm−2 and =I 0.5probe  mW 

cm−2. The results in (a) are for magnetic fields    =B 0, 0.04, 0.2 and  G1.8  and in (b) for standing-wave intensities    =I 0, 0.015, 0.06sw  and 
 I1 sw

max.

Figure 6.  Results for configuration B: FWHM (a), base-level (b) and contrast (c) of the localisation patterns. The surfaces are drawn  
for 3 values of the magnetic fields  =B 0, 2 and 4 G, while the maximal standing wave and probe field intensities are from 10−4 to  
102 mW cm−2.

Figure 7.  Configuration B: Aprobe versus k xsw  (a) and Aprobe versus B (b) for fields’ intensities = −I 10probe
4 mW cm−2 and =I 10sw

max  mW cm−2. 
The results in (a) are for magnetic fields  =B 0, 1 and  G2  and in (b) for standing-wave intensities  =I 0, 0.2sw  and  I1 sw

max. The dashed line 
in (a) shows the normalised standing-wave intensity =I I k xsinsw sw

max 2
sw( ).
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nearly constant probe absorption around the nodes for value 
 =B G1.8  in figure 5(a) and the formation of another narrow 

peak.

3.2.  Configuration B

In configuration B, as presented in figure 1(b), the probe field 
is oriented along the magnetic field and the quantisation axis. 
Figure 6 shows the results for the FWHMs (a), base-contrast 
(b) and contrast (c) of the localisation pattern structures. The 
results for the structure widths show that the precision for atom 
localisation increases when intensity ⩾ −I 10sw

max 2 mW cm−2.  
The base-level of the localisation structures is low if either 
the field intensity is larger than 1 mW cm−2. The results for 
the contrast suggest that the range <I 1probe  mW cm−2 and 
> −I 10sw

max 2 mW cm−2 induces a higher contrast of locali-
sation structures. In short, the results in figure 6 show good 
localisation with high precision, low base-level and high con-
trast for small Iprobe and large Isw

max .

In figure  7(a) we present the localisation patterns for 
= −I 10probe

4 mW cm−2 and =I 10sw
max  mW cm−2 and for three 

values of the magnetic field  =B 0, 1 and  G2 . The results 
show excellent atom localisation at the nodes of the standing-
wave. At and around the anti-nodes positions’ absorption is 
completely suppressed due to high standing-wave intensities 
exceeding the saturation intensity. The wide absorption maxi-
mum for =I 0sw  in figure  7(b) corresponds to one-photon 
absorption since π-polarised light cannot induce EIT [41, 44]. 
The height of ther localisation peaks in figure 7(a) at the nodes 
decreases slightly with the increase in B due to the shifts of 
magnetic levels and lower absorption due to detuning from 
the resonance. The localisation peaks are broadened for small 
values of Isw or near the nodes, where EIT is weaker for larger 
B (see figure 7(b)) resulting in a slight reduction in localisa-
tion efficiency.

Figure 8 shows the results when the probe field intensity is 
higher than the standing-wave intensities, i.e. for =I 20probe  
mW cm−2 and =I 1sw

max  mW cm−2. The results in figure 8(a) 

Figure 8.  Configuration B: Aprobe versus k xsw  (a) and Aprobe versus B (b) for fields’ intensities =I 20probe  mW cm−2 and =I 1sw
max  mW 

cm−2. The results in (a) are for magnetic fields  =B 0, 2.5 and  G3.5  and in (b) for standing-wave intensities    =I 0, 0.1, 0.5sw  and  I1 sw
max.

Figure 9.  Configuration B: Aprobe versus k xsw  (a) and Aprobe versus B (b) for fields’ intensities =I 20probe  mW cm−2 and =I 100sw
max  mW cm−2.  

Results in (a) are for magnetic fields  =B 0, 1 and  G3  and in (b) for standing-wave intensities    =I 0, 0.025, 0.5sw  and  I1 sw
max.
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show that for B  =  0 the localisation pattern represents a sinu-
soidal curve with poor localisation precision. The results pre-
sented here and for similar intensities indicate that an increase 
in magnetic field can improve localisation due to a significant 
increase in the structure’s contrast. At the nodes of the stand-
ing-wave, about 80% of the population is optically pumped to 
the edge levels, g−1 and g+1 by the π-polarised probe field’s. 
The standing-wave field allows ∆ = ±m 1 transitions too, 
which causes redistribution among the Zeeman sublevels and 
allows an increase in absorption at the positions between the 
nodes.

In figure 9 we present the results for a much stronger stand-
ing-wave field, =I 20probe  mW cm−2 and =I 100sw

max  mW cm−2.  
As shown in figure 8(a), the peaks in the localisation pattern 
for B  =  0 are very wide. The increase in magnetic field also 
leads to the formation of narrow dips at the nodes’ position, 
but a much stronger standing-wave creates four localisation 
peaks near the nodes. Compared to the results in figure  8 
probe absorption at the anti-nodes’ positions is at a lower level 
(see figure 9(b)) due to a considerably stronger standing-wave 
field which exceeds saturation intensity. The result when the 
peak splits if the magnetic field is applied is similar to the 
results in figure 4(a), although the presence of a magnetic field 
here significantly improves localisation due to better detection 
precision and the increase in the peaks’ contrast.

4.  Conclusion

We studied the efficiency of 1D subwavelength atom locali-
sation via the EIT phenomenon in a degenerate two-level 
system, by using two orthogonal optical fields and small 
magnetic fields. The localisation efficiency is analysed for 
two configurations, when the applied magnetic field is along 
the standing-wave or along the probe field polarisation. 
Two configurations enable different transitions between the 
Zeeman magnetic sublevels, the behaviour of the EIT and 
consequently the localisation patterns. The properties of the 
position-dependent probe absorption are studied for a large 
range of field intensities and different values of magnetic 
field. The range of intensities giving efficient subwavelength 
resolution localisation was obtained numerically by calculat-
ing the widths and contrasts of the narrow structures shown in 
the localisation patterns.

Our results show that both configurations can be used 
for obtaining narrow localisation structures with widths less 
than λ0.5% . The results for configuration A reveal conditions 
where one can manipulate both the position and contrast of 
the localisation peaks by a small magnetic fields. If a strong 
standing-wave and weak probe field are applied, the results 
for configuration B show very efficient atom localisation for 
a large range of applied magnetic fields. The results for con-
figuration B also indicate a range of optical field intensities 
when a magnetic field can be used to improve localisation. 
The behaviour of the position-dependent probe absorption is 
analysed through the mutual effects of the induced EIT, two 
optical fields of various strengths, below or above saturation, 
and the dependence on the applied magnetic field.
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Abstract
Results are presented for the conservation laws (CLs) for the optical Bloch
equations (OBEs) for theΛ scheme under action of two light fields. The method
of multipliers (variational derivative method) is used to obtain CLs which are
dependent on the density-matrix elements. Results are classified and discussed
by the phenomenological parameters and processes characteristic for OBEs,
like the relaxation and decoherence, and the detunings of light fields. CLs for the
Liouville von Neumann equation, as a special case of OBEs, without relaxation
and decoherence terms, are presented and it is shown that traces, characteristic
polynomials and their coefficients, eigen-values and determinants of class of
matrices represent CLs. We also presented method, which used CLs obtained
by the method of multipliers, to construct another set of CLs, which have the
explicit time dependence and are valid for the larger set of parameters, with
relaxation due to time of flight and spontaneous emission. Presented results
could yield better understanding of the processes in the Λ scheme modeled by
the OBEs, and as well have practical applications in various solution methods.

Keywords: conservation laws, optical Bloch equations, method of multipliers

(Some figures may appear in colour only in the online journal)

1. Introduction

Optical Bloch equations (OBEs) [1, 2] are widely used to describe the time evolution of
the optically resonant dynamics of an ensemble of discrete-energy systems, those in atoms,
molecules, semiconductor hetero-structures, molecular magnets etc. They model semiclassi-
cal case of a quantized physical system interacting with a classical optical fields, as given by
the density matrix formalism for the mixed state. OBEs are ordinary differential equations
over time of the first order. So far, OBEs have shown plentiful of applications in laser physics,
spectroscopy, quantum and nonlinear optics.
∗Author to whom any correspondence should be addressed.
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The Λ scheme represents the light–matter interacting scheme with three levels, two ground
levels coupled to same excited level by the excitation fields. It has been exhaustively stud-
ied in quantum optics, for studding phenomena like electromagnetically induced transparency
[3, 4] and coherent population trapping [5, 6]. Both phenomena can be considered to be the
consequence of so called ‘dark-state’, developed as coherent superposition of the ground-state
levels, non-interacting with the light fields [7].

Conservation laws (CLs) represent intrinsic properties of differential equations. They are
quantities, we indicate as T, satisfying divergence condition ∇T ≡ 0, on the solution of
equation or the system of differential equations. CLs may not have physical interpretation, but
are important for the practical applications in the mathematical physics and for better under-
standing processes that are described by the equations. For example, CLs can be used to control
numerical errors in the numerical integration of various differential equations [8]. Knowledge
of CLs can also be useful as a tool to develop new techniques for the solutions of some dif-
ferential equations [9]. Various approaches [10, 11] have been developed to obtain CLs, like
direct [12], Noether theorem [13], symmetry [14, 15] or multipliers [16].

CLs for the Λ scheme (or arbitrary scheme with N discrete levels) have been studied previ-
ously for a special case of OBEs without relaxation and decoherence terms, that is, Liouville
von Neumann equation for density matrix. So-called pseudospin vector model enabled Hioe
and Eberly [17, 18], Hioe [19] and Gottlieb [20, 21] to identify constants of motion for the
scheme with N-levels. General expressions for the CLs for the N-level system, expressed in
terms of traces of matrix products of density matrix and Hamiltonian, were given by Hioe
[22]. Ravishankar [23] has found even more CLs of this type. Mallesh and Ramachandran [24]
have found alternative way to express a set of equivalent CLs and to prove that the number of
functionally independent among them equals N2 − N + 1, when interacting with N − 1 optical
fields.

In this paper, we present results for CLs for the OBEs for the Λ scheme. The first set of
results are CLs which depend only on the density matrix elements and obtained by using the
variational derivative method of multipliers [10, 25, 26]. We imposed ansatz for the multipliers
in the form of quadratic polynomial of the density matrix elements. Obtained results for the
non-trivial and functionally independent CLs are classified by the various phenomenological
parameters used in OBEs. These results were further used to develop method to obtain another
set of CLs. This set of CLs have explicit time-dependence and is valid with the relaxation due
to time of flight and/or the spontaneous emission in OBEs.

We show that when frequencies of light fields, coupling two transitions in the Λ scheme, are
at the resonance frequencies, Liouville von Neumann equation for density matrix has one more
additional CL, compared to the number given by Mallesh and Ramachandran [24]. We repre-
sent set of functionally independent CLs for Liouville von Neumann equation forΛ scheme, by
using trace of matrix product containing higher derivatives of density matrix. In addition, we
analyzed CLs for the Liouville von Neumann equation for arbitrary N-level scheme. We intro-
duced class of matrix quantities given as arbitrary product of density matrix and the interaction
Hamiltonian under the rotating-wave approximation, and have shown that traces, determinants,
eigen-values, coefficients in the characteristic polynomials of these quantities are all CLs.

2. Optical Bloch equations

We construct CLs of the OBEs for the Λ scheme (see figure 1), consisting of three energy
levels, two ground levels, 1 and 2, and one excited level, 3. We consider ensemble of quantum
systems interacting with two optical fields, the probe Ep which drives transition 1 ↔ 3 and
the control field Ep for 2 ↔ 3 transition, with light frequencies ωp and ωc respectively, and

2
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Figure 1. Λ scheme with three discrete energy levels in the Dirac notation and two light
fields Ep and Ec with their detunings from the resonance frequencies, Δp and Δc.

corresponding detunings of two fields:

Δp = ω3 − ω1 + ωp,

Δc = ω3 − ω2 + ωc,
(1)

where �ωi (i = 1, 2, 3) are energies of three levels. The total electric field is given with:

E = Ep e−itωp + Ec e−itωc + c.c., (2)

where Ep and Ec are time-independent amplitudes of two fields.
OBEs are equations for the solution of the time-dependent density matrix elements ρi j(t),

where ρii(t) are populations of the ground (i = 1, 2) and excited (i = 3) states. ρi j(t), for i �= j,
are ground-state and optical coherences. In the following text, we will write density matrix
elements and other time-dependent quantities without explicit time-dependence. Considering
various cases of OBEs that can be found in the literature, we present here equations that we
used in their explicit form:

∂ρ1,1

∂t
= iρ3,1Ωp

∗ − iρ1,3Ωp + Γ1ρ3,3 +
γ

2
− γρ1,1

∂ρ1,2

∂t
= iρ3,2Ωp

∗ − iρ1,3Ωc + i
(
Δc −Δp

)
ρ1,2 − γρ1,2

∂ρ1,3

∂t
= −iρ1,2Ωc

∗ − iρ1,1Ωp
∗ + iρ3,3Ωp

∗ − iΔpρ1,3 −
1
2

(Γ1 + Γ2) ρ1,3 − γ1ρ1,3 − γρ1,3

ρ2,1 = ρ∗1,2

∂ρ2,2

∂t
= iρ3,2Ωc

∗ − iρ2,3Ωc + Γ2ρ3,3 +
γ

2
− γρ2,2

∂ρ2,3

∂t
= −iρ2,2Ωc

∗ + iρ3,3Ωc
∗ − iρ2,1Ωp

∗ − iΔcρ2,3 −
1
2

(Γ1 + Γ2) ρ2,3 − γ2ρ2,3 − γρ2,3

ρ3,1 = ρ∗1,3

3
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ρ3,2 = ρ∗2,3

∂ρ3,3

∂t
= −iρ3,2Ωc

∗ + iρ2,3Ωc − iρ3,1Ωp
∗ + iρ1,3Ωp − (Γ1 + Γ2) ρ3,3 − γρ3,3. (3)

Ωp and Ωc are complex Rabi frequencies:

Ωp =
Epμ31

�
,

Ωc =
Ecμ32

�
,

(4)

where μ31 and μ32 are electric dipole moments for the corresponding transitions. We have
assumed complex Rabi frequencies, although it is not necessary for this scheme, like it is
for the closed-loop schemes or for the Maxwell–Bloch equations. Note that with purely real
Rabi frequencies, we obtained the same number of functionally independent CLs. Results we
present in the following, but with complex Rabi frequencies replaced with real ones, represent
functionally independent CLs for OBE with real Rabi frequencies.

Equation (3) also comprise relaxation and decoherence mechanisms. Terms with sponta-
neous emission can be obtained from the master equation [27], while relaxation due to the time
of flight [28] and decoherence of optical coherences [29] are commonly added phenomenolog-
ically. Γ1 and Γ2 are the spontaneous emission rates from states 3 to 1 and 3 to 2, respectively.
γ1 and γ2 are decay rates of coherences between those two pairs of states, caused by the elastic
collisions. γ is rate of relaxation due to the time of flight.

3. Methodology of finding CLs

We search for possible CLs, denoted by T t and satisfying equation:

dTt

dt
= 0 (5)

on the solution of equation (3), by using method of multipliers. T t represent quantities invariant
in time, as such determined from the imposed initial condition. System of equation (3) is a
system of nine independent equations with nine independent complex variables:

ri = ρ11, ρ12, . . . , ρ33, i = 1, . . . , 9. (6)

The procedure [25] of finding CLs starts from equation:

dTt

dt
=

9∑
i=1

Qi(Li − Ri). (7)

Qi are multipliers, functions of ri and their derivatives over time, which should be found.
Li and Ri are left and right-hand sides of OBEs (equation (3)). On the solutions of the
equation (3), the left-hand side of equation (7) equals zero because T t is the CL, while
right-hand side becomes zero because equation (3) are identities.

We assume that T t depends only on the density-matrix elements ri:

Tt = Tt (ρ11, ρ12, ρ13, ρ21, ρ22, ρ23, ρ31, ρ32, ρ33) , (8)

4
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since their time derivatives can be expressed in terms of ri, from equation (3). With this
assumption, left-hand side of equation (7) stands:

dTt

dt
=

9∑
i=1

∂Tt

∂ri

dri

dt
. (9)

We next introduce ansatz for each Qi as the sum of density matrix elements and their products:

Qi =

9∑
j=1

c j
i r j +

9∑
j=1

∑
k� j

c j,k
i r jrk, (10)

where c j
i and c j,k

i are arbitrary time-independent coefficients. In order to determine those
coefficients we first apply the ansatz for the right-hand side of equation (7):

M =

9∑
i=1

Qi(Li − Ri) (11)

and then take variational derivative of equation (11) over T t’s independent variables ri,
i = 1, . . . , 9. The standard Euler operator (or variational derivative) over function ri is given
with:

δ

δri
=

∂

∂ri
− Dt

∂

∂ri,t
+ D2

t
∂

∂ri,tt
− . . . , (12)

where Dt is the total derivative operator:

Dt =
∂

∂t
+Σi=1ri,t

∂

∂ri
+Σi=1ri,tt

∂

∂ri,t
+ . . . (13)

and ri,t and ri,tt are first and second derivatives of ri with respect to t.
Equations which are used to determine multipliers Qi are obtained by taking variational

derivatives of equation (11) over nine variables ri:

δM
δri

≡ 0. (14)

These equations must be satisfied identically and not only on the solution of equation (3).
In order to determine multipliers Qi, we equalize coefficients next to different products of ri

and their derivatives to 0. In this way we obtained linear system of equations over coefficients
c j

i and c j,k
i . This system is generally underdetermined and solution brings dependence of subset

of coefficients, from equation (10), on other coefficients and the OBEs parameters.
We insert the solution for the multipliers Qi into equation (7) obtaining as the result a lengthy

equation. We group terms in equation next to first derivatives of variables ri as:

9∑
i=1

dri

dt
(
∂Tt

∂ri
+ f i) ≡ 0. (15)

fi are polynomials in variables ri, where coefficients in polynomials depend on the coefficients
from ansatz in equation (10) and on various time-independent parameters from OBEs. From
there we obtained system of nine partial differential equations:

∂Tt

∂ri
+ f i = 0, i = 1, . . . , 9, (16)

5
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which we solve and obtain exact solution for T t. By collecting terms in the solution with the
remaining coefficients from equation (10), we obtain separate CLs. We note that T t could be
also obtained after multipliers are determined, by integrating M over time. However M is very
lengthy expression containing products of CLs, whose integration represents computationally
demanding task. We however have tested and compared both methods and obtained the same
results.

4. Results for CLs obtained by the method of multipliers

We analyzed existence of CLs assuming that different phenomenological parameters in OBEs
are non-zero. Results will be given for cases with or without relaxation and decoherence terms
and for both detunings being either zero or different from zero. In the latter case we consider
cases with different or equal detunings.

Since CLs can be combined to yield another CLs, we selected subset of functionally inde-
pendent, among CLs with short form. Functional dependence of the obtained results was
checked by using Jacobian matrix [30]. For a complex CL, both real and imaginary parts are
separate CLs, therefore we have chosen purely real CLs in the set of functionally indepen-
dent. We also present results only for the non-trivial CLs. There are two types of triviality
[31]: when trivial CL vanishes for all solutions of the given system and when the divergence
condition ∇T ≡ 0 holds identically and not only on the solutions of the equation or system of
equations in use.

4.1. CLs when OBEs are without relaxation and decoherence terms

We first consider the absence of relaxation and decoherence i.e. Γ1 = Γ2 = γ1 = γ2 = γ = 0.
There are seven functionally independent CLs with ansatz (equation (10)):

T1
t = ρ1,1 + ρ2,2 + ρ3,3, (17)

T2
t = ρ1,2ρ2,1 + ρ1,3ρ3,1 + ρ2,3ρ3,2 − ρ1,1ρ2,2 − ρ1,1ρ3,3 − ρ2,2ρ3,3, (18)

T3
t = ρ1,2ρ2,3ρ3,1 + ρ1,3ρ2,1ρ3,2 + ρ1,1ρ2,2ρ3,3

− ρ1,3ρ2,2ρ3,1 − ρ1,1ρ2,3ρ3,2 − ρ1,2ρ2,1ρ3,3, (19)

T4
t = Ωpρ1,3 + ρ3,1Ω

∗
p +Ωcρ2,3 + ρ3,2Ω

∗
c −Δpρ1,1 −Δcρ2,2,

T5
t = ρ1,1

(
|Ωc|2 +

1
2
Δp

(
Δc −Δp

))
+ ρ2,2

(
|Ωp|2 +

1
2
Δc

(
Δp −Δc

))

− Ωpρ1,2Ω
∗
c − Ωcρ2,1Ω

∗
p (20)

− 1
2

(
Δc −Δp

) (
−ρ3,2Ω

∗
c − Ωcρ2,3 + ρ3,1Ω

∗
p +Ωpρ1,3

)
,

T6
t = Ωp

(
ρ1,2ρ2,3 − ρ1,3ρ2,2

)
+
(
ρ2,1ρ3,2 − ρ2,2ρ3,1

)
Ω∗

p+

+Ωc
(
ρ1,3ρ2,1 − ρ1,1ρ2,3

)
+
(
ρ1,2ρ3,1 − ρ1,1ρ3,2

)
Ω∗

c

+Δp

(
ρ2,3ρ3,2 − ρ2,2ρ3,3

)
+Δc

(
ρ1,3ρ3,1 − ρ1,1ρ3,3

)
(21)

6
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and

T7
t = Ωp

(
ρ1,1ρ3,3 − ρ1,3ρ3,1

)
Ω∗

p +Ωp
(
ρ1,2ρ3,3 − ρ1,3ρ3,2

)
Ω∗

c

+ Ωc
(
ρ2,1ρ3,3 − ρ2,3ρ3,1

)
Ω∗

p +Ωc
(
ρ2,2ρ3,3 − ρ2,3ρ3,2

)
Ω∗

c

+
1
2

(
Δc −Δp

) (
Ωp

(
ρ1,3ρ2,2 − ρ1,2ρ2,3

)
+Ωc

(
ρ1,3ρ2,1 − ρ1,1ρ2,3

)

+
(
ρ2,2ρ3,1 − ρ2,1ρ3,2

)
Ω∗

p +
(
ρ1,2ρ3,1 − ρ1,1ρ3,2

)
Ω∗

c

+Δp
(
ρ2,2ρ3,3 − ρ2,3ρ3,2

)
+Δc

(
ρ1,3ρ3,1 − ρ1,1ρ3,3

))
. (22)

4.2. CLs when relaxation, decoherence and detunings in OBEs are zero

Although one could expect additional symmetry for the case of equal detunings of light fields
in the Λ scheme (figure 1), we obtained the same seven CLs, T1

t , . . . , T7
t |Δp=Δc . However for

the case of light fields at the resonance frequencies, besides T1
t , . . . , T7

t |Δp,c=0, we obtained
additional CL:

T8
t =

(
Ωpρ1,2Ω

∗
c − Ωcρ2,1Ω

∗
p

)2 − |Ωc|2
(
ρ3,1Ω

∗
p +Ωpρ1,3

)2 − |Ωp|2
(
ρ3,2Ω

∗
c +Ωcρ2,3

)2
. (23)

4.3. CLs with relaxation and decoherence terms in OBEs

For any combination of the parameters, Γ1, Γ2, γ1 and γ2 being non-zero, we obtained
expected result—conservation of density-matrix trace T1

t . For non-zero decoherence rates,
γ1 �= 0 and/or γ2 �= 0, and for equal light-fields detunings, Δp = Δc, besides T1

t we obtained
CL:

T9
t = ρ1,1|Ωc|2 + ρ2,2|Ωp|2 − Ωpρ1,2Ω

∗
c − Ωcρ2,1Ω

∗
p. (24)

This CL is the same as T5
t for equal detunings. For the case of different detunings and non-zero

decoherence rates γ1 and γ2, we obtained only T1
t .

5. Discussion of results obtained by the method of multipliers

OBEs without relaxation and decoherence terms are equivalent to the Liouville von Neumann
equation for the density matrix:

dρ̂
dt

= − i
�

[Ĥ, ρ̂]. (25)

CLs, or constants of motion, of the Liouville von Neumann equation have been previously stud-
ied in the literature. Highest number of CLs has been determined by Mallesh and Ramachan-
dran [24] who have shown that for the arbitrary scheme with N levels, interacting with N − 1
optical fields, there exist in general N2 − N + 1 independent invariants of motion, when the
Hamiltonian assumes a time-independent form under a suitable unitary transformation.

As we have presented in the previous Section, our search for CLs gave more than
N2 − N + 1 functionally independent CLs when the light fields are resonant, Δp = Δc = 0.
We have checked, compared and found that our results for CLs, T1

t − T7
t are functionally depen-

dent on the ones obtained by the procedure given in [24] and vice versa. Compared to CLs
obtained by their formulas [24], our CLs generally have shorter form (less number of addends)

7
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and our expressions are invariant in respect to exchange of levels 1 and 2 and the corresponding
coupling fields (see figure 1).

Mallesh and Ramachandran [24] gave two procedures for obtaining N2 − N + 1 function-
ally independent CLs, one of which is by using trace of matrix product:

Cp
q = Tr (ρ̂Ĥq)p,

Dp
q = Tr(ρ̂pĤq),

q = 0, p = 1, 2, . . . , N,

q = 1, 2, . . . , N − 1, p = 1, 2, . . . , N − 1.

(26)

Either Cp
q or Dp

q can be used to calculate set of functionally independent CLs. Ĥ is the time-
independent Hamiltonian in the interaction picture and under the rotating wave approximation.
For the Λ scheme with notation of levels and optical fields given in figure 1, it stands:

H =

⎛
⎝ 0 0 −�Ω∗

p

0 �Δc − �Δp −�Ω∗
c

−�Ωp −�Ωc −�Δp

⎞
⎠ . (27)

By further analyzing approach given by Mallesh, we found shorter expressions for CLs,
obtained by the products of Hamiltonian and derivatives of density matrix. With the first three
CLs same as in Mallesh formula, the following set also forms seven functionally independent
CLs of Liouville von Neumann equation for the Λ scheme:

Xi
t = Tr ρ̂i, i = 1, 2, 3,

Xi+4
t = Tr[(

di

dti
ρ̂) · Ĥ · ρ̂], i = 0, 1, 2, 3.

(28)

These expressions are results of products of maximum three matrices, whereas equation (26)
represent product of maximum six matrices in Cp

q or four matrices in Dp
q. Another form which

can be used, instead of the last four CLs in the previous equation is:

Xi, j
t = Tr[(

di

dti
ρ̂) · Ĥ · (

d j

dt j
ρ̂)], i, j = 0, 1, 2, . . . (29)

among which the set of functionally-independent CLs can be selected.
We also further analyzed properties of matrix products of density matrix and Hamilto-

nian for arbitrary N-level scheme. We made generalization of equation (26) by introducing
the following quantities:

T̂ (a1,a2,...,ak ) ≡ ρ̂a1Ĥa2 ρ̂a3 · · · ρ̂ak−1Ĥak , (30)

which represent products of any powers of density matrix ρ̂ and interaction Hamiltonian H,
regardless of order, since powers a1, a2, . . . , ak can take values of natural numbers including
zero. As we show in appendix A it evolves according to Liouville von Neumann equation:

d
dt

T̂ (a1,a2,...,ak ) =
1
i�

[Ĥ, T̂ (a1,a2,...,ak)]. (31)

8



J. Phys. A: Math. Theor. 53 (2020) 445201 J Dimitrivíc et al

Due to this property, quantities given with equation (30) yield infinitely many CLs. By taking
trace of equation (31) we have:

d
dt

Tr T̂ (a1,a2,...,ak ) =
1
i�

Tr[Ĥ, T̂ (a1,a2,...,ak)]

=
1
i�

[Tr(Ĥ · T̂ (a1,a2,...,ak)) − Tr(T̂ (a1,a2,...,ak) · Ĥ)] = 0, (32)

due to invariance of trace under cyclic permutations of matrices.
Since our analysis is for equations with only one independent variable, any function of

CLs also represent CL due to property of a composite function dF(T(t))
dt = dT(t)

dt
dF(T(t))

dT(t) . We show
that as a consequence of equation (32), characteristic polynomials and their coefficients, deter-
minants and eigen-values of matrices T(a1,a2,...,ak), are also CLs for Liouville von Neumann
equation for arbitrary N-level scheme, not just for Λ.

Coefficients of characteristic polynomial:

p(λ) ≡ det(λIN − A) ≡ λN + cN−1λ
n−1 + · · ·+ c1λ+ c0, (33)

of arbitrary square matrix A can be calculated from traces of various powers of A [32]. There-
fore, each coefficient c0, c1, . . . , cN−1 in equation (33) represents CL. Consequently, eigenval-
ues of matrices T̂ (a1,a2,...,ak), which are the solution for λ when equation (33) equals to zero,
are the functions of the coefficients c0, c1, . . . , cN−1 and represent CLs. It follows that whole
characteristic polynomial is CL. Determinant of quantities given with equation (30) is also CL
due to the property Det(A) = (−1)Nc0 or Det(A) =

∏N
i=1 Ei for the arbitrary square matrix A,

where Ei are its eigenvalues.
Another quantity which is conserved in time and whose value is determined from the initial

condition is von Neumann entropy:

S = −Tr(ρ̂ ln ρ̂) = −
∑

i

Ei ln Ei (34)

expressed thought the eigen-values of density matrix ρ̂.
As we have presented in the previous section, for the case when light fields are at the

resonance frequency, Δp = Δc = 0, there are total of eight functionally independent CLs,
T1

t , . . . , T8
t . Result given with T8

t can not be calculated by using methods previously presented
in the literature [22, 24]. The presented form depends on the coherences only, and can be
expressed through the real and imaginary parts as:

T8(A)
t = I

(
Ωpρ1,2(Ωc)∗

)2
+ |Ωc|2R

(
Ωpρ1,3

)2
+ |Ωp|2R

(
Ωcρ2,3

)2
. (35)

T8
t combined with trivial CLs (which are equations from equation (3)) yields CL which depends

on the optical coherences and their derivatives only:

T8(B)
t = |Ωc|2

(
ρ3,1Ω

∗
p +Ωpρ1,3

)2
+ |Ωp|2

(
ρ3,2Ω

∗
c +Ωcρ2,3

)2

+
1
2

(
∂ρ3,1

∂t
Ω∗

p +Ωp
∂ρ1,3

∂t

)2

+
1
2

(
∂ρ3,2

∂t
Ω∗

c +Ωc
∂ρ2,3

∂t

)2

. (36)

In addition, we analyzed CLs valid only for pure states, which are subset of all mixed
states. The set of functionally independent CLs for pure states can be represented by CLs
T1

t , T4
t and T5

t , with additional T8
t when detunings are zero. It shows that for pure states the

9
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number of functionally independent CLs can also be larger than N = 3, as given by Mallesh
and Ramachandran [24]. We will investigate existence of additional CLs for the Lioville von
Neumann equation for other level-schemes, before bringing any conclusion on the physical
interpretation of T8

t or the methodology to obtain them, besides the method we used.
Results given with expression T9

t is well known in the literature, although it is not referred
as CL. It represents population of dark-state [7]. In the dark-state two light fields interfere
destructively and the atom (or other interacting media) cannot be excited. Mathematically,
dark-state for equal detunings is given as the eigen-vector of the interaction Hamiltonian and
the population of dark-state is straightforward calculation. We obtained that the dark-state pop-
ulation is conserved even with decay of optical coherences, γ1, γ2 �= 0, the fact that hasn’t been
emphasized in the literature.

For γ �= 0 we did not obtain that the trace of the density matrix T1
t (or total population of the

ensemble) is conserved. Equation (3) are given as usual in the literature—total population of
particles (atoms, molecules) that leave the interaction region with the rate γ is Tr ρ̂, while total
population of particles that enter equals 1, with even population among ground-state sublevels.
We did not impose what is also common in the literature, that Tr ρ̂ = 1, but instead obtained
Tr ρ̂ ≡ T1

t as the constant of motion when γ = 0. For values γ �= 0, we obtained CL which
can be considered analogous, as will be presented in the next section.

6. Obtaining CLs valid with relaxation terms

In this section, we used results obtained by the method of multipliers to develop another set of
CLs. These CLs are valid for the larger set of parameters compared to the results obtained by
the method multipliers, with relaxation due to time of flight and spontaneous emission.

With the set of all parameters from OBEs, denoted as:

Π = {Γ1,Γ2, γ1, γ2, γ,Δp,Δc}, (37)

and with P0 as the subset of parameters considered to be zero, we have the set of k valid CLs:

dTi
t

dt
|P0 = 0, i = 1, 2, . . . , k. (38)

We analyzed ‘breaking’ of CLs—the case when some of parameters from P0 are set to be non-
zero. If instead of P0, a subset of parameters PS

0 ⊂ P0 is taken to be zero, equation (38) stands:

dTi
t

dt
|PS

0
= Ri, i = 1, 2, . . . , k. (39)

Quantities Ri depend on the non-zero parameters P = Π\PS
0 and the density matrix elements.

The following steps still have to be fulfilled—condition that Ri can be expressed as a
functions of Ti

t :

dTi
t

dt
|PS

0
= f i(T

j
t ), i, j = 1, 2, . . . , k, (40)

and that previous equation allows general integral and represents solvable system of differential
equations. Then it follows:

Ti
t |PS

0
= Fi(t, Cj), i, j = 1, 2, . . . , k. (41)

10
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Solutions Fi(t, C j) depend on the constants of integration C j, which also represent constants of
motion and new CLs, valid for larger set of parameters. Solving equation (41) over integration
constants C j leads to:

Cj = τ j(T
j

t , t), i, j = 1, 2, . . . , k. (42)

The functions τj are new CLs valid for OBEs with the set of parameters P non-zero.

6.1. Results for CLs valid with relaxation terms

T1
t is CL for any values of parameters in OBEs except γ which has to be zero. If we set γ �= 0,

from the steps described above we obtain:

dT1
t

dt
= γ(1 − T1

t ),

T1
t = 1 + e−γtC1,

τ 1
t = eγt(1 − T1

t ).

(43)

τ 1
t is valid for OBEs with all parameters non-zero, P = Π. As already discussed, τ 1

t can be
considered analogous to T1

t when γ �= 0. If the initial condition is Tr ρ̂ �= 1, the trace of the
density matrix will tend to unity exponentially with time.

CLs T1
t , . . . , T7

t are CLs for OBEs with parameters P0 = {Γ1,Γ2, γ1, γ2, γ} zero. For γ �= 0,
besides T1

t , we obtained two more CLs for which variables Ri can be expressed as the linear
combination of CLs, which yields new CLs:

τ 4
t = −eγt

(
T4

t +
1
2

(Δc +Δp)

)
,

τ 5
t = eγt

(
−1

4
(Δc −Δp)2 +

1
2

(|Ω2
c |+ |Ω2

p|) − T5
t

)
,

(44)

valid for OBEs with parameters P = {γ,Δp,Δc} non-zero.
Without relaxation and decoherence terms and if light electric fields are at the resonance fre-

quencies, P0 = Π, set of valid CLs are T1
t , . . . , T7

t |P0 and T8
t . If γ �= 0, besides already obtained

τ 1
t and the special cases of τ 4

t and τ 5
t :

τ 4(A)
t = τ 4

t |PS
0
= eγtT4

t |PS
0
,

τ 5(A)
t = τ 5

t |PS
0
= −1

2
etγ(|Ω2

c |+ |Ω2
p| − 2T5

t |PS
0
),

(45)

then there are two more CLs:

τ 6
t =

1
2

eγt((eγt − 1)T4
t |PS

0
+ 2 eγtT6

t |PS
0
),

τ 8
t = e2γtT8

t ,
(46)

valid for OBEs with parameters PS
0 = Π\{γ} set to zero.

11
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If for the same set of CLs, valid if P0 = Π, we take Γ1 �= 0,Γ2 �= 0 and γ �= 0, the CL T4
t

yields:

τ 4(B)
t = eγt+ 1

2 (Γ1+Γ2)tT4
t |PS

0
, (47)

valid with both relaxation due to time of flight and spontaneous emission, and when light fields
are resonant, P = {Γ1,Γ2, γ}.

For the case of equal detuningsΔp = Δc, the CL T9
t holds with P0 = {Γ1,Γ2, γ}. For γ �= 0,

we have CL:

τ 9
t = −1

2
etγ(|Ω2

c |+ |Ω2
p| − 2T9

t ), (48)

valid for OBEs when the parameters P = {γ1, γ2, γ} are non-zero and under condition of equal
detunings, Δp = Δc.

7. Conclusions

We presented CLs for the OBEs for the Λ scheme under action of two optical fields. One
set of results was obtained by using the method of multipliers and these CLs depend on the
density-matrix only. We searched for CLs assuming the various phenomenological parameters
of OBEs are either zero or nonzero. We found additional CLs when light fields are at the
resonance frequencies or if detunings of light fields are equal.

Without relaxation and decoherence terms OBEs are equivalent to the Liouville von Neu-
mann equation, the case we analyzed in particular. We have shown that for the case when
the excitation fields are at the resonance frequency, Liouville von Neumann equation for the
Λ scheme has one more additional functionally independent CL, compared to the previously
published results [24]. We introduced quantity which represents class of matrices and a gen-
eralization of previous methods [24]—product of density matrix and Hamiltonian, under the
rotating wave approximation, but of any powers and any order of two matrices. By calculat-
ing evolution of this quantity, we have shown that traces, characteristic polynomials and their
coefficients, eigen-values and determinants of these quantities, represent CLs for the Liouville
von Neumann equation, for arbitrary N-level scheme. It is also presented that the set of func-
tionally independent CLs for OBEs for the Λ scheme can be obtained from matrix products of
Hamiltonian and higher derivatives of density matrix.

CLs obtained by the method of multipliers were used to obtain another set of CLs. We pre-
sented method to construct CLs, which are valid for the larger set of OBEs parameters—those
we assumed to be zero when constructing CLs by the method of multipliers. These CLs were
obtained when the spontaneous emission, relaxation due to the time of flight and decay of
optical coherences due to elastic collisions are nonzero in OBEs. Presented results could have
practical applications in various solution methods as well fundamental interest through the
better understanding of processes modeled by the OBEs for the Λ scheme.
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Appendix A. Derivation of equation (31)

Evolution of quantities T̂ (a1,a2,...,ak ), given with equation (30), is as follows:

d
dt

T̂ (a1,a2,...,ak) =

(
d
dt
ρ̂a1

)
Ĥa2 ρ̂a3 · · · ρak−1Ĥak + ρ̂a1Ĥa2

(
d
dt
ρ̂a3

)
· · · ρak−1Ĥak

+ · · ·+ ρ̂a1Ĥa2 ρ̂a3 . . .

(
d
dt
ρ̂ak−1

)
Ĥak

=
1
i�

[
(Ĥρ̂a1 − ρ̂a1Ĥ)Ĥa2 ρ̂a3 · · · ρ̂ak−1Ĥak

+ ρ̂a1Ĥa2 (Ĥρ̂a3 − ρ̂a3Ĥ) · · · ρ̂ak−1Ĥak + · · ·+

+ ρ̂a1Ĥa2 ρ̂a3 . . . (Ĥρ̂ak−1 − ρ̂ak−1Ĥ)Ĥak
]

=
1
i�

[̂HT̂ (a1,a2,...,ak) − T̂ (a1,a2+1,...,ak ) + T̂ (a1,a2+1,...,ak)

− T̂ (a1,a2,a3,a4+1,...,ak) + · · ·+ T(a1,a2,...,ak−2+1,ak−1,ak ) − T̂ (a1,a2,...,ak)Ĥ]

=
1
i�

[Ĥ, T̂ (a1,a2,...,ak)], (A.1)

where we have used property that arbitrary power of density-matrix also evolves according to
the Liouville von Neumann equation:

d
dt
ρ̂a = ˙̂ρρ̂a−1 + ρ̂ ˙̂ρρ̂a−2 + · · ·+ ρ̂a−1 ˙̂ρ

=
1
i�

(
(Ĥρ̂− ρ̂Ĥ)ρ̂a−1 + ρ̂(Ĥρ̂− ρ̂Ĥ)ρ̂a−2 + · · ·+ ρ̂a−1(Ĥρ̂− ρ̂Ĥ)

)

=
1
i�

(Ĥρ̂a − ρ̂aĤ) =
1
i�

[Ĥ, ρ̂a]. (A.2)

This property (equation (A.2)) has been previously presented by Radmore et al [33].
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Abstract
A four-level double-3 atomic scheme, i.e. two 3 systems sharing the same two ground levels,
that interacts with four laser light fields is studied theoretically. The peculiarity is that each of
the two ground states can be coupled to each excited state by two laser light fields. A certain
energy difference exists between excited-state levels. We consider this energy small enough so
that a laser resonant to either transition can also couple the other transition. We test whether
coupling of the more detuned laser is not non-negligible. Multiply connected states were also
recently analyzed (and a comparison with experiment was presented), but for the simpler, two-
and three-level atomic schemes (Stacey et al 2008 J. Phys. B: At. Mol. Opt. Phys. 41 085502).
Theoretical treatment of the double-3 atomic scheme is commonly done by solving optical
Bloch equations (OBEs). When the rotating-wave approximation (RWA) is applied, OBEs
become, by their form, a set of linear differential equations with constant coefficients.
Theoretical treatment of the interaction scheme treated here leads to OBEs with coefficients
that are not constant, but oscillate with time, even after RWA is applied. Under certain
assumptions, the approximation can be used where the time-dependent coefficients are
averaged over their periods. The method yields a new system of equations (similar to standard
OBEs), but with more independent variables, and can also be solved in the usual way. The
results presented here analyze the validity of this approximation by comparing the results for
the double-3 atomic scheme with single- and two-fold coupled transitions. We test whether in
the limit of large-energy splitting between excited-state levels both approaches lead to similar
results.

PACS numbers: 42.50.Gy, 42.50.Md, 42.50.Ar

(Some figures may appear in colour only in the online journal)

1. Introduction

Excitations of various atomic schemes by lasers were studied
in systems as simple as two level and three level, such as 3, V
or ladder configuration, to complex multilevel systems with or
without Zeeman splitting. These interactions have been shown
to give rise to interesting effects such as coherent population
trapping [2], electromagnetically induced transmission [3]
and electromagnetically induced absorption [4]. The
double-3 atomic scheme, i.e. two 3 systems sharing the
same two ground levels (see figure 1), has also been shown
to be of interest as the basis for many investigations and
applications [5, 6]. In this paper, we study a double-3 atomic

scheme where each of the transitions between two ground and
two excited levels is coupled by two lasers (see figure 1(b)).
We test whether optical Bloch equations (OBEs) can be
solved for this interaction scheme and compare the results
with the standard, single-fold coupled double-3, i.e. each
transition driven by only one laser (figure 1(a)).

2. Theoretical model for the two-fold coupled
double-Λ atomic scheme

We solve OBEs:

dρ̂(t)

dt
= −

i

h̄
[Ĥ0, ρ̂(t)]−

i

h̄
[ĤI, ρ̂(t)]− ˆSE ρ̂(t)−γ ρ̂(t)+γ ρ̂0

(1)
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Figure 1. Double-3 configuration of levels with single-fold (a) and
two-fold (b) coupled states. Four lasers A, B, C and D couple
atomic states as indicated in the figure, where additional couplings
are denoted by dashed lines.

for the double-3 schemes given in figure 1. In equation (1),
Ĥ0 is the Hamiltonian of the free, four-level atom and ĤI is the
interaction Hamiltonian of an atom interacting with four laser
fields. ˆSE represents the operator of spontaneous emission
with rate 0 for both excited levels, γ ρ̂ is the relaxation due to
time of flight and γ ρ̂0 describes the continuous flux of atoms
to the laser beam, with equally populated ground-state levels.

Following the procedure described in [1], we next discuss
whether OBEs with constant coefficients can be obtained for
the interaction scheme given in figure 1(b). In the following,
expressions for coherences ρi j will be presented, while for
ρ j i the corresponding complex conjugates need to be taken.
The following substitution is made to optical coherences
ρ13, ρ14, ρ23 and ρ24:

ρ13 = ρ̃ A
13eiωA t + ρ̃C

13eiωC t , ρ14 = ρ̃C
14eiωC t + ρ̃ A

14eiωA t ,

ρ23 = ρ̃B
23eiωB t + ρ̃D

23eiωD t , ρ24 = ρ̃D
24eiωD t + ρ̃B

24eiωB t , (2)

where ωK (K is a laser) are lasers’ frequencies which satisfy
the multi-photon resonance condition:

ωA − ωB = ωC − ωD. (3)

In a closed-loop interaction scheme, such as double-3,
the steady state can be reached only if this condition is
satisfied [6].

The next step is to write explicitly equations for the
density matrix elements from the interaction part of
Liouville’s equation (equation (1)) with substituted optical co-
herences (equation (2)). This yields the new set equations,
where we next analyze equations for coherences ρ12 and
ρ34. For these coherences there appear three groups of terms
on the rhs that oscillate with specific frequency, eit (ωA−ωB ),

eit (ωC −ωB ), eit (ωA−ωD) for ρ12 and eit (ωA−ωC ), eit (ωC −ωA), eit0

for ρ34. These oscillatory terms introduce substitutions for
coherences ρ12 and ρ34 as follows:

ρ12 = ρ̃ AB
12 ei(ωA−ωB )t + ρ̃C B

12 ei(ωC −ωB )t + ρ̃ AD
12 ei(ωA−ωD)t

ρ34 = ρ̃C A
34 ei(ωC −ωA)t + ρ̃0

34 + ρ̃ AC
34 ei(ωA−ωC )t . (4)

New variables, given by equations (2) and (4), are
next inserted into equation (1). This yields equations of
the form

∑
k eiωi j

k t ci j
k = 0 (one for each matrix element ρi j )

or equivalently the new set of differential and algebraic
equations, ci j

k = 0. The approximation we use consists in
omitting the algebraic subset, which is the same as the
standard rotating-wave approximation for the OBEs with
single-fold couplings. The difference is that the latter
procedure introduces more approximations, i.e. more terms
have to be neglected. The subset of differential equations

Figure 2. Steady-state absorption of laser B for three different
energy splittings between excited levels for the two-fold coupled
transitions. Absorption for the single-fold coupled transition is also
presented by the black curve. Steady-state equations are normalized
to 0 and we take 0 = 1. We take the relaxation rate γ = 0.03 0,
detunings 1A

13 = 1C
14 = 0, 1B

23 = 1D
24 = −112 and Rabi frequencies

�A
13 = �C

13 = 0.05 0, �A
14 = �C

14 = 0.055 0, �B
23 = �D

23 =

0.01 0, �B
24 = �D

24 = 0.011 0. We take all lasers’ initial phase
equal to 0.

yields the new set of modified OBEs which we use to describe
the interaction of lasers with a two-fold coupled double-3
atomic scheme. The explicitly written system of modified
OBEs will be published elsewhere.

The system of modified OBEs has 32 equations with 32
unknowns, 16 + 12 from the rhss of equations (2) and (4) (with
corresponding complex-conjugates) and four are populations.
It also introduces new quantities, modified Rabi frequencies
�K

i j and detunings 1K
i j , where i and j refer to levels and

K stands for a laser. From figure 1 we see that for lasers
K = A, C, possible values for (i, j) are (1, 3) or (1, 4), while
for the lasers K = B, D, one can have (i, j) = (2, 3) or
(2, 4). The Rabi frequencies are given by �K

i j = µi j EK /h̄,
where µi j are dipole moments of the |i〉 → | j〉 transitions and
EK are complex amplitudes of the lasers’ K electric fields.
One-photon lasers’ detunings are defined as 1K

i j = ωK + ωi −

ω j , where h̄ω1, . . . , h̄ω4 are energies of the four atomic
states. The two-photon ground and excited detunings, which
follow from the multi-photon resonance condition given by
equation (3), are also introduced:

112 ≡ 1C
14 − 1D

24 = 1C
13 − 1D

23,

134 ≡ 1C
14 − 1A

13 = 1D
24 − 1B

23.
(5)

3. Results and discussion

In figure 2, we compare the results for the absorption of laser
B for the single- and two-fold coupled double-3 for different
values of the energy difference between excited levels. Results
are presented for the steady-state regime. The laser’s B
absorption is given as a function of the two-photon ground
detuning 112. For single-fold coupled double-3 we calculate
it as N Im(�Bρ23) and for two-fold as N Im(ρB

23�
B
23 +

ρB
24�

B
24). The constant N stands for the atomic concentration,

and is irrelevant in this study, i.e. we take N = 1. Absorption
of laser B for the two-fold coupled states exhibits two
one-photon absorption profiles, one corresponding to the 2 →

3 and another to the 2 → 4 transition. From figure 2 we also
see that both of these profiles show superimposed narrow
electromagnetically induced transparency resonances.

If the energy splitting between excited levels, 1ωE =

ω4 − ω3, is large enough, laser B cannot drive transitions to
both excited states. Under such an assumption solutions of

2
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equations for the two-fold case should downgrade to standard
single-connected, for values of 112 around 0 where the
single-coupled laser’s B absorption shows. Results presented
in figure 2 clearly show that an increase of 1ωE leads to
identical results between single- and two-fold double-3 OBEs
(compare red and black curves in figure 2 for values of 112

around 0).
Numerically, with an increase of 1ωE, the new set

of variables reduces to the density matrix elements of the
single-fold coupled double-3 interaction scheme. Optical
coherences connecting states coupled by the more detuned
lasers tend to zero, while others tend to their counterparts
for the single-connected equations. For example, the influence
of the laser B on the transition 2 → 4 cannot be neglected
for small enough 1ωE , as is obvious from figure 2 for
values of 112 around 0. As 1ωE increases, density matrix
element ρ̃B

24 tends to zero, ρ̃B
24 → 0, while ρ̃B

23 approaches the
density matrix element of the single-fold coupled double-3,
ρ̃B

23 → ρ̃23.
In conclusion, we studied the interaction of the two-fold

coupled double-3 with four lasers. Our results show that
modified OBEs, which we use to treat this interaction scheme,

have the expected properties. The laser’s absorption shows
two one-photon absorption profiles corresponding to both
couplings. Also, numerical solutions of modified OBEs have
the correct limit to the solutions with single-fold excitations
as the energy difference between excited levels increases.
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Abstract
We study a double-3 atomic scheme that interacts with four laser light beams so that a closed
loop of radiation-induced transitions is formed. When specific relations for field phases,
frequencies and amplitudes are satisfied, coherent superpositions (the so-called ‘dark states’)
can be formed in a double-3, which leads to the well-known effect of electromagnetically
induced transparency (EIT). If the interaction scheme in a double-3 system is such that a
closed loop is formed, the relative phase of the laser light fields becomes very important. We
analyze here the effect of the lasers’ relative phase on the EIT in double-3 configuration of
levels. The theoretical study of interactions of lasers with a double-3 atomic scheme is
commonly conducted by solving the optical Bloch equations (OBEs). We use here a
perturbative method for solving OBEs, where the interaction of lasers with double-3 is
considered a perturbation. An advantage of the perturbative method is that it generally
produces simpler solutions, and analytical expressions can be obtained. We present analytical
expressions for the lower-order corrections of the EIT signal. Our results show that the EIT by
the perturbative method can be approximated by the sum of products of complex Lorentzians.
Through these expressions, we see in what way the relative phase affects the overall EIT
profile.

PACS numbers: 42.50.Gy, 42.50.Md, 42.50.Ar

(Some figures may appear in colour only in the online journal)

1. Introduction

Coherent effects in various excitation schemes have attracted
much attention in recent decades. One of the most
widely investigated effect is electromagnetically induced
transparency (EIT) [1]. It has been indicated that in a
closed-loop interaction scheme both the dynamics and
steady state of EIT strongly depend on the lasers’ relative
phase [2, 3]. One of the most widely investigated closed-loop
interaction schemes is double-3 (see figure 1). Besides with
EIT [4], it has been studied also in the context of phenomena
such as four-wave mixing [5], lasers without inversion [6],
slow light [7], quantum correlations [8] and so on.

The phase dependence of EIT in a double-3 was
demonstrated experimentally by Korsunsky and Kosachiov
and a theoretical analysis was also presented [3]. Transient
properties of phase-dependent EIT were studied in [9].
Applications were also achieved, for example, the creation
of entanglement [10] and quantum-state transfer [11].
In this paper, we present a theoretical analysis of the
phase-dependent EIT in a double-3 atomic scheme by using
the perturbative method.

2. The model

We solve the steady-state optical Bloch equations (OBEs)
i

h̄
[Ĥ0, ρ̂] +

i

h̄
[ĤI, ρ̂] + ˆSE ρ̂ + γ ρ̂ = γ ρ̂0 (1)
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A
B

D
C

Figure 1. Double-3 configuration of levels. The four laser light
fields A, B, C and D couple states as indicated in the figure.

for the double-3 interaction scheme given in figure 1. In
equation (1), Ĥ0 is the Hamiltonian of the free double-3
atom, ĤI describes the interaction with lasers and ˆSE is the
abbreviated spontaneous emission operator with the rate 0 for
both excited levels. The term γ ρ̂ describes the relaxation of all
density matrix elements due to the atom’s finite time of flight
through the laser beam and γ ρ̂0 describes the flux of atoms
to the laser beam, with equal population of two ground-state
levels. The detailed system of OBEs for the four-level atom is
given in appendix A.

The Rabi frequencies are �K and the lasers’ light
detunings from the corresponding atomic frequencies are 1K ,
where K stands for a laser A, B, C or D, as shown in figure 1.
Detuning between ground levels 1 and 2 is 1R ≡ 1A − 1B =

1C − 1D and between excited levels is 1E = 1C − 1A =

1D − 1B . The relative, constant phase between lasers is 8 =

(ϕA − ϕB) − (ϕC − ϕD), where ϕK are the lasers’ phases.
The details of the perturbative method are described

in [12]. We here apply a perturbative method to the system
of four lasers interacting with a four-level atom, where the
interaction with all four lasers is taken to be a perturbation,
i.e. the sum on the rhs of equation (A.1). The solution of the
density matrix (elements of which are sorted in a column x) by
the perturbative method represents the sum of the unperturbed
part x0 and the series of successive corrections xn , where n is
the iteration number.

3. Results and discussion

The solution obtained by the perturbative method is such that
the first appearance of narrow resonances is in the second
correction of the density matrix and that only elements which
show such behavior are ground-level coherences ρ

x2
12 and ρ

x2
21.

The analytical expression for ρ
x2
21 is

ρ
x2
21(1R) = −

2(2γ + 0 − i1R)

γ − i1R

×

[
e−i(ϕA−ϕB )�A�B

(2γ + 0 − 2i1A)(2γ + 0 + 2i1A − 2i1R)

+
e−i(ϕC −ϕD)�C�D

(2γ + 0 − 2i1C)(2γ + 0 + 2i1C − 2i1R)

]
(2)

and ρ
x2
12 is the complex conjugate. The rhs of equation (2)

represents the sum of products of complex Lorentzians (CL),

Figure 2. Numerical results for the calculated AB(1R) for five
different values of the overall phase 8: (a) the exact solution, (b) the
perturbative solution Ax1+x3

B (1R) and (c) the approximative
expression for Ax1+x3

B (1R) given by equation (4). The results are for
steady-state OBEs. Equations (parameters) are normalized with 0,
i.e. we take 0 = 1. We take the relaxation rate γ = 0.005 0, the
Rabi frequencies �A = 0.001 0, �B = 0.0001 0, �C = 0.005 0
and �D = 0.0005 0, detunings 1A, 1C are equal to zero, while we
vary 1R = −1B = −1D around 0.
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where terms within square brackets in equation (2) contain
very wide CLs (since 0 � γ and 0 � 1A,B,C,D) and each
can be approximated with 1

0
. This yields a simple analytical

expression for ρ
x2
21 in the form of one very narrow CL:

ρ
x2
21(1R) ∼= nCL(1R)

= − 2
e−i(ϕA−ϕB )�A�B + e−i(ϕC −ϕD)�C�D

(γ − i1R)0
. (3)

These two narrow resonances (identified as the real part
of nCL(1R)) are, by the iterative procedure, transferred
to all higher-order corrections and lead in the end to the
development of EIT.

In figure 2, we present the results for the steady-state,
phase-dependent EIT in a double-3 configuration. As a
spectroscopic signal we take the dependence of the laser’s
B the absorbtion on the detuning 1R. It is calculated as
the imaginary part of linear susceptibility, i.e. absorption
coefficient, AB = N Im(e−iϕB �Bρ23). The constant N stands
for the atomic concentration, and is irrelevant in this study, i.e.
we take N = 1.

The results of the perturbative method show that the
narrow EIT resonance appears after including higher-order
(n > 3) corrections of ρ23. From figures 2(a) and (b), we see
that already the sum up to the third correction of AB (or ρ23)
shows numerically good agreement with the exact numerical
solution obtained by solving OBEs. The analytical expression
for the ρ

x1+x3
23 is just too long and we do not present it here.

Approximating again wide CLs with 1
0

yields the following
expression for the absorption of laser B:

Ax1+x3
B (1R) ∼=

× Im

[
−

4i(�2
A�2

B + �2
B�2

D + �4
B + ei8�A�B�C�D)

03

+
i�2

B

0
−

2i �2
B(−�2

A + �2
B − �2

C + �2
D)

γ02

−
4i(�2

A�2
B + ei8�A�B�C�D)

02(γ − i1R)

]
, (4)

where only the last term on the rhs of equation (4) depends
on 1R and others are constant. This term represents the sum
of two CLs (up to the constant equal to the narrow resonance
given by equation (3)) and can be of opposite sign. One of
these CLs is phase independent and the other has ei8 as a
multiplicative factor. Summing these two resonances yields
different profiles, which can, for some values of relative phase
8, completely change the sign of resonance. For comparison,
numerical results for the expression given by equation (4) are
shown in figure 2(c).

In conclusion, we have used the perturbative method
to analyze phase-dependent EIT in a double-3 atomic
scheme. We have obtained a simple expression for the laser’s
absorption signal, i.e. the sum of two CLs which can (up to
the constant) simulate the variation of EIT with the change of
the lasers’ relative phase.
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Appendix. Optical Bloch equations

OBEs for elements of the density matrix ρ describing the
interacting four-level atom can be written as

ρ̇i j = i
∑

k

(ρik Rk j − Rikρk j ) + i Di jρi j + G i j (A.1)

− γρi j +
γ

2
δi j (δi1 + δi2), i, j = 1, 2, 3, 4.

The notation of levels is as in figure 1. Matrices R, D and G
describe certain terms of equation (1). Spontaneous emission
is given through matrix G:

G = 0


1
2 (ρ33 + ρ44) 0 −

1
2ρ1,3 −

1
2ρ1,4

0 1
2 (ρ33 + ρ44) −

1
2ρ2,3 −

1
2ρ2,4

−
1
2ρ3,1 −

1
2ρ3,2 −ρ3,3 −ρ3,4

−
1
2ρ4,1 −

1
2ρ4,2 −ρ4,3 −ρ4,4

 ,

the elements of matrix D are detunings of lasers from the
corresponding atomic frequencies:

D =


0 −1R −1A −1C

1R 0 −1B −1D

1A 1B 0 −1E

1C 1D 1E 0


and R is a matrix with Rabi frequencies describing the
interaction part of the Liouville equation

R =


0 0 eiϕA�A eiϕC �C

0 0 eiϕB �B eiϕD �D

e−iϕA�A e−iϕB �B 0 0

e−iϕC �C e−iϕD �D 0 0

 .
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Abstract
We present theoretical results for the propagation dynamics of an electromagnetic field
pulse through rubidium vapor, while another field, a continuous-wave electromagnetic field, is
present. The frequencies of both electromagnetic fields are resonant with the transition between
the ground and excited state hyperfine levels of Rb, Fg → Fe = Fg ± 1. Detuning from
resonance is done by the magnetic field oriented along the light propagation direction (Hanle
configuration). When both the electromagnetic fields are simultaneously interacting with Rb
atoms, either electromagnetically induced transparency or absorption is induced. Propagation
dynamics was obtained solving the set of Maxwell–Bloch equations for the interacting
atoms with two electromagnetic fields. Motivated by recent results (Brazhnikov et al
2011 Eur. Phys. J. D 63 315–25; Brazhnikov et al 2010 JETP Lett. 91 625–9; Kou et al 2011
Phys. Rev. A 84 063807), we have analyzed the influence of experimental parameters, laser
polarization, and mutual phases between lasers, which can lead to optical switching, i.e. the
transformation from electromagnetically induced absorption to transparency and vice versa.

PACS numbers: 42.50.Gy, 42.50.Nn

(Some figures may appear in color only in the online journal)

1. Introduction

Laser–atom interactions, which can develop coherent
phenomena in atoms, electromagnetically induced
transmission (EIT) [1] and absorption (EIA) [2] in alkali
atoms, have attracted a great deal of interest in recent
decades because of the important applications of both the
phenomena. For such coherences to develop, lasers have to
couple the long-lived ground state hyperfine level(s) with the
excited hyperfine level(s) of alkali atoms. Narrow EIT and
EIA resonances and steep dispersion in the narrow spectral
bandwidth of the resonances are the unique properties of
atomic systems in which the propagation of laser pulses
can be considerably slowed or completely blocked [6–8].
Studying the dynamics of laser pulses in coherent media is of
interest for all optical switchings [9, 10], squeezed light [11],
quantum information science, etc.

Different atomic schemes can be applied in order to
induce EIT or EIA. This can be the pump–probe configuration
when two lasers couple two hyperfine (or two Zeeman) levels
with the common excited hyperfine level in either 3 (two

levels belong to the ground state) or V (levels belong to the
excited state) atomic schemes. In the Hanle configuration, a
single laser couples Zeeman sublevels of hyperfine levels of
alkali atoms. Raman detuning in the latter case is done by
applying a proper magnetic field.

In this paper, we analyze the mutual effects of two
laser fields on their propagation, when both the laser fields
induce simultaneously either EIT or EIA in the Rb vapor.
The specific case when one laser is continuous wave (CW)
and the other is pulsed is analyzed. We show how lasers’
coherent interactions can be manipulated by appropriately
changing the mutual orientation of their polarization vectors
and their relative phases. So far, very little has been done to
investigate the mutual effects of propagation of a laser pulse in
a coherently prepared medium when a CW laser, which makes
the preparation, is present.

2. Theoretical model

We solve the set of Maxwell–Bloch equations (MBEs) for
the interaction of two lasers, one of which is pulsed and
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the other is CW, with Rb atoms. The frequencies of both
lasers are adjusted to either Fg = 2 → Fe = 3 or Fg = 2 →

Fe = 1 transition, where we solve MBEs for the full atomic
systems of both transitions, i.e. for all Zeeman sublevels. The
parameters for the transitions in Rb, used in calculations, were
taken from [12, 13]. The evolution of the density matrix ρ̂ is
calculated from the optical Bloch equations

dρ̂(t)

dt
= −

i

h̄
[Ĥ 0, ρ̂(t)]−

i

h̄
[Ĥ I, ρ̂(t)]−ŜEρ̂(t)−γ ρ̂(t) + γ ρ̂0.

(1)
Diagonal elements of ρ̂, ρgi ,gi and ρei ,ei are populations, ρgi ,g j

and ρei ,e j are Zeeman coherences and ρgi ,e j and ρei ,g j are
optical coherences, where indices g and e stand for the ground
and excited sublevels.

We solve MBEs for different values of the magnetic field
Bs , as described by the Hamiltonian Ĥ 0. The quantization axis
is chosen parallel to the direction of the magnetic field Bs

which is also the direction along which the lasers propagate.
The energies due to the Zeeman splitting are given by
Eg(e) = µBlFg(e)mg(e) Bs , where mg(e) are the magnetic quantum
numbers of the ground and excited sublevels, µB is the Bohr
magneton and lFg,e is the Lande gyromagnetic factor for two

hyperfine levels. ŜE stands for the abbreviated spontaneous
emission operator with the rate 0. The relaxation of all
density matrix elements, due to the finite time for an atom
to cross the laser beam, is given by the term γ ρ̂, while γ ρ̂0

takes into account the continuous flux of atoms entering laser
beams with equal population of the ground Zeeman sublevels.
The role of laser detuning (and Doppler broadening) is not
discussed here.

Ĥ I is the interaction Hamiltonian describing the coherent
interaction of the laser fields with atoms. The electric field
vector represents the sum of two electric fields:

EE(t, z) =

∑
l

[E l
x cos(ωl t − kl z + ϕl

x )Eex + E l
y cos(ωl t − kl z

+ ϕl
y)Eey], (2)

where l = 1, 2 stands for the pulsed and CW lasers. E l are
the amplitudes of two fields, ωl are their angular frequencies,
ωl

= ±ckl , and c is the speed of light. kl are lasers’ wave
vectors, where we take kl > 0 for the propagation along the
positive direction of the z-axis. In equation (2), E l

x , E l
y are

the real Descartes components of the amplitude of the electric
field and ϕl

x , ϕ
l
y are the associated phases, also real quantities.

The electric field vector can further be written as

EE(t, z) =

∑
l

[ei(ωl t−kl z)
Eu+1 E l

++ + ei(ωl t−kl z)
Eu−1 E l

−+

+ e−i(ωl t−kl z)
Eu+1 E l

+−
+ e−i(ωl t−kl z)

Eu−1 E l
−−

], (3)

where the following substitution has been introduced:

E l
++ =

−E l
x e+iϕl

x + iE l
ye+iϕl

y

2
√

2
, E l

+−
=

−E l
x e−iϕl

x + iE l
ye−iϕl

y

2
√

2
,

E l
−+ =

E l
x e+iϕl

x + iE l
ye+iϕl

y

2
√

2
, E l

−−
=

E l
x e−iϕl

x + iE l
ye−iϕl

y

2
√

2
.

(4)

In equation (4), E l
++, E l

+−
, E l

−+, E l
−−

are the complex
amplitudes of the fields and the relation (E l

++)
∗
=

−E l
−−

, (E l
+−

)∗ = −E l
−+ stands.

The usual substitution for the optical coherences

ρgi ,e j =

∑
l

ei(ωl t−kl z)ρ̃i
gi ,e j

, ρei ,g j =

∑
l

e−i(ωl t−kl z)ρ̃l
ei ,g j

(5)
has been introduced, where the sum is taken over lasers that
couple states gi and e j . This substitution means that we are
working in line with the multi-mode Floquet theory [14]
for the case of counter-propagating lasers, or with the
single-mode one for the case of lasers with the same
frequency. We use the approximation with the zeroth-order
harmonics for the ground-state and the excited-state density
matrix elements and up to the first-order harmonics for the
optical coherences.

The propagation dynamics of the electric-field
amplitudes, for the propagation along the positive direction
of the z-axis, is given by MBEs:(

∂

∂z
+

1

c

∂

∂t

)
E l

±+ = − i
kl Nc

2ε0
P l

±+,

(6)(
∂

∂z
+

1

c

∂

∂t

)
E l

±−
= + i

kl Nc

2ε0
P l

±−

and for the propagation along the negative direction of the
z-axis, MBEs stand:(

−
∂

∂z
+

1

c

∂

∂t

)
E l

±+ = − i
kl Nc

2ε0
P l

±+,

(7)(
−

∂

∂z
+

1

c

∂

∂t

)
E l

±−
= i

kl Nc

2ε0
P l

±−
.

In equations (6) and (7), new quantities were introduced which
are calculated as

P l
++ =

∑
gi ↔e j

ρ̃l
gi ,e j

µgi ,e j ,+1, P l
+−

=

∑
ei ↔g j

ρ̃l
el ,g j

µgi ,e j ,+1,

(8)
P l

−+ =

∑
gi ↔e j

ρ̃l
gi ,e j

µgi ,e j ,−1, P l
−−

=

∑
ei ↔g j

ρ̃l
ei ,g j

µgi ,e j ,−1,

where the sum is taken over the dipole-allowed transitions
induced by lasers. These four variables appear in the
components of macroscopic polarization of the atomic
medium which is calculated as EP(t, z) = Nce Tr[ρ̂ Êr ] or

EP(t, z) = Nc

∑
l

[ei(ωl t−kl z)(Eu+1 P l
++ + Eu−1 P l

−+)

+ e−i(ωl t−kl z)(Eu+1 P l
+−

+ Eu−1 P l
−−

)]. (9)

3. Results and discussion

3.1. Effect of the polarization of two laser fields

We present the results for the propagation dynamics of two
lasers propagating through the Rb vapor. One is the CW
laser, another is the pulsed laser and both couple the same
Rb transition. Recent results [3, 4] showed that, for the
two counter-propagating CW fields, it is possible to reverse

2
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Figure 1. Transmission of the pulse (top row) and the CW laser (bottom row) for three different moments: t = 36 µs (a, d), t = 50 µs (b, e)
and t = 64 µs (c, f). Black curves show the results when the polarization vectors of both lasers are parallel, θCW = 0, and red curves show
transmissions when the polarization vector of the CW field is rotated, θCW =

π

2 .

Figure 2. Waveforms of laser pulses used in the calculations: a
Gaussian pulse (a) and a rectangular pulse (b). Dashed vertical lines
in panel (a) indicate moments for which we present the results in
figure 1.

the sign of the resonance by a purely polarization method.
They performed numerical and analytical calculations for the
simple three-level schemes. Both lasers couple the Fg = 2 →

Fe = 3 transition in 87Rb, and each can independently induce
EIA in the vapor. We analyze how the counter-propagating
pulse affects the properties of a CW laser, and the other
way around, how the existence of the CW laser changes the
properties of the propagating laser pulse. Transmissions of
lasers are calculated for values of the external magnetic field
near zero, i.e. around the EIA resonance. Calculations were
performed by solving the set of MBEs (see section 2) for
the same transition. Both lasers are linearly polarized, and we
study the effects of different angles between their polarization
vectors on the propagation of both lasers.

In figure 1, we present the transmissions of both lasers
for two different values of the angle of rotation of the
CW laser polarization vector (θCW). The temporal shape of

the pulse is Gaussian I 0
pulsee−

(t−t0)2

σ2 (see figure 2(a)), where

σ = 10 µs/
√

2 ln 2. The intensity of the laser pulse, at the
peak of the amplitude, t0 = 50 µs, is I 0

pulse = 1.327 21 ×

10−2 mW cm−2. The intensity of the CW laser at the entrance
of the cell is I 0

CW = 10−2 I 0
pulse. We take the relaxation due to

the time of flight to be γ = 0.0010, where 0 = 2π 6.066 62 ×

106 Hz is the spontaneous emission rate. The density of Rb

atoms in the cell is Nc = 1014 m−3 and the length of the cell is
0.1 m. The results in figure 1 are given for three moments of
time: when the pulse is entering the cell, t = 36 µs, when its
peak intensity is in the cell, t = 50 µs, and when it is leaving
the cell, t = 64 µs. The positions of these three moments with
respect to the pulse are indicated in figure 2(a) with vertical
dashed lines.

When the polarizations of both lasers are parallel,
θCW = 0 (black curves in figure 1), the transmissions of both
lasers show EIA resonances at all instants, as expected for
the lasers locked to the Fg = 2 → Fe = 3 transition. Rotation
of the polarization vector of the CW laser by π/2 yields
different transmission profiles of the CW laser. At the time
moment t = 36 µs, when the pulse starts entering the cell, the
transmission of the CW laser is not influenced by the pulse’s
presence in the cell and shows small EIA for both values of
θCW (see figure 1(d)). As the pulse’s intensity increases, the
atomic ensemble gets affected by both lasers’ fields. Results
in figure 1(e) show that at time t = 50 µs, due to the rotated
polarization of the CW field, the transmission of the CW
laser completely changes the sign of resonance from EIA
(black curve, θCW = 0) to EIT (red curve, θCW =

π
2 ). Under

the simultaneous action of both lasers, depending on the
mutual angle between their linear polarizations, the CW laser
can change the sign of resonance, allowing our system to
act as an optical switch for the CW laser. Specific profiles
of the transmissions of both lasers at the time moment t =

64 µs (figures 1(c) and (e)) are due to residual, long-lived
coherences, after the pulse’s passing through the cell.

The transmission of the pulse laser does not change with
θCW during most of the pulse’s passage through the cell (see
figures 1(a)–(c)), since with our choice of parameters the
pulse’s intensity is much larger than that of the CW field,
I 0
pulse = 102 I 0

CW. The sign reversal in figure 1(a) happens
since, at that time instant, the lasers are nearly at the
same magnitude of intensity. Results where we present the
optical switching of the pulse’s transmission will be published
elsewhere.
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Figure 3. Total absorption of both lasers for three different values
of the initial phase of the σ− component of the pulse laser. The
phases of the other three σ components are 0. Given by the dashed
line is the waveform of the pulse laser, normalized to the maximum
value of absorptions.

3.2. Effect of the relative phase between laser fields

We have analyzed the effects of different initial phases of the
two lasers. In the recent analysis by Kou et al [5], similar
effects were studied, except that they used two pulsed lasers
(or four σ components) and MBEs were solved for the simple
three-level scheme. In our analysis, we analyze the mutual
effects of a linearly polarized pulse and a CW laser. Here we
assume that the lasers are co-propagating and are locked to
the Fg = 2 → Fe = 1 transition, thus inducing the dark state
and EIT. We solve MBEs for this transition, assuming a single
mode for the substitution, given by equation (5), since all σ

components have the same frequency. The absorption of the
two lasers is calculated as a function of different initial phases
of the lasers’ σ waves.

We solve MBEs for the CW and the pulse laser assuming
a near-rectangular pulse for the pulsed laser (see figure 2(b)).
The edges of the pulse are approximated by the exponential
rise and fall slopes in order to introduce a more realistic
situation:

pulse =


I 0
pulse e−s(t−t2), t > t2,

es(t−t1), t > t1,
1, t1 6 t 6 t2,

(10)

where the slope is given by s = 2 × 106 Hz, the intensity of the
pulse’s σ component is I σ0

pulse = 0.053 088 4 mW cm−2, and
the beginning and the end of the pulse are t1 = 60 µs and
t2 = 110 µs, respectively. Relaxation due to the time of flight
is taken as γ = 10−6 0, where 0 = 2π × 5.750 06 × 106 Hz is
the spontaneous emission rate. The concentration of atoms in
the cell is Nc = 1014 m−3 and the cell’s length is 0.1 m. The
intensity of the CW laser’s σ components is I σ0

CW = 102 I σ0
pulse.

The results presented here are given for the magnetic field
B = 0.

In figure 3 we present the total absorption of all four σ

components from both lasers, from the time when the pulse
laser is applied until the end of the pulse. Results are given for
three different values of the initial phase of the σ− component
of the pulse laser (8), while the initial phases of other σ

components are kept constant. From figure 3, we see that
the rapid change of absorptions is happening only during the
transient regime when the pulse laser is turned on and off.

In this configuration, the CW laser plays the role of
a pumping laser, preparing the atoms into the dark state.
Before the pulse laser is turned on, the absorption of the CW
laser is nearly zero, due to the EIT. When the pulse laser is

turned on, a new dark state is formed. This leads to a quick
change in absorption of laser fields, until a new superposition
of atomic levels, this time under the action of both lasers,
generates a new dark state for both electromagnetic fields,
and consequently the new EIT and minimal absorption. The
reverse situation happens when the pulse laser is turned off.
The results in figure 3 show that the absorption of two lasers
strongly depends on their initial phases. Similarly to Kou
et al [5], we have shown the considerable phase dependence
for the case of a combined pulse and CW laser field.

4. Conclusions

We have theoretically analyzed the propagation dynamics of
two laser fields: when the pulse laser enters the Rb cell while
another, the CW laser, is present. Both lasers couple the same
two hyperfine levels, of the ground and excited states of Rb.
We studied the case when both can induce either dark or
bright resonances, leading to EIT or EIA. We have shown
that, with an appropriate choice of parameters (polarization
direction and mutual phases) and geometry (counter and
co-propagating lasers), both fields affect each other’s behavior
while propagating through the Rb vapor. This type of coherent
manipulation of atoms can lead to magneto-optical switching
techniques or optical-storage devices. Our numerical analysis
is applied to the realistic system, that is, the Rb atom, and
as such indicates that these phenomena can be observable in
realistic experiments by using the alkali–metal atoms.
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Evolution of 1D Airy beam propagating through
a Zeeman EIT atomic medium
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We study propagation of the one-dimensional Airy beam [1] through the atomic
medium with electromagnetically induced transparency (EIT) [2]. Maxwell-Bloch
equations are solved numerically assuming single continuous-wave laser field
resonant to the Fg e=0 hyperfine atomic transition of the 87Rb D2 line.
Presence of the external magnetic field removes the degeneracy of the Zeeman
magnetic sublevels, bringing tripod-like atomic scheme. Characteristics of the Airy
beam propagation through the EIT medium, slow-light Airy wave-packets and
bullets, modulation and deflection of Airy beam, have been recently studied
analytically and numerically [3, 4].

Out study analyzes how the response of the atomic medium, with induced Zeeman
EIT coherences, influences evolution of the Airy beam propagation for different
magnetic fields, inside or out of the EIT transparency window. Results are
presented for the Airy beam intensity profile during temporal evolution and also for
the deflection of the Airy beam for various propagation distances. Modulation and
deformation of the Airy beam, different levels of absorption of the Airy beam lobs,
while propagating through the EIT medium, are analyzed through the formation and
behavior of the dark-states. Presented results suggest ways of magneto-optical
control of the Airy beam and also possible applications in optical design, optical
switching, optical information processing etc.
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One-dimensional sub-wavelength atom localization
via Zeeman EIT in a degenerate two-level system

Institute of Physics, University of Belgrade,
Pregrevica 118, 11080 Belgrade, Serbia

email: jelenad@ipb.ac.rs

We analyze influence of the magnetic field on the 1D atom localization [1] in an
atomic medium under the action of two optical fields, standing-wave and traveling-
wave, probe field. Optical Bloch equations are solved numerically for the Zeeman
sublevels of the hyperfine atomic transition Fg e=1 of the 87Rb D1 line. For
small values of the applied magnetic field, electromagnetically induced
transparency (EIT) [2] can be observed. Both fields are linearly polarized, with
mutually orthogonal polarizations and wave-vectors. Two configurations are
considered, depending whether applied magnetic field is in the direction of the
standing-wave or the probe field polarization. Information on the atom position can
be achieved both from the probe field absorption and the excited state population of
the atomic system i.e. overall lasers fluorescence.

Two presented configurations enable different transitions between Zeeman
magnetic sublevels, thus different formation of dark-states and localization patterns
i.e. atom position probability distributions within wavelength distance. Depending

presented localization schemes provide variety of results. We analyze width and
contrast of the calculated localization narrow patterns for the range of laser field
intensities, both being important parameters for the experimental realization of the
localization effect. It is shown that, for the choice of parameters, magnetic field can
bring substantial changes on the behavior of the position-dependent atom field
interaction, dark-state population, EIT and consequently localization effect. 2D
localization effect via coherent magnetic field has been recently analyzed [3] by
utilizing magnetic dipole allowed transition in a triangle atomic scheme.
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