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Hayunowm Behy MHcTuTyTa 32 dusuky y beorpany,

IIpenaor 3a Crynenrcky narpaay MHcTuTyTa 3a dusuky y Beorpany
[TowrroBanw,

Benuko mu je 3an0BosbeTBO na npeaiokum ap MBy Baunh 3a Crynentcky Harpany MHctutyTa 3a
(usuky y beorpamy 3a 1oKTOpcKy aucepTauujy noa HasuBom "Self-organization in coupled excitable
systems: interplay between multiple timescale dynamics and noise", kojy je on6panuna 27. HoBem6pa
2020. ronuHe Ha ®usuykoM dakynrery YHusepsurteray Beorpany.

Hp Wsa bauuh ce y okBupy IOKTOPCKMX CTyaMja OaBHia 061acTHMA TEOPHj€ HENMHEAPHE HTMHAMHUKE 1
CTOXaCTHYKMX  MpOLECa, CMNEUMjalHO  MCTPAXMBAHEM  CaMOOpraHHW3aluje Yy  CIperHyTuM
€KCUMTAOMIIHAM CHCTEMHMMA yCJlell CajiejcTBa LiyMa M AMHAMHMKE KOja Ceé OJBMja HA Ha BHILE
KapaKTepUCTUUHUX BPEMEHCKHUX CKasa.

ExcuntabunHocT je 3ajenHuvka KapakTepUCTHKA BEIUKOr Opoja pasHOPOOHHX HEPAaBHOTEKHUX
chcrema, ykibydyjyhu Guonouike cucreme, jacepe, Kao U MOZENE XeMHjCKe KMHETHKE, COLMjaHUX
WHTepakU1ja M KJIMMaTcke auHamuke. ExcuurtabunHoct je Henuneapan threshold-like onrosop
cuctema Ha nepryp6auuje. Ca CTaHOBMULUTA HEJHMHEApHe IWHAMUKE, EKCLMTAOWIHHM CUCTEMHU Ce
Hanase y 6ansunu 6udypkauuje uzmely cTalMOHAPHOT M OCLMIATOPHOT PEXKMMA, U U31BOjEHH Cy
kao 3acebHa kjaca IMHaMUYKKUX cuctemMa. KomniekcHa IMHaMHUKa y eKCLUMTabUIHUM CUCTEMUMA je
YECTO [OBe3aHa Ca CHHrylapHUM Oudypkauujama, Koje yKJbydyjy OIUTPO pa3aBajarbe
KapakTepUCTHYHUX BPEMEHCKMX CKajla Ha HMBOY TMOjeIMHAYHMX jJeAMHMLA W/WIM ycrieq
MHTepakuuja. Mely HajBakHHjUM NpUMEpHMA je KOHLENT afanTHBHOCTH, TMIMYAH 32 HEyPOHCKe
cucTeme, Ie je NMHaAMWKa MHTepaKLUja MHOTO cropuja on koeBosyupajyhe nokanHe nuHamuke
Jennnuua. [lopen Tora, eKCUMTaOMIHH CUCTEMH, KaoO HM3Pa3sUTO HEPABHOTEKHH CHCTEMH, Cy
M3Y3€THO OCET/bMBH Ha MepTypbaumje, na nocAeMYHO U Ha JenoBamwe wyma. [loa yTuuajem wyma,
cucremn y 6ausnHu GudypKauMOHOT npara Mory 1a MaHU(ecTyjy pe3oHaHTHe (BeHOMeHe, Koju
Noapa3symeBajy HeJMHeapaH OAroBOP CHCTEMA Ha LIYM, Kao MOC/IEAUL TOra WITO WyM WHAYKYje
HOBY KapaKTepUCTHYHY BPEMEHCKY CKally y IMHaMMUM chcTeMma. HajBaxkHuju npumepn ykbyuyjy
(beHomeHe pe3oHaHIle KOXePEHLIMje U HHBEP3HE CTOXACTHYKE PeaKLMuje.

Ap Usa baunh je npowmpuia nojam ekCUMTaOUIHOCTH Ha CIPETHYTE CUCTEME, pa3matpajyhu npumepe
MaJIOr MOTHBA Ca4YMHEHOT O/ JIOKATHO EKCUMTAOMIHUX jeAMHULA M MOMyJaluje CTOXACTHYKHUX
HEYPOHCKHMX Mana. Y cilydyajy MOTHBA, KIaCH(UKOBAHO je BHILUE PAa3IMYUTUX BPCTA €KCLUTAOUITHUX
0roBOpa M MOKasaHo iTa oapehyje MparoBCKO MOHallambe, MPUMEHHMBLUM €lIEMEHTE Teopuje
CHHTYIapHUX mepTypbauuja. VY cnydajy nonynauuje, YBeAeH je KOHLENT MaKpOCKOINCKe
eKCLUMTAOWITHOCTH, ()eHOMEHA NPU KOME Ce Liesa Moy lalija eKCUMTabuIHUX jelMHHLA MOHAILA Kao
eKCLIMTAONITHH e/IEMEHT. AHan3a CTabUITHOCTH U CTOXAaCTUYKKMX OudypKaLmja pesknMa MakpocKoricke
eKCLIMTA0MITHOCTH, Kao W oapehuBame KPUBHX (Ja3HOT OArOBOpa MAaKpPOCKONCKHX BapHjabin Ha
neprypbauujy, n3BpiueHa je yBohemeMm eDeKTMBHOT MoJena KOJIEKTHBHE AMHAMMKE, Pa3BHjeHOr
NPUMEHOM METO/Ie Cpe/itber noJba (mean-field method) 3aCHOBAHOT Ha rayCHjaHCKO] alpOKCHMALIHjH.

Hpyrn cermeHt uctpaxusama ap Me baunh Guo je dokycupan Ha pacBeT/baBame MexaHW3ama
CTOXACTUYKUX BIyKTyauuja (eHr. switching nuuamuke) usmely meracrabunnux crama. CreLujanto,
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cnipoBoziehu aHanu3y Ha Ba NapanurMaTcka Mojena, KaHInaaTKMiba je nokasana na koedekTH uyma
W BEJMKOT, &k KOHA4YHOI pasiBajaka BPEMEHCKHX CKala JIOBOAE 10 ABE BpCTe anTepHupajyhe
JIMHAMHUKE: CIOPUX CTOXACTHUYKKX (JIyKTyaluja u CTOXaCTHYKOr OypcToBama. Y pa3marparmy MOTHBA
KOjHU Ce CcacToju OA ABa CTperHyTa akTMBHA POTOPa, MOKA3aHO je Aa ¢opma cropux ¢uykTyauuja
KBAMTATHBHO 3aBUCH O]l pa3/iBajatba CKana. ¥ clyyajy akTHBHOT poTaTopa ca cropo anantupajyhom
MOBPaTHOM CIPEroM, MokKa3aHo je na ce switching u3Mely MeTacTabMIHMX CTawa W3BENEHHX M3
ACTEPMUHUCTHUYKHUX aTpakTOpa MaHH(ecTyje kao pexum OypcToBama, Yije rpaHuLEe CTAGHIHOCTH Cy
M3payyHaTe KOpUCTEhH HOBH METOM CTOXACTHUKOT ycpeamaBatba. OBHM je KaHIMAaTKUHba T0NpPHHENa
MPOLIMPEY TEOPUj€ CUHTYIAPHUX MepTyphalja Ha CTOXacTHYKe cUcTeMe ca multiscale IMHAMUKOM.

Kannunarkuma je nana 10npuHOC youaBawy M 0Gjalliiberby 1BA FeHEpUUKA MEXaHHM3aMa HHBEp3He
CTOXaCTHYKE PE30HAHLE y CMPErHYTHM €KCLMTAOMIIHMM CHCTEMHMMA Ha BUILECTPYKHM BPEMEHCKUM
ckanama. PEHOMEH HHBEP3HE CTOXACTHYKE PE30HAHLIE, rie GpeKBeHUM]a OCLMIaLHja NepTypOOBaHKX
LIyMOM M0CTaje MHHUMalHA Ha MPe(hEPEHTHOM HHTEH3UTETY LYMa, j€ TeK HeJlABHO OTKPHBEH, TAKO a
YCIIOBH 3 HErOBY M0jaBy y CMPETHyTHM CHCTEMHMMA, Kao W OAroBapajyhu reHepuyku MeXaHu3MH
nocan Hucy 6unu yrephenn. Crneunjanto, pasmarpajyhu yTuuaj iyma Ha napagurMaTcku MOZEN 1Be
JelMHHLE ca eKCUMTAOUTHOM MM OCLMIATOPHOM JIOK&THOM AWHAMHMKOM, HAEHTH(HUKOBAHA Cy nBa
FeHepuiKa CLUEHapuja 3a TMojaBy MHBEP3HE CTOXAaCTHYKE pE30HaHle: jelaH 3acHOBaH Ha
HEYPaBHOTEXKEHOM swilching-y, a Ipyry MOBE3aH ca CTAOW/IN3aLMjOM 1ETEPMUHUCTHYKH HecTabuIIHE
uxcHe Tauke wymom. Iopen Tora, KaHAWIATKKIGA je IONPUMHENA Pa3BOjy HOBOI METOaA KOHTpOJIe
pe3oHaHLe KOXepeHuuje y cucremuma y OnusuHnm Oudypkauuje u3mely crauuoHapHor u
OCLMJIAaTOPHOr PEXHMa, MOKA3aBIIK KaKO Ce PE30HAaHTHH edekaT Mo)ke MojayaTd unu Ccy3OuTH
npuiarohapamweM jaurHe cropo anantupajyhe nospatHe crpere.

Ap bauuh ce y Toky noOKTOpCcKMX CTyauja GaBMna M KapaKTepU3aLUMjoM YTHUAja CTPYKType
KOMIJIEKCHUX Mpeska Ha npouec ypehupamwa kunetnukor Msunrosor (I'nay6epoBor) mMoaena, kao u
aHaIM30M CTPYKType Heypehenux koHdurypaumja. ExcrnimuutHo je nokasaHo aa small-world
TOMOJNIOTHja Y TEPMOAMHAMMYKOM JMMecy oHemoryhasa ypehusame, npu uemy ce Heypelene
KOH(HUrypaumje cactoje oa 1Ba I10OMEHa KOjU OAroBapajy MyJITH-KJacTep CTpyKTypama Ha NOYETHOj
peryJsiapHOj peLieTLH.

Kanannarkutba je 0Be pesysiTarte npukasana 1eTa/bHO y OKBHPY AOKTOPCKE AMCEPTALIje 0 HA3UBOM
"Self-organization in coupled excitable systems: interplay between multiple timescale dynamics and
noise”, Koja je HanvcaHa Ha EHIJIECKOM je3uKy. PaloBH KaHauaTkumbe y Kojuma cy o0jaBJbeHH
NpeaCTaBIbEHN PE3YJITATH CY:

1. L. Bagi¢, and 1. Franovi¢, Two Paradigmatic Scenarios for Inverse Stochastic Resonance,
Chaos 30, 033123 (2020) [ISSN: 1054-1500, IF2019: 2.983]

2. L. Bagi¢, V. Klinshov, V. Nekorkin, M. Perc, and 1. Franovié, Inverse stochastic resonance
in a system of excitable active rotators with adaptive coupling, Europhys. Lett. 124, 40004
(2018) [ISSN: 0295-5075, IF2015: 1.963]
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3. L. Ba¢di¢, S. Yanchuk, M. Wolfrum, and I. Franovi¢, Noise-induced switching in two
adaptively coupled excitable systems, Eur. Phys. J. - Spec. Top. 227, 1077 (2018) [ISSN: 1951-
6355, [F2017: 1.947]

4. 1. Franovi¢, S. Yanchuk, S. R. Eydam, I. Ba¢i¢, and M. Wolfrum, Dynamics of a Stochastic
Excitable System with Slowly Adapting Feedback, Chaos 30, 083109 (2020) [ISSN: 1054—1500,
1F2019: 2.983]

5. 1. Franovi¢, O. V. Maslennikov, L. Baéi¢, and V. I. Nekorkin, Mean-field dynamics of a
population of stochastic map neurons, Phys. Rev. E 96, 012226 (2017) [ISSN: 1539-3755,
IF2016: 2.366]

Y npunory je naT KOMIUIETaH Crucak nyGnukauuja kanamaatkume. Jlo capa, ap MBa baunh uma 3
caonuiTerma ca MehyHapoaHMX CKynmoBa LuTamnaHux y u3sody (M34) u 6 panoBa o6jaB/beHHX y
MelyHapoaHMM yaconucuma, ol Kojux cy 2 pazna kareropuje M21a, 3 pana cy kareropuje M21, a | pan
Je kareropuje M22. Pan Disordered configurations of the Glauber model in two-dimensional networks,
objaBsbeH y waconucy EPL (Europhysics Letters), uctakuyT je y Research Highlights Tor uaconuca 3a
2018. ronuHy u npeacrasibeH Ha Europhysics News.

YkynaH umnakt ¢akrop osux panosa je 14,205. INpema Gasu Web of Science, weHu panosu cy
uutupann 12 myra (6e3 ayrouurara), y3 h=3, nok je npema 6asu Google Scholar, ykynau 6poj uutara
20. Kannnnatkuma je OMia peLieH3eHTKHIba aBa paa y yaconucy Chaos.

Ap UBa baunh je Guna y nokanHom opranusaunonom ondopy koudepenunje COST XLIC WG2 Expert
meeting on biomolecules, onpxane 2015. ronune Ha @pyuikoj lopu, Cpouja. Kanaunatkuma je Takohe
JYroroiuilba cTpy4Ha capanHuua Cemunapa ¢usnke y Mcrpaxusaukoj cranuuu [leTHuua rae je
olpxkania HU3 npeaBaba U3 MaTeMaTHke U GU3NKE U MEHTOpHCAna Ba MOJIa3HUYKA [POJEKTa KOjH Cy
YCTEIIHO 3aBPILICHH Npe3eHTaljama Nojia3H1La Ha roaniboj konpepernuuju UC INetHuua ,,Kopak y
HayKy* n o0jaBJbMBambeM y 300pHULMMA pa1oBa nojasHuka ,,JleTHuuke cBecke™.

Kanannarkuma 3a1080sbaBa 1 cBe Gopmanie ycnose na yne npeanoxkena 3a CTyAeHTCKY Harpamy y
cknany ca [lpaBunHukoMm o Harpajama: Tesa je oa0pameHa TOKOM MPETXOIHE KaleHaapcke roauHe,
HCTPaXKBalbe je y LENOCTH cnpoBeneHo Ha MHcTuTyTy 3a (usuky y Beorpamy, a pesyararu
MCTpaXKMBatba Cy MPECTaB/bEHH Ha OHNAJH cemMuHapy JlabopaTopuje 3a npuMeHy padyHapa y Haylu
5. HoBeMOpa 2020. roauHe.

Hwmajyhu cBe HaBeneHo y Buay, ca 3a10B0JbCTBOM Npeiaxem ap MBy Baunh 3a CTyaentcky Harpany
MucrutyTa 3a pusmky y beorpany 3a Haj6oJby ZOKTOPCKY Te3y oabpameHy Tokom 2020. roauHe.

(e h& K
VY Beorpany, ap Anekcanapa Anopuh,
26.04.2021. ronune ,Hay4HHU CapajiHuK,
WHucrutyT 3a pusuky y beorpany



CTPYYHA BUOTPA®UIA

Hp UBa baunh pohena je y Cyborumm 12. jyna 1992. rogure, e je 3aBpHimiia IpUPOIHU
cmep ['mmuazmje ,,CBero3zap MapkoBuh®. Hakon Tora, ynucana je 2010. romuHe ocHOBHe
akazeMcke ctyauje Ha dusnukom dakynrety YHusepsutera y beorpany, cmep Teopujcka u
eKCIepUMeHTalHa (Qu3uKa, riae je aumiaomupana 2014. roguHe ca MPOCEYHOM OLEHOM
9.44/10. Ucre ToauHe je ynucana MacTep akajgeMcke cTyauje Ha Om3nukoMm (akynrery, cMep
Teopujcka u excnepuMmeHTanHa (usuka, koje je 3aBpumia 2015. rogmHe ca TMPOCEYHOM
omeHoM 9.67/10. YV Toky Mactrep cryamja, MBa je mocermna cuuxporpoH SOLEIL y
®paHIycKoj, y CKIOMy H3pajae mactep pana Ha temy Inner-Shell Action Spectroscopy of
Trapped Substance P Peptide lons and their Nanosolvated Complexes mog MEHTOPCTBOM AP
Anekcanapa MwunocaBibeBuha, HayuHOr caBeTHHKa MHcTtuTyTa 3a ¢umsuky y beorpany.
Uctpaxusama cy paljena y okBupy COST akiuje CM 1204 (XUV/X-ray light and fast ions for
ultrafast chemistry (XLIC)), npu uemy je Taxohe Owia 4iaHUIA JOKATHOT OPraHU3AIMOHOT
ondopa koudepernuje COST XLIC WG2 Expert meeting on biomolecules, onpxane 2015.
rogauae Ha @pymkoj ['opu, Cpbuja.

Hoembpa 2015. rogune ymmcana je JOKTOPCKE akajeMcke cTyauje Ha DPuzndkom
¢akynTery, yxa HaydyHa oOsacT Pu3uka KOHJICH30BaHE MaTepuje M CTATHCTUYKA (pU3HKA.
ITon mentopctBoM np Hropa ®panoBuha, Builer HaydHOr capajaHuka u3 Jlabopatopuje 3a
npuMeHy paudyHapa y Haymu (Scientific Computing Laboratory) UuctuTyTa 3a Qusuky y
Beorpany, lBa ce y cCKiIomy DOKTOPCKHX akaJeMCKUX CTyAHja OaBmia KOoe(eKTHMa IIymMa U
BUIIECTPYKHX BPEMEHCKHX CKajJa y CHCTEeMHUMa CIPETHYTHX EKCIUTAOWIHHX jeIWHHIA,
OJIOPaHWBINK JUCEPTANMjy MO HaszuBoM Self-organization in Coupled Excitable Systems:
Interplay Between Multiple Timescale Dynamics and Noise wosemOpa 2020. romauHe.
3aBpimnia je JOKTopcke cTyauje ca nmpocedyHoM omeHoMm 10/10. Ox mapra 2016. ronune, 1p
baunh je 3amocnena nma Muctutyty 3a ¢usuky y beorpany y Jlabopatopuju 3a mpumeny
padyHapa y Haynu. buna je aHrakoBaHa Ha MPOjeKTy OCHOBHHMX HcTpaxkuBama OH171017
Mooenuparse u Hymepuuke cumynrayuje Ci0XiCeHux suuievecmudnux cucmema MuHACTapCTBA
NPOCBETE, HAYKE W TEXHOJIOMKOT pa3Boja Pemybnuke CpOuje. [lopen Tora, ydecTBoBaia je u
Ha DAAD Ounarepannom mpojekty m3mel)y Pemyb6mmke Cpouje m CP Hemauke Emergent
dynamics in systems of coupled excitable units 2017. u 2018. romuHe, y ckiomy dyera je
nocetuna Weierstrass Institute y bepnmuny Hekonuko myta, kao 'y COST axmuju CA17120
(Chemobrionics), 2018 — .

OxTtobpa 2020. romHme 3amodena je MOCTAOKTOPCKO ycaBpmiaBame Tmpu LleHTpanHo-
EBpornickom YuuBepsutery y byammmemTn, Mahapcka, rne ydectByje Ha ERC Synergy
npojekry Dynamics and Structure of Networks (DYNASNET) mocBeheHOM NOBE3HMBaBHY
Teopuje TpadoBa U KOMIUIEKCHUX MpekKa, Mo pyKoBoAcTBoM jip Anbepra-Jlacna bapabammuja
u ap Maprona [lomdauja. Ip bauuh je ma Llenrpanno-EBpornckom YHuBepsuteTy Omia
aCHCTEHTKHIbA Ha TIpenMeTy Scientific Python y TOKy 3UMCKOT ceMecTpa akaaemcke 2020/21
TOJIMHE.



Jp bauuh je no canma je objaBuna mect Hay4HUX pajoBa (2 kateropuje M21a, 3 kateropuje
M21 u 1 pang xareropmje M22) W HEKOJIHMKO CaOIIITeHa ca MelyHapoJAHHUX CKyIOBa
ImITaMIIaHa y U3BOMy. YKyINaH UMOakT (akrop oBux pamosa je 14, 205. Ilpema 6a3u Web of
Science, weHn pagoBu cy nutHpanu 12 myra (6e3 ayrommrara), y3 h=3, nok je mpema 6asu
Google Scholar, yxynman Opoj murara 20. Pan Disordered configurations of the Glauber
model in two-dimensional networks, o0jaBmeH y wacomucy EPL (Europhysics Letters),
UCTaKHYT je y Research Highlights 3a 2018. roguny u npencraBibeH Ha Europhysics News.
CBoje pesyinraTe je 0 cafa mpeAcTaBuiIa Ha Buie MehyHaponnux xoHdepeHuja, u O6mna je
YYeCHUIIa HEKOJIMKO IIKOJIa 3a yCaBpIlamke MJIAIUX Hay4YHWKa, YKbydyjyhu Ist Complexity
Science Hub Vienna Winter School (O6epryprn, Ayctpuja), School and Workshop on
Patterns of Synchrony: Chimera States and Beyond (ICTP, Tpcr, Utanuja), Dynamics of
Coupled Oscillator Systems (bepnaun, Hemauka), u 20. cumnosujym ¢usuxe xoumoensogare
mamepuje (beorpan, Cpbuja). buna je mo3Bana Ha mpecTwkHY JeTwy Ikony Complex
Systems Summer School 2020 Canra ®e¢ uncturyta (bby Mekcuko, CA/l), xao u Ha Spring
College on the Physics of Complex Systems (ICTP, Tpcr, Urtammja) rae je Tpebano na
acuctupa np Cunan Pennepy Ha Kypcy ,,Cratuctuuka (u3nKa U3 KHHETHYKE MePCIeKTHBE
amn cy Tu porahaju orkasanm ycnen mnangemuje. Jp baumh je pykoBommma jaBama
CPEIOIIKOJICKAM TPOjeKTUMa cemuHapa ¢msuke y McrpakmBaukoj cranmnu IletHmma,
npe/cTaBbeHUM Ha KoHdepeHuujama ,.Kopak y nayky™ 2019. u 2020. rogaue. buna je
pere3eHTKrba aBa paaa y yaconucy Chaos 2020. ronune.

HOpCI[ MaTCpPH:CT, Hga roBopu JBa CBCTCKaj€3I/IKa, CHIJICCKU 1 HCMA4KH.



Cnucak nyosukanuja ap se baunh

PanoBn o0jaB/beHu y Meh)yHapoaHuM 4Yaconmucuma HM3Yy3eTHMX BpPeIHOCTH (KaTeropuja
M21a):

1.

I. Baci¢, and 1. Franovi¢, Two Paradigmatic Scenarios for Inverse Stochastic Resonance,
Chaos 30, 033123 (2020) [ISSN: 10541500, IF2019: 2.983]

2. I Franovi¢, S. Yanchuk, S. R. Eydam, 1. Ba¢i¢, and M. Wolfrum, Dynamics of a Stochastic

Excitable System with Slowly Adapting Feedback, Chaos 30, 083109 (2020) [ISSN: 1054—
1500, 1F2019: 2.983]

PanoBu o0jaB/beHu y BpXyHCKUM Mel)yHapoaaum yaconucuma (kareropuja M21):

1.

I. Bacic, V. Klinshov, V. Nekorkin, M. Perc, and 1. Franovi¢, Inverse stochastic resonance
in a system of excitable active rotators with adaptive coupling, Europhys. Lett. 124, 40004
(2018) [ISSN: 0295-5075, 1F2015: 1.963]

L. Franovi¢, O. V. Maslennikov, I. Ba€i¢, and V. 1. Nekorkin, Mean-field dynamics of a
population of stochastic map neurons, Phys. Rev. E 96, 012226 (2017) [ISSN: 1539-3755,
IF2016: 2.366]

I. Bacié, I. Franovi¢, and M. Perc, Disordered Confgurations of the Glauber Model in Two-
dimensional Networks, Europhys. Lett. 120, 68001 (2017) [ISSN: 0295-5075, 1F2015:
1.963]

PanoBu o0jaB/beHH y MCTAKHYTHUM Mel)yHapoauum yaconucuma (kareropuja M22):

1.

I. Baci¢, S. Yanchuk, M. Wolfrum, and 1. Franovi¢, Noise-induced switching in two
adaptively coupled excitable systems, Eur. Phys. J. - Spec. Top. 227, 1077 (2018) [ISSN:
1951-6355, IF2017: 1.947]

Caonmrema ca Mel)yHapoaHOr cKyna mramMnaHna y uspoay (kareropuja M34):

1.

I. Bacdi¢, M. L. Rankovi¢, F. Canon, V. Cerovski, C. Nicolas, A. Giuliani, and A. R.
Milosavljevi¢, Gas-phase X-ray action spectroscopy of protonated nanosolvated substance
P peptide around O K-edge, WG2 Expert Meeting on Biomolecules, 27-30 April 2015,
Fruska gora, Serbia.

L. Badié, Inverse stochastic resonance in a system of active rotators with adaptive coupling,
Dynamics of Coupled Oscillator Systems, 19-21 November 2018, WIAS Berlin, Germany.
I. Baci¢, I. Franovi¢, and M. Perc, Disordered Configurations Of The Glauber Model On

Two-Dimensional Networks, The 20th Symposium on Condensed Matter Physics - SFKM
2019, 7-11 October 2019, Belgrade, Serbia.



Onopamena 10KTOpcKa aucepramnuja (kareropuja M70):

1. 1. Bacié, Self-organization in Coupled Excitable Systems: Interplay Between Multiple
Timescale Dynamics and Noise (Camoopeanuzayuja y cnpecHymum exkcyumaOuiHum
cucmemMuMa: cadejcmeo GUUUECMPYKUX BPEMEHCKUX CKAla U wyma), YHHBEP3UTET Y
beorpany — ®usnuku dakynret, beorpan, 2020.
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ABSTRACT

Inverse stochastic resonance comprises a nonlinear response of an oscillatory system to noise where the frequency of noise-perturbed oscilla-
tions becomes minimal at an intermediate noise level. We demonstrate two generic scenarios for inverse stochastic resonance by considering
a paradigmatic model of two adaptively coupled stochastic active rotators whose local dynamics is close to a bifurcation threshold. In the
first scenario, shown for the two rotators in the excitable regime, inverse stochastic resonance emerges due to a biased switching between the
oscillatory and the quasi-stationary metastable states derived from the attractors of the noiseless system. In the second scenario, illustrated
for the rotators in the oscillatory regime, inverse stochastic resonance arises due to a trapping effect associated with a noise-enhanced stabil-
ity of an unstable fixed point. The details of the mechanisms behind the resonant effect are explained in terms of slow-fast analysis of the

corresponding noiseless systems.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5139628

The effects of noise may generically be classified into two groups:
on the one hand, the noise may enhance or suppress certain fea-
tures of deterministic dynamics by acting on the system states
in an inhomogeneous fashion, while on the other hand, it may
give rise to novel forms of behavior, associated with crossing
of thresholds and separatrices or to a stability of determinis-
tically unstable states. The constructive role of noise has been
evinced in a wide range of real-world applications, from neural
networks and chemical reactions to lasers and electronic circuits.
The classical examples of stochastic facilitation concern the res-
onant phenomena, including stochastic resonance, where noise
of appropriate intensity may induce oscillations in bistable sys-
tems that are preferentially locked to a weak periodic forcing,
and coherence resonance, where an intermediate level of noise
may trigger coherent oscillations in excitable systems. Recently, a
novel form of nonlinear response to noise, called inverse stochas-
ticresonance (ISR), has been discovered while studying individual
neural oscillators and models of neuronal populations. It has
come to light that noise may reduce the intrinsic spiking fre-
quency of neuronal oscillators, transforming the tonic firing into
a bursting-like activity or even quenching the oscillations. Within
the present study, we demonstrate two paradigmatic mechanisms
of inverse stochastic resonance, one based on biased switching

between the metastable states, and the other associated with a
noise-enhanced stability of an unstable fixed point. We show that
the effect is robust, in a sense that it may emerge in coupled
excitable and coupled oscillatory systems, and both in cases of
Type I and Type II oscillators.

I. INTRODUCTION

Noise in excitable or multistable systems may fundamentally
change their deterministic dynamics, giving rise to qualitatively
novel forms of behavior, associated with crossing of thresholds
and separatrices, or stabilization of certain unstable structures."”
The emergent dynamics may involve noise-induced oscillations
and stochastic bursting,” switching between metastable states,*’
or noise-enhanced stability of metastable and unstable states,”'* to
name but a few. In neuronal systems, the phenomena reflecting the
constructive role of noise are collected under the notion of stochas-
tic facilitation,'*~"* which mainly comprises the resonant effects. The
most prominent examples concern coherence resonance, °~*’ where
the regularity of noise-induced oscillations becomes maximal at a
preferred noise level, and stochastic resonance,'”’' where the sen-
sitivity of a system to a subthreshold periodic stimulation becomes

Chaos 30, 033123 (2020); doi: 10.1063/1.5139628
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maximal at an intermediate noise level. Recent studies on the impact
of noise in neuronal oscillators have revealed that the noise may
also give rise to an inhibitory effect, which consists in reducing
the intrinsic spiking frequency such that it becomes minimal at
an intermediate noise intensity.'>”*~"" This effect has been called
inverse stochastic resonance (ISR), but in contrast to stochastic res-
onance, it concerns autonomous rather than periodically driven
systems. Apart from reports in models of neurons and neuronal
populations, ISR has recently been evinced for cerebellar Purkinje
cells in vitro,” having shown how the lifetimes of the so-called UP
states with elevated spiking activity and the DOWN states of relative
quiescence”'~** depend on the noise intensity.

The studies of the mechanism behind ISR have so far mostly
been focused on Type II neural oscillators with bistable dynam-
ics poised close to a subcritical Hopf bifurcation,'**~* considering
Hodgkin-Huxley and Morris-Lecar models. Under the influence of
noise, such systems exhibit switching between the two metastable
states, derived from the periodic and the stationary attractor of the
deterministic dynamics. At an intermediate noise level, one observes
that the switching rates become strongly asymmetric, with the sys-
tem spending substantially more time in a quasi-stationary state.
This is reflected in a characteristic non-monotone dependence of
the spiking frequency on noise, which is a hallmark of ISR.

Nevertheless, a number of important issues on the mechanism
giving rise to ISR have remained unresolved. In particular, is the
effect dependent on the type of neuronal excitability? Also, can there
be more than a single mechanism of ISR? And finally, how does the
effect depend on the form of couplings and whether it can be robust
for adaptively changing couplings, typical for neuronal systems?

To address these issues, we invoke a simple, yet paradig-
matic model that combines the three typical ingredients of neuronal
dynamics, including excitability, noise, and coupling plasticity. In
particular, we consider a system of two identical, adaptively coupled

active rotators®*”’* influenced by independent Gaussian white noise
sources

@i = Io — sin g; + k; sin (¢; — @) + V/DE(D),
Ki = &(—kK; + sin(¢; — @; + B)).

1

The indices i,j € {1,2},i # j denote the particular units, described
by the respective phases {¢;,¢,} € S', which constitute the fast
variables and the slowly varying coupling weights {«,«,} € R.
The scale separation between the characteristic timescales is set by
the small parameter ¢ < 1 that defines the adaptivity rate. The
local dynamics is controlled by the excitability parameter I, such
that the saddle-node of infinite period (SNIPER) bifurcation at
Iy = 1 mediates the transition between the excitable (I, < 1) and
the oscillatory regimes (I, > 1). The excitable units may still exhibit
oscillations, induced either by the action of the coupling (emergent
oscillations) and/or evoked by the stochastic terms (noise-induced
oscillations). The noiseless coupled system (1) is invariant with
respect to exchange of the units’ indices such that all the station-
ary or the periodic solutions always appear in pairs connected by the
Z, symmetry. Given the similarity between the active rotators and
the theta neurons, which also conform to Type I excitability, sys-
tem (1) may be considered qualitatively analogous to a motif of two
adaptively coupled neurons,” influenced by an external bias current

ARTICLE scitation.org/journal/cha

Iy and the synaptic noise. Adaptivity is modeled in terms of phase-
dependent plasticity’**=*" of coupling weights, having the modality
of the plasticity rule adjusted by parameter 8. This form of plastic-
ity has already been shown to be capable of qualitatively reproducing
the features of some well-known neuronal plasticity rules.””* In par-
ticular, for B = 3m/2, one recovers Hebbian-like learning," where
the synaptic potentiation promotes phase synchronization, while for
B = m, adaptation acts similarly to spike-timing-dependent plastic-
ity (STDP),"~*° whose typical form™* favors a causal relationship
between the pre- and post-synaptic neuron firing times.”"’

Il. INVERSE STOCHASTIC RESONANCE DUE TO A
BIASED SWITCHING

The first generic scenario for ISR we demonstrate is based
on biased switching between the metastable states associated with
coexisting stationary and periodic attractors of the correspond-
ing deterministic system. As an example, we consider the noise-
induced reduction of frequency of emergent oscillations on a motif
of two adaptively coupled stochastic active rotators with excitable
local dynamics (I, = 0.95). To elucidate the mechanism behind
the effect, we first summarize the details of the noise-free dynam-
ics and then address the switching behavior. A complete bifur-
cation analysis of the noiseless version of (1) with excitable local
dynamics has been carried out in Refs. 6 and 29, having shown
(i) how the number and stability of the fixed points depends on
the plasticity rule, characterized by B, as well as (ii) how the inter-
play between B and the adaptivity rate, controlled by the small
parameter &, gives rise to limit cycle attractors. Our focus is on
the interval 8 € (3.298,4.495), which approximately interpolates
between the limiting cases of Hebbian-like and STDP-like plastic-
ity rules. There, the system exhibits two stable equilibria born from
the symmetry-breaking pitchfork bifurcation and has four addi-
tional unstable fixed points. For the particular case 8 = 4.2 analyzed
below, the two stable equilibria, given by EQl:= (¢}, ¢5, k], k)
= (1.2757,0.2127, —0.0078, —0.8456) and EQ2:= (¢}, ¢}, k], k})
= (0.2127,1.2757, —0.8456, —0.0078), have been shown to manifest
excitable behavior.®

The onset of emergent oscillations, as well as the coexis-
tence between the stable stationary and periodic solutions in the
noiseless version of (1), is illustrated in Fig. 1. The maximal sta-
bility region of the two Z, symmetry-related periodic solutions is
indicated in Fig. 1(a), which shows the variation of «; variable,
0., = max(ky(t)) — min(k,(#)), in the (B, ¢) parameter plane. The
scan was performed by the method of numerical continuation start-
ing from a stable periodic solution such that the initial conditions for
an incremented parameter value are given by the final state obtained
for the previous iteration step. One finds that for a given B, there
exists an interval € € (€min, Emax) Of intermediate scale-separation
ratios supporting the oscillations, cf. the highlighted region in
Fig. 1(b). In particular, the two Z,-symmetry related branches of sta-
ble periodic solutions emanate from the fold of cycles bifurcations,
denoted by FC in Fig. 1(b) such that the associated threshold scale-
separation &y, (8) decreases with 8. The two branches of oscilla-
tory solutions merge around ¢ = 0.06, where the system undergoes
an inverse pitchfork bifurcation (PFC) of limit cycles. The incipi-
ent stable limit cycle acquires the anti-phase space-time symmetry
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¢1(t) = (ﬂz(t + Tosc/z)) Kl(t) = KZ(t + Tasc/z)) with Tosc denOting
the oscillation period.® An example illustrating the basins of stability
of stationary and oscillatory solutions for ¢ = 0.1, obtained by fixing
the initial values of phases and varying the initial coupling weights
within the range «;;,; € (—1,1), is shown in Fig. 1(c). In the pres-
ence of noise, the coexisting attractors of the deterministic system
turn to metastable states, which are connected by the noise-induced
switching.

Inverse stochastic resonance manifests itself as the noise-
mediated suppression of oscillations, whereby the frequency of
noise-perturbed oscillations becomes minimal at an intermediate
noise level. For the motif of two adaptively coupled excitable active
rotators, such characteristic non-monotone dependence on noise is
generically found for intermediate adaptivity rates supporting mul-
tistability between the stationary and the oscillatory solutions. A
family of curves illustrating the dependence of the oscillation fre-
quency on noise variance (f)(D) for a set of different & values
is shown in Fig. 2(a). The angular brackets (-) refer to averaging
over an ensemble of a 100 different stochastic realizations, having
fixed a set of initial conditions within the basin of attraction of
the limit cycle attractor. Nonetheless, qualitatively analogous results
are recovered if for each realization of the stochastic process, one
selects a set of random initial conditions lying within the stability
basin of a periodic solution. In Ref. 29, we have shown that the
noise-induced switching gives rise to a bursting-like behavior, where
the spiking is interspersed by the quiescent episodes which corre-
spond to the system residing in the vicinity of the quasi-stationary
metastable states. Such episodes become prevalent at the noise lev-
els around the minimum of ( f) (D). For weaker noise D < 1073, the
frequency of emergent oscillations remains close to the determinis-
tic one, whereas for a much stronger noise, it increases above that of
unperturbed oscillations. One observes that the suppression effect
of noise depends on the adaptivity rate such that it is enhanced for
faster adaptivity, see Ref. 29 for a more detailed analysis. In order to
illustrate how the ISR effect is reflected at the level of the dynamics
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of coupling weights, in Figs. 2(b)-2(d) are shown the stationary
distributions P(k,) for the noise levels below, at, and above the reso-
nant level. To provide a reference to the deterministic case, we have
denoted by the dashed-dotted lines the weight levels associated with
the two equilibria EQ1 and EQ2, while the blue shading indicates
the variation o, of the stable limit cycle. Note that the stable periodic
solution is unique because for the considered ¢ value, the determin-
istic system lies above the pitchfork of cycles bifurcation, cf. PFC
in Fig. 1(b). The stationary distribution P(k;) at the resonant noise
expectedly shows a pronounced peak at one of the quasi-stationary
states, while the distributions below or above the resonant noise level
indicate a high occupancy of the oscillatory metastable state.

In order to elucidate the mechanism behind ISR, we have cal-
culated how the fraction of the total time spent at the oscillatory
metastable states, Tos:/T1or» changes with noise. In terms of numeri-
cal experiments, the quasi-stationary and the oscillatory metastable
states can readily be distinguished by considering the correspond-
ing k;(t) series, using the fact that the typical distance |« (f) — k2 (f)]
is much larger for the quasi-stationary than the oscillatory solu-
tions. This has allowed us to employ a simple threshold method
to identify the particular system’s states and trace the associated
transitions. Figure 3(a) indicates a non-monotone dependence of
Tose/ Tiot (D), implying that the switching process around the reso-
nant noise level becomes strongly biased toward the quasi-stationary
state, even more so for a faster adaptivity. The biased switching is
facilitated by the geometry of the phase space, featuring an asymmet-
rical structure with respect to the separatrix between the coexisting
attractors such that the limit cycle lies much closer to the separatrix
than the stationary states.

The nonlinear response to noise may be understood in terms
of the competition between the transition processes from and to the
limit cycle attractor. These processes are characterized by the tran-
sition rates from the stability basin of the limit cycle attractor to
that of the stationary states yyc_, p and vice versa, yrp_, ¢, which are
numerically estimated as the reciprocal values of the corresponding
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FIG. 1. Emergent oscillations in (1) for ly = 0.95, D = 0. (a) Variation o, of the coupling weight «+ in the (8, &) plane. (b) Dependencies o, (¢),i € {1, 2} for the repre-
sentative stationary (blue) and oscillatory solution (red and green refer to the two units) at fixed 8 = 4.2. Shading indicates the ¢ interval that supports multistability between
the two symmetry-related stable equilibria and the limit cycle attractor(s). FC and PFC denote the ¢ values where the fold of cycles and pitchfork of cycles occur. (c) Basins of
stability of the stationary (FP, blue) and oscillatory solutions (LC, yellow) in the (1, «2) plane, obtained by fixing the initial phases to (¢1, ¢2) = (1.32,0.58). The remaining

parameters are B = 4.2,¢ = 0.1.
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FIG. 2. (a) Dependencies of the mean oscillation frequency on noise for scale separation ¢ = 0.06 (diamonds), ¢ = 0.08 (circles) and & = 0.1 (squares), obtained for
fixed Iy = 0.95, B = 4.2. Averaging has been performed over an ensemble of 100 different stochastic realizations. (b)-(d) show the stationary distributions P(«1) below
(D = 0.001), at (D = 0.0025), and above (D = 0.009) the resonant noise intensity for ¢ = 0.1. The dashed-dotted lines denote the 1 levels associated with the two stable
equilibria, «;*(EQ1) and «; (EQ2), while the blue shaded interval indicates the variation o, of the unique stable periodic solution.

mean first-passage times.” In Figs. 3(b) and 3(c) is illustrated the
qualitative distinction between the noise-dependencies of the tran-
sition rates: while y;cpp displays a maximum at the resonant
noise level, ypp_,1c just increases monotonously with noise. For
small noise D < 1073, one observes virtually no switches to the
quasi-stationary state, as evinced by the fact that the correspond-
ing oscillation frequency is identical to the deterministic one. For
increasing noise, the competition between the two processes is
resolved in such a way that at an intermediate/large noise, the impact
of yrc—rp/Vrp—1c becomes prevalent. The large values of ypp_ ¢
found for quite strong noise D 2 0.04 reflect the point that the sys-
tem there spends most of the time in the oscillatory metastable state,
making only quite short excursions to the quasi-stationary state.
Though ISR is most pronounced for intermediate ¢, it turns
out that an additional subtlety in the mechanism of biased switching
may be explained by employing the singular perturbation theory to

the noiseless version of (1). In particular, by combining the critical
manifold theory" and the averaging approach,” one may demon-
strate the facilitatory role of plasticity in enhancing the resonant
effect, showing that the adaptation drives the fast flow toward the
parameter region where the stationary state is a focus rather than
a node.” The response to noise in multiple timescale systems has
already been indicated to qualitatively depend on the character
of the stationary states, yielding fundamentally different scaling
regimes with respect to noise variance and the scale-separation
ratio.”’~* Intuitively, one expects that the resonant effects should be
associated with the quasi-stationary states derived from the focuses
rather than the nodes™ because the local dynamics then involves an
eigenfrequency.

The fast-slow analysis of (1) for Iy = 0.95 has been carried
out in detail in Refs. 6 and 29 such that here we only summa-
rize the main results concerning the associated layer and reduced

l " T T T
T 05 T tot a TLc s FP (b) Yrp = LC (c
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FIG. 3. (a) Fraction of the time spent at the oscillatory metastable state Tys;/ Tyt @s a function of noise for ¢ = 0.06 (circles) and & = 0.08 (squares). (b) and (c) Numerically
estimated transition rates from the oscillatory to the quasi-stationary metastable states, yic_.rr(D) and vice versa, yep_..c(D). The remaining parameters are Iy = 0.95,

B =42
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FIG. 4. (a) Fast-slow analysis of (1) for Iy = 0.95, D = 0. The fast flow exhibits a periodic attractor (grey shaded region) and a stable equilibrium (white region), with two
branches of SNIPER bifurcations (red lines) outlining the boundary between them. The arrows indicate the vector fields corresponding to the stable sheets of the slow flow.
The inset shows «;(t) series corresponding to a switching episode from the oscillatory to the stationary state and back, obtained for ¢ = 0.06, 8 = 4.2. The corresponding
(k1 (), k2 (t)) orbit is indicated by the blue line. Within the two orange regions, the two stable equilibria are focuses rather than the nodes. (b) Conditional probability pg (D)
of having the crossing of SNIPER bifurcation followed by a visit to the orange-shaded region from (a), obtained for ¢ = 0.06 (squares) and ¢ = 0.1 (circles).

problems."® Within the layer problem, the fast flow dynamics

¢1=1Ip — singy + k1 sin (92 — 1), 2)

$2 = Ip — singy + Ky sin (91 — ¢2)
is considered by treating the slow variables ki, k, € [—1, 1] as addi-
tional system parameters. Depending on «; and k,, the fast flow
dynamics is found to be almost always monostable, exhibiting either
a stable equilibrium or a limit cycle attractor, apart from a small
region of bistability between the two.®*’ The maximal stability region
of the oscillatory regime, encompassing both the domain where the
oscillatory solution is monostable and where it coexists with a sta-
ble equilibrium, is indicated by the gray shading in Fig. 4(a). The
latter has been determined by the method of numerical continua-
tion, starting from a periodic solution. The thick red lines outlining
the region’s boundaries correspond to the two branches of SNIPER
bifurcations.® Note that for each periodic solution above the main
diagonal «; = k;, there exists a Z, symmetry-related counterpart
below the diagonal.

By averaging over the different attractors of the fast flow
dynamics, we have obtained multiple stable sheets of the slow flow."
The explicit procedure consists in determining the time average
(@2 — @1)r = h(ky, k2) by iterating (2) for each fixed set («y, k2)*"
and then substituting these averages into the equations of the slow
flow

K; = [~k + sin(h(ky, k3) + B)],

, (3
Ky, = [_KZ + Sin(_h(KI) KZ) + ,6)])

where the prime refers to a derivative over the rescaled time variable
T := t/e. The arrows in Fig. 4(a) show the vector fields on the two
stable sheets of the slow flow (3) associated with the stationary and
the periodic attractors of the fast flow.

The performed fast-slow analysis has allowed us to gain a
deeper insight into the facilitatory role of adaptivity within the

ISR. In particular, in the inset of Fig. 4(a) are extracted the time
series (k1 (1), k2(¢)), which (from left to right) illustrate the switch-
ing episode from an oscillatory to the quasi-stationary metastable
state. The triggering/termination of this switching event is asso-
ciated with an inverse/direct SNIPER bifurcation of the fast flow.
Note that for (ky,x,) values immediately after the inverse SNIPER
bifurcation, the stable equilibrium of the fast flow is a node. Never-
theless, for the noise levels corresponding to the most pronounced
ISR effect, the coupling dynamics guides the system into the trian-
gular orange-shaded regions in Fig. 4(a), where the equilibrium is
a stable focus rather than a node. We have verified that this fea-
ture is a hallmark of ISR by numerically calculating the conditional
probability pr that the events of crossing the SNIPER bifurcation
are followed by the system’s orbit visiting the («;, «,) regions with
a focus equilibrium. The pr(D) dependencies for two characteris-
tic & values in Fig. 4(b) indeed show a maximum for the resonant
noise levels, corresponding to the minima of the frequency depen-
dencies in Fig. 2(a). The local dynamics around the focus gives rise
to a trapping effect such that the phase variables remain for a longer
time in the associated quasi-stationary states than in case where the
metastable states derive from the nodes of the fast flow. Small noise
below the resonant values is insufficient to drive the system to the
regions featuring focal equilibria, whereas for too strong noise, the
stochastic fluctuations completely take over, washing out the quasi-
stationary regime. The trapping effect is enhanced for the faster
adaptivity rate, as evinced by the fact that the curve pr(D) fore = 0.1
lies above the one for ¢ = 0.06.

I1l. INVERSE STOCHASTIC RESONANCE DUE TO A
TRAPPING EFFECT

As the second paradigmatic scenario for ISR, we consider the
case where the oscillation frequency is reduced due to a noise-
induced trapping in the vicinity of an unstable fixed point of the
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FIG. 5. Family of dependencies ( f (D) for scale separations ¢ € {0.005, 0.02,
0.05,0.09,0.2} at fixed Iy = 1.05, 8 = 7. Stochastic averaging has involved an
ensemble of 100 different process realizations.

noiseless system. Such a trapping effect may be interpreted as an
example of the phenomenon of noise-enhanced stability of an unsta-
ble fixed point.”'* This mechanism is distinct from the one based
on biased switching because there the quasi-stationary states derive
from the stable equilibria of the noise-free system such that the noise
gives rise to crossing over the separatrix between the oscillatory
and the quiescent regime. Nevertheless, in the scenario below, noise
induces “tunneling” through the bifurcation threshold, temporarily
stabilizing an unstable fixed point of the deterministic system.

In particular, we study an example of a system (1) comprised of
two adaptively coupled active rotators in the oscillatory, rather than
the excitable regime, setting the parameter I, = 1.05 close to a bifur-
cation threshold. The plasticity parameter is fixed to 8 = 7 such
that the modality of the phase-dependent adaptivity resembles the
STDP rule in neuronal systems. One finds that this system exhibits a
characteristic non-monotone response to noise, with the oscillation
frequency of the phases (f) displaying a minimum at an intermedi-
ate noise level (see Fig. 5). In contrast to the mechanism described
in Sec. 11, the onset of ISR here does not qualitatively depend on the
adaptivity rate. One only finds a quantitative dependence of the sys-
tem’s nonlinear response to noise on ¢, in a sense that the resonant
noise level shifts to larger values with increasing ¢. Our exhaus-
tive numerical simulations indicate that the ISR effect persists for
slow adaptivity rates, cf. the example of the (f(D)) for ¢ = 0.005 in
Fig. 5, and the results of the fast-slow analysis below will further
show that all the ingredients required for the ISR effect remain in
the singular perturbation limit ¢ — 0. The persistence of the ISR
effect has also been numerically confirmed for faster adaptivity rates
& ~ 0.1. In this case, we have observed that the minima of the { (D))
curves become deeper with ¢, suggesting that the ISR becomes more
pronounced for higher adaptivity rates.

To elucidate the mechanism behind ISR, we again perform
the fast-slow analysis of the corresponding noise-free system. Prior
to this, we briefly summarize the results of the numerical bifur-
cation analysis for the noiseless system in the case of finite scale
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separation. First note that selecting a particular plasticity rule 8 =
confines the dynamics of the couplings to a symmetry invariant sub-
space k1 (f) = —k,(t) = k(). Due to this, the noiseless version of the
original system (1) can be reduced to a three-dimensional form

¢1 = Iy — sing; + « sin (g, — ¢1),
@y = Iy — sing, + « sin (@, — ¢1), (4)
Kk = &(—k —sin(p2 — ¢1)).

By numerically solving the eigenvalue problem, we have verified
that (4) possesses no stable fixed points, but rather a pair of sad-
dle nodes and a pair of saddle focuses. Also, we have determined
that the maximal real part of the eigenvalues of the focuses displays
a power-law dependence on the scale separation, tending to zero
in the singular limit ¢ — 0. Concerning the oscillatory states, our
numerical experiments show that (4) exhibits multistability between
three periodic solutions, whereby two of them are characterized by
the non-zero couplings and a constant phase-shift between the fast
variables, whereas the third solution corresponds to a case of effec-
tively uncoupled units [« (f) = 0] and the fast variables synchronized
in-phase.

A deeper understanding of the ingredients relevant for the
trapping mechanism can be gained within the framework of the
fast-slow analysis, considering the layer problem

¢, = Iy — sing; + « sin (@, — ¢1), 5)
¢y = Iy — sing, + k sin (¢, — @1).

Treating k € [—1, 1] as an additional system parameter, we first look
for the stationary and periodic attractors of the fast flow. It is con-
venient to apply the coordinate transformation (¢, ¢;) = (P, @)
= (922, 99) rewriting (5) as

8¢ = —sindg cos D,
‘ , , ©)
® = Iy — cosdp(sin @ + 2« sin ).

From the second equation, one readily finds that the fast flow cannot
possess any fixed points on the synchronization manifold §¢ = 0
because Iy > 1 such that the stationary solutions derive only from
the condition cos ® = 0. A numerical analysis shows that, depend-
ing on «, the fast flow for I, 2 1 can exhibit two or no fixed
points. For the particular value I, = 1.05, one finds that two fixed
points, namely, a saddle and a center, exist within the interval « €
[—0.1674,0.1674]. The appearance of a center point is associated
with the time-reversal symmetry of the fast flow (5). Indeed, one
may show that the fast flow is invariant to a symmetry-preserving
map R of the form

Q1 —> T — ¢
R=Jp,—>7m—qp, (7)

t— —t.

Note that in case of the finite scale separation, the counterpart of
the center point of the fast flow is a weakly unstable focus of the
complete system (4).

The structure of the fast flow is organized around the saddle-
center bifurcation, which occurs at k = kgc = —0.1674. There, the
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FIG. 6. Typical dynamics of the fast flow (5) for Iy = 1.05
below (« = —0.8) and above the saddle-center bifurcation
(k = —0.08) are illustrated in (a) and (b), respectively. In (a),
the system possesses two unstable fixed points, a saddle (SP)
and a center (CP), and exhibits three types of closed orbits:
a limit cycle attractor (orange), homoclinic connections to SP
(blue and green), and subthreshold oscillations around the cen-
ter (purple). In (b), the system exhibits bistability between two
oscillatory states, shown in orange and blue.

two fixed points get annihilated as a homoclinic orbit associated
with the saddle collapses onto the center. To gain a complete pic-
ture of the dynamics of the fast flow, we have shown in Figs. 6(a)
and 6(b) the illustrative examples of the phase portraits and the
associated vector fields for ¥ < «sc and « > K, respectively. For
k € [—1,ksc), the fast flow possesses a limit cycle attractor, essen-
tially derived from the local dynamics of the units, cf. the orbit
indicated in red in Fig. 6(a). Apart from an attracting periodic
orbit, one observes two additional types of closed orbits, namely, the
homoclinic connections to the saddle point (SP), shown by blue and

04—

(a)!

4000 4200 4400 4600

green, as well as the periodic orbits around the center point (CP), an
example of which is indicated in orange. For k > kg, the fast flow
exhibits bistability between two oscillatory solutions, such that there
is a coexistence of a limit cycle inherited from the local dynamics
of units and the limit cycle associated with the former homoclinic
orbits, cf. Fig. 6(b).

In the presence of noise, the described attractors of the fast
flow turn to metastable states. Nevertheless, in contrast to the case
of two adaptively coupled excitable units, the slow stochastic fluc-
tuations here do not only involve switching between the metastable

4200 4400

t

3800 4000 4600

FIG. 7. (a) and (b) show the time traces of «;() and ¢;(t), respectively, with an episode where the system remains in the vicinity of an unstable fixed point highlighted in
green. The parameters are Iy = 1.05,¢ = 0.035, 8 = r, D = 10~*. (c) The orbits conforming to the two metastable states characterized by large-amplitude oscillations of
phases are shown in red and blue, whereas the subthreshold oscillations are indicated in green. Superimposed is the vector field of the fast flow, corresponding to the limit

e — 0.
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FIG. 8. Numerically estimated fraction of time spent in the vicinity of the unsta-
ble fixed point T,/ Ty as a function of noise for & = 0.035 (squares) and
& = 0.06 (circles). Note that the positions of the maxima coincide with the cor-
responding resonant noise levels from Fig. 5. Remaining system parameters are
Ih=1058=m.

states but also comprise the subthreshold oscillations derived from
the periodic orbits around the center point. These subthreshold
oscillations provide for the trapping effect, which effectively leads
to a reduced oscillation frequency. An example of the time series
k;i(t) and @;(t),i € {1,2} obtained for an intermediate & = 0.035
in Figs. 7(a) and 7(b) indeed shows three characteristic episodes,
including visits to two distinct oscillatory metastable states and an
extended stay in the vicinity of the center, cf. the stochastic orbits
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(91 (£), p2()) and the vector field of the fast flow in Fig. 7(c). In the
case of finite scale separation, the trapping effect is manifested as the
noise-enhanced stability of an unstable fixed point. The prevalence
of subthreshold oscillations changes with noise in a non-monotone
fashion, see the inset in Fig. 7(c), becoming maximal around the res-
onant noise level where the frequency dependence on noise exhibits
a minimum, cf. Figs. 5 and 8. The fraction of time spent in the
metastable state corresponding to subthreshold oscillations has been
estimated by the numerical procedure analogous to the one already
described in Sec. II.

IV. TWO MECHANISMS OF ISR IN CLASSICAL
NEURONAL MODELS

So far, we have demonstrated the two paradigmatic scenar-
ios for ISR considering the examples of coupled Type I units,
whose local dynamics is close to a SNIPER bifurcation, be it in the
excitable or the oscillatory regime. Nevertheless, the onset of ISR
and the specific mechanisms of the phenomenon do not depend
on the excitability class of local dynamics. In particular, we have
recently demonstrated that a single Type II Fitzhugh-Nagumo
relaxation oscillator exhibits qualitatively the same form of
non-monotone dependence on noise,”’ with the mechanism involv-
ing noise-induced subthreshold oscillations that follow the maximal
canard of an unstable focus. In that case, it has been established
that the trapping effect and the related subthreshold oscillations are
triggered due to a phase-sensitive excitability of a limit cycle. More-
over, we have verified that the same model of neuronal dynamics,
set to different parameter regimes, may exhibit two different scenar-
ios of ISR. In particular, by an appropriate selection of the system

FIG. 9. (a) Bifurcation diagram showing the dependence of
the amplitudes of the membrane potential V on the external
bias current / for the version of Morris-Lecar model exhibiting a
supercritical Hopf bifurcation. (b) illustrates the { f ) (D) depen-
dence for the Morris—Lecar neural oscillator in close vicinity

of the supercritical Hopf bifurcation. (c) V(/) bifurcation dia-
gram for the setup where the Morris-Lecar model displays a
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subcritical Hopf bifurcation. (d) Characteristic non-monotone
dependence ( f ) (D) for the Morris-Lecar model from (c), with
the bifurcation parameter | = 95 set in the bistable regime. The
two sets of parameters putting the Morris—Lecar model in the
vicinity of a supercritical or a subcritical Hopf bifurcation are
specified in the main text.
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parameters, the Morris-Lecar neuron model

dv
CE = _gfastm(v)(v - ENu) - gslawW(V - EK)
- gleak(v - Eleak) + I;
ﬂ We(v) = W
dt T(v)

m(v) = 0.5 |:1 + tanh (V;iﬁm)] , (8)

W (v) = [1 + tanh (V;ﬂwﬂ,

T(v) = l/cosh(vz_ 'BW>,

Yw

where v and W, respectively, denote the membrane potential and
the slow recovery variable, can be placed in the vicinity of a
supercritical or a subcritical Hopf bifurcation,”” with the exter-
nal bias current I being the bifurcation parameter. In the first
case, obtained for Ey, = 50 mV, Ex = —100mV, Ep; = —70mV,
Zhast = 20mS/cm?, gy, = 20 mS/cm?, gk = 2mS/cm?, ¢ = 0.15,
C=2uF/cm? B,=-12mV, B,=-13mV, y,=18mV,
¥w = 10mV, the model is monostable under the variation of
I, and the ISR is observed slightly above the Hopf bifurcation
(I =43 uA/cm?) due to a noise-enhanced stability of an unstable
fixed point, cf. Figs. 9(a) and 9(b). In the second case, conforming to
the parameter set Ey, = 120mV, Ex = —84mV, Ej = —60mV,
Zast = 4.4mS/cm?, gy, = 8mS/cm?, gk = 2mS/cm?, ¢ = 0.04,
C=20uF/cm? B,=-12mV, B,=2mV, y,=18mV,
¥w = 30 mV, the model displays bistability between a limit cycle and
a stable equilibrium in a range of I just below the Hopf thresh-
old. There, ISR emerges due to a mechanism based on biased
switching, see the bifurcation diagram V(I) in Fig. 9(c) and the
dependence of the oscillation frequency on noise for I = 95 A /cm?
in Fig. 9(d).

V. DISCUSSION AND OUTLOOK

Considering a model which involves the classical ingredients of
neuronal dynamics, such as excitable behavior and coupling plastic-
ity, we have demonstrated two paradigmatic scenarios for inverse
stochastic resonance. By one scenario, the phenomenon arises in
systems with multistable deterministic dynamics, where at least one
of the attractors is a stable equilibrium. Due to the structure of
the phase space, and, in particular, the position of the separatri-
ces, the switching dynamics between the associated metastable states
becomes biased at an intermediate noise level such that the longevity
of the quasi-stationary states substantially increases or they may
even turn into absorbing states. In the other scenario, an oscilla-
tory system possesses a weakly unstable fixed point, whose stability
is enhanced due to the action of noise. The latter results in a trap-
ping effect such that the system exhibits subthreshold oscillations,
whose prevalence is noise-dependent and is found to be maximal
at the resonant noise level. Both scenarios involve classical facilita-
tory effects of noise, such as crossing the separatrices or stochastic
mixing across the bifurcation threshold, which should warrant the
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ubiquity of ISR. In terms of the robustness of the effect, we have
demonstrated that the onset of ISR is independent on the excitabil-
ity class of local dynamics, and moreover, that the same model of
neuronal dynamics, depending on the particular parameters, may
display two different scenarios for ISR.

Given that ISR has so far been observed at the level of mod-
els of individual neurons,”»***>*" motifs of units with neuron-like
dynamics*>”’ and neural networks,” it stands to reason that the phe-
nomenon should be universal to neuronal dynamics, affecting both
the emergent oscillations and systems of coupled oscillators. The
explained mechanisms appear to be generic and should be expected
in other systems comprised of units with local dynamics poised close
to a bifurcation threshold. Inverse stochastic resonance should play
important functional roles in neuronal systems, including the reduc-
tion of spiking frequency in the absence of neuromodulators, the
triggering of stochastic bursting, i.e., of on-off tonic spiking activity,
the suppression of pathologically long short-term memories,"******
and most notably, may contribute to generation of UP-DOWN
states, characteristic for spontaneous and induced activity in cortical
networks.”"**
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ABSTRACT

We study an excitable active rotator with slowly adapting nonlinear feedback and noise. Depending on the adaptation and the noise level, this
system may display noise-induced spiking, noise-perturbed oscillations, or stochastic bursting. We show how the system exhibits transitions
between these dynamical regimes, as well as how one can enhance or suppress the coherence resonance or effectively control the features
of the stochastic bursting. The setup can be considered a paradigmatic model for a neuron with a slow recovery variable or, more generally,
as an excitable system under the influence of a nonlinear control mechanism. We employ a multiple timescale approach that combines the
classical adiabatic elimination with averaging of rapid oscillations and stochastic averaging of noise-induced fluctuations by a corresponding
stationary Fokker—Planck equation. This allows us to perform a numerical bifurcation analysis of a reduced slow system and to determine the
parameter regions associated with different types of dynamics. In particular, we demonstrate the existence of a region of bistability, where the
noise-induced switching between a stationary and an oscillatory regime gives rise to stochastic bursting.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5145176

Recent years have witnessed a rapid expansion of stochastic mod-
els for a wide variety of important physical and biological phe-
nomena, from sub-cellular processes and tissue dynamics, over
large-scale population dynamics and genetic switching to optical
devices, Josephson junctions, fluid mechanics, and climatology.
These studies have demonstrated that the effects of noise manifest
themselves on a broad range of scales but, nevertheless, display
certain universal features. In particular, the effects of noise may
generically be cast into two groups. On the one hand, the noise
may enhance or suppress the features of deterministic dynam-
ics, while on the other hand, it may give rise to novel forms of
behavior, associated with the crossing of thresholds and separa-
trices or with stabilization of deterministically unstable states.
The constructive role of noise has been evinced in diverse applica-
tions, from neural networks and chemical reactions to lasers and
electronic circuits. Classical examples of stochastic facilitation in

neuronal systems concern resonant phenomena, such as coher-
ence resonance, where an intermediate level of noise may trigger
coherent oscillations in excitable systems, as well as spontaneous
switching between the coexisting metastable states. In the present
study, we show how the interaction of noise and multiscale
dynamics, induced by slowly adapting feedback, may affect an
excitable system. It gives rise to a new mode of behavior based on
switching dynamics, namely, the stochastic bursting and allows
for an efficient control of the properties of coherence resonance.

. INTRODUCTION

Multiscale dynamics is ubiquitous in real-world systems. In
neuron models, for instance, the evolution of recovery or gat-
ing variables is usually much slower than the changes of the
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membrane potential."> At the level of neural networks, certain
mechanisms of synaptic adaptation, such as the spike timing-
dependent plasticity,”” are slower than the spiking dynamics of
individual neurons. When modeling the dynamics of semiconductor
lasers,” one similarly encounters at least two different timescales,
one related to the carriers’ and the other to the photons’ lifetime,
whereby their ratio can span several orders of magnitude. Investi-
gating the dynamics of such multiscale systems has led to the devel-
opment of a number of useful asymptotic and geometric methods,
see Refs. 9-13, to name just a few.

Another ingredient inevitable in modeling real-world systems
is noise, which may describe the intrinsic randomness of the system
and the fluctuations in the embedding environment or may derive
from coarse-graining over the degrees of freedom associated with
small spatial or temporal scales."”"* For instance, neuronal dynam-
ics is typically influenced by intrinsic sources of noise, such as the
random opening of ion channels, and by external sources, like the
synaptic noise.'® In chemical reactions, noise comprises finite-size
effects, while the stochasticity in laser dynamics reflects primarily
quantum fluctuations. In general, the impact of noise can manifest
itself by modification of the deterministic features of the system or
by the emergence of qualitatively novel types of behavior, induced
by the crossing of thresholds or separatrices.'”

In the present paper, we study the effects of slowly adapting
feedback and noise on an excitable system. Excitability is a gen-
eral nonlinear phenomenon based on a threshold-like response of
a system to perturbation.”'>'>'” An excitable system features a stable
“rest” state intermitted by excitation events (firing), elicited by per-
turbations. In the absence of a perturbation, such a system remains
in the rest state and a small perturbation induces a small-amplitude
linear response. If the perturbation is sufficiently strong, an excitable
system reacts by a large-amplitude nonlinear response, such as a
spike of a neuron. When an excitable system receives additional
feedback or a stochastic input or is coupled to other such systems,
new effects may appear due to the self- or noise-induced excita-
tions, as well as excitations from the neighboring systems. Such
mechanisms can give rise to different forms of oscillations, patterns,
propagating waves, and other phenomena.'>’~*

Our focus is on a stochastic excitable system subjected to a slow
control via a low-pass filtered feedback

() = fu(t), () + VDE(D), (1)

) = e(—p(®) + ng(v(®)), )

where ¢ 2> 0 is a small parameter that determines the timescale sep-
aration between the fast variable v(¢) and the slow feedback variable
n(t). The fast dynamics v(f) = f(v(t),0) is excitable and is influ-
enced by the Gaussian white noise £(t) of variance D. Moreover,
the slow feedback variable y controls its excitability properties. The
parameter 7 is the control gain such that for n = 0, one recovers a
classical noise-driven excitable system.'” An important example of a
system conforming to (1) and (2) for n # 0 is the Izhikevich neu-
ron model,”” where the stochastic input to the fast variable would
describe the action of synaptic noise.

Here, we analyze a simple paradigmatic example from the
class of systems (1) and (2), where the excitable local dynamics is

ARTICLE scitation.org/journal/cha

represented by an active rotator
@) =I1—sing(t) with ¢ € [0,27).

The latter undergoes a saddle-node infinite period (SNIPER, some-
times also called SNIC - saddle node on invariant circle) bifurcation
at |I| = 1, turning from excitable (|I| < 1) to oscillatory regime |I|
> 1, see Ref. 30. The adaptation is represented by a positive periodic
function g(¢) = 1 — sin ¢ such that the complete model reads

¢(t) = Iy + pu(t) — sing(t) + v/DE(D), 3)

p(t) =& (—p@) +n 1 —sing()). 4

In the presence of feedback, the noiseless dynamics of the active
rotator depends now on I = I, + u(¢) involving the control variable
(), which can induce switching between the excitable equilibrium
and the oscillatory regime. This adaptation rule provides a posi-
tive feedback for the spikes and oscillations, since (1 (#) increases
when ¢(t) is oscillating and drives the system toward the oscilla-
tory regime, while in the vicinity of the equilibrium (sin ¢ & 1) the
control signal effectively vanishes.

We examine how the behavior of (3) and (4) is influenced by
the noise level D and the control gain 1, determining the phase dia-
gram of dynamical regimes in terms of these two parameters. The
first part of our results in Sec. II concerns the noise-free system
D = 0, where we employ a combination of two multiscale methods,
namely, adiabatic elimination in the regime where the fast subsys-
tem has stable equilibrium and the averaging approach when the fast
subsystem is oscillatory. As a result, we obtain a reduced slow system
that is capable of describing both the slowly changing fast oscilla-
tions and the slowly drifting equilibrium, as well as the transitions
between these regimes. The bifurcation analysis of this slow system
reveals the emergence of bistability between the fast oscillations and
the equilibrium for sufficiently large 7.

The second part of our results, presented in Sec. I1I, addresses
the multiscale analysis of the dynamics in the presence of noise
(D # 0). Instead of deterministic averaging, we apply the method
of stochastic averaging,”'~"* where the distribution density for the
fast variable obtained from a stationary Fokker-Plank equation is
used to determine the dynamics of the slow flow. In this way, we
obtain a deterministic slow dynamics for which one can perform a
complete numerical bifurcation analysis with respect to D and 7. In
Sec. IV, we investigate the effects of stochastic fluctuations on the
slow dynamics, which vanish in the limit of infinite timescale sep-
aration ¢ — 0 employed in Sec. I1I. The effect of a slowly adapting
feedback on the coherence resonance is shown by extracting from
numerical simulations the coefficient of variation of the spike time
distribution in the excitable regime. In particular, we compare the
results for small positive ¢ with the case of infinite time scale sepa-
ration, where we use the stationary but noise dependent u obtained
in Sec. I1I. The noise-induced switching dynamics in the bistabil-
ity region is demonstrated by numerical simulations showing an
Eyring-Kramers type of behavior.

In terms of the different dynamical regimes, our study of
stochastic dynamics reveals three characteristic (D, n) regions fea-
turing noise-induced spiking, noise-perturbed spiking, and stochas-
tic busting (see Fig. 1). We show that by varying the control gain
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FIG. 1. Different dynamical regimes in the stochastic excitable system subjected
to a slow control via a low-pass filtered feedback (3) and (4) with ¢ = 0.005,
D = 0.008 and different choices of the control gain »: noise-induced spiking (a),
stochastic bursting (b), and noise-perturbed spiking (c).

within the region of noise-induced spiking, one can enhance or sup-
press the coherence resonance, while within the bistability region,
one can efficiently control the properties of stochastic bursting.
Sections I1-1V provide a detailed analysis of the described phenom-
ena.

Il. SLOW-FAST ANALYSIS OF THE DETERMINISTIC
DYNAMICS

In this section, we analyze the systems (3) and (4) in the absence
of noise (D = 0)

o) = Iy —singp(t) + pn@, )

p(t) =& (—p) +n (1 —sing()), (6)

considering the limit ¢ — 0 within the framework of singular per-
turbation theory. The fast subsystem

o(t) = Iy + p — sin (1), (7)

often called a “layer equation” describes the dynamics on the fast
timescale and is obtained from (5) and (6) by setting ¢ = 0, whereby
[ acts as a parameter.

A. Dynamics for i < 1 — lo: Adiabatic elimination
In the case u < 1 — I, the fast subsystem (7) possesses two
equilibria
@4 (u) = arcsin(ly + @), ¢ (1) =7 — @y (1), (8)

where ¢, is stable and ¢_ is unstable. Considering them as functions
of the parameter u, the equilibria give rise to two branches, which

scitation.org/journal/cha

0 1 -1
L

FIG. 2. Critical manifold and fast dynamics of systems (5) and (6). For
< 1— 1y, the fast dynamics converges to the stable branch of the critical
manifold, while for > 1 — Iy, it is oscillatory with periodic rotation of the
phase ¢.

merge in a fold at 4 = 1 — I, (see Fig. 2). Equivalently, the set of
equilibria of the fast subsystem

{(p, ) : sing = Iy + u} )

comprises the critical manifold of (5) and (6), with the stable part
¢ () and the unstable part ¢_ ().

Hence, for u < 1 — Iy, the trajectories are rapidly attracted
toward the stable branch of the critical manifold, along which for
positive ¢ they slowly drift. In order to describe this slow dynamics,
we rescale time T = ¢t and obtain

£/ (T) = Iy + p(T) — sinp(T), (10)

W (T) = —u(T) + (1 —sin (D)), (11)

where the prime denotes the derivative with respect to the slow time
T. Setting ¢ = 0, we can directly eliminate the term sin ¢(T) = I, +
u(T) and obtain the equation for the slow dynamics on the critical
manifold

W (D) = —p(D +n(1 = Iy — u(D)). (12)

B. Dynamics for > 1 — I: Averaging fast oscillations

For u > 1 — Iy, there is no stable equilibrium of the fast sub-
system (7) (see Fig. 2). Instead, one finds periodic oscillations

14 Q(u) tan £Q ()
Iy +p

¢, () = 2arctan R (13)

with the u-dependent frequency

Q) =T +w*—1

In this case, the fast oscillations ¢, (f) should be averaged in order
to obtain the dynamics of the slow variable u(T), see Refs 35

Chaos 30, 083109 (2020); doi: 10.1063/1.5145176
Published under license by AIP Publishing.

30, 083109-3


https://aip.scitation.org/journal/cha

Chaos ARTICLE

and 36. A rigorous formal derivation is provided in Appendix A,
finally arriving at

W =—w(D+n0—-L—uwD+Lu). 14)

Here, we give a simplified explanation of the averaging procedure.
First, we substitute the fast-oscillating solution ¢ = ¢, () of the fast
subsystem into the equation for the slow variable (11),

W' (1) = —p(D) + n(1 — sin g, (1)).

Since the term sin(-) is fast oscillating, the last equation can be
averaged over the fast timescale £, which leads to

WD = —pu(D) +n (1~ (sing,(),). (15)

The average <sin ®u (t)>t can be found by integrating (7) over the
period, which gives

(0®) = Q) = Ip + p — (sing, (). (16)

Hence, by substituting

(sing, () = Ip + (T) — (1))

into (15), we obtain the slow averaged dynamics (14).

C. Combined dynamics of the slow variable

Summarizing the results so far, Eq. (12) describes the dynamics
of the slow variable for i < 1 — I, while Eq. (14) holds for u >
1 — Iy. These two equations can be conveniently combined into a
single equation of the form (14) by extending the definition of the
frequency Q () as follows:

n<1l—1I,
’ (17)

0,
Q =
W\ Vh ot

Hence, the slow dynamics is described by the scalar ordinary dif-
ferential equation on the real line (14), and, as a result, the only
possible attractors are fixed points, which are given by the zeros of
the right-hand side as

[L>1—Io

n+1
Q) = Tu +1I -1 (18)

Geometrically, they are points of intersection of the frequency pro-
file 2 (w) with the line "T“;L + Iy — 1 [see Fig. 3(a)]. In particular,
one can check that there is always one fixed point

n(1—1I)
= —F<1—1, 19
M1 147 < 0 (19)

for which € (u;) = 0 such that it corresponds to a pair of equilibria
on the critical manifold (9). Since u, is stable for the slow dynamics,
the point (¢ (u1), 1) is also a stable equilibrium for original sys-
tems (5) and (6) with small . The other two fixed points of the slow

scitation.org/journal/cha

i
0.05

I

FIG. 3. (a) Graphical solution of the fixed point Eq. (18): € («) according to (17)
(black) and the right-hand side of (18) for different choices of r. One finds from
one to three fixed points depending on 7. (b) Scheme of the slow—fast dynamics of
systems (5) and (6) with parameters I, = 0.95 and n = 0.38 and the numerical
sample trajectories for & = 0.005 (red). For © < 1 — Iy, trajectories are attracted
to the stable branch of the slow manifold (blue curve) and subsequently slowly
drift toward the stable fixed point (¢ (1), 1) (black dot). For v > 1 — Iy, the
sample trajectories show fast oscillations in ¢ with a slow average drift in 1 in the
direction indicated by the arrows.

equation

(140 —TF Vo + 1 —1-21)

= s 20
M23 1+ 27 (20)

with € (u23) > 0 appear in a saddle-node bifurcation at

N =1—1I ++/2(1 -1 21

and correspond to a pair of periodic orbits of fast subsystem (7).

In Fig. 3(b) we show schematically the results of our slow-fast
analysis for Iy = 0.95 and n = 0.38. For the chosen parameter values
there are two stable regimes: the fixed point (¢, (i1), (1) and a fast
oscillation with (u(t)); ~ 3.

Finally, Fig. (4) presents the bifurcation diagram of the fixed
points of the slow dynamics with respect to the control gain 7.
One observes that there is always one branch of stable fixed points
corresponding to the steady state and two stable fixed points corre-
sponding to fast oscillations for 5 > 1;,. For our choice of I, = 0.95,
we obtain 7y, ~ 0.3662.

lll. SLOW-FAST ANALYSIS OF THE DYNAMICS WITH
NOISE

In this section, we consider the dynamics of systems (3) and (4)
in the presence of noise (D > 0). In analogy to the noise-free case,
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FIG. 4. Fixed points of the slow dynamics (14) for varying control gain . The
values 14,3 on the upper branch (black curve) correspond to periodic orbits of the
fast subsystem (7), while z¢4 (blue curve) is the branch of fixed points; solid and
dashed lines indicate stable and unstable solutions, respectively. The direction
of the motion in () is indicated by the arrows. The dotted lines indicate the
onset of bistability for n = ns, and the transition at 1., = 1 — Iy from equilibria
to periodic orbits.

one can use the limit ¢ — 0 and employ the stochastic average

1 t
(sing(b)); = [lim B / sin p()dt,
—>00 0
for solutions of the stochastic fast equation
¢() = I+ p— sing(t) + VDE() (22)
to approximate the slow dynamics in (11) by

WD) = —pu(T) + n(1 = (sinp(H),). (23)

To this end, we consider the stationary probability density distribu-
tion p(¢p; 1, D) for the fast noisy dynamics (3), which for fixed con-
trol u and noise intensity D is given as a solution to the stationary
Fokker-Planck equation

D .
anpp - 3(/) (Lo + "= Sm‘/’)ﬁ] =0, (24)

together with the periodic boundary conditions p(0) = p(27) and
the normalization

2w
f p(p;u, D)dp = 1. (25)
0

From this, we can calculate the average

2
(sing(t)) = / p(¢; i, D) sin pdg (26)
0
and obtain the mean frequency

Qp(u) =Io + p — (sin@(®)s (27)

which depends via (26) both on D and p. Taking into account (23)
and (27), the equation for the slow dynamics of j(T) reads

W (T) = —u(T) + n(1 — Iy — pn + QLp(u(T))), (28)
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FIG. 5. Average frequency of the fast dynamics (3) given by (26) and (27) using
numerical solutions of the stationary Fokker—Planck Eq. (24), where . acts as a
time independent parameter and fixed Iy = 0.95.

i.e., it is of the same form as in the deterministic case (14). The cor-
responding fixed point equation for the stationary values of u with
respect to the slow dynamics is given by (18).

The stationary Fokker-Planck Eq. (24) can be solved directly
by integral expressions [see Appendix B]. In particular, for D = 0,
we readily recover the results for periodic averaging from Sec. II.
However, for small non-vanishing D, the integrals become difficult
to evaluate numerically, and we preferred to solve (24) as a first-
order ODE boundary value problem with software AUTO,*” which
provides numerical solutions to boundary value problems by col-
location methods together with continuation tools for numerical
bifurcation analysis.

In Fig. 5 are shown the numerically obtained effective fre-
quencies Qp(u) for different noise levels D. Solving the stationary
Fokker-Planck Eq. (24) together with the fixed point equation for
w(T) (18), we obtain for fixed values of D and varying control gain
n branches of stationary solutions (u*, p(¢; n*, D)) [see Fig. 6(a)].
For small noise intensities, these branches are folded, which indi-
cates the coexistence of up to three stationary solutions, similarly
as in the noise-free case. Alternatively, we can also fix  and obtain
branches for varying D [see Fig. 6(c)]. For small  they are mono-
tonically increasing, while for larger » they are folded. For 0y, < n
there are two separate branches, emanating from the three solutions
of (18)atD = 0.6

Numerical continuation of the folds in the (1, D) parameter
plane provides the curves outlining the boundaries of the bistabil-
ity region. Figure 6(b) shows that the two branches of folds meet at
a cusp point (1ey, Dey). One of the branches approaches for D — 0
the value n = n,,, which we have calculated in (21), while the other
one diverges to infinite values of 7. From our numerics for different
values of Iy, we observe that closer to the critical value I, = 1, the
cusp point shifts to a smaller noise intensity D such that the region
of bistability decreases.

Note that for D > 0, all the average frequencies satisfy Qp > 0
such that a clear distinction between the stationary and the oscilla-
tory regime of the fast dynamics is no longer possible. However, one
can compare the critical value of the deterministic fast dynamics

ue=1-—1I, (29)
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FIG. 6. Panels (a) and (c): Branches of fixed points w* of the slow dynamics
(28) calculated at fy = 0.95 from (18) together with the stationary Fokker—Planck
Eq. (24). (a) Branches w* (1) for noise values D = 0.005, 0.006, . . ., 0.019 and
(b) two-dimensional bifurcation diagrams in terms of » and D for three different
values of Iy show the curves of fold bifurcations, which meet at the cusp point.
Dashed curves indicate the case where u* = ., = 1 — ly. (c) Branches w* (D)
for control gain values n € {0.2,0.3,0.35, 0.4}.

with the corresponding stationary value u* of the slow variable from
(28) to distinguish between the regime of u* < ., where the oscil-
lations are induced by the noisy fluctuations of (f) and have the
form of rare spikes [see Fig. 1(a)], and the regime u* > p. where
the oscillatory behavior is already induced by the stationary value of
w* [see Fig. 1(c)].

Our numerical bifurcation analysis shows that the curves where
the stationary values of y satisfy the condition u = ., shown as
dashed line in Fig. 6(b), pass exactly through the corresponding cusp
points and inside the bistability region refer to the unstable solu-
tions given by the middle part of the S-shaped curves in Fig. 6(a).
From this, we conclude that changing the parameters across this line
outside the bistability region results in a gradual transition between
the regime of fluctuation-induced oscillations and the oscillations
induced by the stationary value of u*, while at the boundary of the

scitation.org/journal/cha

bistability region, a hysteretic transition between the two regimes
is obtained. Moreover, for finite timescale separation & > 0, there
can also be transitions between the two stable regimes within the
bistability region, which are induced as well by the stochastic fluc-
tuations. In Sec. IV, we study in detail how the region of bistability
found for the singular limit & — 0 also affects the dynamics of the
original system in the case of finite timescale separation.

IV. EFFECTS OF FLUCTUATIONS AND FINITE
TIMESCALE SEPARATION

The two basic deterministic regimes of the fast dynamics, which
are the excitable equilibrium, and the oscillations induce in a natural
way the two corresponding states of the system with noise and small
¢ > 0, namely,

« noise-induced spiking, characterized by a Poisson-like distribu-
tion of inter-spike intervals (ISIs) [see Fig. 7(a)] and

« noisy oscillations, involving a Gaussian-like distribution of the
ISIs, centered around the deterministic oscillation period [see
Fig. 7(b)].

These states are found for sufficiently small or large values of
1, respectively, where only a corresponding single branch of the
deterministic system is available and the fluctuations of x around
its average value have no substantial impact on the dynamics, cf. the
blue and orange distributions in Fig. 7. For sufficiently large noise
levels above the cusp (D > D,,) and intermediate values of 1, one
observes a gradual transition between these two regimes. However,
for smaller noise D < D,,, allowing for the existence of the region

x 10
(a)
0 .
0 1000 2000 3000 4000 5000 6000 7000
04 ISI

: ‘ (b)
=
% 02r 1
-

0

7 8 9 10 11 12 13 14 15
ISI

FIG. 7. Histograms of inter-spike intervals of the phase variable for control gain
n = 0.2 (top panel) and n = 0.5 (bottom panel) obtained from numerical sim-
ulations of full systems (3) and (4) with ¢ = 0.005 (orange) and in the limit of
infinite timescale separation (blue), using (22) with the stationary 1 (T) = up
determined from the stationary Fokker-Planck Eq. (24). Solid red and dashed
blue curves represent fits to an exponential decay (a) and a Gaussian (b) for the
histograms concerning the full system and the limit of infinite scale separation,
respectively.
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of bistability [cf. Fig. 6(b)], new regimes of stochastic dynamics can
emerge, namely,

« enhanced coherence resonance, where a noise-induced dynamical
shift of the excitability parameter I, + up is self-adjusted close to
criticality and

« noise-induced switching between the two coexisting regimes in
the bistability region [see Fig. 1(b)].

A. Enhanced coherence resonance

The phenomenon of coherence resonance,””**” where the reg-
ularity of noise-induced oscillations becomes maximal at an inter-
mediate noise level, is well-known for noisy excitable systems such as
the fast Eq. (22) without adaptation, i.e., for n = 0 and therefore also
= 0. For values of the control gain 0 < n < 1, below the region
of bistability, the control leads to a substantially enhanced coherence
resonance. This effect can be quantified by studying the noise depen-
dence of the coefficient of variation of the inter-spike intervals. For
a given noisy trajectory of (22), the spiking times # are defined as
the first passage times ¢ (t) = 2k, k € N with corresponding inter-
spike intervals 7 = tx — f;_;. The coefficient of variation of their
distribution is defined as

() — (w)?
RD)= ———. (30)
(i)

For (22) with a fixed u, the latter can be determined from direct
numerical simulations. However, inserting for 1 the corresponding
stochastic averages u*(D; 1) obtained in the section shows a strong
nonlinear dependence both on 1 and D [see also Figs. 6(a) and 6(c)].
In particular, the strong nonlinear dependence on D for 7 slightly
below the cusp value 1., has a substantial impact on the resonant
behavior reflected in the form of R(D). In Fig. 8, we show the R(D)
dependence for different values of the control gain 7, comparing
the numerical results for the fast subsystem (22) with inserted sta-
tionary values u*(D; n) to numerical simulations of (3) and (4) for
& = 0.005. For 0 < n < 1, one finds that the coherence resonance
can be substantially enhanced, cf., for example, the R(D) dependen-
cies for n = 0 and = 0.3. On the other hand, introducing negative
values of the control gain 7, the resonant effect can be readily sup-
pressed. This implies that the adaptive feedback we employ provides
an efficient control of coherence resonance. Such an effect has already
been demonstrated in Refs. 40, 41, and 42 by using a delayed feed-
back control of Pyragas type. However, this control method requires
the feedback delay time as an additional control parameter to be well
adapted to the maximum resonance frequency.

B. Bursting behavior due to noise-induced switching

For parameter values (1, D) within the bistable region and
finite timescale separation ¢ > 0, the coexisting states of excitable
equilibrium and fast oscillations turn into metastable states of full
systems (3) and (4). Based on our slow-fast analysis, the correspond-
ing dynamics can be understood as follows. The noisy fluctuations
of () around its average distribution, given by the stationary
Fokker-Planck Eq. (24), induces fluctuations of (sin¢(f));, and
hence also of j, around their stationary average values calculated

ARTICLE
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FIG. 8. Enhancement or suppression of coherence resonance by a slowly adapt-
ing feedback control. The connected lines with empty symbols refer to R(D)
dependencies for full systems (3) and (4) at different values of the control gain:
n = —0.2 (green hexagonals), n = 0 (black squares), n = 0.2 (red circles),
and n = 0.3 (blue diamonds), having fixed fy = 0.95, ¢ = 0.005. The uncon-
nected filled symbols indicate the corresponding R(D) dependencies obtained
from numerical simulations of the fast subsystem 22 with stationary 1.* (D).

above. For small ¢, the corresponding distribution of w is centered in
narrow peaks at the stable stationary values. However, with increas-
ing ¢, the nonlinear filtering induces a strong skewness of each
peak in the distribution, and their overlapping indicates the possi-
bility of noise-induced transitions between the two metastable states.
Figure 9 shows the distribution for ¢ = 0.005 and different values of
the 7 within the bistability region. These transitions can be under-
stood in analogy to the Eyring—Kramers process in a double well
potential. In the generic case of different energy levels for the two
potential wells, transitions in one of the directions occur at a higher
rate and the system stays preferably in the state associated with the
global minimum of the potential. Such behavior of biased switch-
ing is very pronounced closed to the boundaries of the bistability
region, where a switching to the state close to the fold has a much
lower probability than switching back.

In Fig. 10 are shown the numerical time averages (u(T)) for
varying control gain 7. One can see that for most values of 7,
the long-time behavior is dominated by one of the two metastable
states, which indicates a biased switching process. Nevertheless, at
an intermediate value of 7, we find a balanced switching, where
transitions in both directions occur at an almost equal rate. A cor-
responding time trace is shown in Figs. 11 and 1(b). For ¢ — 0,
the switching rate decreases to zero exponentially and the switching
bias in the unbalanced regime increases. This leads to the char-
acteristic steplike behavior of the averages observed in Fig. 10 for
smaller €.

The noise-induced switching shown in Figs. 11 and 1(b) resem-
bles the regime of bursting in neuronal systems. Here, it emerges
by an interplay of slow adaptation and noise. In the present setup,
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the bursts are triggered just by the stochastic fluctuations. However,
in regime 7 > 7, the system is also quite susceptible to external
inputs, which could initiate the bursts even without any intrinsic
noise.

02A§U>T
|| —©—€=0.002
—&—¢=0.005

—0—¢=0.01
(|2 e=0.02

0.16

0.12

0.08

0.04

0.34 0.38 0.42 0.46

FIG. 10. Long-time averages (u)r from numerical simulations of (3) and (4) with
fixed noise intensity D = 0.008 and varying control gain » at different values
of & € {0.002,0.005,0.01,0.02}. The black curve represents the corresponding
result for the infinite timescale separation [cf. Fig. 6(a)].
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FIG. 9. Stationary distributions P(w), sam-
pled from numerical simulations of (3) and (4)
with ¢ = 0.005. Parameters n = 0.37 in (a),
n = 0.373in (b) and n = 0.38 in (c) and fixed
noise level D = 0.009 lie inside the bistability
region from Fig. 6(b). Blue vertical lines indi-
cate the fixed points of . from the stationary
Fokker—Planck Eq. (24) together with the fixed
point Eq. (18) of the slow dynamics. Red ver-
tical lines indicate the mean values of all 1 in
P(w) below and of all 1« above the unstable
fixed point in the middle (dashed blue lines).

V. DISCUSSION AND OUTLOOK

Our model provides a novel perspective on how the dynamics
of an excitable system is influenced by the interaction of a slowly
adapting feedback and noise. The feedback is taken from a low-pass

0 1
3200 3600 ¢

4000

4400

FIG. 11. Time series ¢(t) (top panel) and . (t) (bottom panel) illustrating
the regime of balanced switching. The system parameters are n = 0.38,

D =0.008, Iy = 0.95,¢ = 0.01.
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0.024

0.016

0.008

FIG. 12. Upper panel: parameter regions for different
dynamical regimes: noise-induced spiking (blue), noise-per-
turbed oscillations (red), and noise-induced bursting (vio-
let). Enhanced coherence resonance can be found in the
hatched region. Symbols indicate the parameter values asso-
ciated with the histograms P(w) shown below. Lower panels:
sampled distributions of w(T) from numerical solutions with
& =0.005, D =0.008,and n € 0.3,0.38,0.5.

filter of a function that gives a positive feedback to the oscillations
by pushing the excitability parameter toward the oscillatory regime.
Since excitability, feedback, and noise are typical ingredients of neu-
ral systems, we believe that the application of our results to a specific
neural model would be a next natural step, aiming to gain a deeper
understanding of the onset of different dynamical regimes, as well as
the means of controlling their properties and the emerging resonant
effects. In Fig. 12 are summarized our main results. In particular,
the multiple timescale analysis for the limit of infinite timescale
separation has allowed us to perform a numerical bifurcation anal-
ysis providing the parameter regions for the different dynamical
regimes illustrated in Fig. 1. Numerical simulations for finite values
of ¢ (lower panels in Fig. 12) show that the slowly varying con-
trol variable u(T) is distributed around the stationary values from
the limiting problem & = 0 [see also Fig. 9]. Moreover, we have
demonstrated that the filtered feedback in our model provides an
efficient control of the effect of coherence resonance, which can be
substantially enhanced or suppressed by a corresponding choice of
the feedback gain. In the regime where the limiting problem ¢ = 0
indicates bistability between the equilibrium and a fast oscillation,
the stochastic fluctuations at finite values of & give rise to switch-
ing between the associated metastable states. However, our analysis
shows that for sufficiently high noise intensity, this bistability van-

From the point of view of the theory of multiscale systems,
the deterministic part of the presented model provides one of the
simplest examples combining the regimes of stable equilibrium and
oscillations within the fast subsystem. A rigorous mathematical
treatment of the dynamical transitions between the two regimes and
the corresponding reductions by the standard adiabatic elimination
and the averaging technique is still missing. Also, our approach to
analysis of stochastic dynamics in multiscale systems by introducing
a stationary Fokker-Planck equation for the fast dynamics leads to
important questions concerning the limiting properties of the trajec-
tories and the specific implications of the fluctuations. Nevertheless,
we have considered only the case when the noise acts in the fast
variable. An open problem is to study how the obtained results are
influenced by the noise in the slow variable, where interesting new
effects can be expected.”
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APPENDIX A: MULTISCALE AVERAGING IN THE
REGIME OF FAST OSCILLATIONS

In this appendix, we provide a rigorous formal derivation of the
slow averaged Eq. (14) for the case of periodic dynamics in the fast
layers.

We apply the following general multiscale ansatz:

© = @(t,et) + e@(t, et),
W= it et) + efi(t et).

Substituting this ansatz into (3) and (4), one obtains up to the terms
of the order ¢,

W +edrp+ehg =1 —sin(f+e@) + i+ e,
O+ el +edijl =¢ (—;1 —efl+n (1 — sin ((/_J +6(ZJ))),

where subscripts 1 and 2 refer to partial derivatives with respect to t
and et, respectively. Collecting the terms of order O(1), one finds

019 =1y —sing + [, (A1)

Equation (A2) implies that jt = ji(ef) depends only on the slow
time and acts as a parameter in (Al). For gt > 1 — Iy, Eq. (Al)
has the oscillating solution ¢ = ¢; (f) given by (13). Note that the
parameters of this solution can depend on the slow time.

As a next step, we consider the terms of order ¢,

0P+ 019 = —¢cos@ + L,

_ . _ L (A3)
O+ ohjip=—-p+n(l—sing).
We rewrite Eq. (A3) as
i+ =-di+n1—sing), (A4)

where the left-hand side depends only on the slow time. Hence, the
solvability condition for (A4) is the requirement that its right-hand
side is independent on the fast time ¢, i.e.,

— i+ n (1 —sing) = u(T), (A5)

with some function u(T), where T = ¢t is the slow time. By integrat-
ing (A5) with respect to the fast time, we obtain

a = 0)+n (t— / sinq}dt) — tu(T). (A6)
0

The integral in (A6) can be computed using (A1),

t
/ sin gdt = tly + tin — @(t) + @(0),
0

such that
ﬂ(t)=ﬂ(0)+t[n<l—lo—ﬂ+w) —u(D]-
Taking into account that
M =Q(ﬂ)+0<%>,

scitation.org/journal/cha

we obtain the expression for f,

) =0+t 1 —1I— i+ Q@) —uD]+O00),

where the linearly growing term must vanish for fi(¢) to be bounded.
Setting such a secular term to zero (even without computing explic-
itly /1), we have

uM=n1—1I —p+ Q@)

and, hence, taking into account (A4) and (A5), the equation for the
leading order approximation of the slow variable reads

pp+p=n1-I—p+Q@).

Since j1 is the function of the slow time only, we have 3,1 = (t/,
which results in the required averaged Eq. (14).

APPENDIX B: EXPLICIT SOLUTION OF THE
STATIONARY FOKKER-PLANCK EQUATION

Here, we present the analytic solution of the stationary
Fokker-Planck Egs. (24) and (25). By integrating Eq. (24) once, one
obtains

D .
anp—(lo—l—p,—smgo)po, (B1)

with a constant C to be determined. Solving (B1), and taking into
account the normalization (25) and the boundary condition p(0) =
p(2m), we arrive at

1
p(ps > D) = — A(p),
YN

where

7 W(p)
A = —__Jd&,
®) /o Vig+n®

2w
8A I/ A(p)dé,
0
2
W(p) ZeXP{B [(Io + )¢ + cosp — 1]}.

DATA AVAILABILITY

The data that support the findings of this study are available
from the corresponding author upon reasonable request.

REFERENCES

TE. M. Izhikevich, Dynamical Systems in Neuroscience: The Geometry of Excitabil-
ity and Bursting (The MIT Press, 2007), ISBN: 9780262090438.

2W. Gerstner, W. M. Kistler, R. Naud, and L. Paninski, Neuronal Dynamics: From
Single Neurons to Networks and Models of Cognition (Cambridge University Press,
2014), ISBN: 9781107447615.

3L. F. Abbott and P. Dayan, Theoretical Neuroscience (The MIT Press, 2005).

“C. Clopath, L. Biising, E. Vasilaki, and W. Gerstner, Nat. Neurosci. 13, 344
(2010).

50. Popovych, S. Yanchuk, and P. A. P. Tass, Sci. Rep. 3, 2926 (2013).

SR Lang and K. Kobayashi, IEEE J. Quantum Electron. 16, 347 (1980).

7K. Liidge, Nonlinear Laser Dynamics (Wiley-VCH Verlag GmbH & Co. KGaA,
Weinheim, 2011), ISBN: 9783527639823.

Chaos 30, 083109 (2020); doi: 10.1063/1.5145176
Published under license by AIP Publishing.

30, 083109-10


https://aip.scitation.org/journal/cha
https://doi.org/10.1038/nn.2479
https://doi.org/10.1038/srep02926
https://doi.org/10.1109/JQE.1980.1070479

Chaos

&M. C. Soriano, J. Garcia-Ojalvo, C. R. Mirasso, and L. Fischer, Rev. Mod. Phys.
85, 421 (2013).

9M. Krupa, B. Sandstede, and P. Szmolyan, J. Differ. Equ. 133, 49 (1997).

TOM. Lichtner, M. Wolfrum, and S. Yanchuk, STAM J. Math. Anal. 43,788 (2011).
TTM. Desroches, J. Guckenheimer, B. Krauskopf, C. Kuehn, H. M. Osinga, and
M. Wechselberger, SIAM Rev. 54, 211 (2012).

12C. Kuehn, Multiple Time Scale Dynamics (Springer-Verlag GmbH, 2015),
Vol. 191, ISBN: 978-3-319-12315-8.

13H. Jardon-Kojakhmetov and C. Kuehn, arxiv.org/abs/1901.01402 (2019).

T4H. Haken, Advanced Synergetics (Springer, Berlin, 1985).

5B. Lindner, J. Garcia-Ojalvo, A. Neiman, and L. Schimansky-Geier, Phys. Rep.
392,321 (2004).

16A. Destexhe and M. Rudolph-Lilith, Neuronal Noise (Springer, New York,
2012).

'7E. Forgoston and R. O. Moore, STAM Rev. 60, 969 (2018).

18] D. Murray, Mathematical Biology, Biomathematics Vol. 19 (Springer, New
York, 1989), ISBN: 0-387-19460-6 (New York), 3-540-19460-6 (Berlin).

19 A. T. Winfree, The Geometry of Biological Time (Springer, 2001), Vol. 12, ISBN:
978-1-4419-3196-2

2048, Pikovsky and J. Kurths, Phys. Rev. Lett. 78, 775 (1997).

21V .-C. Oriol, M. Ronny, R. Sten, and L. Schimansky-Geier, Phys. Rev. I 83,
036209 (2011).

22@G. B. Ermentrout and D. Kleinfeld, Neuron 29, 33 (2001).

23L. Liicken, D. P. Rosin, V. M. Worlitzer, and S. Yanchuk, Chaos 27, 13114
(2017).

241, Franovi¢, O. E. Omel’chenko, and M. Wolfrum, Chaos 28, 071105 (2018).
251, Bati¢, S. Yanchuk, M. Wolfrum, and I. Franovi¢, EP] ST 227, 1077
(2018).

261, Franovi¢, K. Todorovi¢, M. Perc, N. Vasovi¢, and N. Buri¢, Phys. Rev. E 92,
062911 (2015).

ARTICLE scitation.org/journal/cha

271. Franovi¢, M. Perc, K. Todorovié, S. Kosti¢, and N. Burié, Phys. Rev. E 92,
062912 (2015).

283, Yanchuk, S. Ruschel, J. Sieber, and M. Wolfrum, Phys. Rev. Lett. 123, 053901
(2019).

29E, M. Izhikevich, IEEE Trans. Neural Netw. 15, 1063 (2004).

305, H. Strogatz, Nonlinear Dynamics and Chaos: With Applications to Physics,
Biology, Chemistry, and Engineering (Addison-Wesley, 1994).

31 A. Shilnikov and M. Kolomiets, Int. J. Bifurc. Chaos 18, 2141 (2008).

32G. Pavliotis and A. Stuart, Multiscale Methods: Averaging and Homogenization
(Springer, Berlin, 2008).

33M. Galtier and G. Wainrib, Phys. Rev. E 2, 13 (2012).

34L. Liicken, O. V. Popovych, P. A. Tass, and S. Yanchuk, Phys. Rev. E 93, 32210
(2016).

35A. 1. Neishtadt, J. Appl. Math. Mech 48, 133 (1984).

36]. Guckenheimer and P. Holmes, Nonlinear Oscillations, Dynamical Systems and
Bifurcations of Vector Fields (Springer-Verlag, New York, 1983).

37E. J. Doedel, R. C. Paffenroth, A. R. Champneys, T. F. Fairgrieve, Y. A.
Kuznetsov, B. Sandstede, and X. Wang, AUTO-07p: Continuation and Bifurca-
tion Software for Ordinary Differential Equations (Concordia University, Canada,
2007).

38B. Lindner and L. Schimansky-Geier, Phys. Rev. E 60, 7270 (1999).

39V. A. Makarov, V. I. Nekorkin, and M. G. Velarde, Phys. Rev. Lett. 86, 3431
(2001).

40R. Aust, P. Hovel, J. Hizanidis, and E. Schéll, Eur. Phys. J. Spec. Top. 187, 77
(2010).

4TN. Kouvaris, L. Schimansky-Geier, and E. Schéll, Eur. Phys. J. Spec. Top. 191,
29 (2010).

42N. B. Janson, A. G. Balanov, and E. Scholl, Phys. Rev. Lett. 93, 010601 (2004).
43p. H. Dannenberg, J. C. Neu, and S. W. Teitsworth, Phys. Rev. Lett. 113, 020601
(2014).

Chaos 30, 083109 (2020); doi: 10.1063/1.5145176
Published under license by AIP Publishing.

30, 083109-11


https://aip.scitation.org/journal/cha
https://doi.org/10.1103/RevModPhys.85.421
https://doi.org/10.1006/jdeq.1996.3198
https://doi.org/10.1137/090766796
https://doi.org/10.1137/100791233
http://arxiv.org/abs/1901.01402
https://doi.org/10.1016/j.physrep.2003.10.015
https://doi.org/10.1137/17M1142028
https://doi.org/10.1103/PhysRevLett.78.775
https://doi.org/10.1103/PhysRevE.83.036209
https://doi.org/10.1016/S0896-6273(01)00178-7
https://doi.org/10.1063/1.4971971
https://doi.org/10.1063/1.5045179
https://doi.org/10.1140/epjst/e2018-800084-6
https://doi.org/10.1103/PhysRevE.92.062911
https://doi.org/10.1103/PhysRevE.92.062912
https://doi.org/10.1103/PhysRevLett.123.053901
https://doi.org/10.1109/TNN.2004.832719
https://doi.org/10.1142/S0218127408021634
https://doi.org/10.1186/2190-8567-2-13
https://doi.org/10.1103/PhysRevE.93.032210
https://doi.org/10.1016/0021-8928(84)90078-9
https://doi.org/10.1103/PhysRevE.60.7270
https://doi.org/10.1103/PhysRevLett.86.3431
https://doi.org/10.1140/epjst/e2010-01272-5
https://doi.org/10.1140/epjst/e2010-01340-x
https://doi.org/10.1103/PhysRevLett.93.010601
https://doi.org/10.1103/PhysRevLett.113.020601

A LETTERS JOURNAL ExpLORING
THE FRONTIERS OF PHYsics

EPL, 124 (2018) 40004
doi: 10.1209/0295-5075/124/40004

November 2018

www.epljournal.org

Inverse stochastic resonance in a system of excitable active
rotators with adaptive coupling

IvA BACI¢!, VLADIMIR KLINSHOVZ, VLADIMIR NEKORKIN?, MATJAZ PERC® and IGOR FrRANOVIG! (®)

L Scientific Computing Laboratory, Center for the Study of Complex Systems, Institute of Physics Belgrade,
University of Belgrade - Pregrevica 118, 11080 Belgrade, Serbia

2 Institute of Applied Physics of the Russian Academy of Sciences - 46 Ulyanov Street,

603950 Nizhny Novgorod, Russia

3 Faculty of Natural Sciences and Mathematics, University of Maribor - Koroska cesta 160,

SI-2000 Maribor, Slovenia

received 17 September 2018; accepted in final form 8 November 2018
published online 11 December 2018

PACS 05.40.Ca — Noise
PACS 87.19.1n — Oscillations and resonance

Abstract — Inverse stochastic resonance is a phenomenon where an oscillating system influenced
by noise exhibits a minimal oscillation frequency at an intermediate noise level. We demonstrate
a novel generic scenario for such an effect in a multi-timescale system, considering an example
of emergent oscillations in two adaptively coupled active rotators with excitable local dynamics.
The impact of plasticity turns out to be twofold. First, at the level of multiscale dynamics,
one finds a range of intermediate adaptivity rates that give rise to multistability between the
limit cycle attractors and the stable equilibria, a condition necessary for the onset of the effect.
Second, applying the fast-slow analysis, we show that the plasticity also plays a facilitatory role
on a more subtle level, guiding the fast flow dynamics to parameter domains where the stable
equilibria become focuses rather than nodes, which effectively enhances the influence of noise.
The described scenario persists for different plasticity rules, underlying its robustness in the light

of potential applications to neuroscience and other types of cell dynamics.

Copyright © EPLA, 2018

Introduction. — Noise in coupled excitable or bistable
systems may induce two types of generic effects [1]. On
the one hand, it can modify the deterministic behavior
by acting non-uniformly on different states of the sys-
tem, thus amplifying or suppressing some of its features.
On the other hand, noise may give rise to completely
novel forms of behavior, typically based on crossing the
thresholds or separatrices, or involving enhanced stabil-
ity of deterministically unstable structures. In neuronal
systems, the constructive role of noise at different stages
of information processing, referred to as “stochastic facili-
tation” [2,3], mainly comprises resonant phenomena. A
classical example is the stochastic resonance [4], which
allows for the detection of weak subthreshold periodic
signals. A more recent development concerns the ef-
fect of inverse stochastic resonance (ISR) [3,5-12], where
noise selectively reduces the spiking frequency of neuronal
oscillators, converting the tonic firing into intermittent
bursting-like activity or a short-lived transient followed

(@) E-mail: franovic@ipb.ac.rs

by a long period of quiescence. The name of the effect
should be taken cum grano salis, because in contrast to
stochastic resonance, it involves no additional external sig-
nal: one rather observes a non-monotonous dependence of
the spiking rate on noise variance, whereby the oscilla-
tion frequency becomes minimal at a preferred noise level.
Such an inhibitory effect of noise has recently been shown
for cerebellar Purkinje cells [11], having explicitly demon-
strated how the lifetimes of the spiking (“up”) and the
silent (“down”) states [13-15] are affected by the noise
variance. ISR has been indicated to play important func-
tional roles in neuronal systems, including the reduction
of spiking frequency in the absence of neuromodulators,
suppression of pathologically long short-term memories,
triggering of on-off tonic spiking activity and even opti-
mization of information transfer along the signal propaga-
tion pathways [3,7,9,11].

So far, theoretical studies on ISR have mostly con-
cerned the scenario where a single neuron exhibits bistable
deterministic dynamics, featuring coexistence between a
limit cycle and a stable equilibrium. Such bistability is
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typical for Type-II neurons below the subcritical Hopf bi-
furcation, e.g., classical Hodgkin-Huxley and Morris-Lecar
models [3,6-8]. There, applying noise induces switching
between the metastable states, but at an intermediate
noise level, one surprisingly finds a strong asymmetry of
the associated switching rates, which makes the periods
spent in the vicinity of equilibrium much longer than the
periods of spiking activity.

An important open problem concerns conditions giving
rise to ISR in coupled excitable systems, where noise influ-
ences the emergent oscillations. Here we address in detail
this issue, as it may be crucial to understanding the preva-
lence of the effect in neural networks, whose activity de-
pends on the interplay of excitability, coupling properties
and noise. Synaptic dynamics typically involves the plas-
ticity feature, which makes self-organization in neuronal
systems a multi-timescale process: the short-term spiking
activity unfolds on a quasi-static coupling configuration,
while the slow adjustment of coupling weights depends on
the time-averaged evolution of units.

Motivated by the findings in neuroscience, we focus on
the onset of ISR in a simplified, yet paradigmatic system
of two adaptively coupled stochastic active rotators with
excitable local dynamics. Active rotators are canonical for
Type-I excitability and may be seen as equivalent to the
theta-neuron model. Adaptivity is introduced in a way
that allows continuous interpolation between a spectrum
of plasticity rules, including Hebbian learning and spike-
time-dependent plasticity (STDP) [16-18].

We demonstrate a generic scenario for the plasticity-
induced ISR, where the system’s multiscale structure, de-
fined by the adaptivity rate, plays a crucial role. On a
basic level, plasticity gives rise to multistable behavior in-
volving coexisting stationary and oscillatory regimes. An
additional subtlety, which we show by the fast-slow anal-
ysis, is that the plasticity promotes the resonant effect by
guiding the fast flow toward the parameter region where
the stable fixed points are focuses rather than nodes.

The paper is organized as follows. In the next sec-
tion the details of the model and the numerical bifurca-
tion analysis of the deterministic dynamics are presented.
The third section contains the results on the ISR effect
and the supporting conditions. In the fourth section the
fast-slow analysis is applied to explain the mechanism by
which plasticity enhances the system’s non-linear response
to noise. Apart from providing a brief summary, in the
last section we also discuss the prevalence of the observed
effect.

Model and bifurcation analysis of deterministic
dynamics. — Our model involves two stochastic active
rotators interacting by adaptive couplings [19-22],

$1 = Ip —sinpy + ky sin (w2 — 1) + \/551 (t),

Yo = Iy —sin s + Ko sin (¢1 — @2) + \/Efg(t), (1)
K1 = e(—r1 +sin(p2 — @1 + 3)),
Ko = €(—ka + sin(¢1 — p2 + ),

where the phases {p1,¢2} € S, while the coupling
weights {1, K2} are real variables.

The excitability parameters Iy, which one may interpret
as external bias currents in the context of neuroscience,
are assumed to be identical for both units. For such a
setup, the deterministic version of (1) possesses a Zs sym-
metry, being invariant to the exchange of units’ indices.
The uncoupled units undergo a SNIPER bifurcation at
Iy = 1, with the values Iy < 1(Iy > 1) corresponding to
the excitable (oscillatory) regime. We consider the case of
excitable local dynamics, keeping Iy = 0.95 fixed through-
out the paper, such that the oscillations may emerge only
due to the coupling terms and/or noise. The scale sepa-
ration between the fast dynamics of the phases and the
slow dynamics of adaptation is adjusted by the parameter
€ < 1. The fast variables are influenced by independent
white noise of variance D such that & (¢)&; (t') = 6;;0(t—t')
for i,j € {1,2}. Conceptually, adding stochastic input to
the fast variables embodies the action of synaptic noise in
neuronal systems [23].

The modality of the plasticity rule is specified by the
parameter 3, whose role may be understood by invok-
ing the qualitative analogy between the adaptation dy-
namics in classical neuronal systems and the systems of
coupled phase oscillators. This issue has first been ad-
dressed in [24-26], and a deeper analysis of the correspon-
dence between the phase-dependent plasticity rules and
the STDP has been carried out in [19]. In particular, it
has been shown that the plasticity dynamics for § = 3m/2,
where the stationary weights between the oscillators with
smaller /larger phase differences increase/decrease, quali-
tatively resembles the Hebbian learning rule [25,26]. Nev-
ertheless, when 8 = =, the coupling weights encode a
causal relationship between the spiking of oscillators by
changing in the opposite directions, in analogy to an
STDP-like plasticity rule. Our interest lies with the (3
interval interpolating between these two limiting cases.

Using bifurcation analysis of the deterministic dynam-
ics of (1), we first show how the modality of the plasticity
rule influences the number of stationary states, and then
explain how the onset of oscillations depends on adap-
tivity rate. The bifurcation diagram in fig. 1 indicates
that the number and the stability of fixed points of (1)
change with 3 in such a way that the system may pos-
sess two, four or six fixed points. Due to invariance to
Z5 symmetry, one always finds pairs of solutions shar-
ing the same stability features. We consider the plastic-
ity rules described by € (3.298,4.495), cf. the shaded
region in fig. 1, where the system has two stable fixed
points lying off the synchronization manifold ¢ = @9, as
well as four unstable fixed points. The bifurcations oc-
curring at the boundaries of the relevant § interval are
as follows. At 0 = 3.298, the system undergoes a su-
percritical symmetry-breaking pitchfork bifurcation giving
rise to a pair of stable fixed points off the synchroniza-
tion manifold. For § = 4.495, this pair of stable fixed
points collides with a pair of unstable fixed points off
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Fig. 1: (Color online) Bifurcation diagram for the fixed points
of (1) with D = 0 under variation of 3. Solid lines refer to
stable fixed points, while dashed and dotted lines correspond
to saddles of unstable dimension 1 and 2, respectively. Shad-
ing indicates the considered range of plasticity rules. The two
fixed points independent on (3 belong to the synchronization
manifold. The remaining parameters are Ip = 0.95, ¢ = 0.05.

the synchronization manifold, getting annihilated in two
symmetry- related inverse fold bifurcations. Note that the
weight levels typical for the two stable stationary states
support effective unidirectional interaction, in a sense that
one unit exerts a much stronger impact on the dynamics
of the other unit than vice versa. When illustrating the
effect of ISR, we shall mainly refer to the case § = 4.2.
For this 3, the two stable focuses of (1) at D = 0 are
given by (¢1, p2, k1, k2) = (1.177,0.175,0.032, —0.92) and
(¢1,p2, k1, k2) = (0.175,1.177,—0.92,0.032). Within the
considered [ interval, the two stable fixed points of the
coupled system exhibit excitable behavior, responding to
external perturbation by generating either the successive
spikes or synchronized spikes [21].

The onset of oscillations for the deterministic version
of (1) relies on the interplay between the plasticity rule,
controlled by (3, and the adaptation rate, characterized
by e. In fig. 2(a) are shown the results of parameter sweep
indicating the variation of k, variable, o, = max(x1(t))—
min(k1(¢)), within the (53, €) parameter plane. The sweep
indicates the maximal stability region of the two emerging
periodic solutions, related by the exchange symmetry
of units indices. The data are obtained by numerical
continuation starting from a stable periodic solution, such
that the final state reached for the given parameter set is
used as initial conditions of the system dynamics for incre-
mented parameter values. One observes that for fixed [,
there exists an interval of timescale separation ratios € €
(Emins €maz) admitting oscillations, see fig. 2(b). Within
the given € range, the system exhibits multistability
where periodic solutions coexist with the two symmetry-
related stable stationary states. The lower threshold for
oscillations, €,,;n, reduces with (3, whereas the upper
boundary value, €,,4., is found to grow as J is enhanced.
Note that the waveform of oscillations also changes as
€ is increased under fixed 4. In particular, for smaller
€, the waveforms corresponding to the two units are
rather different. Nevertheless, around € ~ 0.06 the system
undergoes a pitchfork bifurcation of limit cycles, such that

©)

(505

Fig. 2: (Color online) Onset of oscillations in (1) for D = 0.
(a) Variation o, of the coupling weight x1 in the (3, €)-plane.
(b) Mean coupling weights (x1)(e) and (k2)(e) for oscillatory
(thick lines) and stationary states (thin lines) at 8 = 4.2.
(c) Variation o, (€) and ox,(€), presented as in (b). Shad-
ing in (b) and (c) indicates the € interval admitting the stable
periodic solutions.
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Fig. 3: (Color online) (a) Mean spiking rate (f) in terms of
D for ¢ € {0.06,0.08,0.1}. The curves exhibit a character-
istic minimum at an intermediate noise level. (b)—(d) Time
traces ¢1(t) and @2(t) for noise levels below, at and above
the resonant value. The remaining parameters are Iy = 0.95,
B =4.2,¢e = 0.06.

the oscillatory solution gains the anti-phase space-time
symmetry 1(t) = @o(t+7/2), k1(t) = ko(t+T/2), where
T denotes the oscillation period [21].

Numerical results on ISR. — Inverse stochastic
resonance manifests itself as noise-mediated suppression
of oscillations, whereby the frequency of noise-perturbed
oscillations becomes minimal at a preferred noise level.
For system (1), we find such an effect to occur generically
for intermediate adaptivity rates, supporting multistabil-
ity between the stationary and the oscillatory solutions,
as described in the previous section. A family of curves
describing the dependence of the oscillation frequency on
noise variance (f)(D) for different e values is shown in
fig. 3. All the curves corresponding to € > €., () show
a characteristic non-monotonous behavior, displaying a
minimum at the optimal noise intensity. For weaker noise,
the oscillation frequency remains close to the determinis-
tic one, whereas for much stronger noise, the frequency
increases above that of unperturbed oscillations. The dis-
played results are obtained by averaging over an ensemble
of 1000 different stochastic realizations, having excluded
the transient behavior, and having fixed a single set of ini-
tial conditions within the basin of attraction of the limit
cycle attractor. Nevertheless, we have verified that the
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Fig. 4: (Color online) (a)—(c) Stationary distribution P(¢1) for the noise levels below, at and above the resonant value. System
parameters are Ip = 0.95, 3 = 4.2 and € = 0.06. From the three observable peaks, the middle one, prevalent in (a) and (c), refers
to the metastable state associated to the oscillatory mode of (1) for D = 0. The two lateral peaks, dominant in (b), correspond
to quasi-stationary states derived from the stable equilibria of the deterministic version of (1). (d) Bimodality coefficient for
the stationary distribution of k1, bp(.,), as a function of D. The three curves refer to e = 0.06 (diamonds), e = 0.08 (circles)
and € = 0.1 (squares).
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Fig. 5: (Color online) (a) and (b): transition rates from the stability basin of the limit cycle to the fixed point, yrc—rp(D)
and vice versa, yrp—rc(D), numerically obtained for ¢ = 0.06 (squares) and ¢ = 0.1 (circles). The remaining parameters are
Io = 0.95,8 = 4.2. (c¢) Determinant of the Jacobian calculated along the limit cycle orbit as a function of the phase variable.
The quantity provides an indication of the sensitivity of certain sections of the orbit to external perturbation. Blue and red

colors correspond to € = 0.06 and € = 0.1, respectively.

qualitatively analogous results are obtained if for each
realization of stochastic process one selects a set of ran-
dom initial conditions lying within the stability basin of
the periodic solution. The suppression effect of noise de-
pends on the adaptivity rate, and is found to be more pro-
nounced for faster adaptivity. Indeed, for smaller €, ((t)
series corresponding to the noise levels around the min-
imum of (f)(D) exhibit bursting-like behavior, whereas
for larger €, noise is capable of effectively quenching the
oscillations, such that the minimal observed frequency ap-
proaches zero.

The core of the described effect concerns switching
dynamics between the metastable states associated to
coexisting attractors of the deterministic version of sys-
tem (1). To illustrate this, in fig. 4 we have considered
the stationary distributions of one of the phase vari-
ables, P(y), for the noise levels below, at and above the
minimum of the (f)(D), having fixed the remaining pa-
rameters to (8,¢) = (4.2,0.06). The distribution P(y)
is characterized by two lateral peaks, reflecting the two
symmetry-related quasi-stationary states, and the area
around the central peak, corresponding to the oscillatory
mode. For small noise D = 0.0015, see fig. 4(a), and
very large noise D = 0.006, cf. fig. 4(c), the central
peak of P(yp) is expectedly prevalent compared to the two
lateral peaks. Nevertheless, the switching dynamics for

D = 0.0025, the noise level about the minimum of (f)(D),
is fundamentally different, and the corresponding distribu-
tion P(y) in fig. 4(b) shows that the system spends much
more time in the quasi-stationary states than performing
the oscillations. The onset of ISR in the dynamics of fast
variables is accompanied by the increased bimodality of
the stationary distribution of the couplings, see fig. 4(d).

In order to observe the non-monotonous response of
the system’s frequency to noise, the geometry of the
phase space has to be asymmetrical with respect to the
separatrix between the coexisting attractors in such a
way that the limit cycle attractor lies much closer to
the separatrix than the stationary states. Such structure
of phase space gives rise to asymmetry in switching
dynamics, whereby at the preferred noise level around the
minimum of (f)(D), the transition rate from the stability
basin of the limit cycle attractor to that of stationary
states Yo pp becomes much larger than the transition
rate in the inverse direction, ypp_rc. Figures 5(a)
and (b) corroborate that the dependences vpo— pp(D)
and ypp_rc(D) are qualitatively distinct: the former
displays a maximum at the resonant noise level, whereas
the latter just increases monotonously with noise. The
fact that ISR is more pronounced for higher adaptivity
rates is reflected in that the curve y,o— pp(D) for e = 0.1
lies substantially above that for e = 0.06, see fig. 5(a).
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Fig. 6: (Color online) Mean spiking rate (f) as a function of 8
and D for fixed € = 0.05. The results evince the robustness of
the ISR effect with respect to different plasticity rules.

To understand why the interplay of adaptivity rate and
noise yields a stronger resonant effect for larger €, we have
investigated the susceptibility of the limit cycle attractor
to external perturbation. In particular, fig. 5(c) shows how
the determinant of the Jacobian calculated along the limit
cycle orbit change for € = 0.06 (blue line) and € = 0.1 (red
line), respectively. For smaller €, one may identify two
particular points where the determinant of the Jacobian
is the largest, i.e., where the impact of external pertur-
bation is felt the strongest. This implies that noise is
most likely to drive the systems trajectory away from the
limit cycle attractor around these two sections of the orbit,
which should lie closest to the boundary to the stability
basins of the stationary states. Such a physical picture
is maintained for larger e, but one should stress that the
sensitivity of limit cycle attractor to external perturbation
substantially increases along the entire orbit, cf. fig. 5(c).
In other words, faster adaptivity enhances the impact of
noise, contributing to a more pronounced ISR effect. This
point is addressed from another perspective in the next
section.

We also examine the robustness of ISR to different
modalities of the plasticity rule specified by 3. Figure 6
shows how the average oscillation frequency changes with
B and D for fixed e = 0.05. The non-linear response to
noise, conforming to a resonant effect with a minimum of
oscillation frequency at an intermediate noise level, per-
sists in a wide range of 3, essentially interpolating between
the Hebbian-like and the STDP-like adaptive dynamics.

Fast-slow analysis: role of plasticity in the reso-
nant effect. — Though ISR is observed for intermediate e,
here we show that the fast-slow analysis may still be
applied to demonstrate a peculiar feature of the mecha-
nism behind the resonant effect. In particular, we find
that the plasticity enhances the resonant effect by driv-
ing the fast flow dynamics toward the parameter domain
where the stationary state is a focus rather than a node. It
is well known that the response to noise in multi-timescale
systems qualitatively depends on the character of station-
ary states. Indeed, by using the sample-paths approach
and other advanced techniques, it has already been shown

that such systems may exhibit fundamentally different
scaling regimes with respect to noise variance and the
scale-separation ratio [27,28]. Moreover, the resonant ef-
fects may typically be expected in the case in which quasi-
stationary states are focuses [27], essentially because the
local dynamics around the stationary state then involves
an eigenfrequency.

Within the standard fast-slow analysis, one may ei-
ther consider the layer problem, defined on the fast
timescale, or the reduced problem, concerning the slow
timescale [29]. For the layer problem, the fast flow dynam-
ics p1(t; k1, Ka), p2(t; K1, ko) is obtained by treating the
slow variables k1 and kg as system parameters, whereas in
the case of the reduced problem, determining the dynamics
of the slow flow (k1(¢), k2(t)) involves time-averaging over
the stable regimes of the fast flow of the layer problem.
The fast flow can in principle exhibit several attractors,
which means that multiple stable sheets of the slow flow
may emerge from the averaged dynamics on the different
attractors of the fast flow. Our key point concerns the dy-
namics of the slow flow, which requires us to first classify
the attractors of the fast flow.

The fast flow dynamics is given by

$1 = Io — siny + k1 sin (2 — 1), @)

Yo = Iy — singy + Ko sin (p1 — a),
where k1, kg € [—1, 1] are considered as additional system
parameters. One may formally obtain (2) by setting e = 0
in (1) with D = 0. We find that the fast flow is monos-
table for most of the (k1,k2) values, exhibiting either a
stable equilibrium or a limit cycle attractor, see fig. 7(a).
In general, the fast flow admits either two or four fixed
points, and a more detailed physical picture, including
the associated bifurcations, is presented in [21]. The sta-
bility region of the oscillatory regime, outlined by the red
color, has been calculated by numerical continuation start-
ing from a stable periodic solution. Bistability between a
stable fixed point and a limit cycle is observed only in a
small area near the main diagonal k1 = k3. Within the
region featuring oscillatory regime, each periodic solution
obtained for (k1,k2) above the main diagonal has a Zs
symmetry-related counterpart below the diagonal. Typi-
cally, the periodic solutions emanate from SNIPER bifur-
cations, which make up two branches where either sy or
ko are almost constant and close to zero.

Using the results from the analysis of the layer problem,
our goal is to determine the vector fields corresponding
to the stable sheets of the slow flow. We have numeri-
cally obtained the dynamics of the slow flow by a standard
two-step approach [19,30]. First, for fixed values (K1, k2),
we have determined the time-averaged dynamics of the
fast flow (2), (w2 — v1)+ = h(K1, k2), whereby the averag-
ing (), is carried out over a sufficiently long time interval,
having excluded the transient behavior. As already in-
dicated, such an average depends on the attractor of the
fast flow for the given (K1, ko). If the fast flow possesses
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Fig. 7: (Color online) (a) Attractors of the fast flow (2) in terms of k1 and k2, now treated as free parameters. The fast flow
is typically monostable, admitting either a stable fixed point (FP) or a stable limit cycle (LC), apart from a small region of
bistability (FP+LC) around the main diagonal. (b) Vector field of the slow flow (3) determined by considering only the stable
regimes of the fast flow for 8 = 4.2, [p = 0.95. Within the yellow-highlighted regions, the stable fixed point of the fast flow is
a focus rather than the node. The displayed orbit (r1(¢), k2(t)) corresponds to a switching episode from the oscillatory state

to the quasi-stationary state and back (evolution direction indicated by arrows).

Panels (c) and (d) show the time traces of

phases and couplings during the switching episode. (e) Conditional probability pg (D) for e = 0.06 (blue squares) and ¢ = 0.1

(red circles).

a stable fixed point, then (Y2 — ¢1); = @5 — ¢f, which
corresponds to the slow critical manifold of the system.
For (k1,k2) where the attractor of the fast flow is a peri-
odic solution, (ps —¢1)¢ amounts to the time average over
the period. Averaging over a periodic attractor of the fast
flow is a standard approximation [30], quite natural when
describing the influence of oscillations in the fast flow to
the dynamics of the slow flow.

As the second step, the obtained time averages are sub-
stituted into the coupling dynamics

K1 = €|—r1 + sin(h(k1, k2) + B)],

Ko = €[—kKa +sin(—h(k1, k2) + 0)]. ®)

The system (3) allows one to determine the vector fields
on the stable sheets of the slow flow, which correspond to
the attractors of the fast flow. In fig. 7(b), the vector fields
associated to each of the attractors (fixed point or limit
cycle) are presented within its respective (k1, ko) stability
region. In the small region of the (k1, k2)-plane support-
ing coexisting stable solutions of the fast flow, the corre-
sponding vector field of the slow flow is given on multiple
overlapping sheets, since the value of the average f(k1, k2)
depends on the initial conditions.

Within the above framework, one is able to explain a
subtle influence of adaptivity on the mechanism behind
the ISR. To this end, in fig. 7(b) we have projected a
typical example of the (k1 (t), k2(t)) trajectory of the full
system (1) corresponding to a switching episode between
the metastable states associated to a limit cycle attractor
and a stable equilibrium of the deterministic system, see
the time traces in figs. 7(c), (d). One observes that for
the oscillating regime, the coupling dynamics always re-
mains close to the SNIPER bifurcation of the fast flow, cf.
fig. 7(a), which makes the oscillations quite susceptible to
noise. Recall that the fast flow is typically monostable.
Thus, switching events in the full system are naturally
associated to the fast flow undergoing the SNIPER bifur-
cation: either a direct one, leading from the oscillatory to
the stationary regime, or the inverse one, unfolding in the

opposite direction. For (ki,k2) values immediately after
the SNIPER bifurcation toward the quiescent state, the
stable equilibrium of the fast flow is a node. Nevertheless,
for the noise levels where the effect of ISR is most pro-
nounced, we find that the coupling dynamics guides the
system into the region where the equilibrium is a stable
focus rather than a node, see the yellow highlighted re-
gion in fig. 7(b). We have verified that this feature is a
hallmark of the resonant effect by numerically calculating
the conditional probability pr that the events of crossing
the SNIPER bifurcation are followed by the system’s orbit
visiting the (k1, k2) region where the stable equilibrium is
a focus. The pr(D) dependences for two characteristic e
values at fixed § = 4.2 are plotted in fig. 7(e). One learns
that pr(D) has a maximum for the resonant noise levels,
where the corresponding curve f(D) displays a minimum.
In other words, the fact that the coupling dynamics drives
the fast flow to the focus-associated regions of the (k1, k2)-
plane results in trapping the phase variables for a longer
time in the quasi-stationary (quiescent) state. Small noise
below the resonant values is insufficient to drive the system
to this region, whereas for too large a noise, the stochastic
fluctuations completely take over, washing out the quasi-
stationary regime. Note that for the faster adaptivity rate,
the facilitatory role of coupling becomes more pronounced,
as evinced by the fact that the curve pp(D) for € = 0.1
lies above the one for ¢ = 0.06.

Discussion. — In the present paper, we have demon-
strated a novel generic scenario for the onset of ISR, which
involves an interplay between the local excitability fea-
ture and the adaptive dynamics of the couplings. For
the example of two active rotators with coupling plastic-
ity, we have shown that the spiking frequency correspond-
ing to emergent oscillations varies non-monotonously with
noise, displaying a minimum at a preferred noise level.
Though the model per se is simplified, the underlying
paradigm is relevant for combining the two core features
of typical neuronal systems. The effect derives from the
multi-timescale structure of the system, whereby the scale
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separation between the local and the weight dynamics is
tuned via adaptivity rate. Within a range of intermedi-
ate adaptivity rates, the deterministic dynamics of the full
system exhibits multistability between the limit cycle at-
tractors and the stable equilibria, each appearing in pairs
due to the systems invariance to Z symmetry. Applying
the standard fast-slow analysis, we have shown that the
resonant effect with noise is in fact plasticity-enhanced:
plasticity promotes the impact of noise by guiding the fast
flow toward the parameter domain where the stable equi-
libria become focuses instead of nodes. This mechanism
increases the trapping efficiency by which the noise is able
to deviate the systems trajectory from the metastable os-
cillatory states to the non-spiking regime. For faster adap-
tivity, the resonant effect is found to be more pronounced
in a sense that the frequency dependence on noise shows
deeper minima. Our scenario has proven to persist in a
wide range of plasticity rules, interpolating between the

cases analogous to Hebbian learning and STDP.
In earlier studies, observation of ISR has mostly been

confined to Type-II neurons with intrinsic bistable dynam-
ics, as in case of Hodgkin-Huxley or Morris-Lecar neurons
near the subcritical Hopf bifurcation [3,6-9]. Even in case
of networks, the macroscopic ISR effect has been linked
to dynamical features of single units, only being modu-
lated by the details of synaptic dynamics and the network
topology [10]. In contrast to that, our results show that
ISR may not rely on bistability of local dynamics, but
may rather emerge due to the facilitatory role of coupling,
here reflected in the interplay of multiscale dynamics and
plasticity. Another distinction from most of the previous
studies is that our scenario concerns Type-I units. For
this class of systems, it is known that the dependence of
the oscillating frequency of a single unit with noise is just
monotonous [3,12], so that the resonant effect can only
be observed in case of coupled units. So far, the latter
case has been analyzed only once [5], but the underlying
scenario is different from ours insofar as it involves static,
rather than the adaptive couplings, and the effect per se

is confined to a narrow region of the parameter space.
Quite recently, the onset of ISR has been reported for a

single Fitzhugh-Nagumo oscillator [12], which is the first
observation of the effect for Type-II neuron model in the
vicinity of the supercritical Hopf bifurcation. Similar to
the scenario we elaborated, ISR there also derives from
the multiscale structure of the system. However, the ac-
tual mechanism behind the effect is associated to phase-
sensitive (non-uniform) excitability of a limit cycle orbit
conforming to relaxation oscillations [12]. These findings
and the results here suggest that ISR may indeed provide
a generic means of controlling and optimizing the firing
rate in multi-timescale systems, which can be applied to
neuronal activity, calcium signaling and other types of cell
dynamics.
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Mean-field dynamics of a population of stochastic map neurons
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We analyze the emergent regimes and the stimulus-response relationship of a population of noisy map neurons
by means of a mean-field model, derived within the framework of cumulant approach complemented by the
Gaussian closure hypothesis. It is demonstrated that the mean-field model can qualitatively account for stability
and bifurcations of the exact system, capturing all the generic forms of collective behavior, including macroscopic
excitability, subthreshold oscillations, periodic or chaotic spiking, and chaotic bursting dynamics. Apart from
qualitative analogies, we find a substantial quantitative agreement between the exact and the approximate system,
as reflected in matching of the parameter domains admitting the different dynamical regimes, as well as the
characteristic properties of the associated time series. The effective model is further shown to reproduce with
sufficient accuracy the phase response curves of the exact system and the assembly’s response to external

stimulation of finite amplitude and duration.

DOI: 10.1103/PhysRevE.96.012226

I. INTRODUCTION

Gaining a comprehensive understanding of the emergent
dynamics of neuronal populations and their interactions is a
topical issue in neuroscience [1,2]. The acquired neurobio-
logical data corroborate that the operational tasks at different
levels of the brain’s multiscale hierarchical organization are
distributed across anatomically segregated, but functionally
integrated, moduli [3-5]. Within theoretical studies, substan-
tial attention have received the phenomena unfolding on the
intermediate (mesoscopic) scale [6], whereby the considered
models are supposed to reflect the behavior of assemblies
comprising microcolumns or cortical columns [7-9]. The
mesoscopic dynamics typically consists of oscillations of dif-
ferent frequencies and amplitudes, which may be interspersed
by episodes of chaotic or pseudo-chaotic irregular behavior
[7]. This can further be modulated via interplay with activity
generated at other scales, primarily the stochastic fluctuations
from the microscopic level and the slow rhythms derived from
the macroscopic structures.

Conceptually, the given phenomena are often addressed
by invoking a paradigm where each population exhibiting
a collective mode is regarded as a large-scale oscillator,
such that the assembly’s response to external stimuli, noise,
or collective oscillations from afferent populations may be
examined using the methods of nonlinear dynamics [10]. The
ensuing models of collective motion are developed using
different forms of mean-field (MF) approximation, which
mainly apply the bottom-up strategy [11] to build reduced
and analytically tractable description of population behavior
starting from the high-dimensional system of (stochastic)
differential equations for the local neuron dynamics. An
additional point that makes the mesoscopic circuits particularly
suitable for the MF treatment is that the often used assumption
on assembly homogeneity approximately holds at this scale

*franovic @ipb.ac.rs
tolmaov @ipfran.ru
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[12]. In terms of fashion by which the population dynamics
is statistically characterized, one may classify the effective
systems into neural mass or probability density models [8,13].
The former rely on the large coherence approximation and
yield the mean-rate dynamics [14], whereas the latter involve
the diffusion approximation, providing for the evolution of the
assembly-averaged dynamics and the corresponding variance
[15,16]. The MF approach and its generalization to spatially
extended systems have become a standard tool for analyzing
diverse problems in neuroscience and other fields [17-23].

Nevertheless, one should emphasize that the MF analysis
has so far exclusively been applied to the class of continuous-
time systems, while the effective models for assemblies of
coupled maps have been lacking. In particular, the collective
motion of spiking or bursting neurons influenced by noise has
been extensively studied using different models of coupled
discrete systems, such as Rulkov [24-31] or Izhikevich
neuron maps [32,33], but this has not been complemented
by an appropriate MF theory. The latter has likely been the
consequence of inability to implement the Fokker-Planck
formalism to discrete-time systems. In the present paper,
we obtain for the first time the MF theory for a population
of coupled stochastic neuronal maps. The derivation relies
on Gaussian approximation, which is introduced within the
framework of Gaussian closure hypothesis [34—40].

We apply the MF approach to systematically analyze the
emergent behavior and the stimulus-response relationship of
a population of stochastic map neurons, where the local
dynamics can exhibit a variety of regimes, including excitabil-
ity, subthreshold oscillations, regular and chaotic spiking
or bursting, as well as mixed spiking-bursting oscillations
[41-44]. The particular set of issues we address consists
in establishing whether and how the MF model can be
used to (i) qualitatively analyze the network stability and
bifurcations of the exact system associated to emergence of
generic collective regimes; (ii) provide adequate quantitative
predictions in terms of bifurcation thresholds, and the average
interspike intervals or bursting cycles of the exact system; as
well as (iii) accurately anticipate the population’s response

©2017 American Physical Society
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FIG. 1. Dynamical regimes exhibited by model (1). The heat map refers to variation of the amplitude of oscillations A of the x time
series in the J-B plane. The wave forms shown in subfigures I-VI illustrate the different forms of neuron’s behavior, including excitability (I),
subthreshold oscillations (II), regular spiking (III), chaotic bursting (IV), chaotic spiking (V), as well as the mixed spike-burst activity (VI).
The dots in the heat map indicate the particular (/,8) values where the representative wave forms are obtained.

to different forms of external stimuli. Within this context, it
will be examined whether the effective model is capable of
reproducing the properties of noise-activated, noise-induced,
and noise-perturbed modes of collective behavior.

The paper is organized as follows. In Sec. II, we make an
overview of the local map dynamics and introduce the popula-
tion model. Section III outlines the ingredients most relevant
for the derivation of the MF system, with the remaining tech-
nical details left for the Appendix. In Sec. IV, the qualitative
and quantitative agreement between the dynamics of the exact
and the MF model is illustrated by the appropriate bifurcation
diagrams, as well as by comparing the characteristic features
of the associated regimes. Section V concerns the assembly’s
stimulus-response relationship, first investigating the analogy
between the respective phase-response curves (PRCs) of the
exact system and the effective model in spiking and bursting
regimes and then considering the extent to which the MF model
reproduces the population’s response to rectangular pulses
of finite amplitude and duration. In Sec. VI, we provide a
summary of our main results.

II. MAP NEURON DYNAMICS AND THE
POPULATION MODEL

The dynamics of an isolated neuron conforms to a map
model first introduced in Refs. [45,46], which is given by

Xn+1 Xn+ G(xn) — BH(x, —d) = yu,

(1)
n +€(xy — J),

Yn+1

where n denotes the iteration step. The variable x,, qualitatively
accounts for the membrane potential, whereas the recovery
variable y,, whose rate of change is set by a small parameter
€ = 1072, mimics the behavior of ion-gating channels. The
parameters a, 8, and d modify the profile of the ensuing os-
cillations, while J crucially influences the neural excitability,
viz. the transitions from silence to active regimes.

The x, evolution features two nonlinear terms,
one being a FitzHugh-Nagumo-like cubic nonlinearity

G(x,) = x,(x, —a)(1 — x,), which is complemented by a
discontinuity term —BH(x, —d), where H stands for the
Heaviside step function. The parameters a = 0.1 and d =
0.45 are kept fixed throughout the paper. The impact of
discontinuity consists in making the fast subsystem [Eq. (1)
with € = 0] a Lorenz-type map within certain parameter
domains [46,47], which endows the model with the ability to
generate chaotic spike or burst oscillations, otherwise lacking
in the Fitzhugh-Nagumo type of systems.

Under variation of J and g, the map (1) may reproduce
a rich repertoire of generic regimes displayed by the real
neurons, as demonstrated in Fig. 1. In particular, the main
frame shows amplitudes of the corresponding x time series
for the given (J, ), while the remaining subfigures illustrate
the characteristic wave forms pertaining to excitable regime
(region I), subthreshold oscillations II), regular (IIT) or chaotic
spiking (I), chaotic bursting (V), as well as the mixed chaotic
spike-burst activity (VI). Some of the indicated boundaries,
such as those involving domains IV, V, and VI should be
understood as tentative, since the associated transitions are
smooth and therefore difficult to discern.

The detailed phase plane analysis concerning the relevant
unstable invariant curves and the mechanisms underlying tran-
sitions between the different dynamical regimes can be found
in Ref. [48]. Here we briefly mention that under increasing
J, the equilibrium loses stability via the Neimarck-Sacker
bifurcation, which gives rise to subthreshold oscillations. Note
that the latter may be considered an excitable state, in the sense
that a strong-enough perturbation can elicit genuine spike,
though the phase point does not relax to the equilibrium but
rather to a closed invariant curve.

Adopting model (1) for local dynamics, we focus on an
assembly of N stochastic neurons coupled in the all-to-all
fashion via electrical synapses (diffusive couplings). Each
neuron receives input from the units within the assembly and
is further influenced by synaptic noise from the embedding
environment. Note that it is quite common in two-dimensional
neuron models with sharp separation of characteristic time
scales to interpret the stochastic perturbation acting on the fast
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FIG. 2. Impact of noise on a single map neuron in the excitable
regime. (a) The mechanism behind noise-induced spiking. The data
are obtained for J = 0.046, 8 = 0.4, o = 0.005. The equilibrium is
deterministically stable given that the line x = J intersects the invari-
ant curve y = G(x) below the curve’s minimum. (b) The x, series
corresponding to noise-induced bursting (J = 0.042, 8 =0.2, 0 =
0.008), whereas (c) demonstrates stochastic spiking superimposed on
subthreshold oscillations (J = 0.048, 8 = 0.4, o = 0.008).

(slow) time scale as synaptic (intrinsic) noise [49-51]. The
population activity is then described by the following system:

Xin+l = Xip + G(xi,n) —BH(xi, —d)— Yin + e

in >

Yion+1 = Yin + G(Xi,n - ])s (2)

N
Z (x.i,n - xl}n) + USi,n’

j=Lj#i

c
syn __ ycoup rand __ *
Ly =1, + 1, =

in

where i specifies the particular neuron. The synaptic currents
1" comprise two types of terms. The diffusive couplings 7, "
are characterized by the strength ¢, which is assumed to be
uniform over the network and is setto ¢ = 1 in the remainder of
the paper. The random inputs I{‘,‘;’d involve uncorrelated white
noise [E[&;,] = 0,E[& ,&;,»] = 8;;6(n — n')] of intensity o.

Confined to a single unit, the stochastic component may
influence its dynamics either by perturbing the deterministic
oscillatory regimes or by inducing oscillations in the excitable
regime, cf. Fig. 2(b). The onset of noise-induced spiking or
bursting within the parameter domain where the fixed point
is deterministically stable (domain / in Fig. 1) corresponds
to a phenomenon of stochastic bifurcation [39,52-55]. The
latter are typically described phenomenologically, in a sense
that certain time-averaged quantities, such as the asymptotic
probability distributions of relevant variables or the associated
power spectra, exhibit a qualitative change under variation
of noise intensity. For instance, in continuous-time systems,
it has been shown that the stochastic Hopf bifurcation from
a stochastically stable fixed point to a stochastically stable
limit cycle is accompanied by the loss of Gaussian property
for the asymptotic distributions of the appropriate variables
[56]. At variance with standard deterministic bifurcations,
where one clearly observes a critical value of the control
parameter, the change of system’s behavior in noise-induced
transitions is gradual [39]. Note that noise can also play an
important part in the (J, ) region II where the deterministic
map shows subthreshold oscillations. Here noise can give rise
to a form of dynamics reminiscent of mixed-mode oscillations,
cf. Fig. 2(c).

So far, models similar to (2) have been applied to address
a number of problems associated to collective phenomena in

PHYSICAL REVIEW E 96, 012226 (2017)

networks of coupled neurons, including synchronization of
electrically coupled units with spike-burst activity [57,58], pat-
tern formation in complex networks with modular architecture
[41,42,59], transient cluster activity in evolving dynamical
networks [44], as well as the basin stability of synchronization
regimes in small-world networks [43]. Within this paper, the
collective motion will be described in terms of the global
variables X, = + Y xin,and Y, = 5 SN Vi

III. DERIVATION OF THE MEAN-FIELD MODEL

Considering a MF approximation, our main goal lies
in deriving a reduced low-dimensional deterministic set of
nonlinear difference equations whose dynamics is qualitatively
analogous to the collective motion of the original system (2)
composed of 2N coupled stochastic maps. In particular, the
MF model should be able to generate all the regimes exhibited
by the exact system, qualitatively reproducing the bifurcations
that the latter undergoes. Also, applying the effective model,
one should be capable of inferring with sufficient accuracy
the parameter domains which admit the different collective
states of the exact system, with the corresponding time
series exhibiting similar characteristic quantitative features.
Regarding the explicit effects of noise, the MF model is
expected to account for the onset or suppression of different
types of collective modes associated to macroscopic spiking
or bursting activity, which are mediated by synchronization
or desynchronization of individual neuron dynamics, respec-
tively. The synchronization processes may be influenced by
noise in a variety of ways, including the scenarios where
noise acts as a perturbation to mainly deterministic (and
chaotic) local oscillations, or the ones where noise plays a
facilitatory role, in the sense that the collective mode emerges
via synchronization of noise-induced local dynamics.

Given that we consider a system of discrete-time equations,
one cannot adopt the usual method of deriving the MF
model via Fokker-Planck formalism [40]. Nevertheless, an
analytically tractable MF model may still be built by focusing
on the evolution of cumulants [34-36,39], whereby the full
density of states is factorized into a series of marginal
densities. The advantage of such an approach is that the
simplifying approximations aimed at truncating the underlying
cumulant series can be introduced in a controlled fashion. Such
approximations, stated in a form of closure hypothesis [34],
are required due to nonlinearity of the original system, which
causes the dynamics of cumulants of the given order to be
coupled to those of the higher order.

In our case, the derivation of the effective model incor-
porates an explicit Gaussian closure hypothesis [34-36,39],
by which all the cumulants above second order are assumed
to vanish. The collective dynamics is then described by a
set of five variables (the first- and second-order cumulants),
including

(i) the means, givenby m, , = lim % ZlN:l Xin = (Xin)s

N—o0
Myn = Nllj)noo % Z,N=] Yin = <yi,n>;

(i) the variances, defined as Sy, = (x7,) — (xi.,)* =
<x3n> - m)zr,n and S, , = (y,-z,,,) - <yi,n>2 = <yi%n> - mi,n;

(iii) the covariance U, = (X;,Yin) — My aMy p.
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The expressions for higher-order moments (xl ,) in terms
of the first- and second-order cumulants [60], such as

(x.3) = m3 + 3m, S,

l

( )—m +6m Sy +352

(xl ,)—m)S +m, m +2m, U
(o €)]
xl

)=
()

(x0) = mS + 158} + 15m} S, + 45m’ S}

xXVx

=38.U +3Sm,m, +3m U —i—mym
=m> + 15m, S? + 10m’> S,

can be derived using the closure hypothesis.
The Gaussian approximation effectively amounts to an
assumption that the relation

11m—2xm~E x5 4)

holds, whereby E refers to expectation value obtained by
averaging over an ensemble of different stochastic realizations.
In other words, one supposes that the local variables are inde-
pendent and are drawn from a normal distribution N (m,,S,).
We do not know a priori whether such an assumption is
fulfilled but can only judge on its validity by verifying the
correctness of the predictions on the population dynamics
provided by the MF model. Also note that the effective model
concerns the assembly dynamics in the thermodynamic limit

J
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N — oo. The stochastic terms in this case can be neglected, as
one may show them to contribute to finite-size effects which
scale as 1/N. This means that the influence of noise in our MF
model is felt only via the noise intensity, which assumes the
role of an additional bifurcation parameter.

Let us illustrate the main technical points required for the
derivation of the MF model. Our focus will lie with a couple of
relevant examples, whereas the remaining details are provided
in the Appendix. We begin by considering the dynamics of
m,, which is given by

Mypnyl =My pn —Nyp

+(G(xin)) — B(H(xjn —d)). (5)

It is easy to see that there is no contribution from the coupling
term. As far as the third term on the right-hand side of Eq. (5)
is concerned, using Eq. (3), one arrives at

(GG = (= x2 + (1 + a)? —ax;)
=G@m,)+ S;(1 +a —3m,). (6)

In the last expression, we have dropped the time index
for simplicity and have introduced the shorthand notation
G(my) = —m? + (1 +a)(m? + S,).

The key problem is how to treat the final term in the right-
hand side of Eq. (5). Our approach consists in replacing the
assembly average by the expectation value ((H(x; —d)) ~
E[H(x; — d)]), obtained by assuming that the local variables at
an arbitrary time moment are normally distributed according to
P(x;) ~ N(m,,S;). The expectation may then be evaluated as

E[—-B(H(x; —d))] = /dxl /dxg.../de(— %ZH(JC,- —d))p(xl,xz,...,xN)

— B / dx H(x — d)p(x) = —p /

with the error function Erf(x) =

e _umo? _é(l —Erf[d _mxi|> @)
V27 S, 2 V28 1)’

\/%7 fox e"’dt. In the above calculation, we have explicitly used the assumption on the

independence of distributions of local variables at any given moment of time.
In a similar fashion, one may consider the S, dynamics, which constitutes the most demanding part of the derivation. In

particular, proceeding from the S, definition, we obtain
Sx,nJrl = <x,'2’n+1> - <xi,n+1>2
=A([(1 = )xin + G(xip) — BH(xip — d) —
— B{H (xi, — ).

Yin + Ei,n + me,n]2> -

- my,n + G(mx,n) + Sx,n(l +a— 3mx,n)
(3)

[my

As an illustration, let us evaluate one of the terms containing an average over the threshold function:

—2BE[G(x)H(x; —d))] = —2p [/ dxG(x))H(x —d)p(x1) — /dX1H(X1 —d)p(x)[Gimy) + S:(1 +a — 3mx)]]

&

1
—2p [/ dxi[G(my) + G'(m)(x) —my) + EG”(mx)(xl —m)*1H(x) — d)p(x1)

- /dX1H(X1 —d)p(x)[G(my) + S:(1 +a — 3mx)]} =

—2B[(1 + a)(m, 4+ d) — a — 3m.d] ;— exp [—

_ 2
(d —my) } ©)

T 28,

Again, the time indexes have been suppressed to simplify the notation.
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Leaving the remaining elements of the derivation for the Appendix, we now state the final equations of the MF model in the

thermodynamic limit
Mypyl = My — My, + G(mx,n) + Sx,n(l +a—

My 1 = My, + E(mx,n -J)

Sx,n+1 = (1 - C)ZSx,n + Sv n+ 02 -

3mx,n) -

ﬂ d - mx,n
5<1 _Erf[_zsx’n D

2(1 = AU, + Sen(=3m2, + 201 + aym, . —a)’

—2(1 = &)(3m3 ,Sen + 355, — 201 4+ @)y Sen + aSx.n) + 2BSxnUs + 3m% Uy — 2(1 + a)m, ,U,,)

—2B[(1 + a)(my, +d) —a — 3dm, ] /%exp[ d - mxn)} 2501 )/ [ d— mxn):l

+52,[36m2,, — 24(1 + aym,, +2(1 + a)* + 6a] + 1553,

Syni1 = Syn + €Sy + 2€U,
Unt1 = Uy —(@+c+ €U, +€(l —c —a)Sep — Sy

_ 2
—ﬂe,/hexp[——(d Mein) ]
2r

2S¢
IV. ANALYSIS OF STABILITY AND BIFURCATIONS

In this section, our goal is to demonstrate the qualitative
and quantitative analogies between the dynamics of the exact
system and the MF model. To this end, we first examine the
succession of macroscopic regimes in the J-8 parameter plane
for o fixed at an intermediate value o = 0.002, see Fig. 3. As
in case of a single unit, changing J is relevant for the system’s
excitability, viz. the transitions from silent to active regimes,
while g influences the wave forms of the active states (spiking,
bursting, or mixed spike-bursting activity). The assembly is
found to exhibit the collective modes which qualitatively
correspond to the dynamics of a single unit illustrated in plates

A (b)
1315 0.5

1052 0.4
0.789 0.3

0.526 0.2

0.263 0.1

0
0

FIG. 3. Heat maps in (a) and (b) show the dependencies A(J,f)
and T'(J,B) obtained by stochastic averaging for a network of N =
100 neurons, respectively. Panels (c) and (d) illustrate the analogous
results for the MF model. The noise intensity in all instances is
o = 0.001.

— (Uy + €S:,)[3S, + 3m?,

- 2(1 + a)mx,n]

(10)

(

IIT and VI of Fig. 1. The heat maps in the left column of Fig. 3
provide a comparison between the oscillation amplitudes A of
the global variable X (top row) and the MF variable m, (bottom
row) for the given (J, 8). The right column indicates how well
are matched the average interspike interval (or the average
bursting cycle) T of the exact system with the corresponding
characteristics of the dynamics of the MF model (Al). In
the given instances, exact system comprises an assembly of
N = 100 neurons, having obtained A by averaging over a

A

0 X 0@ My
' '
\ U i my
LY ] AT iy B
N4 égo i
E i \
%0.2 L ><'*0.2 '
;, 0 1 P
obt e L
02t v
0207750 100 150 200 250 300 0 50 100 150 200 250 300
n n

FIG. 4. Macroscopic excitability feature. In (a) and (b) are shown
the maximum values of X and m, reached within the time series of
the exact and the MF system, starting from the analogous initial
conditions (Xo,Yy) and (my 9,m, o), respectively. The parameters are
J =0.02,8 = 0.4. (c) Illustrates the case where a strong-enough
perturbation elicits a single-spike response (J = 0.02,8 = 0.4),
whereas (d) corresponds to a bursting response made up of three
spikes (J = 0.02,8 = 0.15). In both instances, the time series of the
MF model (dotted line) is indistinguishable from that of the exact
system (dashed line).
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FIG. 5. (a) A family of R(J) curves over 8 for a network of size N = 100 under fixed o = 0.001. Superimposed are the results for the MF
model, whereby the symbols x, 4, % ,x correspond to cases 8 = 0, 0.2, 0.3, and 0.4, respectively. Panels (b) and (c) illustrate the X series
associated to the spiking and the bursting collective modes. The considered network is made up of N = 100 neurons, with the parameters
setto J = 0.06, 8 = 0.4, 0 = 0.001 in (b), and J = 0.08, 8 = 0.2, ¢ = 0.001 in (c). In (d) and (e) are provided the m, series obtained for

parameters from (b) and (c).

sufficiently long time series, whereas 7 is determined by
taking average over an ensemble of 20 different stochastic
realizations. With regard to 7', we have selected a convenient
threshold & = 0.2, which allows a clear detection of individual
spikes and enables one to unambiguously discern the initiation
stage of bursts, as required for calculating the length of the
bursting cycle.

Let us begin the analysis by focusing on the domain of J
values where the exact system exhibits the stochastically stable
equilibrium, while the MF model has a stable stationary state.
The stochastic stability physically implies that fluctuations
around the deterministic fixed point are typically of the
order of noise, though some rare spikes may still be evoked.
For J sufficiently close to the region admitting the sub-
threshold oscillations, the population manifests macroscopic
excitability. The term “macroscopic” here refers to a form
of emergent assembly behavior rather than the characteristic
spatial scale. To properly illustrate this feature, we have
analyzed the assembly dynamics in the limit o = O, cf. Fig. 4.
In particular, Figs. 4(a) and 4(b) show the maximum X and
m, values reached in the corresponding time series obtained
for sets of different initial conditions (Xo,Yo) and (my ,11,.0),
respectively. The comparison between the two plots clearly
corroborates that the boundary defining the domain of spiking
response is appropriately anticipated by the MF model. An
important remark is that for the given J, the assembly may
exhibit different forms of macroscopic excitability, generating
a single spike or a burst of spikes, as dependent on the value
of B. This is demonstrated by the time series in Figs. 4(c)
and 4(d). The former refers to a one-spike response in case
of § = 0.4. For smaller 8, one observes responses comprising
two or more closely packed spikes, with Fig. 4(d) illustrating
a three-spike burst encountered for § = 0.25. Note that the
time series of the full system and the MF model are exactly
matched in the limit o = 0.

Next we address the noise-influenced transitions from
silence to active regimes observed under increasing J. To
do so, in Fig. 5(a) we have plotted the change of the firing
(spiking or bursting) frequency R for an assembly consisting
of N = 100 neurons. The average frequency is determined by
considering an ensemble of 20 different stochastic realizations,
having o fixed to the moderate value from Fig. 4. The results
from simulations of the full system (2) are compared against

the data obtained for the MF model. In this context, two points
should be stressed. First, for moderate o, note that the firing
frequencies of the MF model lie in close agreement to those
of the exact system. As a second point, one finds that such
quantitative agreement extends to different forms of collective
behavior, viz. it holds for different types of transitions from
silent to active regimes. As already indicated, the wave forms
pertaining to the active states depend on S, such that the asso-
ciated transitions are mediated by the distinct synchronization
processes. For instance, at 8 = 0, synchronization involves
time series of single units that conform to spiking activity
of type III from Fig. 1, which are quite resilient to impact of
noise. On the other hand, for 8 = 0.3 or 8 = 0.4, the individual
units exhibit chaotic bursting or spiking activity, respectively,
such that the underlying synchronization process may be more
susceptible to stochastic effects. The typical X time series
illustrating the different collective modes are compared to the
corresponding m, series in Figs. 5(b)-5(e). The top (bottom)
row concerns the data for the exact system (MF model).

0.015 T T T T T
—a— = 0.001
—o—0=0.01 X
6=0.02
X
—0— o= 0.05 X X E;g\,,.oa
010 - x p
0.010 x mf, o=0.001 , W

0.005

FIG. 6. Family of R(J) curves over o obtained for a network
of N =100 neurons under fixed 8 = 0.2. The different symbols
correspond to cases o = 0.001 (squares), o = 0.01 (circles), o =
0.02 (triangles), and o = 0.05 (diamonds). The crosses connected
by the dashed line highlight the R(J) curve for the MF model at
o = 0.001.
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FIG. 7. Noise-induced phenomena within the J interval in vicinity of the deterministic threshold. X series in (a) shows the noise-induced
spike-bursting activity on top of subthreshold oscillations (J = 0.047, 8 = 0.2, o = 0.02). (b) Illustrates the “skipping” phenomenon where
the stochastic effects occasionally suppress the large-amplitude oscillations of the X variable (J = 0.058, 8 = 0.2, o = 0.01). In (c¢) and (d)
are provided the m, series corresponding to parameter sets from (a) and (b), respectively.

In order to investigate more closely the influence of noise
for J interval in vicinity of the transition from silence to
active regimes, we examine how the profiles of R(J) curves
change under increasing o. The results shown in Fig. 6 refer
to 8 = 0.2 and a population comprised of N = 100 neurons.
As expected, the transition appears quite sharp for moderate
noise 0 = 0.001 but is considerably flattened for larger o, e.g.,
o = 0.05. The crosses indicate the firing frequencies predicted
by the MF model for ¢ = 0.001.

For larger o, the MF model fails to reproduce the behavior
of the exact system in vicinity of threshold J, in the sense
that it overestimates the maximal R value, as well as the
actual critical J characterizing the transition. Viewed from
another angle, one may infer that for sufficiently large o and J
below the threshold given by the MF model, the latter fails
to capture the impact of synchronization processes taking
place between the noise-induced oscillations of individual
units. This especially refers to J interval where the spikes
or bursts (depending on the given ) are superimposed on
the background of subthreshold oscillations. An example of
such a discrepancy between the behavior of the exact and
the effective system is provided in Fig. 7, cf. Fig. 7(a)
and Fig. 7(c). Also, for strong o and J values above the
transition, the firing frequencies anticipated by the effective
model are typically higher than those of the exact system (not
shown). Within this region, the stochastic effects suppress
synchronization between the chaotic oscillations of single
neurons, thereby reducing the corresponding R value. This
is not accounted for with sufficient accuracy by the MF
system. Note that such suppression of synchronization is
reflected in the corresponding X series by the spike (burst)
“skipping” mechanism, where the large-amplitude oscillations
are occasionally replaced with subthreshold oscillations. For
the associated J and o values, such a phenomenon is absent in
the dynamics of the effective model, cf. Fig. 7(b) and Fig. 7(d).
In both of the scenarios illustrated in Fig. 7, the reason for the
failure of MF model is that the Gaussian approximation breaks
down due to large stochastic fluctuations.

The fashion in which the validity of the effective model’s
predictions deteriorates with increasing o is made more
explicit in Fig. 8, which shows the A(J,0) and T(J,0)
dependencies for the exact and the approximate system at

fixed 8 = 0.4. The considered size of the network is N = 100.
Comparison between the respective A (left column) and T
plots (right column) suggests that the range of o values where
the MF approximation applies is contingent on J . For instance,
in the J region below the deterministic threshold, one may
estimate this range by noting that the effective bifurcation
diagram in Fig. 8(a) indicates that noise-induced macroscopic
oscillations emerge for o &~ 0.003. Since this point is not
adequately represented by the effective model, cf. Fig. 8(c),
one may state that the Gaussian approximation breaks down
around o & 0.003 within the given J region. Nevertheless, for
J above the deterministic threshold, the validity of the MF
model appears to depend rather strongly on particular J, with
the o values where the Gaussian approximation effectively
fails spanning the range o € (0.002,0.006).

A

0.780 0. 008

0.624
0.006

0.468

0.004]

0312l

0.156 0.002

005y 01 005 g 01

FIG. 8. Panels (a) and (b), respectively, refer to A(J,0) and
T(J,0) dependencies for the network of N = 100 neurons under
fixed B = 0.4. The results in (a) are obtained by averaging over a
sufficiently long time series, whereas data in (b) derive from averaging
over an ensemble of 20 different stochastic realizations. In (c) and
(d) are provided the A(J,0) and T'(J,0) dependencies determined by
numerical simulations of the MF model.
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FIG. 9. R(J) dependencies for increasing N under fixed (8,0) =
(0.2,0.05). The squares, circles, and diamonds correspond to cases
N =100, N =500, and N = 1500, respectively. The results pre-
dicted by the MF model are indicated by crosses connected via dashed
line.

So far, we have investigated the impact of noise by
comparing the results for the network of size N = 100 to
those obtained for the effective system. Nevertheless, within
Sec. III, it has already been emphasized that the MF model,
deterministic in character, refers to the system’s behavior
in the thermodynamic limit N — oo, whereas the explicitly
stochastic terms could only be incorporated as finite-size
effects. This makes it relevant to examine how the behavior
of the exact system within the J domain around deterministic
threshold changes for large and fixed o under increasing N. To
this end, we have plotted in Fig. 9 the R(J) curves calculated
for N = 100 (squares), N = 500 (circles), and N = 1500
(diamonds) atfixed 8 = 0.2,0 = 0.05. The curve for N = 100
evinces that the given o value is quite large in a sense of being
sufficient to induce collective oscillations within the excitable
regime. Apart from the dependencies for the full system, we
also show the R(J) curve associated to the MF model (dashed
line with crosses). An interesting point regarding the latter is
that the J threshold for the emergence of the collective mode
is shifted toward a larger value compared to the case o ~ 0.01.
While the given transition itself appears quite sharp, the curves
corresponding to the exact system approach it with increasing
N, both in terms of the J threshold and the R values above the
transition. This corroborates that the (J,0) domain where the
Gaussian approximation behind the MF model fails expectedly
reduces with the increasing system size.

V. RESPONSE TO EXTERNAL STIMULI

The aim of this section is to investigate the extent to which
the MF model can be used to predict the stimulus-response
relationship of an assembly exhibiting different macroscopic
regimes, including the excitable state, as well as the spiking
and bursting collective modes. Let us first focus on the two
latter instances and examine the sensitivity of a population to
an external pulse perturbation within the framework of phase
resetting theory [61-64]. In order to compare the behavior
of the exact system and the effective model, we determine

PHYSICAL REVIEW E 96, 012226 (2017)
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FIG. 10. Assembly phase resetting. Panels (a) and (b) show the
PRC:s for a population in spiking regime (J = 0.055, 8 = 0) under
excitatory (a = 0.008) and inhibitory stimulation (@ = —0.008),
respectively. Results for the exact system (N = 500) are indicated
by the solid line, whereas the data for the MF model are denoted
by circles. The bottom row illustrates the PRCs for an assembly
exhibiting macroscopic bursting (J = 0.06, 8 = 0.1), whereby (c)
describes the effect of an excitatory (@ = 0.01) and (d) of an inhibitory
pulse perturbation (¢ = —0.01). The insets in (a) and (c) demonstrate
how the phases are assigned to the points within the spiking and
bursting cycles, respectively. Phase is expressed in units of 7.

the corresponding PRCs, which describe the phase shift Ag,
induced by the perturbation, in terms of the phase ¢, when the
perturbation is applied. The considered stimulus has a form
of a short pulse current I, = a,H(n — n;)H(n — nys), whose
magnitude a, and width A = n; — n s are small compared to
the amplitude and duration of the spiking (or bursting) cycle Ty,
respectively. In case of the exact system, the same pulse current
is delivered to each neuron i, adding the term /,, to x; dynamics,
whereas in the effective model, stimulation is administered via
the m, variable. The phase ¢, is defined in reference to Ty by
¢, =n,/Ty. The associated phase difference following the
reset is calculated as Ap = 1 — T}/ Ty, where T} denotes the
duration of the perturbed spiking or bursting cycle.

The PRCs characterizing the assembly response in the
spiking regime are provided in Fig. 10(a) and Fig. 10(b),
whereby the former is obtained under the action of an excita-
tory (a, > 0), and the latter under the influence of inhibitory
stimulation (a, < 0). We stress that, in both instances, the
results derived from the effective model, denoted by circles,
show excellent agreement with the data for the exact system
(solid lines). In qualitative terms, one observes that excitatory
stimulation may advance the phase of the spiking cycle if
it arrives sufficiently close to the spike but still before the
sharp rising stage. However, an excitatory perturbation acting
during the spike or within the effective refractory period has
a suppression effect, reflected in delaying of the next spike.
In contrast to excitatory stimulation, the inhibitory pulse
postpones the next firing time if it is introduced within the
interval close to the rising stage of spike.
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FIG. 11. Stimulus-response relationship in the excitable regime (J = 0.02). The top (middle) row refers to the response of the full system
(MF model), whereas the bottom row shows the profile of the external stimulation. In panels (a)—(c), the system parameters are 8 = 0.4, o = 0,
while the perturbation is characterized by a, = 0.4,A = 200. Panels (d)—(f) concern the response of an assembly (8 = 0.1, o = 0.001)
subjected to a rectangular pulse a, = 0.4, A = 200. Panels (g)—(i) illustrate the response of a population (8 = 0.4, o = 0.001) influenced by
the external stimulation a,, = 0.1, A = 50. The considered network is of size N = 500.

The PRCs determined for an assembly exhibiting collec-
tive bursting show qualitatively analogous effects to those
described so far, see Fig. 10(c) and Fig. 10(d). This especially
refers to impact of perturbation delivered sufficiently close to
a moment of burst initiation. An apparent difference compared
to Fig. 10(a) and Fig. 10(b) emerges during the bursting stage
itself, where the associated PRCs expectedly exhibit strong
fluctuations. Apart from that, one finds an interesting effect
that both the excitatory and the inhibitory stimulation have
a facilitatory role, i.e., cause phase advancement during the
relaxation stage of the bursting cycle.

For a population in the excitable state, we consider
scenarios where the system is influenced by a rectangular pulse
perturbation of finite magnitude and duration, in a sense that
the latter are comparable to corresponding features of typical
spiking or bursting cycles. Note that the selected J value
J = 0.02 lies sufficiently away from the interval admitting the
subthreshold oscillations. Again, our objective is to determine
whether the MF model correctly anticipates the response of the
exact system, now in the presence of small to moderate noise.
Some of the illustrative examples concerning the stimulus-
response relationship under the finite perturbation are provided
in Fig. 11. The top and the middle rows refer to X and
corresponding m, time series, respectively, while the bottom
row shows the profile of the applied stimulus. We find that in
the absence of noise or for sufficiently small o, the effective
model reproduces the evoked behavior of the full system quite
accurately. This also refers to some highly complex forms of
responses, as corroborated in Figs. 11(a)—11(c), which concern
relatively large a, and A. Under increasing o, the ability of
the MF model to predict the dynamics of the exact system
gradually reduces but in a fashion that involves a nontrivial
dependence on B. In particular, for smaller 8 ~ 0.1, which
would facilitate macroscopic spiking mode for supercritical
J, it turns out that the dynamics of the MF model lies in close
agreement to the one of the exact system even for moderate
noise o = 0.001, cf. Figs. 11(d)-11(f). However, for higher
B, such an analogy between the responses of the exact and
the MF system is lost, see Figs. 11(g)-11(i). Naturally, the
validity of the predictions given by the MF model deteriorates
if the stimulation amplitude a, and the duration A are large,
especially in the presence of non-negligible noise.

VI. SUMMARY AND DISCUSSION

We have developed an MF approach in order to system-
atically analyze the emergent dynamics and the input-output
relationship of a population of stochastic map neurons. The
reduced low-dimensional model has been derived within the
framework of Gaussian approximation, formally introduced
in a form of a closure hypothesis. In physical terms, such
an approximation suggests that the local variables at an
arbitrary moment of time are independent and conform to
a normal distribution centered about the assembly mean and
characterized by the associated assembly variance. Validity of
such an approximation cannot be established a priori, but has
been systematically verified by numerically corroborating that
the MF model reproduces the behavior of the exact system
with sufficient accuracy.

In particular, we have first demonstrated that the effective
model can qualitatively capture all the bifurcations of the exact
system leading to the onset of different generic regimes of
collective behavior. As far as the quantitative agreement is
concerned, we have established substantial matching between
the parameter domains admitting the respective dynamical
regimes for the exact and the approximate system. More-
over, the typical features of the associated regimes, such
as the average interspike interval or the average bursting
cycle, exhibit analogous changes with parameter variation
and in many parameter domains display numerically similar
values.

An important issue has been to explicitly examine how
the effects of noise are reflected in the behavior of the MF
model. For the noise-perturbed activity, where the sufficiently
small noise weakly influences the deterministic attractors of
the system, the obtained results indicate that the Gaussian ap-
proximation holds. Nevertheless, the physical picture changes
in case of noise-induced collective behavior. In particular,
for different scenarios of stochastic bifurcations, typically
corresponding to transitions from subthreshold oscillations,
which involve generalized excitability feature, to spiking
or bursting regimes, the exact system undergoes a gradual
(smooth) change of collective dynamics, whereas the MF
model exhibits a standard deterministic bifurcation with a
sharp bifurcation threshold. In such instances, the collective
variables of exact system manifest large fluctuations, which
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explicitly violate the Gaussian approximation behind the
effective model. Note that the loss of Gaussianity property for
asymptotic distribution of relevant variables, which accompa-
nies the described stochastic bifurcations, does not imply per
se that our Gaussian approximation fails in the supercritical
state. This point is evinced by the fact that the dynamics
of the effective model shows qualitatively and quantitatively
similar features to those of the exact system if the considered
parameters lie sufficiently above the stochastic bifurcation. In
fact, the Gaussian approximation applied in the derivation of
the MF model breaks down only in vicinity of such transitions,
where the finite-size effects neglected in Eq. (A1) become
most prominent. We have numerically verified the prevalence
of finite-size effects in these parameter domains, showing that
the change of the appropriate order parameter, such as the
spiking frequency, becomes sharper as the size of the neural
assembly is increased. Nevertheless, the validity of Gaussian
approximation is regained once the system is sufficiently above
the bifurcation.

Apart from considering asymptotic dynamics, we have
verified that the MF model is capable of capturing the
stimulus-response features of the exact system. For short
pulse-like perturbations, it has been found that the approximate
system reproduces the PRCs of the exact system for both the
spiking and bursting regimes of collective activity with high

J
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accuracy. Substantial analogies have also been observed in
case of macroscopic excitable regime for scenarios where the
assembly is stimulated by rectangular pulse perturbations of
finite amplitude and duration.

Having developed a viable MF approach, the present
research has set the stage for a more systematic exploration
of collective dynamics of assemblies of map neurons by
analytical means. We believe that the introduced techniques
can be successfully applied for treating the emergent behavior
of populations in case of chemically and delay-coupled
neurons [41]. Moreover, the method may likely be used to
explore the effects of parameter inhomogeneity, as well as to
study the impact of complex network topologies [41,43]. Our
ultimate goal will be to extend the MF approach to account
for collective behavior of interacting populations of map
neurons [41,42].
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APPENDIX

In the following, we provide the remaining details concerning the calculation of the S, dynamics, which is the most complex
part of the derivation of the effective model. Following some algebra, Eq. (9) can be transformed to

Senit = (L =08y + Sy + 0% —2(1 — U, + ((G(xin)?) — (G(xi ) +2(1 — &)(xin G (Xi ) — My (G (xi0)))

Var(G(x;,))

= 2((inG(xin)) —myn(G(xin))) = 2B(1 — O(xin H (xin—d)) — myn(H(Xin—d))] — 2B((G (xin) H (Xin — d))

— (G (Hip = ) + B> (H(xin — d)*) = (H(xiy — d))). (A1)
Var(H (x;,,—d)))
The partial results required for completing the calculation are given by
(xiG(x))) — my(G(x;)) = G'(m,)Sx — 3S;
(A2)
<in(-xi)> - my(G(xi)) = _3Sx ny - 3m)2(ny + 2(1 + a)mexyv
where G'(my) = —3m§ + 2(1 + a)m, — a. Note that the time indexes have been omitted for simplicity. After some tedious
work, it may also be shown that the expression for variance Var(G(x;)) reads
Var(G(x;)) = G*(my)Sx + S;[36m% — 24(1 + aymy + 2(1 + a)* + 6a] + 158;. (A3)
Let us now explicitly calculate the terms containing the threshold function. First, we have
=281 — oO)l(x; H(x; — d)) — (x:)(H(x; — d))]
1 1
=-28(1 — c)|:/ dxldxz...deN Zx,-H(x,- —d)p(X1,..0,Xy) — My / dxldxz...deﬁ Z H(x; — d)p(xl,...,xN)i| =..
Sx (d - mx)2
= =2 —o)| [ dxi(xi —m)H(x1 —d)p(x1) | = =2p(1 —¢) ol ey (A4)

Note that the second term containing the threshold function has been evaluated in the main text, cf. Eq. (10).
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Finally, let us address the term B2Var[H(x; — d)], which can be estimated by considering the associated expectation
B*Var[H (x; — d)] ~ B>[(H(x; — d)*) — (H(x; — d))?]. Applying the technique introduced in Sec. III, we obtain

1
E[ﬁzH(x,- —d)? = ,32/dx1/dxz.../de[mZZH(xi —d)H(x; —d):|p(x1,x2,...,x1v)
J

i

’32
FN/dle(xl —d)p(x1) +

2

%N(N _ / dx, / dxyH(x1 — dYH(xs — d)p(x)p(xs)

N cases where i=j
d— n /32

r + —
V28, 4N2

|
1
—_—
|
™
—

: 2 2 _ B d—my 12 .
Given that 8~(H (x; — d))” = 7-[1 — Erf( )], one arrives at

V25,

2
B*Var[H(x; — d)] = — [1 - Erf(

4N

N(N—1) cases where i#j

N(N — 1)[1 —Erf(d _m*’)T (AS5)
V28, '
d—my d—m,
N )Ml *Erf( N )} (A6)

This shows that the variance of the threshold function ultimately contributes to a finite-size effect which can be neglected in the

thermodynamic limit.
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Abstract — We analyze the ordering efficiency and the structure of disordered configurations for
the zero-temperature Glauber model on Watts-Strogatz networks obtained by rewiring 2D regular
square lattices. In the small-world regime, the dynamics fails to reach the ordered state in the
thermodynamic limit. Due to the interplay of the perturbed regular topology and the energy
neutral stochastic state transitions, the stationary state consists of two intertwined domains,
manifested as multiclustered states on the original lattice. Moreover, for intermediate rewiring
probabilities, one finds an additional source of disorder due to the low connectivity degree, which
gives rise to small isolated droplets of spins. We also examine the ordering process in paradigmatic
two-layer networks with heterogeneous rewiring probabilities. Comparing the cases of a multiplex
network and the corresponding network with random inter-layer connectivity, we demonstrate
that the character of the final state qualitatively depends on the type of inter-layer connections.

Copyright © EPLA, 2018

The interplay of local dynamics and the underlying net-
work topology has been in the focus of research in physics
and various interdisciplinary fields [1-3], having recently
attracted considerable interest in the context of phase or-
dering processes [4-6]. The Ising-Glauber model [7] consti-
tutes one of the paradigmatic models for analyzing such
processes [8]. While it has been introduced to describe
the nonequilibrium dynamical behavior of magnetic sys-
tems consisting of a large number of interacting particles,
it has since been applied to a variety of other problems,
including those in social sciences [9], geology [10], and
electrochemistry [11].

Within the Glauber model, the spin variables can as-
sume two discrete values, having the states of nodes evolve
according to the local majority rule. The Glauber model
was initially defined on a regular lattice [7]. Neverthe-
less, given that non-lattice topologies including random,
scale-free [12] and small-world [13] networks are often
better suited to describe real-world systems, the issue of
Glauber dynamics on complex networks has been gaining

increasing attention [8,14-16]. Apart from such models,
complexity of interactions in many real-world systems may
also involve “networks of networks” featuring modular or
multilayer architecture [17], the scenarios which have been
much less explored in the framework of Glauber dynamics.

Our work addresses two problems of ordering in complex
networks: i) the disordered states of the zero-temperature
Glauber model on monolayer rewired networks, where we
identify two types of disordered configurations, and ii) the
ordering process on two-layer rewired networks, where we
find that the ordering process is strongly affected by the
type of inter-layer connections.

In case of the two-dimensional square lattice, when only
interactions between four nearest neighbors are taken into
account, see fig. 1(a), the zero-temperature Glauber dy-
namics is multistable [18]. In particular, the system ei-
ther reaches the ground state for ~2/3 of all the process
realizations, or ends up in the frozen striped state with
probability p; ~ 1/3. Concerning rewired square lattices
with coordination number (k) = 4, it has been shown that
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a) © b)

Fig. 1: (Color online) Considered network topologies.
Panel (a) shows the scenario of a monolayer network with
nearest-neighbor interactions (k = 4), whereas panel (b) shows
the case where the next-nearest neighbor interactions are also
included (k = 8). Panel (c) shows results for the multiplex
two-layer network, whereas panel (d) shows results when there
is random connectivity between the two layers.

the dynamics fails to reach the ground state [15,19], but
little is known about the nature of the associated disor-
dered configurations.

Our immediate goals are to understand why the Glauber
model on small-world networks fails to reach ground state
and to gain insight into the character of the disordered
states on rewired networks with (k) = 4 and (k) = 8.
We also study the ordering process on two-layer rewired
networks with (k) = 4, comparing the effects of different
types of inter-layer connectivity, including multiplexing,
see fig. 1(c), and the scenario with connections distributed
between randomly selected pairs of nodes, cf. fig. 1(d).

Model. — In the Glauber model, the interactions are
usually confined (but not necessarily restricted) to nearest-
neighboring units. Incorporating higher-order competing
(frustrated) interactions is one of the classical scenarios for
the onset of new phases and potentially new types of phase
transitions lying outside of Ising universality class. While
the ferromagnetic interactions imposed by the model favor
parallel alignment of spins, thermal noise prevents the sys-
tem from reaching the ground state at any nonzero value
of temperature. To avoid such stochastic effects which
prevent full ordering, we consider systems quenched from
an infinitely high temperature to absolute zero, in which
spin states are initially uncorrelated and the net magne-
tization is vanishing. The Hamiltonian of the system is
given by H = _Z(m Ji;SiS; where S; = £1 are Ising
spin variables, the sum (ij) is over pairs of neighbors, and
Jij > 0 are ferromagnetic coupling constants, assumed to
be uniform in our paper (J;; = J). Each pair of parallel
neighboring spins contributes —J to the energy, while the
contribution of antiparallel pairs is +J. Without loss of
generality, we set J = 1 in the present study.

The state of the system evolves according to the major-
ity rule applied to spins sequentially selected at random
in each time step. This dynamical rule allows only energy

lowering or the energy neutral state transitions. The for-
mer correspond to events where the spin variable is up-
dated to the state prevalent in its local neighborhood,
while the latter conform to scenario without a local ma-
jority, such that the given spin evolves stochastically with
both orientations being equally likely.

Watts and Strogatz [13] have introduced an algorithm
for generating small-world and random graphs by gradu-
ally rewiring a regular lattice. In their model, links from
the regular lattice are chosen at random and replaced with
new ones until a desired fraction of links p is rewired.
Rewiring effectively introduces shortcuts between distant
nodes, thereby drastically reducing the mean shortest path
even in the limit p — 0. By increasing the amount of dis-
order (p — 1) one obtains a random network with the
mean connectivity conserved. Small-world networks are
generated by introducing an intermediate level of disorder
(0 < p < 1), and are characterized by the high clustering
coefficient and the short average path length. The for-
mer implies that neighboring nodes tend to group in well
connected clusters, whereas the latter means that an ar-
bitrary distant node can be reached by a small number of
intermediate links.

We simulate Glauber dynamics of Ising spins on
Watts-Strogatz rewired networks generated from two-
dimensional regular L x L lattices with periodic boundary
conditions. To understand the interplay between topolog-
ical effects and the local majority dynamical rule, we vary
several parameters in addition to L and the rewiring prob-
ability p, including the mean connectivity degree (k) and
the initial magnetization mg. As an additional ingredient,
we also examine how the ordering process is affected by
whether the Glauber dynamical rule allows for stochastic
flipping or not. We refer to the rule without stochastic
flipping as the modified Glauber rule.

To distinguish the influence of rewiring itself from the ef-
fect of connectivity of the network, we compare the results
of simulations on networks with (k) = 4 and (k) = 8 in the
small-world regime. We regard the next nearest neighbors
as first neighbors in the topological sense by setting all in-
teractions to be of equal strength. Assigning a finite value
to the initial magnetization mgy # 0 can be understood as
introducing an initial bias toward local state clustering in
the network. Modifying the Glauber dynamical rule by
allowing state transitions only in the case of a strong lo-
cal majority allows us to understand the effect of energy
neutral processes on ordering in disordered topologies. In
this scenario, nodes with an equal number of neighbors in
both states are ignored when encountered during a trial
rather than having their state determined stochastically.
It turns out that the ground state is always reached on reg-
ular square lattices when a strong majority is necessary for
state transition, i.e., the striped state turns out to be the
consequence of energy neutral stochastic flips.

To gain a more comprehensive insight into structure
of the disordered configurations, we make a distinction
between the domains comprised of topologically connected
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nodes in the same state, and the clusters with respect to
positions of the nodes on the original regular lattice. The
lattice and the graph neighborhoods are always identical
for spins placed on regular lattices. However, as the
lattice structure is modified such that the links between
neighbors are replaced by links to distant nodes, the
lattice and the topological neighbors may not necessarily
coincide, which results in rich patterns on the lattice.
In order to investigate the crossover from frozen striped
configurations occurring in regular lattices to disordered
states occurring in the rewired lattices, we compare
the correlation length £ to characteristic graph length
measures, namely the radius R, diameter D and the
mean shortest path (s). The correlation length is defined
as the decay rate of the two-point correlation function
G(l) = (S:S;)—(S:)(S;) which measures the correlation of
states as a function of the Manhattan distance [ between
the nodes. Note that & characterizes the competition
between topology and dynamics on the state of distant
nodes, while R, D and (s) are purely topological measures.

We also address the issue of how connecting two net-
works of the same size with different rewiring probabili-
ties affects the ordering process. To do so, we compare
the results obtained for the two-layer multiplex network
(N bonds connecting nodes of two layers in one-to-one
fashion) with the results for the case where the same num-
ber of inter-layer connections is distributed between ran-
domly chosen pairs of nodes.

The main quantity of interest is the fraction of config-
urations that have not reached the ground state (“active
configurations”) f, after a given simulation time 7" as a
function of p. The absolute value of net magnetization |m|
is an order parameter for individual systems: |m| =1 cor-
responds to the ground case, whereas |m| = 0 corresponds
to the case in which there is an equal number of spins in
both states. Thus, we measure the dependence of the final
value of the magnetization |my| in disordered configura-
tions on p. However, |my| contains no information about
clustering in the network.

We simulate the dynamics on networks consisting of
50 x 50, 80 x 80 and 150 x 150 nodes for fixed values of
N, (k), p and mg. The total number of trials in each
particular case is set to 1000. In summary, our numerical
algorithm consists of the following steps:

I) Regular network initialization.  Construct lattices

with k =4 or k =8 as in fig. 1.

IT) Rewiring. Following the method described in [15],
our rewiring process ensures that there are no self-
loops or multiple links between pairs of nodes, and
that the minimal connectivity degree is 2. Bonds
are sequentially selected at random and rewired with
probability p until a desired fraction p of the total

number of bonds is rewired.

Spin state initialization. The initial state is set by
randomly putting each of the N spins into one of the

I11)

possible states. If the initial magnetization is myg, the
state of each spin is set to +1 with the probability

Pepin = 1+2m° and to —1 with probability 1 — pspin.

IV) Glauber dynamics. The evolution of the system
is governed by the original or the modified (non-
stochastic) Glauber dynamical rule, proceeding either
until it reaches the ground state or until it fails to do
so after a predetermined number of steps. We choose
this value to be T' = 5000N (5000 attempted spin

flips per node).

In what follows, we first analyze the case of a monolayer
Watts-Strogatz network, and then consider the ordering
process in paradigmatic two-layer networks with two types
of inter-layer connections.

Monolayer networks. — Figure 2(a) shows how the
fraction of active configurations f, depends on p for Watts-
Strogatz networks with local Glauber dynamics following
a zero-temperature quench (mg = 0). The nonlinear de-
pendence of f, on p is observed regardless of (k), but turns
out to be qualitatively different for the cases (k) = 4
and (k) = 8. When (k) = 8, with increasing random-
ness (p Z 0.5), the dynamics leads to almost complete
ordering. Nevertheless, when (k) = 4, a finite fraction of
configurations fails to reach the ground state in the ther-
modynamic limit over the whole range of p values. In
the small-world regime, however, the ground state is not
reached in the thermodynamic limit in either case. The re-
sult that ordering cannot be attained in small worlds when
state transitions are governed by Glauber dynamics has
been previously demonstrated for rewired rings (d = 1)
and rewired square lattices (d = 2) with (k) = 4 [15,19].

One infers that the local neighborhood majority rule
with stochastic spin flips cannot lead to an ordered state
on graphs with a perturbed regular topology. While the
neighborhood from the regular lattice is mostly conserved
in the small-world limit, R, D and (s) on the other hand
monotonically decrease with p due to the presence of short-
cuts (see fig. 3). Thus, it follows that perturbing the local
neighborhood essentially leads to dynamical frustration of
the local majority rule. A very small amount of topological
disorder is sufficient to induce the critical slowing-down of
dynamics, causing the disordered states to appear as de-
formed stripes on the lattice. Further deformation of the
stripes leads to multiclustering on the lattice, which is re-
flected in the crossover effect [20]. We have established
that this effect corresponds to the drop of £ below the
topological distances. At the same time, the low value of
¢ indicates the absence of long-range ferromagnetic order.
The two-point correlation function is found to satisfy an
exponential scaling law G(I) e~ ¢ over the whole range
of p. Furthermore, depending on the p value, both £ and
R, D and (s) exhibit different scaling regimes.

In particular, in the small-world regime, R, D, (s) and
¢ exhibit a power law dependence on p, r o« p~¢ with
r € {R,D,(s),&} and a € {ar,ap,as,ac}. For 80 x 80
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Fig. 2: (Color online) (a) Final fraction of active runs f, in terms of rewiring probability p for the standard Glauber rule with
mo = 0. The results are provided for networks with (k) = 4 and (k) = 8 neighbors and L € {50, 80,150}. Note that complete
ordering is not observed in the small-world regime 0 < p < 1 independent of (k). (b) Impact of modified Glauber rule: for
(k) = 8, the system reaches complete ordering (hence only the curve corresponding to L = 150 is shown), whereas for (k) = 4, the

frustration effect emerges at intermediate p, becoming more pron

ounced with the network size. Panel (c) displays fo for systems

governed by the standard Glauber rule starting from initial conditions mg # 0. The influence of small worldliness is such that
it suppresses disorder regardless of (k) with increasing mo, while it still promotes disorder at intermediate p range for (k) = 4.

—o0—R
—o—D
—— <§>

&

Fig. 3: (Color online) Correlation length & compared to graph
distance measures (radius R, diameter D, and average path
length (s)) as functions of p. While £ reflects the interplay
between the dynamics and the network structure, the remain-
ing quantities characterize purely topological features of the
network. Crossing of £(p) with other curves indicates the tran-
sition between the dynamics typical for the regular lattices and
that for the rewired networks. Note that all four quantities ex-
hibit a power law dependence r o< p~* in the p region approx-
imately coinciding with the small-world regime. The results
refer to networks with 80 x 80 nodes and (k) = 4.

networks, the following values for the exponent a are
found: apg —0.259 + 0.004, ap —0.296 + 0.005,
a(y = —0.25 £ 0.003 and a¢ = —0.77 £ 0.01. For larger
values of p, the topological measures do not change signifi-
cantly with increasing p indicating that topological effects
remain the same after ~0.5. Nevertheless, ¢ decays to
zero as p — 1, which implies that the dynamics is sensi-
tive to rewiring over the whole range of p, as corroborated
by the growing number of “clusters” of decreased sizes in
disordered configurations for large p, see fig. 4.
Interestingly, a deeper understanding of the difference
in ordering efficiency in terms of p may be gained by

considering f, for configurations governed by the modi-
fied Glauber rule. Evidently, the difficulty in attaining
order subsides when stochasticity is eliminated from the
dynamics in the small-world limit regardless of (k), see
fig. 2(b). In other words, the ground state is reached with
probability one if energy-neutral state transitions are not
allowed. This always holds for (k) = 8, and also for net-
works with (k) = 4 in the limits p — 0 and p — 1. For
intermediate p, ordering remains suppressed to a certain
degree.

The next objective is to demonstrate that varying initial
magnetization mg allows one to interpolate between the
influences of dynamics and topology. Figure 2(c) shows
fa as a function of p for mg # 0 under the standard
Glauber rule. While initial bias towards local clustering
promotes complete ordering for regular networks, the dy-
namical outcome is different for rewired networks. In case
(k) = 8, small values of mg # 0 significantly increase
ordering, whereby the position of the peak of f,(p) coin-
cides with the peak value of f,(p) at mo = 0. Perturbing
the quenched initial state on graphs in the small-world
regime increases the prevalence of the ground state. Nev-
ertheless, the peaks of f,(p) curves for (k) = 4 networks
in fig. 2(c) shift toward the peak value from fig. 2(b) as
mg is increased. A fraction of configurations still fails to
reach the ground state for some values of p, even for high
values of mg. The shift demonstrates that as the number
of stochastic state transitions decreases due to the initial
bias in clustering, the dynamical frustration is reduced.
Nonetheless, the topological obstructions in networks with
low (k) can suppress ordering even for high values of my.

Further insight on this issue can be gained by observ-
ing how |m | averaged over active configurations depends
on p, see fig. 5. The initial increase in magnetization cor-
responds to the divergence of relaxation time in the limit
p — 0, i.e., the crossover from large-world to small-world
behavior. Expectedly, there is a qualitative difference in
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Fig. 4: (Color online) Snapshots of disordered configurations at 7' = Ty on the lattice. The top (bottom) row refers to networks
with (k) = 4 ((k) = 8). The rewiring probabilities are p = 0 in (a) and (g), p = 0.02 in (b) and (h), p = 0.1 in (c) and (i),

p = 0.3 in (d) and (j), p = 0.5 in (e) and (k), as well as p = 1 in (f) and (1).

The stripe structure is gradually lost with

increasing p, giving way to the multiclustered states with respect to the original lattice. The number of domains increases with
p as the network topology substantially departs from the lattice one. In terms of the network structure, each of the disordered
configurations consists of two connected components. All the results are obtained for networks with 80 x 80 nodes.

0.4 7

| —0— L=50 <k>=4
—0—L=50 <k>=8
—A—L=80 <k>=4
—O—L=80 <k>=8 | o
—0— L=150 <k>=4
—v— L=150 <k>=8

Fig. 5: (Color online) Final magnetization averaged over the
ensemble of disordered configurations |my| in dependence of
p. For (k) = 8, one finds approximately equal numbers of
nodes in both states as p — 0. For (k) = 4, within the small-
world regime, |my| is reduced compared to the regular lattice,
while for intermediate p, the droplet configurations lead to an
increase of |my|. The peak of |my|(p) gets shifted because the
fraction of active runs is higher at a wider range of p values for
larger networks, cf. fig. 2(a).

the |my¢|(p) profile for different (k) under increasing p.
The curves for (k) = 8 monotonically decrease, indicating
that the small number of configurations that does survive
converges to a state consisting of a similar number of op-
posite spins in the limit p — 1. In contrast, the initial
decrease in |my| for networks with (k) = 4 is followed
by the peak at intermediate values of p, associated to the
presence of droplet configurations with |my| — 1.
Moreover, we have verified that the disordered config-
urations in the small-world regime consist of two inter-
twined topological spin domains of almost similar size with
stochastically fluctuating interfaces. An example of such
a two-component state for p = 0.1 is provided in fig. 6,
whereby the corresponding lattice domain configuration
is shown in fig. 4(c). Blinkers that arise as a result of the

Fig. 6: (Color online) Example of a disordered configuration
obtained for the network of size 80 x 80, with (k) = 4 neigh-
bors on average and p = 0.1 rewired links. (a) refers to the full
configuration, whereas (b) and (c) show the larger component
(3637 nodes) and the smaller component (2763 nodes), respec-
tively. The final magnetization is |my| ~ 0.14. The nodes are
separated into two domains of similar size, forming a multi-
domain state on the lattice, cf. fig. 5(c).

long-range connections can be present along with stochas-
tic flipping of interfaces on the lattice. Increasing p corre-
sponds to the formation of domains with decreasing size
with respect to the lattice. Several examples of configura-
tions with two topological components for different p are
shown in fig. 4. The number of these domains counted on
the lattice grows exponentially with p (not shown). In the
random network limit, as the fraction of links belonging
to the original lattice 1 — p decreases, clusters become
indistinguishable when observed on the lattice. Topo-
logically, the two-domain configuration is reminiscent of
the disordered configurations of the voter model on small-
world networks [8,21]. Once the dynamics cannot cause
further decrease in energy, the interface length reaches a
constant value, as interface diffusion is no longer possi-
ble. In this scenario, while a fraction of nodes with even
connectivity degrees continues to flip indefinitely with
no energy cost, the states of the odd-degree nodes be-
come stationary.

Nevertheless, the disordered configurations associated
to the increase of f, in fig. 2(b) for (k) = 4 are
frozen at very high values of |my|, viz. |ms| — 1 in
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Fig. 7: (Color online) (a) Ordering in two-layer multiplex networks: f, for the layer with rewiring probability p; (see the legend)
in terms of the rewiring probability p2 of the other layer. For comparison, the results for the single (monolayer) network are
indicated by the dashed line. (b) fo of a single layer of a multiplex network as a function of p1 and p2. The states of two layers
are strongly correlated, but the ordering is completely inhibited in the small-world regime. (c) f. of a layer of the network with
random inter-layer connectivity. Ordering is significantly improved for all values of p. All the results are obtained for networks

with 80 x 80 nodes and (k) = 4.

the thermodynamic limit, and correspond to absorbing
states of the network. These configurations result from
low connectivity and consist of a tiny fraction of spins
isolated in small domains surrounded by the “sea” of
nodes of the opposite orientation. In this scenario, nodes
with small k form stable droplets of opposing magnetiza-
tion which cannot be dynamically influenced by the nodes
from the rest of the network, preventing the system from
reaching the full order. These droplets may appear on
the remnants of the regular lattice, such that their inte-
rior consists of nodes connected by links from the regular
lattice (k = 4), whereas their boundary is mainly com-
prised of nodes with one removed link (k = 3), thereby
trapping the “interior” in the same state. Even-degree
nodes that appear on the boundaries have more links with
nodes within the droplet than with other neighbors, such
that their state cannot be changed either. With further
rewiring of the lattice, stable droplets may still form as
even smaller groups of interconnected nodes with small
degrees (k = 2 or k = 3), likewise disconnected from the
rest of the network. The larger the network, the more
likely becomes such a scenario. Also, for larger network
sizes, a larger number of droplets may be present, which is
the reason why a larger fraction of configurations fails to
reach order. This peculiar frustration on the remnants of
a regular lattice also accounts for the incomplete ordering
of systems governed by the standard Glauber dynamics
in rewired networks with (k) = 4, and explains for the
difference in the behavior in the limit p — 1. Final con-
figurations in networks with (k) = 4 can consist of two
large components and a few isolated droplets for p above
the small-world regime, similar to final configurations ob-
tained for mg # 0.

Two-layer networks. — We now address the or-
dering process in multilayer networks, focussing on the
paradigmatic example of two coupled (k) = 4 networks
with different rewiring probabilities p; and ps. By our

algorithm, the individual layers are rewired consecutively,
after which N links are introduced between them, either
at random or with the one-to-one correspondence between
the layers’ nodes. The simulation is terminated after 27T
steps if order is not reached. Note that introducing new
links effectively generates a large network with (k) = 5
and 5N bonds.

Our findings indicate that both cases lead to highly
correlated states of layers, which are simultaneously or-
dered/disordered and have mjq myy. For this rea-
son, f, of a single layer presents an appropriate quantity
to characterize the ordering process. We find that the
dependence of f, on rewiring probability changes qualita-
tively depending on the nature of the inter-layer bonds,
cf. fig. 7(a) and fig. 7(c). The multiplex configura-
tion turns out to suppress ordering of both networks
in the small-world regime, as indicated in fig. 7(a) and
fig. 7(b). However, fig. 7(a) shows that ordering efficiency
can be increased if at least one of the networks is “suffi-
ciently random”, with a smooth transition taking place at
0.35 < p < 0.45. Interestingly, the other scenario, which
involves placing the same number of bonds between ran-
domly chosen pairs of nodes from both networks, promotes
both ordering and correlation between the layer states.
This is corroborated by fig. 7, suggesting that regardless
of p1 and ps, ordering in this case is significantly improved
compared to that on a single network and the multiplex
network.

The curves obtained for multiplex networks resemble
the ones obtained for the single network even for p as large
as 0.6, while those obtained for random inter-layer con-
nections are monotonically decreasing as po is increased
over the whole range of p. Even though in both cases
networks become correlated in terms of m; and order-
ing, multiplexing seems to preserve the type of dynamics
obtained on small-world structures of one network, while
introducing random bonds between the layers destroys the
small-worldliness effect.

~
~
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Disordered configurations of the Glauber model in two-dimensional networks

Conclusions. — We have analyzed ordering efficiency
of the Glauber model of Ising spin kinetics on the
Watts-Strogatz networks obtained by rewiring from the
two-dimensional square lattices with coordination num-
bers (k) =4 and (k) = 8. We have extended the previous
results concerning the failure of such systems to reach the
ground state in the small-world regime 0 < p < 1, gain-
ing insight into the associated disordered configurations.
The fraction of active configurations exhibits a nonlinear
dependence on the rewiring probability. It is interest-
ing that a similar type of dependence has been observed
in relation to the synchronization process on small-world
networks [22]. It is found that the Glauber dynamics on
small-world networks becomes stuck in metastable station-
ary active configurations, which consist of two intertwined
domains of opposite spins, whereby the fraction of nodes
on the interfaces flips indefinitely. This effect is mani-
fested as clustering patterns in the lattice representation.
The size of domains on the lattice becomes smaller as p is
increased. We have demonstrated that the limiting value
of p at which the number of lattice and topological do-
mains is equal (to two) corresponds to the value where
the correlation length £ becomes smaller than the average
path length in the network.

Our analysis shows that the active configurations in the
small-world regime emerge when the perturbed regular
topology constrains the number of possible energy low-
ering processes, while the stochastic energy-neutral spin-
flipping processes contribute to dynamical frustration and
trap the system in a set of metastable states with the
same energy. While the ground state is not accessible
because energy lowering processes are not possible, the
energy-neutral processes allow for the transitions between
states of the same energy. This is similar to what has been
reported for Glauber dynamics on 3D regular lattices [23],
Glauber dynamics on random graphs [8], and the voter
model on small-world networks [21].

We have further demonstrated that there exists a finite
probability of finding another type of disordered configu-
ration in networks with low connectivity for intermediate
values of p. These are frozen, almost completely ordered
states with a few isolated droplets of opposing magne-
tization. For (k) = 8, such configurations become un-
likely due to the high average connectivity degree in the
network, giving way to fully ordered states if p is suffi-
ciently increased (p > 0.5). In networks with (k) = 4,
a certain fraction of configurations exists as a combina-
tion of these states, especially if an initial bias towards
clustering (mg # 0) is introduced.

We have also examined the features of the ordering pro-
cess in paradigmatic two-layer networks. It has been found
that the structure of inter-layer connections strongly af-
fects the ordering process. In particular, multiplexing
decreases ordering efficiency in the small-world regime
0 < p < 1, but improves it if the rewiring probability
in both layers is sufficiently high. Nevertheless, random
connectivity between the layers always promotes ordering,

regardless of layer topology. In all the considered scenar-
ios, the layers typically end up in highly correlated states.
We believe that the future research may be directed to-
wards extending our findings on the dynamics of interact-
ing rewired networks. In particular, it could be interesting
to modify inter-layer coupling strengths, vary the number
of connections between the layers or consider hierarchical
networks and networks with a large number of layers.
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Abstract. We demonstrate that the interplay of noise and plasticity
gives rise to slow stochastic fluctuations in a system of two adaptively
coupled active rotators with excitable local dynamics. Depending on the
adaptation rate, two qualitatively different types of switching behav-
ior are observed. For slower adaptation, one finds alternation between
two modes of noise-induced oscillations, whereby the modes are distin-
guished by the different order of spiking between the units. In case of
faster adaptation, the system switches between the metastable states
derived from coexisting attractors of the corresponding determinis-
tic system, whereby the phases exhibit a bursting-like behavior. The
qualitative features of the switching dynamics are analyzed within the
framework of fast-slow analysis.

1 Introduction

In many complex systems, ranging from biology, physics and chemistry to social sci-
ences and engineering, the interaction patterns are not static, but are rather affected
by the states of constituent units [1-4]. This gives rise to complex feedback mecha-
nisms, where the coupling weights adapt to dynamical processes at the units, which in
turn influences the evolution of units itself. Modeling of such systems is based on the
paradigm of adaptive networks, where self-organization unfolds both at the level of
coupling weights and the collective states of the units, typically involving a separation
of characteristic timescales. The faster and the slower timescales are naturally asso-
ciated to the dynamics of units and couplings, respectively, such that the short-term
evolution of the units occurs on a quasi-static network, whereas the slow changes in
coupling weights depend on the time-averaged dynamics of the units. An important
example of adaptive connectivity is provided by neuronal systems, where the strength
of synaptic couplings is adjusted to the underlying spiking activity via spike-time-
dependent plasticity (STDP), a temporally asymmetric form of Hebbian learning [5],
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promoting causal relationship between the spikes of pre- and postsynaptic neurons
[6-8].

Motivated by the research on neuronal systems, in the present paper we study
a simplified model which incorporates the basic ingredients of neurodynamics, such
as excitability, plasticity and noise. The considered system consists of two adap-
tively coupled active rotators, whose intrinsic dynamics is set to excitable regime
and subjected to noise. The plasticity rule is introduced in such a way that one may
continuously interpolate between the coupling dynamics characteristic to Hebbian
learning and STDP. We demonstrate that the interplay of plasticity and noise may
facilitate two qualitatively different forms of slow stochastic fluctuations, depend-
ing on the adaptation rate. While for slower adaptation the self-organized dynamics
consists of switching between the two modes of noise-induced oscillations, in case of
faster adaptation, the switching dynamics comprises metastable states associated to
attractors of the deterministic system.

In the context of neuroscience, one may compare the considered system to a binary
neuron motif. It is well known that the same structural motif, defined at the level
of anatomy, can support multiple functional motifs [9-12], characterized by different
weight configurations and potentially distinct directions of information flow. In these
terms, our study will show that the co-effect of plasticity and noise may (i) contribute
to the emergence of different functional motifs on top of the given structural one and
(ii) trigger slow alternation between the functional motifs.

So far, the co-effects of noise and the STDP plasticity rule have been analyzed in
systems of two coupled neural oscillators, as well as in networks of oscillators. In case
of two units, multistability between different weight configurations has been found,
surprisingly indicating that noise may stabilize configurations of strong bidirectional
coupling absent in the deterministic system [13]. At variance with this, our study
concerns excitable local dynamics and explicitly addresses the slow stochastic fluctu-
ations between metastable states. For networks of adaptively coupled neural or phase
oscillators, the previous research has mainly focused on the impact of plasticity on the
synchronization behavior. In the absence of noise, several generic forms of macroscopic
dynamics have been identified, including desynchronized or partially synchronized
states with weak couplings, as well as cluster states [14-18]. In presence of noise,
an interesting effect of self-organized noise resistance to desynchronization has been
reported in the case of a network of neural oscillators [19]. In networks of excitable
units, the STDP rule has been shown to give rise to oscillating coupling configurations
that facilitate switching between strongly and weakly synchronized states [20-22].

The paper is organized as follows. The details of the model are introduced in
Section 2. An overview of the underlying deterministic dynamics, characterizing the
impact of plasticity on the stationary states and the onset of emergent oscillations,
is provided in Section 3. Section 4 is dedicated to a fast—slow analysis of the deter-
ministic dynamics, whereas in Section 5 are explained the features of the two generic
types of switching behavior. In Section 6 we provide a summary of our main results.

2 Model

We consider a system of two stochastic active rotators interacting by adaptive cou-
plings, where the dynamics of the phases {¢1(¢),¢2(t)} and the coupling weights
{k1(t), ka(t)} is given by

()0'1 = IQ — sin<p1 —|- K1 sin ((pg — SOI) —+ \/ﬁfl

90.2 = I() — sin (pg + K9 sin (901 — ('02) =+ \/552
K1 = €(—k1 +sin(p2 — @1 + B))
Ko = €(—k2 + sin(p1 — @2 + B)), (1)



Advances in Nonlinear Dynamics of Complex Networks 1079

where @1, s € S 1 while k; and k9 are real variables. The rotators are assumed to be
identical, having their local dynamics governed by the excitability parameter I, which
gives rise to a SNIPER bifurcation at Ip = 1. We focus on the excitable regime, such
that Iy = 0.95 is kept fixed throughout the paper. In this case, the uncoupled system
always converges to a steady state, whereas the collective dynamics emerges due to
interaction and noise. The parameter ¢ < 1 defines the scale separation between the
fast dynamics of the phases and the slow dynamics of adaptation. White noise of
variance D acts only within the subspace of fast variables, whereby the terms & (¢)
and & (t) are independent (§;(¢)&;(t') = 6,;0(t —t') for 4,5 € {1,2}). In the context of
neuroscience, Iy can be interpreted as external bias current, whereas the impact of
stochastic terms is analogous to that of synaptic noise. Note that the deterministic
version of (1) is symmetric with respect to the exchange of indices 1 +» 2.

The plasticity rule is controlled by the parameter §, which allows one to interpo-
late between the different adaptation modalities. The analogy between the adaptivity
dynamics in classical neuronal systems and the systems of coupled phase oscillators
has been addressed in [14,23,24], whereas a deeper analysis of the correspondence
between the phase-dependent plasticity rules and the STDP has been provided in
[13]. From these studies, it follows that the scenario found for § = 37/2, where the
stationary weights increase for smaller phase differences and decrease for larger ones
(“like-and-like” form of behavior), qualitatively resembles the Hebbian learning rule
[23,24]. Nevertheless, in the case 8 = 7, the two coupling weights always change in
opposite directions, which may be interpreted as promoting an STDP-like plasticity
rule. In the present paper, we are interested in the § interval between these two limit
cases, since it admits two coexisting excitable fixed points.

3 Deterministic dynamics of the full system

In this section, we analyze the details of the deterministic dynamics of the full
system (1), considering first the stationary states and the associated excitability
feature, and then focusing on the scenario that gives rise to emergent oscillations.

3.1 Stationary states and excitable dynamics

Fixed points (¢7, ¢35, k3, k5) of the complete system (1) for D = 0 are given by the
solutions of the following set of equations:

sin o] — sin(ps — 7 + B) sin(vh — ©7) = o,
sin 5 — sin(p] — @5 + B) sin(p] — p3) = Io, (2)

with

K] = sin(ps — 7 + B),
Ky = sin(p] — @5 + 3). (3)

Equation (2) can be solved numerically for any fixed parameter set, or numerical
path-following can be applied in order to study the dependence of the fixed points
on the parameters.

The bifurcation diagram in Figure 1 shows how the number and stability of fixed
points of the full system change with 5. In particular, depending on [, there may
be two, four or six fixed points. Due to symmetry, the solutions always appear in
pairs of points sharing the same stability features. Since our study concerns plastic-
ity rules which support excitable fixed points, we have confined the analysis to the
interval 8 € (3.298,4.495), where the system has two stable fixed points, which lie off
the synchronization manifold ¢; = 5. Apart from that, there are also four unstable
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Fig. 1. (a) Bifurcation diagram for the fixed points of system (1) with D = 0 in the
(B, ¢1, p2) space. (b) Projection of the bifurcation diagram to (8, 1) plane. The two fixed
points independent on 8 belong to the synchronization manifold: the red (blue) one is
always longitudinally stable (unstable). The solid lines denote stable fixed points, whereas
the dashed and dotted lines denote saddles of unstable dimension 1 and 2, respectively.

fixed points. The bifurcations associated to the boundaries of the given [ interval
are as follows: at 8 = 3.298 the system undergoes a supercritical symmetry-breaking
pitchfork bifurcation where a symmetry related pair of two stable fixed points off the
synchronization manifold is created, whereas at 5 = 4.495, this pair meets another
pair of unstable fixed points off the synchronization manifold such that both are
annihilated in symmetry related inverse saddle-node bifurcations. For instance, at
B = 4.1, one finds the symmetry related pair of stable foci given by (¢1, @2, K1, Kk2) =
(1.177,0.175,0.032, —0.92) and (1,2, k1,K2) = (0.175,1.177,—0.92,0.032). Note
that these weight levels support effective master-slave configurations, where one unit
exerts a much stronger influence on the other unit than vice versa.

The two stable asymmetric fixed points in the interval 8 € (3.298,4.495) are
excitable, and may exhibit several different types of response to external pertur-
bations, see the classification in Figure 2. Introducing the perturbations by setting
different initial conditions, we plot in Figure 2 the phase dynamics in the fast sub-
space while keeping the weights (k1, ko) fixed. Note that in the case where both units
respond with a single spike, the order of firing is such that the unit with larger initial
phase ¢;(0),7 € {1, 2} fires first.

3.2 Onset of oscillations

The onset of emergent oscillations in system (1) with D = 0 depends on the interplay
between the plasticity rule, specified by /3, and the speed of adaptation, characterized
by e. A parameter scan indicating the variation of k1, A,, = max(x1(t)) — min(x1(t))
in terms of (3, ¢€) is shown in Figure 3a. The results are obtained by numerical con-
tinuation beginning from a stable periodic solution, such that the final state reached
for a certain set of (/3,¢€) values provides the initial conditions for the simulation of
the system at incremented parameter values. By this method, we have determined
the maximal stability region of the periodic solution.

One finds that for a fixed (3, there actually exists an interval of timescales sep-
aration € € (€min, €maxz) admitting oscillations, cf. Figure 3b. The periodic solutions
in this interval coexist with the two symmetry-related stable stationary states. One
observes that the threshold €,,;, reduces with 3, whereas the upper boundary value
€maz Erows with increasing . The detailed bifurcation mechanisms behind the onset
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Fig. 2. Modalities of the response to external perturbation for system (1) with D = 0. The
system parameters are Iop = 0.95, ¢ = 0.01 and 8 = 4.212, whereas the initial conditions for
the coupling weights are set to x1(0) = —0.0077, k2(0) = —0.846. Depending on the initial
phases (¢1(0), ¢2(0)), one may observe the following regimes: (0) no spikes; (1) the unit
with larger ¢(0) emits one spike and the other does not; (2) both units emit a single spike,
with the unit with larger (0) firing first; (3) the unit with larger ¢(0) emits two spikes and
the other unit emits one; (4) both units spike synchronously.

of oscillations and multistability are beyond the scope of this paper, and essentially
involve an interplay between the fast and slow variables.

Enhancing € under fixed 8 gives rise to a supercritical symmetry-breaking
pitchfork bifurcation of limit cycles, indicated by PFL in Figure 3b. Below the
bifurcation, the phases ¢1(t) and ¢3(t) maintain a small phase-shift, while the
oscillation profiles x;(t),7 € {1,2} are rather different, see Figures 3d and 3e, respec-
tively. Above the bifurcation, the system gains the anti-phase space-time symmetry
©1(t) = p2(t + T/2),k1(t) = k2(t + T/2) where T denotes the oscillation period, cf.
the associated waveforms in Figures 3g and 3f.

4 Slow-fast analysis of the deterministic dynamics

The deterministic dynamics in case of slow adaptation, corresponding to a strong
timescale separation between the fast and slow variables, may be analyzed within the
framework of standard fast-slow analysis. In general, one may either consider the
layer problem, defined on the fast timescale, or the reduced problem, which concerns
the slow timescale. Within the layer problem, the aim is to determine the fast flow
dynamics o1 (t; k1, K2), p2(t; K1, ko) by treating the slow variables k1 and ko as param-
eters, whereas the reduced problem consists in determining the dynamics of the slow
flow (k1(t), k2(t)) (reduced flow) assuming that the fast flow of the layer problem is
either at a stable equilibrium or at the averaged value of a stable regime.

In this section, we first investigate the fast layer problems. Depending on the
values of the slow variables (k1, k2), the fast flow can exhibit several attractors, such
that multiple sheets of the slow flow emerge from the averaged dynamics on the
different attractors of the fast flow.
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Fig. 3. Onset of oscillations in the full system (1) for D = 0. In panel (a) is shown how
the variation A, of coupling weight k1 changes in the (8, ¢€) plane. Panel (b) shows how
the mean coupling weights (k1) and (k2) of oscillatory states (thick lines) change with e
under fixed 8 = 4.212. The thin solid lines indicate the stationary state. In panel (c¢) are
plotted the analogous dependencies for variation of the oscillation. The dotted lines in (b)
and (c) indicate the € values corresponding to the time traces in Figure 7, whereas the dashed
lines indicate the boundaries of the € region supporting the stable periodic solutions. The
symmetry-breaking pitchfork bifurcation of limit cycles is denoted by PFL. In panels (d)—(g)
are shown the waveforms of periodic solutions without and with the anti-phase space-time
symmetry, obtained for € = 0.03 and € = 0.09, respectively (see the arrows). The excitability
parameter is fixed to Iy = 0.95.

4.1 Dynamics of the fast flow
Within the layer problem, one studies the dynamics of the fast variables

$1 = Iy —sinpy + k1 sin (p2 — 1)
Yo = Ip — sin pg + Ko sin (1 — ¢2), (4)

where k1,k9 € [—1,1] are considered as additional system parameters. Formally,
system (4) is obtained by setting e = 0 in (1) for D = 0.

The numerically obtained bifurcation diagram in Figure 4a shows that the fast
flow is monostable for most of the (K1, ko) values, possessing either an equilibrium or
a limit cycle attractor. The stability boundary of the periodic solution (red curves)
has been obtained by the method of numerical continuation where, beginning from a
stable periodic solution, the initial conditions for incremented parameter values are
given by the final state reached for the previous set of (3, €) values. The coexistence
between a stable fixed point, lying on the synchronization manifold, and a limit cycle
is found within a small region near the diagonal, see Figure 4a. Let us first classify
the fixed points of the fast flow and then examine the scenarios that give rise to
oscillations.

It can be shown that the fast flow admits either two or four fixed points, with
the associated regions indicated in Figure 4b. In particular, two fixed points FP1 and
FP2 on the synchronization manifold are independent on k1 and ko. They are given
by (¢F,¢3) = (arcsin Iy, arcsin Iy) and (7, ¢5) = (7 — arcsin Iy, m — arcsin Ip). One
may also find two additional fixed points off the synchronization manifold, referred
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Fig. 4. (a) Attractors of the fast flow (4) in terms of k1 and k2, now considered as param-
eters. The fast flow is typically monostable, supporting either a stable fixed point (FP)
or a stable limit cycle (LC), apart from a small region around the main diagonal, where it
exhibits bistable behavior. The green dashed curves indicate approximations of two branches
of SNIPER bifurcations, obtained by the method described in the text. The red lines cor-
respond to the numerically determined stability boundaries of the oscillatory solution. (b)
Classification of the fixed points of the fast flow (4). The fixed points are labeled the same
way as in the main text, with their stability indicated as follows: full circles denote stable
fixed points, semi-full circles represent saddle points and white circles correspond to doubly
unstable fixed points. Within the four light-shaded triangular-shaped regions, the doubly
unstable fixed point is a focus, rather than a node. The notation I-VIII refers to parameter
values corresponding to the phase portraits in Figure 5.

to as FP3 and FP4 in Figure 4b. The bifurcations affecting the number and stability
of the fixed points, beginning from the lower left region of the (k1,%2) plane, can
be summarized as follows. Along the main diagonal k1 = ks, we find two points of
supercritical pitchfork bifurcations (PF), where from the symmetric fixed points the
saddles FP3 and FP4 appear and disappear. Off the main diagonal, the pitchforks
are unfolded into curves of saddle-node (SN) and transcritical bifurcations (TC), see
Figure 4b.

The (k1,k2) region featuring stable oscillations almost completely matches the
lower left domain admitting two unstable fixed points. Within this region, each peri-
odic solution obtained for (K1, k2) above the main diagonal k1 = k2 has a counterpart
in the domain below the main diagonal, related to it by the exchange symmetry of
units indices. Typically, the periodic solutions emerge via SNIPER bifurcations, com-
prising two branches where either k1 or k5 remain almost constant and close to zero.
In both cases, the two fixed points that collide and disappear are FP3 and FP4. Nev-
ertheless, such scenarios cannot be maintained in the small (k1, £2) region admitting
coexistence between a fixed point and a limit cycle, because the SNIPER bifurcation
is accompanied by a change in the number of fixed points. Our findings suggest that
near the main diagonal, the limit cycle emerges via a heteroclinic bifurcation, where
an orbit connects two saddles lying off the synchronization manifold (not shown).
Note that the orbit of the limit cycle follows the unstable manifold of the saddle
point FP2 on the synchronization manifold. To the left or the right of the main diag-
onal, instead of a heteroclinic bifurcation, one finds homoclinic bifurcations, whereby
a saddle point, either FP3 or FP4, touches the limit cycle orbit. The schematic phase
portraits indicating the stable and unstable manifolds of the fixed points and the limit
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Fig. 5. Schematic phase portraits corresponding to the characteristic regimes of the fast
flow. The panels I-VIII refer to representative parameter values indicated in Figure 4b.
Also, the stability of fixed points is presented the same way as in Figure 4b. The invariant
synchronization manifold is denoted by the red color, whereas the orbit of a stable/unstable
limit cycle is indicated by the solid/dashed blue lines.

cycle for the characteristic regimes of the fast flow, denoted by I-VIII in Figure 4b,
are illustrated in Figure 5.

The two branches of SNIPER bifurcations may readily be approximated for small
values of k1 and k9 by a simple scheme, which amounts to reducing the fast flow to
a normal form of saddle-node bifurcation. Suppose first that k; < 1 and Iy — 1 < 1.
More specifically, let £ < 1 be a small parameter such that Iy — 1 = £ (close to the
threshold) and k1 = 7€, i.e. 7y is a rescaling parameter of k1, allowing for a zoom in
the neighborhood of zero. Then, the steady states are given by the system

14+ & —singg + &ysin(ps — 1) =0,
14+ & —singy + ko sin(p1 — p2) = 0. (5)

The first equation in the zeroth order approximation leads to ¢ = /2. Hence, using
the perturbation approach, we have

™
@T:§+\/@71+"'; gy =P+, (6)

where the /€ scaling follows from the Taylor expansion of the function sin p; at /2.
Inserting (6) into (5), one obtains the system of equations for ¥; and ¥,

1
1+ 5%2 —ycosWy =0,
1 —sin®, + ko cos ¥y = 0. (7)

From system (7), it is not difficult to see that the saddle-node bifurcation takes place if
the condition 1 —~ cosW, = 0 is satisfied. This leads to the parametric representation
K1 =&y = C@S}}z Ky = S’élofgl, of the saddle-node curve for small x; values, where
¥y plays the role of the parameter along the curve. An analogous approach may be
used to capture the second branch of saddle-node bifurcations, cf. the green dashed

lines in Figure 4a.
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4.2 Dynamics of the slow flow

We have numerically obtained the dynamics of the slow flow by applying a two-step
approach. First, for fixed values (k1, k2), we determine the time-averaged dynamics
of the fast flow (4), (p2 — ¢1)¢ = f(k1, k2). Here, the averaging (-), is performed over
a sufficiently large time interval, having eliminated a transient. Hence, this average
depends on the attractor of the fast flow for the given (k1, k2). In particular, if the
fast flow possesses a stable fixed point, then (o2 — ¢1)r = 5 — @I, where (o}, }) is
a solution of

Iy — sin o] + K1 sin (¢35 — ©7)
Iy — sin @3 + Ko sin (¢] — ¢3)

0. 8)

This procedure just results in determining the slow critical manifold of the system.
In case when the attractor of the fast flow is periodic, (@2 — 1)+ presents the time
average over the period. Averaging approximation in case of a periodic attractor of
the fast flow constitutes a standard approach [13,25], rather natural for describing
the influence of oscillations in the fast flow on the dynamics of the slow flow. At the
second stage, the obtained time-averages are substituted into the dynamics of the
weights

K1 = €[—k1 + sin(f(k1, k2) + B)]
Ko = €[—ka + sin(—f(k1, k2) + B)]- (9)

The system (9) is used to determine the vector field of the slow flow by taking into
account only the attractors of the fast flow, such that the vector field associated to
each attractor is plotted within its respective stability region, cf. Figure 6.

In regions of the (k1,k2) plane where there are coexisting stable solutions of
the fast flow, the corresponding vector field of the slow flow is given on multiple
overlapping sheets, since the value of the average f(x1,k2) depends on the initial
conditions. In our case, this occurs only in a small region of coexistence between an
equilibrium and a stable limit cycle.

One should single out two important features of the slow flow: (i) it exhibits two
symmetry-related fixed points in the green and blue regions in Figure 6, and (ii) the
slow vector field is pointed in opposite directions close to the boundary between the
fast oscillatory regime (orange region) and the steady states of the fast flow (blue,
green and white regions). The latter in particular implies that interesting effects
occur close to the border of the oscillatory and the steady state regime of the fast
flow. Moreover, adding noise gives rise to fluctuations around this boundary, which
leads to switching between the quasi-stationary and the fast spiking dynamics. Such
effects are studied in more detail within the next section.

5 Switching dynamics

Our main observation in this section is that the interplay of plasticity and noise
induces slow stochastic fluctuations (switching dynamics), mediating two qualita-
tively different scenarios depending on the speed of adaptation. The latter include
(i) switching between two modes of noise-induced oscillations for slower adaptation
(small € ~ 0.01) and (ii) switching between multiple coexisting attractors of the
deterministic dynamics for faster adaptation (intermediate e ~ 0.05).

In case (i), the impact of noise is twofold: on a short timescale, it gives rise to spik-
ing dynamics, whereas on a long time scale, it induces random transitions between
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Fig. 6. Vector field of the slow flow obtained by taking into account only stable attractors
of the fast flow for g = 4.212, Iy = 0.95. The color coding is as follows: orange color denotes
the region associated to the stable limit cycle of the fast flow, white stands for the stable
fixed point of the fast flow FP1, whereas blue and green color correspond to the two stable
fixed points FP3 and FP4. Within the light-shaded regions, FP3 and FP4 are foci rather
than nodes, cf. Figure 4b.

the two oscillatory modes. In case (ii), the switching dynamics comprises metastable
states derived from two fixed points, as well as two limit cycles associated to emergent
oscillations of the corresponding deterministic system. The key difference between the
effects (i) and (ii) is that for slower adaptation, the system switches between the oscil-
latory modes that do not exist as deterministic attractors. Moreover, the two generic
types of switching are characterized by distinct phase dynamics: for slower adapta-
tion, one finds alternation of patterns with different order of spiking between the
units, whereas for faster adaptation, the phases effectively exhibit bursting behav-
ior, involving a succession between episodes of spiking and relative quiescence. An
overview on how the typical dynamics of couplings changes with € at fixed § is pro-
vided in Figure 7. Note that the difference between the average coupling weights of
the stable periodic solutions of the deterministic system are much smaller than a typ-
ical distance between the coupling levels for the stationary states. The prevalence of
metastable states is affected by € so that intermediate adaptation favors oscillatory
modes, whereas the fast adaptation apparently promotes the two quasi-stationary
states. In the next two subsections, we provide further insight into the mechanisms
behind the switching dynamics using the results of the fast-slow analysis.

5.1 Switching dynamics under slow adaptation

As already indicated, € is here taken sufficiently small, such that it cannot facilitate
emergent oscillations in the full system (1). For e ~ 0.01 and under appropriate noise
levels, one observes noise-induced oscillations [26]. The latter arise via a scenario
involving a multiple-timescale stochastic bifurcation, whereby noise acts only within
the fast subsystem of (1). The onset of oscillations under increasing D occurs in two
stages. In the first stage, the phase dynamics gradually exhibits more induced spikes,
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Fig. 8. Switching dynamics between the two modes of noise-induced oscillations. Time traces
of the weights are shown in panel (a), whereas panel (b) and (c) display the corresponding
time traces of the phases during the intervals between the dashed lines in panel (a). In panel
(d), the (k1(t),k2(t)) projections of the orbits associated to each of the two modes (blue
color), as well as the switching episode, shown in white, are superimposed to the vector field
of the slow flow from Figure 6. The shaded area corresponds to the stable limit cycle. The
system parameters are Ip = 0.95, 8 = 4.212,¢ = 0.01, D = 0.009.

such that the stationary distributions of phases eventually acquire a longer tail reflect-
ing the occurrence of spikes (not shown). Nevertheless, the stationary distributions
P(k;) change appreciably only at the second stage, which takes place for sufficiently
large D. Such a change accompanies the emergence of coupling oscillations. Note that
the system (1) actually exhibits two modes of noise-induced oscillations, character-
ized by the different order of firing between the two units, cf. the time traces of phase
dynamics and the associated evolution of couplings in Figure 8a.

It is interesting to examine whether the vector field of the slow flow from
Section 4.2 can be used to explain the slow stochastic fluctuations of the coupling
weights. To this end, we have superimposed the (k1 (t), k2(t)) orbits of the two noise-
induced modes, as well as a switching episode, to a vector field of the slow flow from
Figure 6. Note that the orbits typically lie close to the boundary outlining the tran-
sition between the two attractors of the fast flow, featuring non-negligible coupling
weights. Moreover, the two modes are confined to small areas of the (k1,k2) plane
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Fig. 9. Time traces of the phases (a) and weights (b) associated to noise-induced switching
between the coexisting attractors of the deterministic system. The results are obtained for
Iy =0.95,8 = 4.212,¢ = 0.05, D = 0.004. In panel (c) is provided the deterministic dynamics
of weights obtained for the same parameter values. In panel (d), the (k1(t), k2(t)) orbit
corresponding to the interval between the dashed lines in (b) is super-imposed on the vector
field of the slow flow cf. Figure 6.

symmetrical with respect to the main diagonal k1 = k2, whereas the switching episode
virtually takes place on the diagonal. Apparently, the noise-induced modes occupy
regions where the oscillations in the fast flow emerge via homoclinic bifurcations,
rather than the SNIPER scenario. Nonetheless, the switching episode seems to involve
the domain featuring coexistence of the two stable sheets of the slow vector field.
Within these sheets, which correspond to two attractors of the fast flow (a stable
node and a stable limit cycle), the vector fields are oriented in opposite directions,
thereby contributing to switching.

5.2 Switching dynamics for faster adaptation

In case of faster adaptation associated to intermediate €, the switching dynamics
involves four metastable states, derived from the attractors of the deterministic
system. The deterministic multistable behavior includes two symmetry-related sta-
tionary states, as well as two symmetry-related limit cycles. Note that while the two
stable steady states exist for arbitrary small € and are therefore visible in the slow
flow in Figure 6, the oscillatory solutions disappear for small ¢ and hence cannot
be observed in the slow flow. The two oscillatory regimes are characterized by the
same phase shift, but the reverse order of firing between the two units. Influenced by
noise, the phases effectively engage in bursting behavior, manifesting slow stochas-
tic fluctuations between episodes of intensive spiking activity and periods of relative
quiescence, see Figure 9a. For a fixed noise level, the prevalence of metastable states,
defined by transition probabilities between them, changes with adaptation speed. One
observes that for € ~ 0.05, the oscillatory dynamics is preferred, whereas for € ~ 0.1,
the quasi-stationary states are more ubiquitous.

A comparison of the (K1, k2) orbits displaying switching dynamics and the vec-
tor field of the slow flow from Figure 6 again shows that the former is confined
to the criticality region at the boundary between the stationary and oscillatory
regimes in the fast flow, cf. Figure 9. One should remark on how the transitions
between the different metastable states take place. In particular, from Figure 9b, it is
clear that there can be no direct transitions between the two quasi-stationary states,
but they rather have to be mediated by the system passing through the oscillatory
states. Also, the transition from oscillatory to quasi-stationary states typically occurs
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once the couplings approach a master-slave-like configuration, where the coupling in
one direction is much stronger than the other one. This scenario coincides with the
SNIPER bifurcation of the fast flow described in Section 4.1. The scenario of tran-
sition between the two metastable oscillatory states resembles closely the one from
Section 5.2.

6 Summary

In the present study, we have analyzed a system of two adaptively coupled active
rotators with excitable intrinsic dynamics, demonstrating that the interplay of plas-
ticity and noise may give rise to slow stochastic fluctuations. Two qualitatively
different types of self-organized behavior have been identified, depending on the adap-
tation speed. For slower adaptation, the switching dynamics consists of an alternation
between two modes of noise-induced oscillations, associated to a preferred order of
spiking between the two units. In this case, noise plays a twofold role: on one hand, it
perturbs the excitable local dynamics giving rise to oscillations on a short timescale,
whereas on the other hand, it elicits the alternation between the two oscillatory states
on a long timescale. The underlying phase dynamics shows slow switching between
two patterns distinguished by the different order in which the units are spiking. In
case of faster adaptation, the coupling becomes capable of eliciting emergent oscilla-
tions in the deterministic system [27]. The latter then exhibits complex multistable
behavior, involving two stationary and two oscillatory regimes. Under the influence
of noise, the system undergoes switching between these four different metastable
states, whose prevalence at fixed noise level depends on the speed of adaptation. The
deterministic attractors associated to metastable states are related by the Zs symme-
try. Thus, a mismatch in excitability parameters would lead to symmetry-breaking,
whereby a small mismatch would induce a bias in switching dynamics, whereas a
larger mismatch, corresponding to a scenario with one excitable and one oscillatory
unit, would completely alter the observed dynamics.

Though the underlying phenomena are not found in the singular limit of infinite
scale separation, the fast-slow analysis we have applied still allows one to explain
the qualitative features of both considered types of switching behavior. Studying the
layer problem, and in particular the vector field of the slow flow, has enabled us to
gain insight into the metastable states and the transitions between them. It has been
demonstrated that the coupling dynamics is always in a state of “criticality”, being
confined to the boundary between the stationary and oscillatory regimes of the fast
flow.

Given that excitability, plasticity and noise are inherent ingredients of neuronal
systems, the obtained results can be interpreted in the context of neuroscience. It is
well known that the backbone of neural networks is made up of binary and ternary
neuron motifs, whereby the structural motifs typically support multiple functional
motifs, essentially characterized by the weight configuration and the underlying direc-
tion of the information flow. With this in mind, the scenario of switching under slow
adaptation may be important, because it implies that a binary motif can display slow
alternation between two effectively unidirectional weight configurations, promoting
opposite direction of information flow. For faster adaptation, one finds multistabil-
ity between unidirectional coupling and bidirectional coupling of moderate strength.
Nonetheless, the underlying phase dynamics, if extended to networks, may be con-
sidered as a paradigm for UP-DOWN states, typical for cortical dynamics [28,29].
Thus, it would be of interest to examine the impact of plasticity in networks of
noisy excitable units, where one may expect different types of emergent behavior,
such as cluster, non-synchronized and partially synchronized states, depending on
the frustration of local dynamics and the impact of noise.
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Inverse stochastic resonance in a system of active rotators with
adaptive coupling

Iva Bacié

Institute of Physics Belgrade

Inverse stochastic resonance is a phenomenon where an oscillating system shows a nonlinear response
to noise, displaying a minimal oscillation frequency at an intermediate noise level. Such an effect has been
indicated to play important functional roles in neuronal systems, contributing to reduction of spiking frequency
in the absence of neuromodulators or to triggering of the on-off tonic spiking activity. We demonstrate a
novel generic scenario for such an effect in a multi-timescale system, considering the example of emergent
oscillations in two adaptively coupled active rotators with excitable local dynamics. The fast-slow analysis we
carry out indicates that the plasticity plays a facilitatory role by guiding the fast-flow dynamics to parameter
domains where the stable equilibria change character from nodes to focuses, which ultimately enhances the
influence of noise. The described scenario persists for different plasticity rules, underlying its robustness in
light of potential application to neuronal systems.
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Gas-phase X-ray action spectroscopy of protonated nanosolvated
substance P peptide around O K-edge
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We report preliminary results from unprecedented near edge X-ray absorption fine structure action
spectroscopy of a gas-phase nanosolvated peptide ion. Doubly protonated substance P (Arg-Pro-
Lys-Pro-GIn-GIn-Phe-Phe-Gly-Leu-Met-NH2) cations have been isolated in a linear ion trap and
submitted to soft X-ray synchrotron radiation by means of coupling a commercial quadrupole ion
trap mass spectrometer (Thermo Finningan LTQ XL) to the PLEIADES beamline at the SOLEIL
synchrotron radiation facility (France) [1]. X-ray activation tandem mass spectra have been
recorded for different photon energies, scanned over C, N and O K-edge ionization thresholds.

Figure 1 shows the photofragment ions yield corresponding to a total water loss (a normalized
integral yield of all fragments corresponding to the loss of one or more water molecules) from the
doubly protonated substance P cation nanosolvated with 11 water molecules [M+2H+11H,0]**
upon soft X-ray irradiation. We observed that a resonant excitation of an O 1s electron to an
unoccupied molecular orbital, following by a resonant Auger decay, induces an increased water
detachment from the precursor.
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Fig.1. Photofragment ions yield that corresponds to a range m/z 674-766 (an integral yield of all
fragments corresponding to the loss of one or more water molecules) from a doubly protonated nanosolvated
substance P cation precursor [M+2H+1 1H20]2+ (m/z 773.5).
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Abstract. We analyze the ordering efficiency and the structure of disordered configurations for
the zero-temperature Glauber model on Watts-Strogatz networks obtained by rewiring 2D
regular square lattices. In the small-world regime, the dynamics fails to reach the ordered state in
the thermodynamic limit. Due to the interplay of the perturbed regular topology and energy
neutral stochastic state transitions, the stationary state consists of two intertwined domains,
manifested as multi-cluster states on the original lattice. Moreover, for intermediate rewiring
probabilities, one finds an additional source of disorder due to the low connectivity degree,
which gives rise to small isolated droplets of spins. We also examine the ordering process in
paradigmatic two-layer networks with heterogeneous rewiring probabilities. Comparing the
cases of a multiplex network and the corresponding network with random inter-layer
connectivity, we demonstrate that the character of the final state qualitatively depends on the
type of inter-layer connections.

FIGURE 1. A disordered configuration with two domains comprises a multi-cluster state on the lattice.
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Self-Organization in Coupled Excitable
Systems: Interplay Between Multiple

Timescale Dynamics and Noise

Abstract

The dynamics of complex systems typically involves multiple spatial and temporal
scales, while emergent phenomena are often associated with critical transitions in which a
small parameter variation causes a sudden shift to a qualitatively different regime. In the
vicinity of such transitions, complex systems are highly sensitive to external perturbations,
potentially resulting in dynamical switching between different (meta)stable states. Such
behavior is typical for many biological systems consisting of coupled excitable units. In
neuronal systems, for instance, self-organization is influenced by the interplay between
noise from diverse sources and a multi-timescale structure arising from both local and
coupling dynamics.

The present thesis is devoted to several types of self-organized dynamics in coupled
stochastic excitable systems with multiple timescale dynamics. The excitable behavior of
single units is well understood, in terms of both the nonlinear threshold-like response to
external perturbations and the characteristic non-monotonous response to noise, embodied
by different resonant phenomena. However, the excitable behavior of coupled systems, as
a new paradigm of emergent dynamics, involves a number of fundamental open problems,
including how interactions modify local dynamics resulting in excitable behavior at the level
of the coupled system, and how the interplay of multiscale dynamics and noise gives rise to
switching dynamics and resonant phenomena. This thesis comprises a systematic approach
to addressing these issues, consisting of three complementary lines of research.

In particular, within the first line of research, we have extended the notion of excitability
to coupled systems, considering the examples of a small motif of locally excitable units and
a population of stochastic neuronal maps. In the case of the motif, we have classified dif-
ferent types of excitable responses and, by applying elements of singular perturbation the-
ory, identified what determines the motif’s threshold-like response. Regarding the neuronal
population, we have established the concept of macroscopic excitability whereby an entire
population of excitable units acts like an excitable element itself. To examine the stability
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and bifurcations of the macroscopic excitability state, as well as the associated stimulus-
response relationship, we have derived the first effective mean-field model for the collective
dynamics of coupled stochastic maps.

The second line of research concerns switching dynamics induced by the interplay of
noise and multiplicity of timescales in small systems of locally excitable units. Our analy-
sis, carried out on two paradigmatic models, has revealed that the coaction of noise and a
large, but finite timescale separation gives rise to two different types of switching dynamics,
namely slow stochastic fluctuations and stochastic bursting. In the former case, demon-
strated for a motif of two adaptively coupled stochastic units with excitable local dynamics,
we have found that the fluctuation forms qualitatively depend on the scale separation. In
one of the scenarios, noise induces two characteristic time scales, giving rise to switching
between two modes of noise-induced oscillations. Concerning the latter, by introducing
the model of a stochastic excitable unit with a slowly adapting feedback, we have demon-
strated that switching between metastable states derived from deterministic attractors gives
rise to a bursting regime, whose stability boundaries we have calculated by introducing a
new stochastic averaging method which extends singular perturbation theory to stochastic
multiscale systems.

Within the third line of research, we have studied resonant phenomena in coupled sys-
tems with local dynamics near the bifurcation threshold. By considering the influence of
noise on a paradigmatic model of two units with excitable or oscillatory local dynamics, we
have identified two generic scenarios for the onset of inverse stochastic resonance: one based
on biased switching, and the other associated with the noise-enhanced stabilization of a de-
terministically unstable fixed point. We have also demonstrated a novel method of efficient
control of coherence resonance, showing how the effect may be enhanced or suppressed by
adjusting the strength of the slowly adapting feedback.

Keywords: excitability, noise, multiscale dynamics, macroscopic excitability, switching dy-
namics, resonant phenomena

Scientific field: Physics

Research area: Statistical physics

UDC number: 536
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Samoorganizacija u spregnutim
ekscitabilnim sistemima: sadejstvo

viSestrukih vremenskih skala i Suma

Sazetak

Dinamika kompleksnih sistema se tipi¢cno odigrava na nekoliko prostornih i vremen-
skih skala, pri ¢emu su emergentni fenomeni ¢esto povezani sa kriti¢énim prelazima, pri ko-
jima mala promena vrednosti parametra izaziva naglu i kvalitativhu promenu dinamickog
rezima. U blizini takvih prelaza, kompleksni sistemi su vrlo osetljivi na eksterne peturbacije,
Sto moZe izazvati dinamiku alterniranja (switching) izmedu razli¢itih (meta)stabilnih stanja.
Takvo ponaSanje je tipi¢no za mnostvo bioloskih sistema sac¢injenih od spregnutih ekscitabil-
nih jedinica, medu kojima su i neuronski sistemi, kod kojih na samoorganizaciju uti¢u koe-
fekti Suma iz raznolikih izvora i viSestrukosti vremenskih skala koja potic¢e od lokalne di-
namike i dinamike interakcija.

Ova disertacija je posvecena proucavanju nekoliko vrsta samoorganizujuée dinamike
u spregnutim stohastickim ekscitabilnim sistemima sa dinamikom koja se odvija na
viSestrukim vremenskim skalama (multiscale dinamika). Ekscitabilno ponasanje pojedi-
nacnih jedinica je detaljno istraZzeno, kako u pogledu nelinearnog pragovskog (threshold-like)
odgovora na eksterne perturbacije, tako i u pogledu karakteristi¢cnog nemonotonog odgov-
ora na Sum, manifestovanog kroz razne rezonantne fenomene. Medutim, pri razmatranju
ekscitabilnog ponaSanja spregnutih sistema kao nove paradigme emergentne dinamike,
na fundamentalnom nivou postoje brojna otvorena pitanja, uklju¢ujuéi kako interakcije
modifikuju lokalnu dinamiku rezultujuéi ekscitabilnos$¢u na nivou spregnutog sistema, kao
i kako sadejstvo multiscale dinamike i Suma dovodi do switching-a i rezonantnih fenom-
ena. U ovoj disertaciji, sacinjenoj od tri komplementarne linije istraZivanja, sistemati¢no
pristupamo traZenju odgovora na navedena pitanja.

U sklopu prve linije istraZivanja, prosirili smo koncept ekscitabilnosti na spregnute sis-
teme, razmatrajudi primere malog motiva sac¢injenog od lokalno ekscitabilnih jedinica i pop-
ulacije stohastickih neuronskih mapa. U slucaju motiva, klasifikovali smo razlic¢ite vrste
ekscitabilnih odgovora i pokazali $ta odreduje pragovsko ponasanje, primenivsi elemente
teorije singularnih perturbacija. U slucaju populacije, uveli smo koncept makroskopske
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ekscitabilnosti pri kojoj se cela populacija ekscitabilnih jedinica ponasa kao ekscitabilni ele-
ment. Kako bismo ispitali stabilnost i bifurkacije stanja makroskopske ekscitabilnosti, kao i
odgovor sistema na perturbaciju, izveli smo prvi efektivni model srednjeg polja (mean-field)
za kolektivnu dinamiku spregnutih stohastickih mapa.

Druga linija istraZivanja se tie switching dinamike indukovane interakcijom Suma i
razdvajanja vremenskih skala u malim sistemima lokalno ekscitabilnih jedinica. Sprovevsi
analizu na dva paradigmatska modela, pokazali smo da koefekti Suma i velikog, ali kon-
acnog razdvajanja vremenskih skala dovode do dve vrste alterniraju¢e dinamike: sporih
stohastickih fluktuacija i stohastickog burstovanja. U prvom slucaju, razmatranom na
motivu koji se sastoji od dve adaptivno spregnute stohasticke jedinice sa ekscitabilnom
lokalnom dinamikom, pokazali smo da forma sporih fluktuacija kvalitativno zavisi od
razdvajanja skala. U jednom od scenarija, Sum uvodi dve nove vremenske skale, izazivajudi
switching izmedu dve mode oscilacija izazvanih Sumom. U drugom slucaju, uvevsi model
stohasticke ekscitabilne jedinice sa sporo adaptiraju¢om povratnom spregom (feedback),
pokazali smo da se switching izmedu metastabilnih stanja izvedenih iz deterministickih
atraktora manifestuje kao rezim burstovanja, ¢ije granice stabilnosti smo izrac¢unali koris-
te¢i novi metod stohastickog usrednjavanja, proS$irivsi teoriju singularnih perturbacija na
stohasticke sisteme sa multiscale dinamikom.

U sklopu trece linije istraZivanja, proucavali smo rezonantne fenomene u spregnutim
sistemima sa lokalnom dinamikom blizu bifurkacionog praga. Razmatrajuéi uticaj Suma na
paradigmatski model dve jedinice sa ekscitabilnom ili oscilatornom lokalnom dinamikom,
identifikovali smo dva genericka scenarija za pojavu inverzne stohasticke rezonance: jedan
zasnovan nha neuravnoteZenom switching-u, a drugi povezan sa stabilizacijom determinis-
ticki nestabilne fiksne tacke Sumom. Pored toga, uveli smo novi metod kontrole rezonance
koherencije, pokazavsi kako se rezonantni efekat moZe pojacati ili suzbiti prilagodavanjem

jacine sporo adaptirajuce povratne sprege.

Klju¢ne reci: ekscitabilnost, Sum, dinamika na viSestrukim vremenskim skalama,
makroskopska ekscitabilnost, switching dinamika, rezonantni fenomeni

Nau¢na oblast: Fizika

UZa nauc¢na oblast: Statisticka fizika

UDK broj: 536



Contents

Thesis Defense Committee i
Acknowledgements v
Abstract vii
Sazetak ix
Contents xi
List of Figures XV
1 Introduction 1
1.1 Multiple timescale dynamics. . . . . ... ... .. ... Lo L 6
1.1.1  Singular perturbation theory and slow-fast analysis . . . . ... .. .. 7

1.1.1.1  Geometric singular perturbation theory . . . . . ... ... .. 8

1.1.1.2  Asymptotic singular perturbation theory . . . ... ... ... 11

1.2 The concept of excitability . . ... ... ... ... ... ... ... . ... .. 11
121 Phenomenology . . . . ... .. ... ... L 11

1.2.2  Dynamical features of excitable systems . . . . .. ... ... ... ... 12

1.2.3 Minimal models of excitability . . ... ... ... ... .. ... ... 16

1.2.3.1 TypeI Excitability: The active rotator model . . . .. ... .. 16

1.2.3.2 Type Il Excitability: The FitzHugh-Nagumo model . . . . . . 18

1.3 Effects of noise in excitablesystems . . . . . .. ... .. ... .. .. ... .. 24
14 Thisthesis . ... ... ... .. .. . ... 26

2 The Excitability of Coupled Systems 29
2.1 Excitability of a motif of two adaptively coupled units . . . . . ... ... ... 32
211 Model. . . ... 32

2.1.2 Deterministic dynamics: stationary states . . . . . ... ... ... ... 33

2.1.2.1 Stability of fixed points on the synchronization manifold . . . 34

2.1.2.2 B-dependence of the number and stability of fixed points . . 36

2.1.3 Stimulus-response relationship and threshold-like behavior . . .. .. 38

2.2 Macroscopic excitability: assembly of coupled neuronal maps . . . . ... .. 39

X1



221 Local map dynamics and the populationmodel . .. .. ... ... .. 40
2.2.2 Derivation of the mean-field model . . . . . . . . . . . .. .. ... ... 43
2.2.3 Stability and bifurcation analysis for the macroscopic excitability state =~ 47

224 Responsetoexternalstimuli . . . ... ..... ... ... ... 0. 53

2.3 Chapter summary and discussion . . . . ... .. .. ... ... L. 56

3 Switching Dynamics Induced by the Interplay of Adaptivity and Noise 59

3.1 Switching in a motif of two adaptively coupled excitable units . . . . . .. .. 62

3.1.1 Model and deterministic dynamics of the full system . .. .. ... .. 62

3.1.1.1 Stationarystates . . ... ... ..... ... ... ... 63

3.1.1.2 Theonsetofoscillations . . . ... ... ............. 63

3.1.2 Slow-fast analysis of deterministic dynamics . . ... ... ... .. .. 65

3.1.2.1 Dynamics of the fast flow: the layer problem . . . . . ... .. 65

3.1.2.2 Dynamics of the slow flow: the reduced problem . ... ... 68

3.1.3 Switchingdynamics . .. ... ... .. ... ... . ... . 0L 70

3.1.3.1 Switching dynamics for slower adaptation . . . .. ... ... 71

3.1.3.2 Switching dynamics for faster adaptation . . . . .. ... ... 72

3.2 Switching in an excitable unit with a slowly adapting feedback . . . . . . . .. 73

321 Model. . ... ... . .. 74

3.2.2  Slow-fast analysis of deterministic dynamics . . . ... ... ... ... 74
3.2.2.1 Stable equilibrium in the fast flow and the method of adia-

batic elimination . . . ... ... ... ... . ... . ... ... 75

3.3

3.2.2.2 Stable periodic solution of the fast flow and averaging over

fast oscillations . . . . ... ... .. L o L oL 76

3.2.2.3 Combined dynamics of the slow variable . . . . .. ... ... 78

3.2.3 Slow-fast analysis of stochastic dynamics: stochastic averaging approach 79
324 Switchingdynamics . ... ... ... ... .. Lo o L. 84
Chapter summary and discussion . . . . . . ... ... . ... .......... 87

4 Resonant Phenomena in Coupled Systems with Local Dynamics near the Bifur-

cation Threshold 91
4.1 ISR duetobiased switching . . . ... .... ... ... ... ........ 94
41.1 Model and deterministic dynamics of the full system . ... ... ... 94
41.1.1 The onset of emergent oscillations . . . . ... ... ...... 95
41.2 NumericalresultsonISR. . . ... ... ... .. ... ... .. ... 96
4121 Characterizationof ISR . .. ... ... ... .. ... ... 96
4.1.2.2 Biased switching as a mechanismof ISR . . . ... ... ... 98

4.1.2.3 Local stability of the limit cycle attractor: the impact of scale
separation . . . . . ... o 100
4.1.3 Facilitatory role of adaptivity in the resonant effect: slow-fast analysis 101
4.2 ISR due to noise-enhanced stabilization of an unstable fixed point . . . . . .. 104

xii



421 Model and deterministic dynamics of the full system . ... ... ... 104
4211 Stationarystates . .. .......... ... ... ... 105
42.1.2 Multistability of oscillatory regimes in the full system . . . . . 105
422 Slow-fastanalysis . . . ... ... ... .. o oo oo 106

4221 Layer problem: stationary states and periodic orbits of the
fastflow . . ... ... 108
4222 Time-reversal symmetry of the fastflow . ... .. ... ... 110
42.3 Numerical observation of ISR and the trapping effect . . . . ... ... 112
4231 Degradation of ISR for different rules of adaptation . . . . . . 113
4.3 Two mechanisms of ISR in classical neuronal models . . . . . . ... ... ... 114
44 Controlling CR by nonlinear feedback . . .. ... ... ............. 116
441 Paradigmatic model for the control of CR via a slowly adapting feedback116
4411 Slow-fast analysis of the deterministic system . .. ... ... 117
4412 Slow-fast analysis of the stochastic system . . ... ...... 118
442 Enhancing or suppressing CR by adjusting the feedback strength . . . 119
4.5 Chapter summary and discussion . . . . .. ... .. ... ... ... 121
5 Conclusions 125
51 Conceptual advancements . . . . ... ... ... ... L L. 125
52 Methodological advancements . . . ... ... ... ... ... . ... . 127
53 Outlook . . . . . .. 127
Bibliography 129
Curriculum Vitae 143

xiii



Xiv



List of Figures

1.1
1.2

1.3

1.4
1.5

1.6

21
2.2
2.3

24

2.5
2.6
2.7

2.8
29

2.10
2.11

212
213
2.14
2.15

3.1

Schematic representation of adaptivity. . . . .. ... ... ... .. ... .. . ... 7
Excitable behavior illustrated by the example of neuronal dynamics: membrane
potential. . . . . ... 13
SNIPER and supercritical Hopf bifurcation scenarios and the associated stimulus-
response curves pertaining to Type I and Type II excitable behavior. . . . . . . .. 14
Dynamical regimes of the active rotatormodel. . . . . . ... ... ... .. ... 17

Phase portraits and trajectories of the FHN model in the excitable and oscillatory
TEgIMEe. . . . . o o 21
Canard explosion in the FHN system. . . . ... .. .. ... ... ......... 22

Stationary values of the coupling strengths as a function of the phase difference. ~ 35
Bifurcation diagram for the fixed points of the fastflow. . . . .. .. ... ... .. 37
Modalities of the response to external perturbation for two adaptively coupled

activerotators. . . . . . ... L 38

Time series and phase portraits corresponding to the spiking responses from Fig.

23forsystem (2.1). . . . ... 40
Dynamical regimes of the neuron map model (2.10). . . . . ... ... ... .... 41
Impact of noise on a single map neuron in the excitable regime. . . . ... .. .. 42

Dependencies of the (a) oscillation amplitudes A(J, 8) and b(c) average inter-
spike intervals T(J, ) obtained by stochastic averaging for a network alongside
analogous results for the MF model shownin(c)and(d). . . ... ... ... ... 48
The macroscopic excitability feature. . . . . . ... ... ... ... .. ... ..., 49
Comparison of R(]) curves for a network and the MF model, alongside time
series for the spiking and bursting collectivemodes. . . . . . ... ... ... ... 49
Family of R(J) curves over ¢ for a network of N = 100 neurons under fixed f = 0.2. 51

Noise-induced phenomena within the | interval in the vicinity of the determinis-

ticthreshold. . . . . . ... ... . .. 52
Comparison of A(J,c) and T(J, o) dependencies for a network and the MF model. 52
R(J) dependencies for increasing N under fixed (B,0) = (0.2,0.05). . . . . . . .. 53
Assembly phaseresetting. . . .. ... ... ... .. L0 Lo oL 54
Stimulus-response relationship in the excitable regime. . . . ... ... ... ... 55
Emergence of oscillations in a motif of two adaptively coupled rotators. . . . .. 64

XV



3.2
3.3

34

3.5
3.6

3.7

3.8

39

3.10
3.11

3.12
3.13

3.14

3.15

3.16

3.17

3.18

4.1
4.2
4.3
44

4.5

Attractors of the fast flow in a motif of two adaptively coupled active rotators. . .
Schematic phase portraits corresponding to the characteristic regimes of the fast
flow. . . . o e
The vector field of the slow flow obtained by taking only the stable attractors of
the fast flow intoaccount. . . . .. ... ... .o oL Lo o
Switching dynamics under the variation of timescale separation. . . . . . . .. ..
Switching dynamics between the two modes of noise-induced oscillations (slow
adaptation). . . . . ...
Time traces of the phases (a) and weights (b) associated with noise-induced
switching between the coexisting attractors of the deterministic system (fast
adaptation). . . . . ...
Dynamics of the fast flow of an excitable active rotator with a slowly adapting
feedback. . . . . ..
Graphical solution of the fixed point equation (3.26) and scheme of the slow-fast
dynamics of system (3.9). . . . . .. ... Lo
Fixed points of the slow dynamics (3.17) for varying feedback strength 7. . . . . .
Average frequency Qp () of the fast dynamics obtained by using numerical so-
lutions of the stationary Fokker-Planck equation. . . . . . . ... ... ... ....
Branches of fixed points of the slow dynamics for different noise values. . . . . .
Branches of fixed points of the slow dynamics for different feedback strength
values. . . ..
Dynamical regimes of the stochastic excitable active rotator with a slowly adapt-
ing feedback for different choices of the feedback strength. . . . . ... ... ...
Histograms of interspike intervals of the phase variable for the full system and
the fastsubsystem. . . .. ... ... .. ... ... .. L o
Stationary distributions sampled from numerical simulations of the full system. .
Long-time averages (j) T obtained from numerical simulations of the full system
with fixed noise intensity and varying feedback strength for different values of
timescale separation. . . . ... ... ... L oL
The balanced switching regime illustrated by time series of the fast ¢(¢) and slow
pu(t) variable. . . . . . oL

The onset of emergent oscillations in (4.1) for Iy =0.95,D =0. . . . ... ... ..
Inverse stochastic resonance in (4.1) with [y =095, =4.2.. . . . ... ... ...

Stationary distribution P(¢7) for noise levels below, at, and above the resonant

Mean spiking rate (f) as a function of g and D for fixed ¢ = 0.09, presented as a
3Dplotandaheatmap. . ... ... ... ... .. ... ... . ..
(a) Fraction of time spent in the oscillatory metastable state as a function of noise.
(b) and (c) Numerically estimated transition rates from the oscillatory to the

quasi-stationary metastable states and viceversa. . . . . ... ... ... ... ...

XVi

66

68

82

83

86

97

99



4.6 Determinant of the Jacobian calculated along the limit cycle orbit as a function of
the phase variable. . . . ... ... ... .. ... ... . . o
4.7 (a) Attractors of the fast flow (4.2) in terms of k1 and «,. (b) Vector field of the slow
flow (4.3). (c) and (d) time traces of phases and couplings during the switching
episode. . . . . ...
4.8 Conditional probability. . . .. ... ... ... ... .. .. .. .. .. . ...
49 The dependence of the maximal real part of the eigenvalues of the two foci on
timescale separation. . . . . ... ... . Lo o
4.10 Multistability of the full system (4.5) for I = 1.05, = m,¢e = 0.01,D =0.. . . . .
4.11 Numerical bifurcation diagram obtained by determining the first return times T},

106
107

to the Poincare cross-section ¢ = 4.5 for system (4.5) with Iy = 1.05, 8 = 7r, D = 0.107

4.12 (a) Variation of the number of fixed points of the fast flow (4.7) in the (x, Iy) plane.
(b)-(c) saddle-center bifurcation scenario. . . . . ... .. ... ... .. ... ..
4.13 Multistable dynamics of the fast flow (4.7) for Iy = 1.05 below and above the
saddle-center bifurcation. . ... ... ... .. .. o o oo
4.14 Time-reversal symmetry of the fast flow for Iy = 1.05,x = —-0.8. . . ... ... ..
4.15 Observation of inverse stochastic resonance in system (4.4) with Iy = 1.05. . . . .
4.16 Noise-induced switching between metastable states. . . . . . ... ... ... ...
4.17 Numerically estimated fraction of time spent in the vicinity of the unstable fixed
pointas a functionofnoise. . . . . ... Lo Lo Lo Lo
4.18 Family of (f)(D) curves over B < 7 for system (4.4) with Iy = 1.05,¢ = 0.05. . . .
4.19 Bifurcation diagrams for the Morris-Lecar model in the vicinity of the supercrit-
ical and subcritical Hopf bifurcations, along with the (f) (D) dependence for se-
lected values forbothcases. . . ... ... ... . ... . ... . .. ..
4.20 Comparison between the bifurcation diagram obtained within singular perturba-

tion theory and numerical simulations for the full system with finite scale sepa-

4.21 Enhancement or suppression of CR by a slowly adapting feedback control. . . . .

xvii

109
111
111
112

119
121






Chapter 1

Introduction

The spontaneous emergence of increased organization in a system led only by its own dy-
namics, referred to as self-organization, is a fundamental feature of our world [1, 2, 3, 4].
Many forms of fascinating self-organized behavior are encountered across all scales, includ-
ing the formation of planetary systems and galaxies [5], crystal growth [6], sand dunes [7],
flocking behavior in birds and fish [8], the development of living organisms [9], traffic flow
[10], the stock market [11], the Internet [12], and the evolution of language [13]. Brain func-
tionality also heavily relies on self-organizing processes [14] [15], and even consciousness
can be considered a result of self-organization [16] [17]. In physics, self-organization is often
related to phase transitions and spontaneous symmetry breaking, typically manifested as
the formation of complex spatio-temporal patterns, with examples ranging from the syn-
chronization transition in coupled oscillators, crystal growth, and spontaneous magneti-
zation in classical physics to superconductivity, lasers, and Bose-Einstein condensation in
quantum physics [18].

The idea of order spontaneously appearing from disorder has sparked human curiosity
for centuries and millennia [19]. The oldest known reference to this notion reaches back to
ancient Greek philosophers, when thinkers belonging to the atomist intellectual tradition,
such as Lucretius and Democritus, speculated that, given enough matter, space and time,
order emerges on its own without divine intervention [20]. Centuries later, several classical
philosophers including René Descartes [21], Immanuel Kant [22], and Friedrich Wilhelm
Joseph von Schelling [19] also pondered over this concept. In his Critique of Judgment from
1787, Kant was the first to propose the term self-organization, recognizing the possibility of
an organization at the systemic level which cannot be explained by reducing the behavior
of the system as a whole to the behavior of its constituents. For Schelling, self-organization

was essential in considerations of the philosophy of nature.

As far as contemporary science is concerned, in 1947 the cyberneticist W. Ross Ashby
introduced the concept to general systems theory by applying the term “self-organizing”
to describe self-induced changes in organization in determinate systems [23]. Indeed, the
main contributions in the initial stages of theoretical developments came from general sys-
tems theory and cybernetics, lead by prominent theorists such as Heinz von Forster, Gordon
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Pask, and Norbert Wiener [24, 25, 26, 27, 28]. During the following decades, the idea was em-
braced by physicists and chemists within research on phase transitions. Eventually, physical
chemist Ilya Prigogine bridged the gap between general systems theory and thermodynam-
ics with his pioneering work on self-organization in chemical systems [29], for which he was
awarded the Nobel Prize in 1977 [30].

Another major contribution was provided by Hermann Haken, founder of the interdisci-
plinary field of “synergetics”, dedicated to self-organization and pattern formation in open
systems far from equilibrium [1, 2]. Alongside the development of synergetics, a new inter-
disciplinary field of research emerged, termed “complexity science” [3, 4]. The focal point of
this discipline is the investigation of complexity — collective behavior which arises as a result
of local interactions between constituents of a complex system, as well as the interactions of
the system and its environment. Complexity characterizes diverse phenomena relevant to
a wide variety of both natural and social sciences, from the climate to transportation sys-
tems to the human body. While an intuitive grasp on the notion of complexity seems quite
straightforward, it is rather difficult, if not impossible, to construct an universal definition.
Indeed, the definition of complexity has been the subject of many debates [31].

Despite disagreements about the precise formulation of a universal definition of com-
plexity, there are several general features that are generally agreed upon to be common
characteristics of complex systems, such as that they all consist of interacting components
[32]. Another intrinsic feature of complex systems is emergence, which refers to system
traits that arise exclusively due to interactions of the constituents of the system, and which
cannot be inferred by considering those parts in isolation [33]. Although emergence and self-
organization are closely related concepts, the following distinction should be emphasized:
while emergence refers to the appearance of a novel property on a global level arising from
local interactions, self-organization concerns the increase in order resulting from internal

dynamics in the absence of external influences [34].

Ever since it was established that complexity is a crucial feature of systems capable of
exhibiting self-organizing behavior, research on self-organization and complex systems has
become deeply interwoven [4]. Since these studies typically concern systems with many
degrees of freedom which are impossible to treat mathematically, the analysis often con-
sists of a qualitative approach, significantly relying on computer simulations [35]. In the
early 2000s, empirical studies of real-world complex systems motivated a convenient repre-
sentation of complex systems within the framework of networks in which the interactions
between the constituents are described by links between nodes [36, 37, 38], providing an

intuitive depiction of any system consisting of related components.

The mathematical field of nonlinear dynamics, devoted to the qualitative behavior of non-
linear dynamical systems [39], has turned out to be essential to the study of self-organization
and, in general, the dynamics of complex systems. Within nonlinear dynamics, one aims to
qualitatively understand the long-term behavior of systems, classifying the stable solutions
for a given set of parameters (attractors). Dynamical systems which exhibit the coexistence
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of several attractors are referred to as multistable systems [40]. If a multistable system is
exposed to a sufficiently strong perturbation and/or rapid parameter change, it may switch
between different attractors [41]. Under the action of noise, the attractors of a multistable
system become metastable states. Sufficiently strong noise may induce large fluctuations
due to which the system exhibits continuous switching between different metastable states
[42].

The dynamical structure of complex systems often involves multiple characteristic
timescales, whereby such multiscale dynamics may arise from the local dynamics of the
system’s constituents and/or may appear due to the dynamics of the interactions (coupling
dynamics). Coupling dynamics may involve mechanisms such as feedback or adaptivity
in which the system’s structure adaptively reorganizes itself in response to the dynamics
[43, 44, 45, 46]. Systems whose dynamics involves a strong separation of characteristic
timescales are referred to as slow-fast systems within the mathematical framework of
singular perturbation theory [47, 48, 49, 50, 51].

Let us now establish a link between the fields of nonlinear dynamics and statistical
physics, associated with critical transitions. Critical transitions occur at so-called tipping
points, where the system suddenly shifts from one stable state to another qualitatively
different stable regime [41, 52, 53, 54]. While critical transitions may, on one hand, result
in undesired catastrophic outcomes, on the other hand, being in the vicinity of a tipping
point may also have favorable consequences. For instance, in the brain, the transition from
normal to epileptic brain activity is undesired [55], while transitions which contribute to

switching between mutually exclusive motor programs are desired [56].

Deeper insight into critical transitions has been provided within the theory of nonlinear
dynamics by considering stochastic multiscale (slow-fast) models [57]. Within this approach,
a critical transition corresponds to a bifurcation — a qualitative change in the dynamics due
to a small smooth variation of system parameter(s) [39] — such that the tipping point coin-
cides with the bifurcation condition. In the vicinity of critical transitions, complex systems
are extremely sensitive to perturbations, and may, depending on the dynamical character
of the transition, exhibit two qualitatively different types of fluctuations [54]. In particular,
they may either exhibit slow (critical) fluctuations, featuring a slow recovery to a stable state
after a perturbation, or multistable fluctuations, manifested as stochastic switching (flick-
ering) between metastable states [52]. The two types yield qualitatively different statistics:
critical fluctuations are characterized by a scale-free power-law distribution, while multi-
stable fluctuations follow an exponential distribution akin to a Poisson process. If we in-
voke an analogy with statistical physics, critical fluctuations mathematically correspond to
a second-order (continuous) phase transition, whereas metastable fluctuations coincide with

a first-order (discontinuous) one.

One of the key examples of self-organizing phenomena in complex systems is provided
by the synchronization transition in coupled oscillators. The synchronization transition is
typically described using the Kuramoto paradigmatic minimal model [58], which has been
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applied to analyze problems from a wide range of disciplines, including physics [59], en-
gineering [60], chemistry [61], and biology [62]. The Kuramoto model consists of globally
coupled oscillators described by their phases, each with its intrinsic natural frequency given
by a common distribution. Under the variation of the coupling strength, the model displays
a second-order (continuous) transition from an unsynchronized state of phase turbulence to
partial synchrony [63], corresponding to a Hopf bifurcation of the complex order parame-
ter. From the standpoint of statistical physics, synchronization is a non-equilibrium phase
transition, since the dynamics settles to non-equilibrium stationary states [64].

Having provided a general introduction to the notion of self-organization in complex
systems, describing central concepts such as emergence, multiscale dynamics, multistability
and switching, as well as explaining the crucial role of stochastic effects in complex dynam-
ics, a few words should be said about emergence and self-organization in coupled excitable
systems to which this thesis is devoted to. In general, coupled excitable systems exhibit a
variety of self-organized behaviors, including oscillations, pulses and (rotating, spiral, and
scroll) waves, as well as localized and propagative spatio-temporal patterns such as local-
ized spots and periodic or chaotic patterns [65, 66]. However, the governing principles of
self-organization in coupled excitable systems are different from those in coupled oscillators
because in the absence of input, an excitable unit settles into a stationary state.

In conceptual terms, the excitable behavior of single units influenced by different types
of noise is well understood. However, much remains to be understood about the excitable be-
havior of coupled systems, where open questions concern the details of the nonlinear threshold-
like behavior, the characteristic non-monotonous response to noise (resonant phenomena),
as well as noise-induced switching dynamics. In particular, in the case of populations of
excitable units, an interesting problem involves the scenario in which a whole population
of coupled excitable units becomes an excitable system itself, a feature relevant to both the-
ory and applications. We will refer to this emergent phenomenon as macroscopic excitabil-
ity. Nonetheless, an equally interesting open issue concerns the interplay of noise and
adaptivity-induced multiple timescale dynamics in small motifs consisting of locally ex-
citable units. Moreover, although it is well-known that noise plays a constructive role in
a variety of applications [67], including stochastic facilitation in neural systems [68, 69, 70]
which mainly involves resonant phenomena, phenomena such as coherence resonance and
inverse stochastic resonance have mostly been considered in the case of single units.

Studies of these effects in coupled systems are still lacking, despite their relevance in the
context of neural networks [71, 72]. Indeed, our motivation for considering coupled stochas-
tic multiscale excitable systems arises primarily from studies of neuronal systems, such as
small network motifs and neural networks, whose activity is shaped by the interaction of
multiple timescale dynamics, facilitated e.g. by synaptic plasticity, and diverse sources of
intrinsic or external noise. The particular types of self-organized dynamics explored within
this thesis include:

o the excitability of coupled systems,
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e synchronization of noise-induced oscillations, namely the ordering transition account-

ing for the onset of a collective mode via a stochastic bifurcation,
¢ noise-induced multistability,
e noise-enhanced stabilization of deterministically unstable structures,
e noise-induced switching, and
e resonant phenomena,
whereby the main conceptual novelties include
e the introduction of the notion of macroscopic excitability, and
e the discovery of generic mechanisms of inverse stochastic resonance.

From a methodological standpoint, this study relies on standard methods from nonlin-
ear dynamics and statistical physics, including the following analytical and numerical tech-

niques:
e stability and bifurcation analysis,
e multiple timescale analysis for deterministic systems,
e numerical modeling of systems of deterministic and stochastic differential equations,
e calculation of phase response curves for coupled systems, and
e the Fokker-Planck method,
as well as newly introduced analytical methods, such as
e the application of mean-field theory to coupled time-discrete systems, and
e stochastic averaging for the analysis of stochastic multiscale systems.

The analysis of the above-mentioned phenomena will be carried out on several models
with stochastic multiple timescale dynamics. In fact, each phenomenon will be studied with
reference to more than one model in order to demonstrate its generality. To this end, the

following paradigmatic models will be taken into consideration:
e an assembly of coupled stochastic map neurons,
e a stochastic slow-fast system of two adaptively coupled units,
e a stochastic excitable unit with a slowly adapting feedback, and

e the Morris-Lecar neuron model.




Chapter 1. Introduction

The remainder of this chapter contains an overview of the fundamental concepts under-
lying the present thesis, whereby section 1.1 concerns multiple timescale dynamics, including
an introduction to geometric and asymptotic singular perturbation theory. Section 1.2 con-
cerns the concept of excitability, including the phenomenology and dynamical features of ex-
citable behavior. Furthermore, the effect of noise on excitable systems is discussed in section 1.3.

Finally, section 1.4 contains an outline of the thesis.

1.1 Multiple timescale dynamics

In many complex systems, the components evolve on different characteristic timescales, giv-
ing rise to various forms of multiple timescale dynamics. For instance, in neural networks,
the interplay of biochemical synaptic mechanisms and electrical spiking activity gives rise
to complex phenomena which involve more than one timescale [73]. Considering single
neurons, the membrane potential typically changes faster than the recovery variables [74].
Similarly, the optical and electrical components of optoelectronic devices operate on differ-
ent timescales [75, 76]. Additional examples of multi-timescale systems include chemical
reactors [77, 78], mechanical systems [79, 80], and ecological systems [81, 82].

Generally speaking, the multiplicity of timescales may appear (i) as a feature of the local
dynamics of a single unit, and/or (ii) due to the coupling dynamics of interacting units. In
the latter case, the interactions between the constituents of a system are time-dependent,
whereby the system’s structure responds to its dynamics by adaptively reorganizing itself
[43, 44, 45, 46]. The interactions typically evolve slower than the state of the system, natu-
rally invoking a distinction between the fast local dynamics and the slow dynamics of the
couplings. Nevertheless, the evolution of such systems involves a feedback mechanism in
which the couplings adapt to the dynamical processes at the units, but the changes in cou-
plings in turn influence the evolution of the units itself. This interplay, illustrated in Fig. 1.1,
is referred to as adaptivity or adaptation.

In neuronal systems, the concept of adaptivity is embodied in synaptic plasticity, a biolog-
ical mechanism accounting for the changes in the strength of neural connections [83]. De-
pending on relative spike times of presynaptic and postsynaptic neurons, synaptic strengths
may increase or decrease over time, resulting in short- or long-term potentiation or depres-
sion of synapses. Synaptic plasticity makes self-organization in neuronal systems a multi-
timescale process: short-term spiking activity unfolds on a quasi-static coupling configu-
ration, while the slow adjustment of couplings depends on the time-averaged evolution of
units. In the interplay of neuronal activity and synaptic dynamics, the spiking pattern in-
fluences the synaptic connections, which results in new spiking patterns. In this context,
plasticity has been modeled by different rules, such as Hebbian learning and spike-time-
dependent plasticity (STDP) [84, 85, 86].

Dynamical systems involving a strong separation of timescales are referred to as slow-fast

systems and are treated within the mathematical framework of singular perturbation theory
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determines affects

LOCAL COUPLING

dynamics

dynamics

Coupling

affects strengths determines

Figure 1.1: Schematic representation of adaptivity. The interplay between the local dy-
namics, occurring on the fast timescale, and the coupling dynamics, evolving on a slower
timescale, gives rise to a feedback loop whereby the local dynamics determines the state of
the system, which affects the coupling dynamics. The subsequent slow changes in coupling
strengths in turn influence the system state.

[47, 48, 49, 50, 51].

1.1.1 Singular perturbation theory and slow-fast analysis

For simplicity, let us consider dynamical systems involving only two characteristic
timescales, the fast and the slow one. Ordinary differential equations in which one set of
variables has derivatives of a much larger magnitude than the remaining variables may be
written in the following general form [47]:

LE. AT
7 =Y =3(¥,7e) (1.1)

where f : R" x R" — R", g : R" x R" — R". The timescale separation is defined by the
small positive parameter 0 < ¢ < 1, implying that the ¥ variables are the fast variables,
while the 7 variables are the slow variables. By rescaling time as t = 7/¢, we obtain the

following equivalent formulation:
e
70 12

such that t corresponds to the fast timescale while T refers to the slow timescale. Both (1.1)
and (1.2) are referred to as the full system.

It is important to emphasize that the dynamics of slow-fast systems cannot be analyzed
within the framework of regular perturbation theory, where the small parameter € would be
simply approximated with zero. Rather, slow-fast systems belong to the class of singularly
perturbed problems, i. e. those involving a qualitative difference between the solutions of
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the problem at a limiting value of the parameter and limit of the solutions of the general
problem. In this case, the singular limit ¢ = 0 corresponds to an infinite timescale sepa-
ration. Nevertheless, a natural first step in the analysis of such systems is to consider the
singular limit such that the full system reduces to the fast and slow subsystems evolving on

separate timescales ¢t and 7.

1.1.1.1 Geometric singular perturbation theory

GSPT provides a framework for a mathematically rigorous treatment of solutions of singu-
larly perturbed systems. In the singular limit, the dynamics of the full system reduces to
lower-dimensional problems on the fast or the slow timescale, which are used to predict the
behavior of the full system for small, but finite scale separation e.

In particular, by setting ¢ = 0 in (1.2), we obtain the layer problem or fast subsystem, a
parametrized system of ordinary differential equations defined on the fast timescale:

X' =f(¥,7,0) (13)
V' =0,

whose vector flow is called the fast flow. The dynamics of the fast subsystem is obtained
by treating the slow variables y as parameters, whereby each fixed value of y describes one
"layer" of the fast subsystem.

Conversely, setting ¢ = 0 in (1.1) yields the reduced problem or slow subsystem, a
differential-algebraic equation defined on the slow timescale:

0=f(¥,7,0) (1.4)
v =3g(¥,7,0),

such that the corresponding vector flow is the slow flow. A natural way to analyze the orbits
of the full system for finite 0 < ¢ < 1 is to divide them into singular limit segments, such
that, depending on the region of phase space, the dynamics of the full system converges to
either the solution of the layer problem or the reduced one. Determining the dynamics of
the slow flow involves time-averaging over the stable regimes of the fast flow of the layer
problem. If the fast flow exhibits several attractors, multiple stable sheets of the slow flow
emerge from the averaged dynamics of the different attractors of the fast flow. The initial
conditions { ¥ (0), 7 (0)} = {x(, ¥{} must satisfy the constraint 0 = f( %, ¥/,0) in order to
ensure the existence of the solution.

In the vicinity of the set described by the algebraic equation f (%, 7, 0) = 0, referred to
as the critical set Cy = {(¥, ) e R" x R" : f(¥,7/,0) = 0}, a trajectory of the full system
is approximately described by the solutions of the slow flow. On the other hand, sufficiently
far from Cp, approximate trajectories of the full system are given by the fast flow. If Cy is a
submanifold of R™ x IR", Cy is called the critical manifold. The proximity to Cy determines
which subsystem provides an appropriate approximation of the full system, whereas com-
bining such singular limit segments should result in an approximated trajectory of the full
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system. Moreover, Cy is equivalent to the set of equilibria of the fast flow. Trajectories of the layer
problem approach Cy along the fast fibres, such that Cy comprises the set of base points of

the fast fibres, connecting the fast and slow flow.

The structure of slow-fast systems typically involves segments where the fast dynamics
unfolding orthogonal to the critical manifold dominates the slow dynamics tangential to the
critical manifold. Normal hyperbolicity refers to the general feature of manifolds where
the linearized dynamics in the orthogonal direction prevails over that in the tangential di-
rection. In other words, perturbations applied in the direction orthogonal to the manifold
grow exponentially with a larger rate than that of the exponential growth of tangential per-

turbations.

Considering that Cy consists of equilibria, a subset S C Cp is normally hyperbolic if
and only if all points p € S are hyperbolic equilibria of the fast subsystem, i. e. none of
the eigenvalues of the associated Jacobian matrix D,f(p,e = 0) have zero real parts. A
normally hyperbolic subset S C Cy is attracting if all points p € S are stable equilibria
of the fast subsystem (all eigenvalues have negative real parts), repelling if all p € S are
unstable equilibria (all eigenvalues have positive real parts), and of saddle type otherwise.
The slow and fast dynamics are tangent at local extrema of Cy, meaning that there is locally
no separation of timescales. Although classic GSPT falls apart in such points, there are
methods for desingularizing nonhyperbolic equilibrium points, such as the blow-up method
[87].

Fenichel’s theorem [88] establishes a correspondence between invariant manifolds ob-
tained for ¢ = 0 and analogous invariant slow manifolds obtained for ¢ > 0. In particular,
if S € Cp is normally hyperbolic, then S perturbs to O(e)-nearby invariant slow manifolds
S¢ of the singularly perturbed system, whereas the flow on S, converges to the slow flow
on S as ¢ — 0. Note that S, is not unique; rather, it is a family of curves that lie within an
O(e‘é ), K € R distance from each other.

Bifurcations of the layer problem result in the loss of normal hyperbolicity of the critical
manifold since the eigenvalues of the Jacobian D, f(p,e = 0) change sign in a bifurcation.
Under certain circumstances, this results in the appearance of a special class of solutions of
singularly perturbed systems. Generally, the loss of normal hyperbolicity of invariant crit-
ical manifolds often accounts for the generation of complex patterns in slow-fast systems,
especially those which involve folded critical manifolds [89]. The fold point of a critical mani-
fold is a folded singularity if it is a nondegenerate fold and an equilibrium (singular point)
of the full system. Moreover, the folded singularity is generic if the ¢g-nullcline (i) intersects
Co transversally and (ii) passes through the folded singularity at nonzero speed.

The simplest example in R? is provided by a parabolic critical manifold comprised of an
attractive branch C” and a repelling one C’, separated by a fold point L in which normal
hyperbolicity is lost (the layer problem undergoes a saddle-node bifurcation), i. e. Cy =
C*ULUCT'. For finite ¢, the corresponding slow manifolds are C¢ and C. A maximal canard

is a trajectory which lies at the intersections of the slow manifolds C{ N C] in the vicinity of
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a non-hyperbolic point p € L. Such trajectories consist of motion along an attracting slow
manifold followed by motion along a repelling slow manifold after passing near a folded
singularity. In general, a canard is a trajectory which remains within O(e) distance to a
repelling slow manifold for an O(1) amount of time on the slow timescale T = ¢t. In the
singular limit, the maximal canard is unique and corresponds to a canard which stays in the
vicinity of C” for as long as it exists. However, for finite ¢, the maximal canard consists of
an exponentially thin layer of trajectories. Under the variation of a bifurcation parameter,
the maximal canard is path-followed by tracing the solution which has the longest period.
In practice, it is not easy to detect such solutions, since they appear in exponentially small
regions of the parameter space. It should also be noted that canards constitute separatrices for
trajectories of the slow subsystem, separating different forms of dynamical behavior.

Finally, let us consider one scenario of global dynamics involving canards in a planar

system. Assume that a fast-slow system of the form

ex = f(x,y,A)
y=8(xy A),AER,

undergoes a singular Hopf bifurcation at A = Ay (eigenvalues are singular as ¢ — 0) and
that the following holds:

(1) the critical manifold Cy = {(x,y) € R?: f(x,y) = 0,y = h(x)} is a smooth S-shaped
curve comprised of normally hyperbolic attracting C2* and repelling C}) subsets connected
by two generic fold points p+ = (x+,y+), namely Co = C{~ U{p_} UCLU {p+} UC§";

(2) p— (p+) is a local maximum (minimum) of h. At A = A, p+ (p—) is a generic folded

singularity (generic fold point), namely

0 0
%(Piﬁ\) = Ofé(%?\) #0
02 02
>0 <o

og g
a(P—/)‘C) # 0, ﬁ(P—r/\C) # 0
8(ps,Ac) =0,8(p—,A) #0;

(3) at A = A, the slow flow fulfills * < 0 (x > 0) on C5* U C} (C§7).

The singular Hopf bifurcation at A = Ap creates small-amplitude limit cycles of order
O(e), typically referred to as subthreshold oscillations. However, under assumptions (1)-
(3), with varying A the amplitude of the limit cycle rapidly increases at the maximal canard
value A = Ac. Moreover, further variation of A results in large-amplitude O(1) order re-
laxation oscillations. A relaxation oscillation converges to a singular trajectory comprised
of continuous concatenations of alternating slow and fast segments forming a closed loop
in the singular limit. For finite ¢, limit cycles of intermediate size, between subthreshold
and relaxation oscillations, are perturbations of singular canard cycles found for ¢ = 0.
This scenario, accounting for the transition between small- and large-amplitude limit cy-
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cles, occurs within an exponentially small parameter range and is called a canard explosion
[87,90, 91, 92].

1.1.1.2 Asymptotic singular perturbation theory

Analytical approximations of singularly perturbed problems are derived within asymptotic
analysis, where the goal is to obtain an asymptotic expansion of a function, describing its lim-
iting behavior in terms of a sequence of gauge functions. A gauge function §(¢) is a positive,
monotonically decreasing function (as ¢ — 0), continuously differentiable in the neighbor-
hood of ¢ = 0. For instance, d(¢) = ¢",n € N is a standard choice for a gauge function.
Moreover, if 6,11(e) = 0(du(e)) for all n as e — 0, then the sequence of gauge functions
{6n(€)}5> is called an asymptotic sequence. The asymptotic expansion of the function v(x, ¢)
at xp up to order dy(e) as e — 0 is given by

v(x, €) Z an(x0)0n () + bn(x0) - 0(dn(e)), (1.5)

N

where the functions by (x) and {a,(x)},_, are finite in xg. Moreover, if (1.5) holds for all x

and by (x) is a uniformly bounded function, then the uniformly valid asymptotic expansion

of v up to order dy(¢) is given by:

Z 1, (x)6,(e) + 0(on(g)). (1.6)

If (1.6) holds for all n € IN, then we have the asymptotic series of v:

€) ~ éan (x)dn(e)

In general, asymptotic series are not convergent and the accuracy of the approximation is the
highest only near a certain value of xg and for small ¢. It is not possible to a priori determine

the optimal number of terms for approximating a function with its asymptotic series.

1.2 The concept of excitability

1.2.1 Phenomenology

The concept of excitability refers to a system with a rest state that, when perturbed, displays
nonlinear threshold-like behavior [74, 67].

Historically, the notion of excitability was first introduced by Norbert Wiener and Ar-
turo Rosenblueth in 1946 within research on propagating contractions in the cardiac muscle.
Without making any reference to the theory of nonlinear dynamical systems, they proposed
a simple phenomenological paradigm by which all excitable systems have three characteris-
tic states: rest (excitable), excitatory, and refractory [93]. Although the rest state classically
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refers to a stable equilibrium, it can also be a stable periodic orbit [94]. In the absence of
external stimuli, an excitable system remains in the rest state. However, when perturbed, it
may exhibit two qualitatively different types of behavior, whereby the introduced perturba-
tion evokes either a small- or a large-amplitude deviation before the system relaxes to the
rest state. This threshold-like response naturally invokes the following distinction:

e subthreshold perturbations cause a small-amplitude linear response after which the

system rapidly relaxes back to the rest state;

e superthreshold perturbations evoke a large-amplitude nonlinear response, referred to
as an excitation, whereby the system performs a large excursion in the phase space
before returning to the rest state, followed by a refractory period during which the
system cannot be excited again. If the rest state is a stable equilibrium, the excitation
is pulse-like and referred to as a “spike”.

Therefore, marginally different perturbations within a narrow range of stimuli magnitudes
near the threshold may result in qualitatively different responses of the system. The concept
of excitability is best understood in analogy to neuronal dynamics, as shown by the example
of the membrane potential’s response to external stimulus in Fig. 1.2. In the case of a sub-
threshold perturbation, the membrane potential exhibits a small-amplitude linear response
in the form of a subthreshold (small graded) postsynaptic potential, whereas a suprathresh-
old perturbation elicits an order of magnitude larger, nonlinear response, generating a spike
or action potential.

Since it was originally believed that the phenomenon of excitability is exclusive to bio-
logical systems, initial studies concerned the excitable behavior of biophysical systems such
as nervous tissue [95], the myocardium [96], and the response of the human eye to a light
stimulus [97, 98]. Nevertheless, research carried out during the following decades revealed
that excitability is encountered in a much wider variety of systems. Nowadays, the concept
of excitability provides a universal framework for explaining the behavior of a whole class
of systems. Apart from biological systems such as neuronal networks, cardiac tissue, pan-
creatic beta cells, and gene regulatory networks [73, 99, 100, 101, 102], examples of excitable
systems include lasers [103], semiconductors [104], models of chemical kinetics [105], social
interactions [106, 107], climate dynamics [108], and earthquake faults [109].

1.2.2 Dynamical features of excitable systems

Historically, following the phenomenological paradigm of Wiener and Rosenblueth, another
significant contribution to understanding excitable behavior was provided by the physiolo-
gist and biophysicist Alan Hodgkin, who proposed a classification of excitability in 1948 [110].
Based on purely experimental observations of the excitable response of crustacean nerves
to external stimuli, Hodgkin had classified excitable behavior into distinct classes or types.
This classification, relevant to this day, recognizes that the transition from small- to large-
amplitude responses may be abrupt or continuous [73, 74].
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Figure 1.2: Excitable behavior illustrated by the example of neuronal dynamics. The plot
shows a qualitative scheme of the membrane potential’s response to stimulus, depicting
three characteristic states of an excitable system: rest, excited, and refractory. Depending
on whether the applied stimulus is below or above the threshold, the membrane potential
displays either a linear response corresponding to subthreshold (small graded) postsynaptic
potentials, or undergoes a nonlinear response in the form of an action potential or spike,
followed by a refractory period during which no further spikes can be elicited.

The next milestone in the development of the theory of excitability emerged as a result of
the collaborative research between Alan Hodgkin and fellow physiologist and biophysicist,
Andrew Huxley, on the propagation of nerve impulses in the squid giant axon. In their
legendary paper from 1952 [111], the duo provided the first description of excitability within the
framework of nonlinear dynamical systems, having derived a mathematical model consisting of
four nonlinear differential equations in order to describe the ionic mechanism of generating
action potentials. For this discovery, today referred to as the Hodgkin-Huxley model, they
were jointly awarded the 1963 Nobel Prize in Physiology or Medicine [112].

Several decades later, mathematicians John Rinzel and Bard Ermentrout explained
Hodgkin’s classification in mathematical terms by establishing a correspondence between the
different forms of experimentally observed behavior and bifurcations occurring in two-dimensional
systems [74, 113]. In general, the notion of bifurcation refers to a qualitative change in the
dynamics of a system resulting from a small smooth change made to one or multiple system
parameters [39]. In scenarios relevant to this thesis, the change in dynamics occurs as a
result of a change in the number and stability of fixed points and limit cycles (isolated

periodic solutions) in the phase space. In particular,

1. at the saddle-node infinite period (SNIPER) bifurcation (Fig. 1.3a), a saddle point
and stable node collide and annihilate on an invariant circle, giving rise to an infinite-

period limit cycle which appears as a homoclinic orbit. The SNIPER bifurcation is also
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Figure 1.3: In the (a) SNIPER bifurcation scenario, two fixed points collide and annihilate on
the invariant circle, giving rise to (b) Type I excitable behavior, characterized by a continuous
change in firing frequencies within a wide range. On the other hand, in the (c) supercritical
Hopf scenario, a small-amplitude limit cycle is born from a fixed point which loses its sta-
bility, leading to (d) Type II excitable behavior, in which the emerging limit cycle has a finite
frequency assuming values from a narrow range. The figure is adapted from [73].

referred to as the saddle-node on invariant circle bifurcation.

2. in the Hopf bifurcation scenario (Fig. 1.3b), a fixed point changes its stability via a
pair of imaginary eigenvalues as a small-amplitude limit cycle is born. Depending
on the stability of the emerging limit cycle, we distinguish between the subcritical
(unstable) and the supercritical (stable) Hopf bifurcation. In the former case, the stable
equilibrium coexists with an unstable limit cycle, losing its stability as the unstable
limit cycle engulfs it, while in the latter case, the stable equilibrium loses its stability in
the bifurcation as a stable limit cycle is born.

Rinzel and Ermentrout primarily determined that the necessary condition for observing
excitable behavior in a dynamical system is that it lies near a bifurcation from the rest
state to sustained oscillatory motion. Moreover, they demonstrated that different types
of bifurcations mediating the transition between stationary and oscillatory dynamics give
rise to different types of excitable behavior. Based on Hodgkin's findings enriched by the
mathematical characterization, we distinguish between two classes or types of excitability
of a stable equilibrium, namely:

1. Type I excitability, which involves systems that lie close to the SNIPER bifurcation (Fig.
1.3a-b); and

2. Type II excitability (Fig. 1.3c-d), which refers to systems whose local dynamics is near
the Hopf bifurcation.
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These two mechanisms result in different dependencies of the spiking frequency on the
stimulation amplitude in the vicinity of the bifurcation point, explaining Hodgkin’s obser-
vations. Specifically, in Type I excitable systems, as the period of the limit cycle approaches
infinity, the frequency of the oscillations becomes arbitrarily low, tending to zero. This is
not the case for Type II excitable systems, in which the oscillation frequency always re-
mains finite near the bifurcation point. Moreover, the threshold separating small- and
large-amplitude responses is more apparent in Type I than in Type II excitable systems
[74,114]. From a mathematical point of view, thresholds are not points, but rather manifolds,
whereby the mechanism of the threshold-like behavior depends on the geometric structure
of the phase space of the system as follows:

1. Type I excitability involves a separatrix associated with stable manifolds of saddle struc-
tures, such as those found in the saddle-node or subcritical Hopf bifurcations. Such
a structure accounts for a sharp distinction between small- and large-amplitude re-
sponses (“all-or-none” spiking), and the shape of the spike is completely independent
of the stimulation properties.

2. Type II excitability, found in systems with a timescale separation, involves a threshold
manifold or ghost separatrix related to the existence of canard separatrices [73, 74, 89, 114,
115]. Although such a structure results in a smooth crossover between the two types
of responses within a narrow range of stimuli amplitudes, the system may still display

a high sensitivity to perturbations given a sufficiently large timescale separation.

The details regarding the first point will be presented in section 1.2.3.1, whereas the notion
of the threshold manifold will be explained within the framework of singular perturbation
theory in section 1.2.3.2.

The concept of excitability has recently been extended to a relaxation limit cycle attractor
[94]. In this case, the system’s response to perturbations is phase-sensitive, i. e. non-uniform
along the periodic orbit: the maximal canard provides the threshold, and the nonlinear re-
sponse occurs only if superthreshold perturbations are applied to a certain part of the peri-
odic orbit and in the appropriate direction.

Finally, regardless of the excitability type, all excitable systems share the following two

generic features:
1. a nonlinear threshold-like response to external perturbation;

2. a non-monotonous dependence of the system’s response to continuous random per-

turbations (noise).

The details concerning the second point will be elaborated in section 1.3. Here we just men-
tion that noise may, in general, change the deterministic behavior of systems in two ways,
one of which involves the crossing of thresholds or separatrices.
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1.2.3 Minimal models of excitability

The generic features of excitability arise from the fact that excitable systems lie close to a
bifurcation threshold. Although the specific processes accounting for the excitability of the
wide variety of systems from the end of section 1.2.1 are diverse, their features are essentially
alike on a fundamental level: they are all either Type I or Type II excitable.

Therefore, the significance of the classification of excitability from section 1.2.2 lies in the
convenience of representing the behavior of a wider class of systems by a limited number of
minimal models. Indeed, the nonlinear dynamical mechanisms responsible for all excitable
behavior can be reduced to either the SNIPER bifurcation or the singular Hopf bifurcation,
rendering it sufficient to consider only two classes of models in order to describe the en-
tirety of excitable phenomena. This is mathematically formulated though the notion of the
normal form of a bifurcation, i. e. the minimal dynamical system to which all other systems
exhibiting this type of bifurcation are locally topologically equivalent [39].

Since the focus of this thesis concerns the mathematical properties of excitability regard-
less of the particular details of a system, I will consider two paradigmatic minimal models

of excitability, corresponding to each excitability type.

1.2.3.1 Type I Excitability: The active rotator model

The active rotator is a simple one-dimensional model canonical for Type-I excitability. It was
originally suggested by physicists Shigeru Shinomoto and Yoshiki Kuramoto in the context
of the development of a statistical description of the synchronization process of a large pop-
ulation of oscillatory or excitable units [116]. Despite its simplicity, the active rotator model
is capable of describing the behavior of an assortment of systems, including phase-locked
loops in electronics, the flashing rhythms of fireflies, the mechanics of an overdamped pen-
dulum driven by a constant torque, Josephson junctions, and lasers, to name but a few [39].
Moreover, as a one-dimensional model exhibiting the SNIPER bifurcation, it is equivalent
to the biologically plausible theta model of neuronal dynamics, also known as the Ermen-
trout-Kopell canonical model. Although it was initially developed to describe the propaga-
tion of action potentials in the neurons of Aplysia sea slugs [117], it has since been applied to

computational neuroscience [118, 119] as well as artificial intelligence [120].

Mathematically, the active rotator model is given by the following differential equation:

d

29 _ p=1—sing (1.7)
in which the phase state variable ¢ € S! = % is 27t-periodic, while the bifurcation pa-
rameter I € R governs the local dynamics. In the context of neuroscience, ¢ qualitatively
describes the oscillations of the neuronal membrane potential and I corresponds to the ex-
ternal bias current. The active rotator exhibits rather simple behavior (cf. Fig. 1.4) [73].
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Figure 1.4: Dynamical regimes of the active rotator model (1.7) with respect to the bifurcation
parameter I. The model is (a) excitable for I < 1, with a stable node ¢* corresponding to the
rest state (red) and a threshold determined by the stable manifold (grey) of the saddle point
(blue) ¢* . If ¢* is crossed, the system enters the excited state and emits a spike, followed
by the refractory state before returning to the rest state. At (b) I = 1 the fixed points collide
in the SNIPER bifurcation, whereas for (c) I > 1 the model exhibits oscillations.

Excitable regime for | < 1. In this regime, the system has two equilibria, a stable node
¢% and a saddle point ¢* :

@7 = arcsin [
QL =T — @y

corresponding to the rest state and the threshold, respectively. Small perturbations around
the rest state that do not cause ¢ to cross the threshold value ¢* vanish exponentially. How-
ever, sufficiently large perturbations that lead ¢ beyond the stable manifold of the saddle

induce a spike, whereby ¢ is driven to a large-amplitude excursion before returning to ¢* .

SNIPER bifurcation at I = 1. As I — 17, the fixed points ¢7 and ¢* approach each
other on the invariant circle. The qualitative behavior of the system changes exactly at the
bifurcation point in which the fixed points coalesce and the limit cycle becomes a homoclinic
orbit to a saddle-node.

Oscillatory regime for I > 1. In this case, the system is a nonlinear oscillator with a
unique limit cycle attractor. The oscillation period T can be obtained analytically by apply-
ing the substitution u = tg¥ to equation (1.7) as follows [39] :

27 dt 27 d(P +oo du 21
! /dt 0 d(pd(P /0 [ —sing 2/_00 I+u2—2u 2_1 (1.8)

from which we see that the period T diverges as a square-root (I —1)""2as [ — 1%, a

scaling law which characterizes all systems near a saddle-node bifurcation.

The analysis presented above clarifies the origin of the well-defined threshold behav-
ior found in Type I excitable systems: the perturbation must be strong enough to drive the

17



Chapter 1. Introduction

system beyond the stable manifold of the saddle point; otherwise it remains in the resting
state. This sharp threshold accounts for the all-or-nothing spiking response described in
section 1.2.2 and explains why all realized spikes have the same shape and amplitude

regardless of the form of the applied perturbation.

1.2.3.2 Type II Excitability: The FitzZHugh-Nagumo model

The FitzHugh-Nagumo (FHN) model is a mathematical model of neuronal excitability. De-
rived by FitzHugh in 1961, the model was obtained by simplifying the Hodgkin—-Huxley
model to a two-dimensional system [121]. The following year, Jin-Ichi Nagumo, Suguru
Arimoto, and Shuji Yoshizawa created an equivalent tunnel diode circuit [122]. Although
the FHN model was initially derived in order to analyze the mathematical properties of neu-
ronal excitability, subsequent research revealed that it can be applied to a variety of other
phenomena, including excitability in Belousov—Zhabotinsky chemical reactions [123, 124,
125], cardiac arrhythmias [126], flutter and fibrillation of the myocardium [127], as well as
cortisol secretion [128].

The significance of the FHN model, canonical for Type II excitability, lies in the fact that
it is analytically tractable. It consists of (i) an activator variable x whose dynamics involves a
cubic nonlinearity, and (ii) a recovery variable y with linear dynamics unfolding on a slower

timescale, evolving according to

dx 3

%Ex/:x—?— (19)
dy _ , _

%_y —€(x+b)

The separation of timescales between the fast variable x and slow variable y is mediated
by the small parameter 0 < ¢ < 1, whereas the excitability of the system is controlled
by the parameter b. In the context of neuroscience, the activator variable represents the
membrane potential, while the recovery variable corresponds to the coarse-grained action
of the potassium ion gating channels.

System (1.9) is defined on the fast timescale, whereas rescaling time as T = t/¢ yields the

equivalent slow timescale formulation of the system,

3
si—fzex:x—%—yzef(x,y,e,b) (1.10)
@: y

== x+b=g(x,yeb).

The system’s unique fixed point FP, corresponding to the neuron’s rest membrane potential
b3
FP={-b—b+ 73}, (1.11)

lies at the intersection of the nullclines, curves which divide the phase plane into regions

where x and y have opposing signs, namely

¥=0=>y=x—-x/3

y=0=x

(1.12)
—b,
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whereby the former is referred to as the cubic or fast nullcline, whereas the latter is the linear
or slow nullcline. Moreover, FP is characterized by the following eigenvalues

b2 —14 /(b2 —1)2 — 4e
At = 2¢ ’

which reveal that it is stable for |b| > 1 and unstable for |b| < 1. It is sufficient to consider
b > 0 due to the invariance of Eq. (1.9) under (x,y,b) — (—x,—y,—b). Given that Ay
become singular when & = 0, the bifurcation occurring at by = 1 has a singular nature. In
particular, the system undergoes a singular supercritical Hopf bifurcation that gives rise to a
small-amplitude stable limit cycle. Nevertheless, the system’s multiscale structure gives rise
to a canard explosion at bc < by in which these subthreshold harmonic oscillations exhibit a
rapid transition to large-amplitude relaxation oscillations. Therefore, in order to elucidate
the effect of b on the dynamical features of the FHN system, it is essential to analyze it
within the framework of geometric singular perturbation theory [47, 89, 115, 129]. Indeed,
without taking the singular nature of the FHN system into account, one can neither explain
the absence of all-or-none spikes nor, consequentially, the absence of a well-defined firing
threshold.

Recall from section 1.1.1 that, in the singular limit, a trajectory is comprised of continu-
ously concatenated slow and fast segments, such that during fast motion, the trajectories of
the full system converge to the solutions of the layer (fast) problem, obtained by setting ¢ = 0
in (1.9)

X=x———Y (1.13)

wh