Hayunom Behy MHcTnTyTa 32 Qusuxky beorpap

MOJ/IBA

3d MOKpeTame MOCTyIIKa pen360pa Yy 3Bakhe BULIIA HAYYHH CapaJHHUK

Mo HayuHo Behe MHcTHTYTA 32 QusvKy beorpag ga, y cknany ca IIpaBuHHKOM O TIOCTYIIKY,
HauyuHY BpeJHOBaka U KBAHTUTATUBHOM KMCKa3UBalby HAyYHOUCTPAKMBAUYKHUX pe3y/iTaTa NCTPaKKUBaAYa,
TIOKpPeHe MOCTYIaK 3a Moj pen300p y 3Bame BULIM HAYUHU Capa/jHuUK.

Y npwiory JocraBrbam:

1. Munuberwe PyKOBOAKOLIA 1abopaTopyje ca IpejIoroM KOMHUCH]je Koja he mucaTy U3BerTaj.
2. Ctpyuny 6uorpadujy.

3. Ilpernen HayuHe akKTUBHOCTH.

4. EyleMeHTe 3a KBa/JIUTaTHBHY aHAJIN3Y.

5. EnemenTe 3a KBAHTUTAaTUBHY aHaJIU3Yy.

6. Crivicak 00jaB/LeHUX PafioBa U ApYrux mybnukaiyja.

7. IlofaTke 0 LUTUPAHOCTH.

8. Komuje o6jaB/beHUX pajioBa U APYryX Imy0siuKaLyja.

9. Perierse 0 MpeTXoiHOM U360DY Yy 3Bambe.

10. IIpunore.

Y Beorpagy, 06. heGpyapa 2020. Q"?"ZK (%

Ap ,Hfliﬁmpmj e Masetuh
BUIIIM HAyUHH CapaJIHUK
WucTuTyT 3a $usuky beorpaz




Hayunom Behy UHcTuTyTa 32 puisuky beorpap

Munuberme pykoBoguoLa iaboparopuje o peuszoopy ap Jumurpuja Maneruha y
3Bamhe BUIIM HAyYHH CapaHUK

Ip [umutpuje Manetuh je 3amocien y HuckobhoHCKoj /abopaTtopuju 3a HyK/IeapHy (QU3HUKY
WucTuryTa 3a ¢Gusuky Beorpan, Yuueepsutera y Beorpany. BaBu ce ncTpakuBamKMa y o61acTHMa
(u3MKe KOCMHUKOT 3pauera, (U3MKe BMCOKUX eHepruja u HykieapHe ¢usuke. C o63upom ga
UCIIykhaBa CBe npefsuljeHe ycioBe y ckiafy ca IIpaBUTHUKOM O TIOCTYIIKY, HaUMHY BPeAHOBaiba U
KBaHTUTaTHBHOM HCKa3UBawky HAyYHOMCTPAKKUBAUKUX pe3yirara ucrpakusada MIIHTP, carnacad cam
ca MOKpeTameM II0CTYIIKa 3a peusbop p JumuTpuja ManeTrha y 3Bambe BUILY HAYYHH CApaHHUK.

3a cacraB komucHje 3a peuszdop 7p Jlumurpyja Masnertuha y 3Bare BUIIY HAyUHH CapaJHUK
TIpefi/IaKeM:

1. Ip Bnagumup YaoBuuuh, BUIITN HayYH! CapafgHUK, MIHCTUTYT 3a (pusuky beorpag,.
2. [Ip Jejan JoxoBuh, BUIIIKM HAyuHU capagHuK, MIHCTUTYT 3a (pu3vky beorpag,.
3. IIpod. pp Mapuja Jumurpujesuh Hhupuh, BanpegHu npodecop, Pusnuuky PakyareT YHHUBep3UTETa

y beorpany.

PykoBozuial jaboparopuje

¥ Beorpazy, 06. hebpyapa 2020. ‘ﬁ%?/@/@aw

Iip ]gﬂaquMHp YnoBuunh
BUILIM HAYYHU CapaJjHUK
WnctuTyT 3a Gusuky beorpag




2. Ctpyuna Ouorpadwuja kanguaara

Oumutpuje Manetuh je pohjen 21.02.1976. rogune y BykoBapy, p. XpBaTcka. 3aBpLIMO je TUMHa3ujy y
ByxkoBapy 1994. rogune. OcHoBHe cTyauje Ha PusmukoMm (akynreTy YHuBep3uTera y beorpagy Ha
cmepy Teopujcka 1 ekcrieprMeHTanHa ¢u3nka 3aBpiro je 2003. rogurHe of0paHUBIIN AUTIIIOMCKA Paf
1o/ HAaCI0BOM “Temnepamypcka Kaaudpayuja ceH3opa 3a kKoHwponHu cuctiem CMS ECAL gewekiuopa “
noJ, pykoBozAcTtBoM npod. Ap JoBaHa Ily3oBuha. 3amnoubaBa ce 1. Maja 2004. rogune y I'pynu 3a ¢pusuky
esieMeHTapHUX uyecturla Jladoparopuje 3a ¢usuky (010) MiHCcTUTYyTa 3a HyK/eapHe Hayke BunHua. Ymucyje
MOC/IeUTIJIOMCKE MaruCTapcke CTyAuje, Y ToUrbe capaZilby ca KoseraMma Ha ekcriepuMmenty CMS y CERN-
y, y ’KeneBu, I1IBajiiapcka. Maructpupa 2006. roarHe Ha @u3nukoM (GakynreTy YHuBep3uTeTa y beorpamy
ca TeMoM ,MoHwe Kapao cumynayuja CMS ECAL Preshower getekiiopa u uopehewe ca
eKcllepuMeHWaaHum pesymuawuma‘ nog, pykoBoactsom mnpod. ap Ilerpa Apwmha. YdyectByje y mpojekty
OCHOBHOT' UCTpakuBamwa y repuony 2006-2009 nog Ha3uBoM ,,Dusrika BUCOKUX eHeprvja Ha [eTeKTOpy
CMS*“ non, pykoBogcTBoM Tipod. p Ierpa Anmha. 25. 09. 2006. roguHe je n3adpaH y 3Bame UCTPa’KHWBau
capagnuk y MHctutyTy BuHua. HacraBak paza odenexkaBa u Behe aHrakoBame y CMS komadopaijuju, mro
pesynaTvpa u3paZioM JOKTOPCKe [ucepTaluje Iof HasuBOoM ,,Pegykyuja cpona geogotioHcKol KaHana
paciiaga Xuic éo3oHa (CM) Ha gewexkwiopy CMS®, niog, pykoBoacTtBoM rpod. ap Ilerpa Anwmha, koja je
2009. ropuHe ondpameHa Ha PusnukoMm (QakynTeTy YHuBep3uTeTa y beorpasy, a koja je yjegHo
nipefcTaB/beHa U CMS kosnadopaiuju, u goduna craryc CERN-oBe Te3e. Y reprofly u3pajie I0KTOPCKe Te3e
omicko je capahjuBao ca npod. aAp Apucrorenucom Kupujakucom u3 NCSR [lemokputoc u3 HcTUTYTa 3a
HykenapHy u yectuuHy ¢u3uKy y ATUHM, ['puka, KOju [0/1a3u U3 UHCTUTYTA KOje je BUIlle TyTa KaHAWJAT
nocehrBao y nepuogy 2004-2010. Bpeau momMeHyTH M TO Ja 3Haka 0 MoHTe Kapso cumynaiyjama,
BellITauKMM HEYPOHCKUM Mpe’kama, IIporpaMupamy U IpUj, OKpy>Kekby J00po yCBaja M YCIelIHO KOPUCTH
TIpU W3pajid Marvucrapcke W JoKTopcke Te3e. 28.12.2009 u3adpaH je y 3Bame HayuHu capafiHUK Yy
WuctutyTy Bunua. [JoroBopHo Hamyinta MHcTuTyT Bunua u CMS konadopauujy u 1. maja 2010. roguse ce
3anonubaBa y HuckodoHckoj nadoparopuju 3a HykneapHy ¢usuky, y WHcTuTyTy 3a Qusuky beorpag,
YHuBep3utera y beorpazly. YuecTByje Ha IpOjeKTy OCHOBHUX ucTpakusawa MIIHTP y nepuozny 2010-
2019 mop Ha3uBoM ,HykreapHe MeTo/e UCTpa)kKuBaka PeTKHX Jorafjaja ¥ KOCMHUKOT 3pauerha“ Tof
pykoBoacTBoM mnpod. ap WimutBana bukuta. 3anouvmte pas Ha (U3KLM KOCMHUYKOT 3padema I0J
pykoBoAcTBoM mipod. ap MBana AuumuumHa. IIpuzapyxyje ce SHINE konadopauuju y CERN-y 2011-2013
roguHe. 3arnouume paj Ha npodjaeMaTULM paZioHa Mof pyKoBoAcTBOM Jp Bnagumupa Yaoeuunha kao u
npodsieMaTHuLM 3allTUTe XUBOTHe cpeauHe. ITpuapyxyje ce MICE konadopaumju 2015- v npeBoau rpymny
capajHuka W3 HMHctutyTta 3a ¢u3suky beorpag Ha MICE ekcriepumenty y Pazaepdopsa ArieToH
nadopartopuju y EHrneckoj.

Hayune Teme kKojuMa ce KaHAMZJAT O caja 0aBUO Cy (PM3MKa BUCOKUX U CpPeJbUX eHepruja Koja yK/byuyje
paz Ha ekcriepumentiMa CMS, SHINE u MPD/NICA, akijeneparopcka ¢u3vKa joHM3al[MOHOT X/afjerma Ha
eksperimentu MICE, ¢u31ka KOCMAUKOT 3pauera, HyK/jeapHa (pu3MKa Koja yK/byuyje W3yuaBame 0COOMHa
pajuoakTUBHOT raca pasioHa (M®, IAEA) u usyuaBame (DOHCKOT 3pauera Koje [o/a3u Off TIPUPOJHe
Pa/IMOAKTUBHOCTH, a MHTEpeC MMa M 3a 3allTUTy Of 3pauea U 3allUTUTy >KUBOTHe cpeauHe. [lo dasu
SCOPUS uma 79 pagoBa ca 7142 uurara u x-uHpaekc 30. ITo Google Scholar uma 115 pazgoBa ca
ykynHO 15806 1urata u x-uHpgekc 40, a mo da3u http://inspirehep.net 6poj mmrata HCK/BYUyjyhu
camoruTare je 6,687 u x-uHzekc je 24. bro je MeHTOp 3a W3pajy [OKTOpPCKe auceprauvje Muxawsa
Caguha, ondpamene 2019. roguHe Ha PusnukoM (akynTeTy YHuBep3urteta y beorpany.


http://inspirehep.net/

3. IIperyie; HayYHe aKTUBHOCTH

HayuHoncTpakrBauka aKTUBHOCT KaH/p/laTa o0yxBara:

*  (Gu3MKy BUCOKUX eHepruvja Ha jleTekTopy CMS,

* n3yuyaBaka OCOOMHA aTOMCKMX je3rapa Ha CpeJmHUM eHepruvjama Ha ekcniepumeHtuma SHINE u
NICA,

® akIjesiepaTopcka ¢hu3rKa joHu3aloHor xsahema Ha MICE ekcriepumeHTy,

*  (u3rKa KOCMUYKOT 3paverba,

* n3yuaBame JIMHaMMKe paJjoHa U (DOHCKOT 3pauema

® 3aI0THUTA )KUBOTHE CpeJiHe.

3.1. ®u3nKa BUCOKHX eHepruja Ha jeTeKTopy CMS

Op Odumutpuje Manetuh ce daBu ¢usvkom Ha CMS ekcniepumenty y nepuogy of 2003. mo 2009.
rogvHe. Op camor moyeTka [JONPHMHOCH Pas3Bojy CO(MTBEPCKOr MakeTra 3a aHaiuiy, MoHTe Kapso
cuMynalyje U PeKOHCTPYKIMjy eKcrepuMeHTanHux [orahaja EjieKTpoMarHeTckor KajopumeTrpa
(ECAL) xomruiekcHor getektopa CMS Koju ce rpaguvo Ha Bemvkom xagpoHckom cyaapauy LHC y
CERN-y. 3HauajaH [e0 HeroBOor paja CyMHpaH je y JOKTOPCKOj AucepTauuju. Y TIpBOM Jesy
JvcepTaljdje, Toc/ie YBOJHUX JieJI0Ba, TIPe3eHTOBAHO je 0dje/uibere, aHalu3y U rnopeleme pesysrara
CBOT' CJIOXKEHOT CHMYyJaljMoHOT mporpaMa Preshower perekTopa u pesynTara peajHOT eKCIIepPUMEHTa.
Ycnieo je ga pa3Buje, aHanu3upa epUKaCHOCT, ONITUMHU3Yje U UMITJIEMeHTHPa aAropyuTaMm 3a cerapaiujy
(oToHa M HeyTpa/lHUX TMHOHA, Oa3upaH Ha BemTaukuM HEypOHCKMM Mpekama, Kopuctehu pesysrare
ECAL barrel-a. Ananmu3upa godujeHe pesyntate u3 MoHTe Kapsio cumynaigja, Tj. cumynaiuja
OArOBOpa JleTeKTopa Ha yIajiHe yeCTHLe NMPOJYKOBaHe Yy NPOTOH-NIPOTOH CyZjapvMa, ca HarjlaCkOM Ha
JeTeKL1jy HeyTpaJHUX MUOHa U (JOTOHA, Kao U aHa/iu3a [0 Tajla jeJUHO JOCTYIHUX peasHuX jorahaja
Y3 Mepema KOCMUYKOI 3pavema. [larbe je ycreo fa [JoNprHece KaCHUjUM aHajau3ama IloflaTaka
pa3BojeM anropuramMa Kao u pa3BojeM CMSSW — (cumynaiuoHor codtBepa CMS gertektopa) —
pa3BojeM anropuTMa yuuTaBawa MU yHarpeljeleM omuca HOBe reoMmerpuje Preshower perekTopa.
VMriieMeHTaLMjoM anropuTMa M CBOjUM aKTMBHUM ydelllheM ycrieo je Ja AONpUHece 3BaHUUHUM
aHasnu3aMa JBO(OTOHCKOT KaHaja pacrhajga Xwurc O6o3oHa npeasuijeHor CraHZApAHUM MOZEIOM.
YuecTBOBao je y MepewmnMa MPOTOH-NIPOTOH CyJapa, Tj. MpUKyIUbawky mnoaaraka ECAL getekropa, a
KaCHUje U oKugaukor cucremMa resior CMS nperekropa. Ilopen Tora, 3ajeHO ca Kojierama U3 UHCTUTYTa
“Democritos” u3 ATHHe, paJjMo0 Ha aJiaNTUpalby BUIlle TeHepaTopa Joraljaja 3a Kopuiihewe Mpu
CHMYJIalWjU Y aHaJTM3W aHOMAaJTHHX Cripe3ama (Zgammagamma) Ha getektopy CMS koju 6u ciy»kuiu
3a MpoBepy MOTyhHOCTM HUXOBOT [leTeKTOBaka, Kao M MOMOh Mpy aHaiv3aMa OBUX CWrHana. /p
Oumutpuje Manetuh je y TOKy MCTpa)kMBaukor pafia Ha fAeTektopy CMS mokas3ao cnocodHOCT Ja
TIOTIIYHO CaMOCTa/HO M Ha e(uKacaH M Op3 HauMH pelllaBa C/IO)KeHe TpodjieMe W 3afiaTKe Kao W [ia
CBOje 3Hambe yCrieBa /la y KpaTKOM POKY TpeHece ApyruMm unaHoBuMa CMS konadopativje 1 beorpascke
CMS rpyrie.



3.2 N3yuaBama 0co0MHA aTOMCKHX je3rapa Ha cpeAmuM eHeprujama Ha ekcnepumentuma SHINE u
NICA

NckycTBO KaHayjata y PuU3ULM BUCOKUX eHepruja U pag, Ha CMS eknepuMeHTy yBeJUKO je pasyior
3aliTo ce yk/byuno y HoBU ekcnepuMmeHT y CERN-y, SHINE (SPS Heavy Ion and Neutrino
eksperiment), kao 3ameHMK mykoBoAuora beorpagcke rpymne. IIpBeHcTBeHO yBUzehu nmoTpeby mmahux
Kojera 3a moMoh mpu pajy Ha cuMy/nalyjaMa M aHajau3aMa eKCIlepUMeHTaJTHUX pe3yJ/raTa OBOT
eKCIIepUMeHTa, /10CTa je BpeMeHa U TpyZa Y/I0KHO Kako OM Koserama romorao ia ce JOKaxy Y HOBO]
cpegunu. [lopen momohu mialjuM koserama y aHanvsama, npBeHCTBeHO KO u genta++ pe3oHaHTHUM
CUTHa/lMMa ca eKCriepuMeHTa Cyziapa CHoma ca (UKCHOM MeToM, Beoma Op30 je mpeys3eo Boljeme
3BaHHUUYHE peKOHCTpyKuje cBux mozataka SHINE (NA61) geTekropa y Tpuz OKpyxemwy. Tpeba
HAallOMEHYTU U TIOKpeTame KOMITjyTepcKor Kiactepa 3a morpebe NA61 ekcriepyumeHa u morpebe
cumynatuja y HuckodoHckoj naboparopuju y MHCTyTyTY 3a pusuky Beorpas. ViHTepec y aHanmusm je
I1I0Ka3MBao IPBEHCTBEHO 3a IoZaTKe MeTe Koja je peruivka Mere T2K ekcrniepuMmeHTa y Jarany, Kojy
BUM Kao Be3a eKCIlepUMeHTa W MCTpaXkuBaue JenartHOCT Jp [dumutpuja Manetnha y uumy
yHaripeljerba 3Hama mpolieca XaJpoHu3al|je Koja ce KOpUCTU U 'y CUMyJlalijaMa KOCMUAYKOT 3pavema,
Kojuma ce focta 6aBruo y HuckodoHckoj aboparopuju MHCcTUTYyTa 3a $U3Ky. VIHTepec Koju je UMao 3a
eKCIlepUMeHTe M3yuaBamba 0COOMHA aTOMCKUX je3rapa, Ca HalylackOM Ha TIOHalllama jesrapa y O6mi3uHu
confinmet-a 3aMHTpecoBao Ta je 3a mMpo0jeMaTWKy W3uYaBamba KBapK-TJIyOH I1la3Me, OFZHOCHO
CKeHUpamwe/yrnoTIybhaBae rpaduKoHa Tako3BaHMX (pasHUX TMpesiasa jesrapa. l3yuaBamwe oOBe
WHTepecaHTHe TpobsieMaTrike HacTaB/ba pajoM Ha MPD getektopy NICA cygapaua y O6jequmeHOM
WuctutyTy 3a HykneapHa uctpakuBama [lybHa, Pycuja, rme ce yk/byuWo y pa3Boj codTBepa 3a
aHanu3y curHana enekrpoMarHerckor kanopumerpa (EMC). IlpBeHCTBeHO yuecTByje y PpasBojy
co(pTBEPCKUX ajiaTa 3a UCTPa’KMBambe (PU3MKe HeyTpaJHUX Me30Ha U MPOMTHUX (DOTOHA KOjU HACTajy y
Cy/lap¥Ma CHOIIOBA TelLlKUX jOHa.

3.3 Akneneparopcka (pusnka jouusanuosor xnaljemsa Ha MICE ekcniepumeHTy

Opn 2015. rogvHe Kafuzar MpeiBOAU TPYIy HCTpakuBaua U3 HuckodoHcke madoparopuje 3a HyK/aeapHY
¢u3uky MHctuTyTa 3a ¢usuky beorpag y paagy Ha MICE-y (Muon lonisation Cooling Experiment). baBro
ce aHa/iM3aMa I'yOuTKa eHepruje MMOHa y MeTaMa of TeuHor BogioHuka (LH2) u mutujym-xuapuga (LiH), Ha
KojuMa je HajBehu Opoj ekcriepuMeHTaqHMX [oraljaja u3MepeHO, W Koja je y LIeHTPY MpodieMaThKe
joHuszanMoHor xmalewa cHoma MuoHa. Takolje ce kaHAWZAT daBMO pa3BojeM codTBepa, Be3aHO 3a MoHTe
Kapno cumynanuje u peKOHCTPYKLMjy MepeHUX forafjaja. YuecTBOBaO je y ONTHUMM3aLUju CUMYJaLyja
Tpo/sacka 4YecTulla Kpo3 akieseparopcke cermeHte. Paguo je Ha pa3Bojy mporpama Koju omoryhyjy
3BaHMUHY CUMYJal1jy U peKOHCTPYKLMjy forafjaja y rpuj KoMIijyrepckoM cucteMy. Paano je Ha npenacky
TIpOAyKLMje Ha ,IIpolIvpemke” Tpuj, cucreMa Ka podyCTHHUjeM AUCTPUOYTHBHOM CHCTeMYy KOpHIlhemem
Singularity container images. YuectBoBao y mepewrMa Ha MICE ekcrnieprMenTy. KaHauzar je oaroBopaH
3a 3BaHMuHy mpoaykuujy MICE komadopaiuje Tj. 3a CUMY/aldjy ¥ PEKOHCTPYKIHjy eKCTiepuMeHTaTHUX
rojaraka.

3.4 ®u3nKa KOCMHUKOTI 3pavyerba

Kanguzar je HermocpegjHO HAKOH oOfidpaibeHe JOKTOpCKe aucepTaije (OKyC CBOT HCTPaKUBAuKoOT
MHTepecoBamba ycMepHo, 1 Beh /jao 3HauajaH AOMPUHOC y 08/1aCTH KOCMHUUKOT 3pauera. Tpeda ucrahu za je
paj Ha cumynanujamMa KocmMuukor 3pauema IoMorao Jia ce mpofyde casHamba O OBOj MpodIeMaTHUL.
Takolje, pa3Boj copTBepa 3a ayToMaTcky 0dpajly mMojaTaka KOHTHMHYaJHOT MOHMTOpHCamba MHTeH3UTeTa



KOCMUUKOT 3pauera M MpuKas3vBamwa rnojgaraka on-line, omoryhusio je ga ce HuckodoHcka sadoparopuja
CTaBM Ha Mamy CBETCKUX CTaHWLIA 32 MOHUTOPUHT KOCMHUUKOT 3pauea.

3.5 N3yuaBame JUHAMHUKe PajiloHa ¥ (D)OHCKOT 3paverha

Kanguzar je akTUBHO YK/by4eH y p0dieMaTUKy pajujalioHe ¢usrKe, MpeLy3HYje y UCTPa)KrBama Be3aHa
3a npodsieMaTHKy paZloHa U TOPOHA, Kao JOMMHAaHTHUX K3BOpa MPHUPOJHe paZuo-akTUBHOCTH. [IprmeHa
MY/ITUBapUjaHTHUX MeToJa y aHa/lu3u /[WHAMUKe paZioHa Jiaja je HOBe pe3y/lraTe y HCTpPaKUBambY.
YuecTByje y MpBOM WUCIUTHBamy KOHI[EHTpalWja pafioHa y Kyhama u craHoBuMa y Pemyémurm Cpéuju
2015-2016, ka0 ¥ y WCIUTHBaWkY KOHIleHTpanuja pasoHa y Illkomama y Pemydmuiu Cpduju 2019, oda
Be3aHa 3a HaijuoHasHe rpojekTe 1of, pyKOBOZCTBOM JlMpeKTopara 3a paZiijaliioHy 1 HyK/ieapHy CUTYPHOCT
u de3deqHoct Cpduje, a moj MOKpoBUTe/LCTBOM MeljyHapoziHe areHiivje 3a aTOMCKY €Heprujy ca CeAuIlITeM
y Beuy. YuectByje y u3pagu npse PamoHcke mare Cpduje, Kao U TIpY YK/bYUHMBaWby OBe Marie ¥ EBpPOTICKY
pasioHcKy Mary. Ilpegmer uHTepecoBawa Ap [dumutpuja Manetuha je Takohe M HHUCKOQOHCKa rama
CrieKTpoCKoryja. Pa3Bojem HeomxogHOT 1 OpUTrHHaIHOT codBepa 3a off-line aHamM3y nozparaka, ¥ yropegHa
cUMy/alyja KOCMAYKOT 3pavera U MPUPOAHE PaJM0AKTUBHOCTH AOBOJM /10 MocTaBwame HuckodoHcke
nadoparopuje y MUepcKu TO0XKaj Y CTPYYHOCTH Y 0071aCTH HUCKO-eHepreTCKOr MPUPOAHOT (JoHa Kao U y
06J1aCTH TIpOyYaBakba BapyjaduIHOCTH (DoHa TIPUPOZHE PaZiMOaKTUBHOCTU U KocMoreHor (oHa. baBro ce u
JVUHAMUKOM, BapvjadwiHOLINY M CUMY/IaL{joM TMPOAYKLMje KOCMOTeHHX PaJUOHYK/IWJA y aTMochepu U y
3eM/bUIITY.

3.6 3amrTuTa JXMBOTHE CpeJjuHe

[IpuMeHa MynTHBapMaHTHUX MeTOZa Yy aHa/JW3u KOHLIeHTpalija HeKUX Off Haj3acTyl/beHUjUuxX
PaJIMOHYK/IK/A Y KUBOTHOj Cpe/IHU; paZioHa-222 u onoBa-210 kao 1 KocMoreHor depuaujyma-7 aaje
cy modpe pesynTate, u cnefehu kopak je 610 fa ce OoBe MeTojle MpHMeHe Yy U3yuaBawby JUHAMUKe U
KOHL|eHTpalllja OlacHUX je/juikbela y >KUBOTHOj cpefuHU. JlodujeHM pe3ynTaTd ycMmepaBajy M
oxpadpyjy UHTe3UBHPabe OBUX NCTPA’KMBama.

4. EjleMeHTH 3a KBa/IMTaTUBHY aHA/IM3y
4.1 HayyHu HMBO M 3Hauaj pe3y/ITara, yruiaj HaydyHux pajoBa

Op niportor n3bopa y 3Bambe HayuHOT CapaJHWKa KaHAWZAT je 006jaBUO ZiBa pazia y Kareropuju M21a,
jenaH paz y kareropuju M21, cegam pazioBa y kateropuju M22 v ueTupu pafia y Kateropuju M23.

Kao et Haj3HauajHUjUX pajioBa KaHAMaTa Off CBUX 00jaB/beMHUX pa/ioBa MOT'y Ce y3eTH:

1. Stojic Andreja M, Maletic Dimitrije M, Stanisic-Stojic Svetlana M, Mijic Zoran R, Sostaric Andrej
I, Forecasting of VOC emissions from traffic and industry using classification and regression
multivariate methods, SCIENCE OF THE TOTAL ENVIRONMENT, vol. 521, br. , str. 19-26, 2015.
uuthpaH 18 myTa.

2. Forkapic Sofija M, Maletic Dimitrije M, Vasin Jovica R, Bikit Kristina I, Mrdja Dusan S, Bikit
Istvan S, Udovicic Vladimir I, Banjanac Radomir M, Correlation analysis of the natural radionuclides
in soil and indoor radon in Vojvodina, Province of Serbia, JOURNAL OF ENVIRONMENTAL
RADIOACTIVITY, vol. 166, br. , str. 403-411, 2017. yuTtupan 17 nmyta



3. D.Barney, W.Bialas, P.Kokkas, N.Manthos, D.Maletic, I.Papadopoulos, A.Peisert, S.Reynaud,
P.Vichoudis, Detection of muons at 150 GeV/c with a CMS Preshower Prototype, Nucl Instrum Meth
A, 564, 126-133, 2006. qutrpaH 6 nyTa

4. R. Banjanac, D. Maletic¢, D. Jokovi¢, N. Veselinovi¢, A. Dragi¢, V. Udovicic, I. Anicin, On the
omnipresent background gamma radiation of the continuous spectrum, Nucl Instrum Meth A, 745, 7-
11, 2014. uutupaH 2 nyta

5. Savic Mihailo R, Dragic Aleksandar L, Maletic Dimitrije M, Veselinovic Nikola B, Banjanac
Radomir M, Jokovic Dejan R, Udovicic Vladimir I, A novel method for atmospheric correction of
cosmic-ray data based on principal component analysis, ASTROPARTICLE PHYSICS, vol. 109, br. ,
str. 1-11, 2019. Huje uuTUpaH

[TpBu paj crmaja y paj KaHguaTa Ha 3alllTUTH >KUBOTHe cpeiuHe. Paj ce 6aBW KOHIIeHTpaljdjama
Volatile organic compounds (VOC) koju y atmocdepy OuBajy HCMyIUTaHH Of M3BOpA Kao IITO Cy
caobpahaj n wHAycTpuja. Kanauzar je paguio Ha MofiesioBamky 3aBHCHOCTH KOHLIEHTpAlWja OBHX
jemumema of atMochepcxux mapamerapa KOpHUILYeHeM MY/ITHBapUajHTHHUX MeTO/ia, Tj. perpecHoHOM
MyITUBAapUAHTHOM aHaau30M, Kao W MoryhHomihy mnpeAukijyje KOHLIEHTpalje OBUX jelUiberba.
MynTiBapUjaHTHe MeTofie Koje Cy KopuiliheHe Hasia3e ce UMITJIeMeHTHpaHe y CKyr mporpamMa TMVA
(Toolkit for multivariate analysis) ynyrap ROOT mnporpamckor makeTa IOMY/JapHOT Yy aHaau3u
KoZlaTaka y (pM3MLM BUCOKUX eHepruja.

Y npyrom pany je KaHAuAaT KOCPUTUO WMCTe MYJITUBapHjaHTHe MeTOo/e Kao y IPBOM pajy 3a aHaau3y
Kopesaluyja M MoJienvpama KOHLIeHTpalja paloHama y >XMBOTHUM IIPOCTOPMMA Y 3aBUCHOCTH Of
cacTaBa 3eM/bMILTA U KOHLIEHTpalja pafMOHYK/IW[A Yy 3eM/BUIITY, U pe3yiaTaTd ce IOK/arnajy ca
pe3y/irartuma [pyrux eBOPIICKUX 3eMasba, INpPBeHCTBeHO Besvike bputaHuje, uvja Cy UCTakKuBamba
MMasa MHoro Behu 6poj ekcriepyMeHTaIHUX pe3y/Tara.

Tpehu paj npezcras/ba paj Ha TeCToBMMa CHOnoBuMa, Y H4 ekcriepumenTanHoj xanu y IlpeBeceny y
O6m3uan  JKeHeBe, u TO Preshower perekTopa, KOju je UWHCTa/uMpaH Yy 3aTBapaukd [1eo0
e/leKTpoMarHeTckor kasmopumerpa CMS pgerektopa. KaHguzar ce 6aBHO pa3BojeM 11eJIOKYITHOT
nporpama 3a MonTte Kapsio cumynanujy Mofyna 3a Tecthpame OasupaHy Ha momynapHoMm Geant4
MPOTrPaMCKOM TIaKeTy 3a CHMYy/aldjy HWHTepakiyja uecTHlla ca MarepujoM. Takohe ce 6aBuo
nopellelbeM ekcriepuMeHTa/HUX Mojaraka U cumynanujoM. OBaj paj je M37ABOjeH jep je KaHuzaT
TI0Ka3a0 BeJIMKY CAaMOCTA/JHOCT y pajly Ha TIOUeTKYy CBOje KapHujepe y Belukoj Komaboparuju CMS.
Pe3ynraty 0oBUX TecTOBa Jajnu Cy 3HauyajHe pesysrare 3a ONTHUMM3aLMjy IIPBEHCTBEHO eJIeKTPOHUKE,
Kao U co(TBepa 3a PEKOHCTYKLMjy J[elOHOBaHe eHepruje W JoKaau3aludjy yJapa 4YecTHlla y OBaj
JeTeKTOop.

YeTBpTH paj Mpe/cTaB/ba MHTEPECAHTHO WHCTa)KMBawkbe HUCKOeHepreTckor ¢oHa 3pauewma U
[eKOMITO3ULI1jy Ha (POH Ha (hOH KOju Z0/1a3u Off pafiMOHYK/IU/a U3 3eM/be U IpaljeBUHCKOr MaTepujaa
naboparopuje, 1 Koju ce o0Hja 0[] 3u/I0Be labopaTopuje y KojeM Cy BpilleHa Mepema, 1 Ha KOCMOTe€HHU
(oH. Mepema cy BplleHa KopulhemeM 0710BOM 3aliTheHor, ceM ca ropwe crpaHe, HPGe fetekropa.
OBaj pas mpeAcTaB/ba W JleTa/bHy aHaiudy “TBpAohe” Meke KOMIIOHeHTe (OHa, Kopuilihewmem
pasnuuuTor 6poja TaHKuX abcopbepa oz nakux mertana. Kanauzgar ce 6aBuo gerarbHoM Monte Kapro
CUMYyJ/IaliijoM 1 niopeljereM ca eKCrieprMeHTaTHUM pe3y/iTaTiMa.



[Tetu pap je jemaH of, pafoBa udje je pesyatare Muxauno CaBuh yK/byuro y CBOjy JOKTODCKY Te3y.
Kangugar je pagvo ca JOKTOpPaHTOM Ha pasMaTpamy IpHMeHe pa3sHUX MOZEPHUX MYJ/ITHBapHjaHTHUX
metoza. Kanzauzar je Takofje pagvo Ha Metozama obpajie moaTaka, codTBepy 3a aKBU3MLIYjY, Pa3Bojy
06a3a mojaTaka W TIpUMPEMM eKCTlepUMeHTa/THUX pe3y/iTara Koju [oja3e 0j, KOHTHHYaHOT
MOHUTOpPUHIra (ykca MHMOHa KopulllheweM IUIaCTUUHMX COUHTWAaTopa y HuckodoHckoj
naboparopuju MHCcTUTyTa 3a usuky Beorpag,.

4.2 ITapameTpu KBa/IMTeTa 4acomnuca CyMapHo
Ykynan ¢akrop yrriaja (M®P) cBux pasoBa kaHguzaarta je 227.4 a ox mpeTxogHor u3bopa y 3ame 70.4.

HNopatHr OMOMOMETPHUjCKY TIOKa3aTe/bu Y Be3u ca 00jaB/beHMM paZioBUMa KaHZWaTa of u3bopa y
NIPETXOZIHO 3Bame JaTh Cy Yy Aom0j Tabemu. OHa cajpxu ummnakr ¢axkrope (M1®P) pagoBa, M 6o10Be
paZioBa IO CPIICKOj KaTeropw3aldji HayYHOMCTPAKMBAUKWX pe3y/lTara, Ka0 W HMMAKT (aKTop
HOPMaJIM30BaH 1Mo UMNakTy uurupajyher unanka (CHUIT). Y Tabenu cy faTe yKyrHe BPeAHOCTH, Kao U
BPeIHOCTH CBUX (hakTopa ycpefmeHux 1o Opojy wiaHaka u 1o Opojy ayTopa Mo ulaHKy, 3a pajoBe
o0jaB/beHe y KaTeroprjama M20.

no M CHUII

YKyrHo 70.44 75 22.56
YcpenweHo 1o 4iaHKy 5.03 5.77 1.61
YcpenweHo 1o ayTopy 3.24 7.46 1.55

4.3 Harpape

- Harpapa 3a Hajoossu noctep MeljyHapoaHa koH(epeHiuja PAT 2014.
Y npusiory u3rie[ cTpaHuLie ca 0djaB/beHUM JOOUTHULIMMA Harpasia Ha cajTy KoHdepeHLuje.

- Mako He criazia y Harpajie, MHTepeCaHTHO je MIOMeHYTH Jla KaHAu/aT UMa 3aderne)keHa focturayha Ha
cajty Research gate, 1 To ja cy TokoM 9 HeZie/ba HeroBe MydvKalyje Ouse HajuuTaHuje Off CBUX
aytopa u3 uHctutyuuja p. Cpouje, u 40 HeJle/ba HajuMTaHuje MydaUKalyje of ayropa U3 MHCTUTYTY 3a
¢u3uky beorpag,.

Y npusiory cTU/IM30BaHa JIMCTa JocTUrHyha Ha cajty Research gate.

4.4 AHraxoBaHocT y (popMupamy HayuHUX KaJpoBa

Ilocne 1/1360|za Yy BUILIET HAYYHOT CdpaJHWKA.

- KaHauar je 6uo MeHtop Muxauny CaBuhy npu uspajy JOKTOpcKe Te3e Ha PU3UUKOM (aKynTeTy,
YuuBep3uTeTa y beorpaay, ondpatmene 4. jyna 2019. roguHe.
Y nipusory.



IIpe usdopa v BUIlIer HAVUYHOL capagHUKA:

- [I0Marao je y u3pajy Tesa - Hajiasy ce IIOMEHYT y 3aXBa/IHULY JOKTOPCKUX AucepTalyja 3a:

Hejana Jokosuha, nog HasuBoM: “/Jemekyuja u cnekmpockonuja muoHa u3z Kocmuukoe 3pauersa
Nn1acmuyHUM CYUHMUAAYuUoOHUM demekmopuma*“, Ha ®u3nukoM ¢axkynTeTy, YHHUBep3uTeTa y beorpany
u Pasjomupa bamaHria, nos HasuBoM: ,,BpemeHcku Uipomersuse komuoHeHtle (poHa y HuckogoHckoj
liogzemHoj nadopattiopuju‘ Ha Pr3UUKOM (PakynTeTy, YHUBep3uTeTa y beorpagy.

buo je meHTOp /1Ba 0fiOpameHa JUTJIOMCKa pazia, (TIo CTapoM CUCTeMY — Y €KBUBAJIEHI[UjU MacTep
paza) PagoBana KoBaueBnha u bumane CaBuh Ha @usnukom Qakynrety, YHuBep3uTet y beorpapy.

2004.-2005. [Ip»kao je ekcrieppMeHTaHe Bexkde 13 ripeamera: PU3MKa je3rpa v UecTHlia.
2005.-2006. [Ipxxao je pauyHcKe Bexxde u3 npegmerta: HykneapHa ¢usuka, Prsvka jesrpa v uecTuLa.
2007.-2008. [Ip>kao je pauyHCKe Bexkde u3 mpeameTta: HykeapHa ¢u3nka, Pu3nKa je3rpa U uecTuija u

eKCliepUMeHTa/IHe BexkOe 13 npeaMeta: HykneapHa (usmka

MeHnTop ABa MaTypcka paja 3a yueHuke MaremMaTuuke ruMHasuje y beorpagy. JegaH of kaHgujara
notoM ynucao ®usnuku ¢akynarer y beorpazy.

Capasma ca LlenTpom 3a taneHTe 3emyH. MenTtop paga Haranuje fjophesuh, yuenune 1 pa3pesa

[eBeTe Georpazicke TMMHa3Mje, Koja je 0CBOjIsIa 3. MeCTO Ha pernyOIMuKoj cMOTpH 3a TaneHTe 2014
rofiuHe.

Papuo je Ha mony/1apu3ainuja HaykKe

Ilocne H360|2E1 Y BULIIEI" HAYUYHOT' CaDaAHWKd:

20. HoBeMbap 2015. oaprkao je kKonokBUjyMm Ha JlemapTmany 3a ¢u3uky, [IM® Hoeu Caz.
Y npusnory.

IIpe n3bopa v BUIIET HAYUYHOI capagHUKA:

2008. Yuenthe Ha ®ecuBasy Hayke.

2009. 1 2010. YsaH 0KaTHOT OpraHM3allMOHOT KOMUTeTa U npejilaBad Ha Masterclass-y o/ip)kaHOM Ha
dusnukom Qakynrety y beorpany.

20009. IMpenaBame o no3uBy 0 CERN-u Ha cemuHapy 3a npodecope ¢usuke, y HoBom Caay.
2009. ITpenaBame no rno3uBy Ha ckymy “CERN y [lumutpoBrpazsy”.

2009. “Serbian and Montenegrin Teachers Programme 2009”. IToceta ripodecopa ¢usvke u3 Cpouje u
Lipue T'ope CERN-u. Ynan opranu3aijuoHor ogbopa u nipefiaBad “Physics with the CMS ECAL”

2012. “Novi Sad University Students” moceTa ctyaeHara YauBep3uTeTa y HoBom cagy LIEPH-y.
Bopauu nocere CERN-0BOM KOMITjyTePCKOM LI€HTPY.

2010-2014. TToceta npodecopa Pu3uke u cryseHara Pusnukor akyntera Ud-y. Yros3HaBamwe ca
HuckodoHckoM maboparopujom.

2014 ayTop TekcToBa y yaconucy “Mmnaau ¢pusnuap”



4.5 Hopmupame 0poja KoayTOPpCKHX Paji0Ba, IaTeHaTa ¥ TEXHUYKHUX peliermha
CBHM pajj0BU Ca BHLLIe 0f ceflaM KoayTopa HOPMUPaHU Cy y Ckiagy ca [IpaBuiHHUKOM.

Haxkon Hopmupama rnpema [TpaBunHuKy, 6poj M 60/10Ba Koje je KaHauAaT OCTBApHO HAKOH
TIPeTXOZHOT U300pa y 3Bame ca 114.5 cMamyje ce Ha 80.08, a TokoM Kapujepe ca 552.5 Ha 151.7.

Hopmupame He yTHue Ha 3HauajaH HauMH Ha O6poj 6o70Ba 3a pen3bop KaHAWAATA.

4.6 PykoBoljemse npojeKTMa, NOTNPOjeKTUMA U MPOjeKTHUM 3ajaljuMa

Ilocne 1/1360|za Yy BUIIIET HAYYHOT CAPpdJHWKA:

- Bogu yueiihe capagnuka MHctuTya 3a ¢usuky beorpag y MICE koandopaiyju, KOpucHULM Trans-
nacionalni access fund, EUCARD?2 neo EU nporpama FP7.
Y nipusory.

- PykoBoau yuelthem capasnvka u3 IHcTuTyTa 3a Gusuky beorpaz y dunarepasHoM MpojeKkTy Ha

excriepuMeHTy MPD/NICA y OdjeaumeHOM UHCTUTYTY 3a HyK/leapHa CTpakuBama y JyéHu, Pycuja.

Yueurthe ¢punancupano og ctpane MITHTP, npeko 3ajegHruukor komuTteTa 3a capaawy ca OMHU

Oyéna u p. Cpduje, unju je KaHAMAAT UlaH 3a/y>KeH 3a capailby Y 06/1acTH U3MKe BUCOKUX eHepruja.
Y nipusory.

- [IpojexTHM 3a/1aTak rU3paze pagoHcke mare Cpouje U odpaay mojaraka 3a EBporicky Mamy pajioHa.
Y nipusory.

Hpe I/1360[2{:1 Yy BUIIIET HAYUYHOT CapdJHHWKA:

- 2011. TIpojekTHH 3aJaTak MOKpeTama on-line obpase mojaraka KOHTUHYaJIHOT MOHUTOPUHTa
Beorpazicke MUOHCKe CTaHULIE.

- 2012. TIpojekTHM 3a/iaTaK MOKpeTama KOMITjyTepCKOT KacTepa A00ujeHor Ha MOK/IOH Of
CERN-a Ha ®-y 3a notpebe SHINE konabopanuje u Huckodoncke naboparopuije.

4.7 AKTUBHOCT Y HQyYHUM U HayYHO-CTPYUYHHUM /I pyLUTBHMaA

Ilocne 1/1360|za Yy BUIIIET HAYYHOT CdpaJHWKA:

2017- UnaH 3ajeqHuykor komureTa 3a capagmwy ca OMHU [lydna u p. Cpduje, 3amy>KeH 3a capajilby y
odsiacty ¢pu3MKe BUCOKUX eHepruja
Y nipusory.

dedpyap 2019 — Unan Joint MICE Experiment Management Office (MIMO)
Y nipusory.



PenienseHr je y meljyHapoguum uaconucuma: Nuclear Technology and Radiation Protection, Fuel,
Environmental Pollution, Atmospheric Pollution Research, Building and Environment
Y npusnory.

2017. Penjen3upao je dunarepasHu rpojekat ca Mahapckom

IIpe usdopa v BUIlIer HAVUYHOL capagHUKA:

2012-2014. IIpexncraBHUK MHCcTUTYTA 32 (HDM3KKY y oficeKy Pu3KKe je3rpa, eleMeHTapHUX YeCcTULa U
OCHOBHMX MHTepaKlvja ofiesbera Jlpyimrea @usnuapa Cpbuje 3a HayuHa uctpakvBamba U BUCOKO
obpazoBame (HUBO O®C)

2012. YnaH n0KanHoI oplaHu3ayuoHul 0géopa jegHogHe8HOT Hay4YHoI cKyla ogpaicaHol y 3ipagu CAHY
tiog Hazugom: “100 toguHa og owikpuha awiomckol je3ipa”.

PerienzenT je y MeljyHapoanum uaconucuma: Nuclear Technology and Radiation Protection, Applied
Radiation and Isotopes

4.8 KoHKpeTaH JONIPUHOC KaH/U/aTa y pea/ju3alyiju pajoBa y HAQyUHUM I[eHTPUMaA Y 3eM/bH U
HHOCTPAaHCTBY

2004-2010. Ynan beorpaacke CMS rpyre. (Pag Ha ekcriepumenty CMS y CERN-y)

2011-2013. Ynan beorpagckor SHINE tima (Pag Ha ekcniepumenTty NA61 y CERN-y)

2015- Boau yuerthe capaguuka MHcTuTya 3a ¢usuky beorpas y MICE koandopauuju.

2016-2017 YuecHuk dunaTepasnHor npojekra ca p. benopycujom: RADON MAPS PREPARING AND
DOSE ASSESSMENT OF THE PUBLIC EXPOSURE TO RADON IN BELARUS AND SERBIA

2018- YuecHuk y paay Ha IAEA pervonanHom npojekty: RER9153 — Enhancing the Regional
Capacity to Control Long Term Risks to the Public due to Radon in Dwellings and Workplaces.
AKTHUBHOCTH Be3aHe 3a pajioH y Cpéuju u pervoHase ripojektre [AEA;

1. SRB/9/003 “Enhancing the Regulatory Infrastructure and Legislative System” Expert
Mission to assist Serbia in designing a National Radon Survey. Belgrade, 2-4 February 2015

2. RER/9/136. “Reducing Public Exposure to Radon by Supporting the Implementation
and Further Development of National Strategies” Expert Mission to assist Serbia On Measures To
Reduce Radon Levels In Buildings. Belgrade, 15-16 November 2016

3. SRB/9/006 Planning and kick-off meeting. Belgrade, Serbia. 22nd February 2018

4. RER/9/153-1706076 "Enhancing the Regional Capacity to Control Long Term Risk to
the Public due to Radon in Dwelings and Workplaces", Regional Workshop on Database and Statistical
Analysis, Harmonization of Protocols and Procedures for the Measurement of Radon, Bosnia &
Hercegovina, Sarajevo, 12-14 June 2018

5. RER9153 — Enhancing the Regional Capacity to Control Long Term Risks to the
Public due to Radon in Dwellings and Workplaces: Regional Workshop on Development of Radon
Maps and the Definition of Radon-Prone Areas (EVT1807175), Vilnius, Lithuania, 09-11 July 2019.



4.9 YBojHa npejjaBama Ha KoOH(pepeHI[ujama U Apyra npejaBama

18. Septembar 2017 COOL 2017 conference in Gustav-Stresemann-Institut, Bonn

1) ,,Measurement of phase-space density evolution in MICE“. 50 MUHyTHO mpe/iaBambe.

2) ,,Recent results from MICE on multiple Coulomb scattering and energy loss“. 40 MuHyTHO
npe/iaBame.

Y npusnory.

VHTepecaHTHO je IOMEHYTHU:
7. Mart 2017 - MICE Project Board Review, ,,Bulk production of Monte Carlo“
Y npusnory.

5. EnemeHTH 3a KBAHTUTATUBHY dHAJ/IU3y

OCTBHPEHI/I PE€3y/aTdTH y I€epruoay HAKOH OJ/IyKe Haylmor Beha o npeajaory 3a CTulame
MPEeTX0AHOI' HAYYHOTI 3Bdibd:

Kareropuja M 6op0Ba 1o pagy bpoj pagoBa YkymHo M 6og0Ba  Hopmupanu 6poj

M 6opgoBa

M21a 10 2 20 10.37
M21 8 1 8 0.3

M22 7 35 26.86
M23 3 4 12 7.15
M32 1.5 2 3 2.44
M33 1 28 28 25.72
M34 0.5 17 8.5 7.24

ITopeljerse ca MUHMMa/IHUM KBaHTUTaTUBHUM YC/IOBUMa 3a pen300p y 3Bame BHIIIU HayYHH
capajHUK (M0JI0BHHA 0] MUHUMA/THOT Opoja 3a n300p y 3Barbe BUIIIM HAyYHH CAapaJHUK):

Mwunumanau 6poj M 6ozoBa OctBapeHo, M OcTtBapeHo,
6omoBa 6e3 HOpMHpaHu 6poj M
HOpMHpamba 6ogoBa
YKyrHo 25 114.5 80.08
M10+M20+M31+M32+M33+M41+M42+M90 20 106 72.84

M11+M12+M21a+M21+M22+M23 15 75 44




6. Cnincak o0jaB/beHHX PafioBa U APYrux myo/MKanuja

6.1 PapoBu y meljyHapoaHuM yaconucuMma u3y3eTHHX BpeaHoctu (M21a)
PapoBu 00jaB/beHN HAKOH NPeTX0/{HOT U300pa y 3Bame:

1. Bogomilov, M., Tsenov, R., Vankova-Kirilova, G.,..., Maletic, D.,..., et al. Demonstration of cooling
by the Muon Ionization Cooling Experiment. Nature 578, 53-59, 2020.

2. Stojic Andreja M, Maletic Dimitrije M, Stanisic-Stojic Svetlana M, Mijic Zoran R, Sostaric Andrej I,
Forecasting of VOC emissions from traffic and industry using classification and regression multivariate
methods, SCIENCE OF THE TOTAL ENVIRONMENT, vol. 521, br. , str. 19-26, 2015.

PapjoBu 00jaB/beHH Mpe MPeTX0JHOT W300pa y 3Bambe:

3. N. Abgrall, A. Aduszkiewicz, ..., D. Maleti¢, ..., W. Zipper, Measurements of production properties
of KOS mesons and A hyperons in proton-carbon interactions at 31 GeV/c, Phys Rev C, 89, 025205,
2014.

4. Khachatryan V,...,Adzic Petar R, Djordjevic Milos P, Krpic Dragomir K, Maletic Dimitrije,
Milosevic Jovan, Puzovic Jovan M, Measurement of the charge ratio of atmospheric muons with the
CMS detector, Phys Lett B, 692, 83-104, 2010.

5. Chatrchyan S,...,Adzic Petar R,Djordjevic Milos P,Jovanovic Dragoslav,Krpic Dragomir K,Maletic
Dimitrije,Puzovic Jovan M,Smiljkovic Nebojsa,..., Measurement of the muon stopping power in lead
tungstate, J Instrum, 5, P03007, 2010.

6. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Alignment of the CMS silicon tracker during
commissioning with cosmic rays, J Instrum, 5, T03009, 2010.

7. Chatrchyan S,...,Adzic Petar R,Djordjevic Milos P,Jovanovic Dragoslav,Krpic Dragomir K,Maletic
Dimitrije,Puzovic Jovan M,Smiljkovic Nebojsa, Performance of the CMS cathode strip chambers with
cosmic rays, J Instrum, 5, T03018, 2010.

8. Adzic Petar R, Almeida N, Andelin D, Anicin Ivan V,..., Djordjevic Milos P...., Drndarevic Snezana
L,..., Jovanovic Dragoslav,..., Krpic Dragomir K,..., Maletic Dimitrije,..., Milenovic Predrag,..., Puzovic
Jovan M, Radiation hardness qualification of PbWO4 scintillation crystals for the CMS
Electromagnetic Calorimeter, J Instrum, 5, P03010, 2010.

9. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Performance study of the CMS barrel
resistive plate chambers with cosmic rays, J Instrum, 5, T03017, 2010

10. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Time reconstruction and performance of the
CMS electromagnetic calorimeter, J Instrum, 5, T03011, 2010.



11. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Performance of CMS muon reconstruction in
cosmic-ray events, J Instrum, 5, T03022, 2010.

12. Chatrchyan 8S,...,Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Performance of CMS hadron calorimeter
timing and synchronization using test beam, cosmic ray, and LHC beam data, J Instrum, 5, T03013,
2010.

13. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Commissioning of the CMS High-Level
Trigger with cosmic rays, J Instrum, 5, T03005, 2010.

14. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Performance of the CMS drift-tube chamber
local trigger with cosmic rays, J Instrum, 5, T03015, 2010.

15. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa,..., Milenovic Predrag, Commissioning and
Performance of the CMS Pixel Tracker with Cosmic Ray Muons, J Instrum, 5, T03007, 2010.

16. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa, Performance of the CMS Level-1 trigger
during commissioning with cosmic ray muons and LHC beams, J Instrum, 5, T03002, 2010.

17. Chatrchyan S,..., Adzic Petar R, Djordjevic Milos P, Jovanovic Dragoslav, Krpic Dragomir K,
Maletic Dimitrije, Puzovic Jovan M, Smiljkovic Nebojsa,..., Milenovic Predrag, Calibration of the
CMS drift tube chambers and measurement of the drift velocity with cosmic rays, J Instrum, 5, T03016,
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Abstract The Muon Ionization Cooling Experiment
(MICE) collaboration seeks to demonstrate the feasibility
of ionization cooling, the technique by which it is proposed
to cool the muon beam at a future neutrino factory or muon
collider. The emittance is measured from an ensemble of
muons assembled from those that pass through the experi-
ment. A pure muon ensemble is selected using a particle-
identification system that can reject efficiently both pions
and electrons. The position and momentum of each muon are
measured using a high-precision scintillating-fibre tracker in
a4T solenoidal magnetic field. This paper presents the tech-
niques used to reconstruct the phase-space distributions in
the upstream tracking detector and reports the first particle-
by-particle measurement of the emittance of the MICE Muon
Beam as a function of muon-beam momentum.

1 Introduction

Stored muon beams have been proposed as the source of
neutrinos at a neutrino factory [1,2] and as the means to
deliver multi-TeV lepton-antilepton collisions at a muon col-
lider [3,4]. In such facilities the muon beam is produced
from the decay of pions generated by a high-power pro-
ton beam striking a target. The tertiary muon beam occu-
pies a large volume in phase space. To optimise the muon
yield for a neutrino factory, and luminosity for a muon col-
lider, while maintaining a suitably small aperture in the
muon-acceleration system requires that the muon beam be
‘cooled’ (i.e., its phase-space volume reduced) prior to
acceleration. An alternative approach to the production of
low-emittance muon beams through the capture of ™
pairs close to threshold in electron—positron annihilation
has recently been proposed [5]. To realise the luminosity
required for a muon collider using this scheme requires the
substantial challenges presented by the accumulation and
acceleration of the intense positron beam, the high-power
muon-production target, and the muon-capture system to be
addressed.
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A muon is short-lived, with a lifetime of 2.2 us in its rest
frame. Beam manipulation at low energy (< 1 GeV) must
be carried out rapidly. Four cooling techniques are in use at
particle accelerators: synchrotron-radiation cooling [6]; laser
cooling [7-9]; stochastic cooling [10]; and electron cool-
ing [11]. In each case, the time taken to cool the beam is
long compared to the muon lifetime. In contrast, ionization
cooling is a process that occurs on a short timescale. A muon
beam passes through a material (the absorber), loses energy,
and is then re-accelerated. This cools the beam efficiently
with modest decay losses. Ionization cooling is therefore the
technique by which it is proposed to increase the number
of particles within the downstream acceptance for a neu-
trino factory, and the phase-space density for a muon col-
lider [12—-14]. This technique has never been demonstrated
experimentally and such a demonstration is essential for the
development of future high-brightness muon accelerators or
intense muon facilities.

The international Muon Ionization Cooling Experiment
(MICE) has been designed [15] to perform a full demon-
stration of transverse ionization cooling. Intensity effects are
negligible for most of the cooling channels conceived for the
neutrino factory or muon collider [16]. This allows the MICE
experiment to record muon trajectories one particle at a
time. The MICE collaboration has constructed two solenoidal
spectrometers, one placed upstream, the other downstream,
of the cooling cell. An ensemble of muon trajectories is
assembled offline, selecting an initial distribution based on
quantities measured in the upstream particle-identification
detectors and upstream spectrometer. This paper describes
the techniques used to reconstruct the phase-space distribu-
tions in the spectrometers. It presents the first measurement
of the emittance of momentum-selected muon ensembles in
the upstream spectrometer.

2 Calculation of emittance

Emittance is a key parameter in assessing the overall perfor-
mance of an accelerator [17]. The luminosity achieved by a
collider is inversely proportional to the emittance of the col-
liding beams, and therefore beams with small emittance are
required.
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A beam travelling through a portion of an accelerator may
be described as an ensemble of particles. Consider a beam
that propagates in the positive z direction of a right-handed
Cartesian coordinate system, (x, y, z). The position of the

h particle in the ensemble is r; = (x;, y;) and its trans-
verse momentum is pr; = (pxi, Pyi); Ti and pr; define
the coordinates of the particle in transverse phase space.
The normalised transverse emittance, &y, of the ensemble
approximates the volume occupied by the particles in four-
dimensional phase space and is given by

—detC, ()]
My

EN =

where m,, is the rest mass of the muon, C is the four-
dimensional covariance matrix,
Oxx Oxp, Oxy Oxp,
C = Oxpx Opypx Oypx Opapy )
Oxy Oyp, Oyy Oyp,
Oxpy Opxpy Oypy Opypy

and oug, where a, 8 = x, y, px, py, is given by

(Z ) (Efvﬂi)) ’

1

Oup = —— (E,Naiﬂi - 3)

N -1 N
and N is the number of muons in the ensemble.

The MICE experiment was operated such that muons
passed through the experiment one at a time. The phase-
space coordinates of each muon were measured. An ensem-
ble of muons that was representative of the muon beam was
assembled using the measured coordinates. The normalised
transverse emittance of the ensemble was then calculated by
evaluating the sums necessary to construct the covariance
matrix, C, and using Eq. 1.

Time-of-flight Variable thickness
hodoscope high-Z diffuser
(ToF 0)
MICE
Muon
Beam
Cherenkov

counters

(CKOV)
MICE

Fig. 1 Schematic diagram of the MICE experiment. The red rectangles
represent the coils of the spectrometer solenoids and focus-coil mod-
ule. The individual coils of the spectrometer solenoids are labelled E1,
C, E2, M1 and M2. The various detectors (time-of-flight hodoscopes

Upstream
spectrometer module

: F ; Liquid-hydrogen
o
absorber Pre-shower
(KL)

3 The Muon Ionization Cooling Experiment

The muons for MICE came from the decay of pions pro-
duced by an internal target dipping directly into the circulat-
ing proton beam of the ISIS synchrotron at the Rutherford
Appleton Laboratory (RAL) [18,19]. The burst of particles
resulting from one target dip is referred to as a ‘spill’. A
transfer line of nine quadrupoles, two dipoles and a super-
conducting ‘decay solenoid’ selected a momentum bite and
transported the beam into the experiment [20]. The small
fraction of pions that remained in the beam were rejected
during analysis using the time-of-flight hodoscopes, TOFO
and TOF1, and Cherenkov counters that were installed in
the MICE Muon Beam line upstream of the cooling experi-
ment [21,22]. A ‘diffuser’ was installed at the upstream end
of the experiment to vary the initial emittance of the beam
by introducing a changeable amount of tungsten and brass,
which are high-Z materials, into the beam path [20].

A schematic diagram of the experiment is shown in
Fig. 1. It contained an absorber/focus-coil module sand-
wiched between two spectrometer-solenoid modules that
provided a uniform magnetic field for momentum mea-
surement. The focus-coil module had two separate wind-
ings that were operated with the same, or opposed, polar-
ities. A lithium-hydride or liquid-hydrogen absorber was
placed at the centre of the focus-coil module. An iron Par-
tial Return Yoke (PRY) was installed around the experiment
to contain the field produced by the solenoidal spectrom-
eters (not shown in Fig. 1). The PRY was installed at a
distance from the beam axis such that its effect on the tra-
jectories of particles travelling through the experiment was
negligible.

The emittance was measured upstream and downstream of
the absorber and focus-coil module using scintillating-fibre
tracking detectors [26] immersed in the solenoidal field pro-
vided by three superconducting coils E1, C, and E2. The

34 August 2017

Electron
Muon
Ranger
(EMR)

Absorber/focus-coil
module

Downstream
spectrometer module

Scintillating-fibre
trackers

ToF 2

(TOFO0, TOF1) [23,24], Cherenkov counters [25], scintillating-fibre
trackers [26], KLOE-Light (KL) calorimeter [20,27], and Electron
Muon Ranger (EMR) [28,29]) are also represented. The Partial Return
Yoke (PRY) is not shown

@ Springer
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Fig. 2 a Top and b side views of the MICE Muon Beam line, its
instrumentation, and the experimental configuration. A titanium tar-
get dipped into the ISIS proton synchrotron and the resultant spill of
particles was captured with a quadrupole triplet (Q1-3) and transported

trackers were used to reconstruct the trajectories of indi-
vidual muons at the entrance and exit of the absorber. The
trackers were each constructed from five planar stations of
scintillating fibres, each with an active radius of 150 mm.
The track parameters were reported at the nominal reference
plane: the surface of the scintillating-fibre plane closest to
the absorber [30]. Hall probes were installed on the tracker
to measure the magnetic-field strength in situ. The instrumen-
tation up- and downstream of the spectrometer modules was
used to select a pure sample of muons. The reconstructed
tracks of the selected muons were then used to measure
the muon-beam emittance at the upstream and downstream
tracker reference planes. The spectrometer-solenoid modules
also contained two superconducting ‘matching’ coils (M1,
M2) that were used to match the optics between the uniform-
field region and the neighbouring focus-coil module. The
MICE coordinate system is such that the z axis is coincident
with the beam direction, the y axis points vertically upward,
and the x axis completes a right-handed co-ordinate system.
This paper discusses the measurement of emittance using
only the tracker and beam-line instrumentation upstream of
the absorber. The diffuser was fully retracted for the data
presented here, i.e. no extra material was introduced into the
centre of the beam line, so that the incident particle distribu-
tion could be assessed.

@ Springer
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through momentum-selecting dipoles (D1, D2). The quadrupole triplets
(Q4-6, Q7-9) transported particles to the upstream spectrometer mod-
ule. The time-of-flight of particles, measured between TOF0 and TOF1,
was used for particle identification

4 MICE Muon beam line

The MICE Muon Beam line is shown schematically in
Fig. 2. It was capable of delivering beams with normalised
transverse emittance in the range 3 < ey < 10mm and
mean momentum in the range 140 < p, < 240MeV/c
with a root-mean-squared (RMS) momentum spread of ~
20MeV/c [20] after the diffuser (Fig. 1).

Pions produced by the momentary insertion of a titanium
target [18, 19] into the ISIS proton beam were captured using
a quadrupole triplet (Q1-3) and transported to a first dipole
magnet (D1), which selected particles of a desired momen-
tum bite into the 5T decay solenoid (DS). Muons produced
in pion decay in the DS were momentum-selected using a
second dipole magnet (D2) and focused onto the diffuser by
a quadrupole channel (Q4-6 and Q7-9). In positive-beam
running, a borated polyethylene absorber of variable thick-
ness was inserted into the beam just downstream of the decay
solenoid to suppress the high rate of protons that were pro-
duced at the target [31].

The composition and momentum spectra of the beams
delivered to MICE were determined by the interplay between
the two bending magnets D1 and D2. In ‘muon mode’, D2
was set to half the current of D1, selecting backward-going
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muons in the pion rest frame. This produced an almost pure
muon beam.

Data were taken in October 2015 in muon mode at a
nominal momentum of 200MeV/c, with ISIS in opera-
tion at 700 MeV. These data [32] are used here to charac-
terise the properties of the beam accepted by the upstream
solenoid with all diffuser irises withdrawn from the beam.
The upstream E1-C-E2 coils in the spectrometer module were
energised and produced a field of 4T, effectively uniform
across the tracking region, while all other coils were unpow-
ered. Positively charged particles were selected due to their
higher production rate in 700 MeV proton-nucleus collisions.

5 Simulation

Monte Carlo simulations were used to determine the accuracy
of the kinematic reconstruction, to evaluate the efficiency of
the response of the scintillating-fibre tracker, and to study
systematic uncertainties. A sufficient number of events were
generated to ensure that statistical uncertainties from the sim-
ulations were negligible in comparison to those of the data.

The beam impinging on TOF0 was modelled using
G4beamline [33]. Particles were produced at the target using
a parameterised particle-production model. These particles
were tracked through the MICE Muon Beam line taking into
account all material in and surrounding the beam line and
using realistic models of the fields and apertures of the vari-
ous magnets. The G4beamline simulation was tuned to repro-
duce the observed particle distributions at TOFO.

The MICE Analysis User Software (MAUS) [34] pack-
age was used to simulate the passage of particles from TOFQ
through the remainder of the MICE Muon Beam line and
through the solenoidal lattice. This simulation includes the
response of the instrumentation and used the input distribu-
tion produced using G4beamline. MAUS was also used for
offline reconstruction and to provide fast real-time detector
reconstruction and data visualisation during MICE running.
MAUS uses GEANTH4 [35,36] for beam propagation and the
simulation of detector response. ROOT [37] was used for
data visualisation and for data storage. The particles gener-
ated were subjected to the same trigger requirements as the
data and processed by the same reconstruction programs.

6 Beam selection

Data were buffered in the front-end electronics and read out at
the end of each spill [20]. For the reconstructed data presented
here, the digitisation of analogue signals received from the
detectors was triggered by a coincidence of signals in the
PMTs serving a single scintillator slab in TOF1. Any slab in
TOF]1 could generate a trigger.

The following cuts were used to select muons passing
through the upstream tracker:

— One reconstructed space-point in TOF0 and TOF1 Each
TOF hodoscope was composed of two perpendicular
planes of scintillator slabs arranged to measure the x and
y coordinates. A space-point was formed from the inter-
section of hits in the x and y projections. Figure 3a, b
show the hit multiplicity in TOFO plotted against the hit
multiplicity in TOF1 for reconstructed data and recon-
structed Monte Carlo respectively. The sample is domi-
nated by events with one space-point in both TOF0 and
TOFI1. This cut removes events in which two particles
enter the experiment within the trigger window.

— Relative time-of-flight between TOF0 and TOF1, ty), in
the range 1 < t) < 6ns The time of flight between
TOFO and TOF1, #y;, was measured relative to the mean
positron time of flight, #,. Figure 3c shows the relative
time-of-flight distribution in data (black, circles) and sim-
ulation (filled histogram). All cuts other than the relative
time-of-flight cut have been applied in this figure. The
time-of-flight of particles relative to the mean positron
time-of-flight is calculated as

tel = fo1 — (fe + 5te) ,

where 67, accounts for the difference in transit time, or
path length travelled, between electrons and muons in
the field of the quadrupole triplets [21]. This cut removes
electrons from the selected ensemble as well as a small
number of pions. The data has a longer tail compared to
the simulation, which is related to the imperfect simu-
lation of the longitudinal momentum of particles in the
beam (see Sect. 7.1).

— A single track reconstructecg in the upstream tracker with

X

a track-fit x? satisfying Noor = 4 Npor is the number

of degrees of freedom. The distribution of #; is shown
in Fig. 3d. This cut removes events with poorly recon-
structed tracks. Multi-track events, in which more than
one particle passes through the same pixel in TOF0 and
TOF1 during the trigger window, are rare and are also

removed by this cut. The distribution of ﬁ; is broader
and peaked at slightly larger values in the data than in the
simulation.

— Track contained within the fiducial volume of the tracker
The radius of the track measured by the tracker, Ryqck, is
required to satisfy Ryacx < 150mm to ensure the track
does not leave and then re-enter the fiducial volume. The
track radius is evaluated at 1 mm intervals between the
stations. If the track radius exceeds 150mm at any of
these positions, the event is rejected.
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Fig. 3 Distribution of the quantities that were used to select the sample
used to reconstruct the emittance of the beam: a the number of space-
points in TOFO plotted against the number of space-points in TOF1 for
reconstructed data, and b reconstructed simulatioﬁn; ¢ distribution of the

relative time-of-flight, f; d distribution of #;F; and e distribution

— Extrapolated track radius at the diffuser, Rgier < 90 mm
Muons that pass through the annulus of the diffuser,
which includes the retracted irises, lose a substantial
amount of energy. Such muons may re-enter the track-
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of Rgigr. The 1D distributions show reconstructed data as solid (black)
circles and reconstructed MAUS simulation as the solid (yellow) his-
togram. The solid (black) lines indicate the position of the cuts made
on these quantities. Events enter these plots if all cuts other than the cut
under examination are passed

ing volume and be reconstructed but have properties that
are no longer characteristic of the incident muon beam.
The aperture radius of the diffuser mechanism (100 mm)
defines the transverse acceptance of the beam injected
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TOF]1 and the tracker in a reconstructed data, and b reconstructed Monte
Carlo

Table 1 The number of

particles that pass each selection Cut No. 'surviving Curgu!ative .
criterion. A total of 24,660 particles surviving particles
particles pass all of the cuts None 53276 53276

One space-point in TOF0 and TOF1 37619 37619

Relative time of flight in range 1-6 ns 37093 36658

Single reconstructed track with #; <4 40110 30132

Track within fiducial volume of tracker 52039 29714

Extrapolated track radius at diffuser < 90 mm 42592 25310

Muon hypothesis 34121 24660

All 24660 24660

into the experiment. Back-extrapolation of tracks to the
exit of the diffuser yields a measurement of Rgis with a
resolution of ogy, = 1.7mm. Figure 3e shows the dis-
tribution of Rgisr, where the difference between data and
simulation lies above the accepted radius. These differ-
ences are due to approximations in modelling the outer
material of the diffuser. The cut on Rgisf accepts particles
that passed at least 5.90 g, inside the aperture limit of
the diffuser.

— Farticle consistent with muon hypothesis Figure 4 shows
to1, the time-of-flight between TOFO and TOF1, plotted
as a function of p, the momentum reconstructed by the
upstream tracking detector. Momentum is lost between
TOF1 and the reference plane of the tracker in the mate-
rial of the detectors. A muon that loses the most proba-
ble momentum, Ap ~ 20MeV/c, is shown as the dot-
ted (white) line. Particles that are poorly reconstructed,
or have passed through support material upstream of the
tracker and have lost significant momentum, are excluded

by the lower bound. The population of events above the
upper bound are ascribed to the passage of pions, or mis-
reconstructed muons, and are also removed from the anal-
ysis.

A total of 24,660 events pass the cuts listed above. Table 1
shows the number of particles that survive each individ-
ual cut. Data distributions are compared to the distributions
obtained using the MAUS simulation in Figs. 3 and 4. Despite
minor disagreements, the agreement between the simulation
and data is sufficiently good to give confidence that a clean
sample of muons has been selected.

The expected pion contamination of the unselected ensem-
ble of particles has been measured to be < 0.4 %[22]. Table 2
shows the number of positrons, muons, and pions in the
MAUS simulation that pass all selection criteria. The criteria
used to select the muon sample for the analysis presented
here efficiently reject electrons and pions from the Monte
Carlo sample.
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Table 2 The number of
reconstructed electrons, muons,
and pions at the upstream
tracker that survive each cut in
the Monte Carlo simulation.
Application of all cuts removes
almost all positrons and pions in
the reconstructed Monte Carlo
sample. In the Monte Carlo
simulation, a total of 253,504
particles pass all of the cuts
described in the text

Cut e % b4 Total

None 14,912 432,294 1610 463,451
One space-point in TOF0 and TOF1 11,222 353,613 1213 376,528
Relative Time of flight in range 1-6ns 757 369,337 1217 379,761
Single reconstructed track with #; <4 10, 519 407,276 1380 419,208
Track within fiducial volume of tracker 14,527 412,857 1427 443,431
Tracked radius at diffuser < 90 mm 11,753 311,076 856 334,216
Muon hypothesis (above lower limit) 3225 362,606 411 367,340
Muon hypothesis (below upper limit) 12, 464 411,283 379 424,203
Muon hypothesis (overall) 2724 358,427 371 361,576
All 22 253,475 5 253,504

7 Results
7.1 Phase-space projections

The distributions of x,y, px, py,p;, and p =

| p? + p3 + p? are shown in Fig. 5. The total momentum
of the muons that make up the beam lie within the range
140 < |p] < 260MeV/c. The results of the MAUS sim-
ulation, which are also shown in Fig. 5, give a reasonable
description of the data. In the case of the longitudinal com-
ponent of momentum, p,, the data are peaked to slightly
larger values than the simulation. The difference is small
and is reflected in the distribution of the total momentum,
p. As the simulation began with particle production from
the titanium target, any difference between the simulated and
observed particle distributions would be apparent in the mea-
sured longitudinal and total momentum distributions. The
scale of the observed disagreement is small, and as such
the simulation adequately describes the experiment. The dis-
tributions of the components of the transverse phase space
(x, px,y, py) are well described by the simulation. Nor-
malised transverse emittance is calculated with respect to the
means of the distributions (Eq. 2), and so is unaffected by this
discrepancy.

The phase space occupied by the selected beam is shown
in Fig. 6. The distributions are plotted at the reference sur-
face of the upstream tracker. The beam is moderately well
centred in the (x, y) plane. Correlations are apparent that
couple the position and momentum components in the trans-
verse plane. The transverse position and momentum coordi-
nates are also seen to be correlated with total momentum.
The correlation in the (x, py) and (y, px) plane is due to
the solenoidal field, and is of the expected order. The disper-
sion and chromaticity of the beam are discussed further in
Sect. 7.2.
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7.2 Effect of dispersion, chromaticity, and binning in
longitudinal momentum

Momentum selection at D2 introduces a correlation, dis-
persion, between the position and momentum of particles.
Figure 7 shows the transverse position and momentum
with respect to the total momentum, p, as measured at the
upstream-tracker reference plane. Correlations exist between
all four transverse phase-space co-ordinates and the total
momentum.

Emittance is calculated in 10 MeV/c bins of total momen-
tum in the range 185 < p < 255MeV/c. This bin size
was chosen as it is commensurate with the detector reso-
lution. Calculating the emittance in momentum increments
makes the effect of the optical mismatch, or chromaticity,
small compared to the statistical uncertainty. The range of
185 < p <255MeV/c was chosen to maximise the number
of particles in each bin that are not scraped by the aperture
of the diffuser.

7.3 Uncertainties on emittance measurement
7.3.1 Statistical uncertainties

The statistical uncertainty on the emittance in each momen-
tum bin is calculated as o, = \/%W [38—40], where ¢ is the
emittance of the ensemble of muons in the specified momen-
tum range and N is the number of muons in that ensem-
ble. The number of events per bin varies from ~ 4 000 for
p ~ 190MeV/c to ~ 700 for p ~ 250MeV/c.

7.4 Systematic uncertainties
7.4.1 Uncorrelated systematic uncertainties

Systematic uncertainties related to the beam selection were
estimated by varying the cut values by an amount correspond-
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Fig. 5 Position and momentum distributions of muons reconstructed at the reference surface of the upstream tracker: a x, b y, ¢ py, d py, e p,,
and f p, the total momentum. The data are shown as the solid circles while the results of the MAUS simulation are shown as the yellow histogram

ing to the RMS resolution of the quantity in question. The
emittance of the ensembles selected with the changed cut
values were calculated and compared to the emittance calcu-
lated using the nominal cut values and the difference taken
as the uncertainty due to changing the cut boundaries. The
overall uncertainty due to beam selection is summarised in
Table 3. The dominant beam-selection uncertainty is in the

selection of particles that successfully pass within the inner
90 mm of the diffuser aperture.

Systematic uncertainties related to possible biases in cali-
bration constants were evaluated by varying each calibration
constant by its resolution. Systematic uncertainties related
to the reconstruction algorithms were evaluated using the
MAUS simulation. The positive and negative deviations
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from the nominal emittance were added in quadrature sep-
arately to obtain the total positive and negative systematic
uncertainty. Sources of correlated uncertainties are discussed

below.
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7.4.2 Correlated systematic uncertainties

Some systematic uncertainties are correlated with the total
momentum, p. For example, the measured value of p dic-
tates the momentum bin to which a muon is assigned for
the emittance calculation. The uncertainty on the emittance
reconstructed in each bin has been evaluated by allowing the
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transverse phase space on the momentum, p, is shown at the reference
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momentum of each muon to fluctuate around its measured
value according to a Gaussian distribution of width equal to

the measurement uncertainty on p. In Table 3 this uncertainty
is listed as ‘Binning in p’.

A second uncertainty that is correlated with total momen-
tum is the uncertainty on the reconstructed x, py, y, and p,.
The effect on the emittance was evaluated with the same pro-
cedure used to evaluate the uncertainty due to binning in total
momentum. This is listed as ‘Tracker resolution’ in Table 3.

Systematic uncertainties correlated with p are primarily
due to the differences between the model of the apparatus
used in the reconstruction and the hardware actually used
in the experiment. The most significant contribution arises
from the magnetic field within the tracking volume. Parti-
cle tracks are reconstructed assuming a uniform solenoidal
field, with no fringe-field effects. Small non-uniformities in
the magnetic field in the tracking volume will result in a
disagreement between the true parameters and the recon-
structed values. To quantify this effect, six field models (one
optimal and five additional models) were used to estimate
the deviation in reconstructed emittance from the true value
under realistic conditions. Three families of field model were
investigated, corresponding to the three key field descriptors:
field scale, field alignment, and field uniformity. The values
of these descriptors that best describe the Hall-probe mea-
surements were used to define the optimal model and the
uncertainty in the descriptor values were used to determine
the lo variations.

7.4.3 Field scale

Hall-probes located on the tracker provided measurements
of the magnetic field strength within the tracking volume
at known positions. An optimal field model was produced
with a scale factor of 0.49 % that reproduced the Hall-probe
measurements. Two additional field models were produced
which used scale factors that were one standard deviation,
+0.03 %, above and below the nominal value.

7.4.4 Field alignment

A field-alignment algorithm was developed based on the
determination of the orientation of the field with respect to
the mechanical axis of the tracker using coaxial tracks with
pr ~ 0[41]. The field was rotated with respect to the tracker
by 1.4 £ 0.1 mrad about the x axis and 0.3 £ 0.1 mrad about
the y axis. The optimal field model was created such that
the simulated alignment is in agreement with the measure-
ments. Two additional models that vary the alignment by one
standard deviation were also produced.

7.4.5 Field uniformity

A COMSOL [42] model of the field was used to generate the
optimal model which includes the field generated by each coil
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Fig. 8 The systematic bias and uncertainty on the reconstructed emit-
tance under different magnetic field model assumptions. The bias esti-
mate (open triangles) includes the non-uniformity bias (open squares).
The variation between the models (see text) is indicated by the shaded
bands

using the ‘as-built’ parameters and the partial return yoke. A
simple field model was created using only the individual coil
geometries to provide additional information on the effect of
field uniformity on the reconstruction. The values for the sim-
ple field model were normalised to the Hall-probe measure-
ments as for the other field models. This represents a signif-
icant deviation from the COMSOL model, but demonstrates
the stability of the reconstruction with respect to changes
in field uniformity, as the variation in emittance between all
field models is small (Iess than 0.002 mm).

For each of the 5 field models, multiple 2000-muon
ensembles were generated for each momentum bin. The devi-
ation of the calculated emittance from the true emittance
was found for each ensemble. The distribution of the dif-
ference between the ensemble emittance and the true emit-
tance was assumed to be Gaussian with mean ¢ and variance
s? = 0> 4 62, where o is the statistical uncertainty and 6 is
an additional systematic uncertainty. The systematic bias for
each momentum bin was then calculated as [43]

Aey = (&) — Eyue » 4)

where &gy 1S the true beam emittance in that momentum
bin and (¢) is the mean emittance from the N ensembles.
The systematic uncertainty was calculated assuming that the
distribution of residuals of &; from the mean, (¢), satisfies a
X2 distribution with N — 1 degrees of freedom,

N
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Fig. 9 Normalised transverse emittance as a function of total momen-
tum, p, for data (black, filled circle) and reconstructed Monte Carlo (red,
open triangle). The inner error bars show the statistical uncertainty. The
outer error bars show the quadratic sum of the statistical and systematic
uncertainties

and 6 was estimated by minimising the expression ( XI%/—I —
(N = 1))* [43].

The uncertainty, 6, was consistent with zero in all momen-
tum bins, whereas the bias, A¢y, was found to be momentum
dependent as shown in Fig. 8. The bias was estimated from
the mean difference between the reconstructed and true emit-
tance values using the optimal field model. The variation in
the bias was calculated from the range of values reconstructed
for each of the additional field models. The model represent-
ing the effects of non-uniformities in the field was considered
separately due to the significance of the deviation from the
optimal model.

The results show a consistent systematic bias in the recon-
structed emittance of &~ —0.015mm that is a function of
momentum (see Table 3). The absolute variation in the mean
values between the models that were used was smaller than
the expected statistical fluctuations, demonstrating the sta-
bility of the reconstruction across the expected variations in
field alignment and scale. The effect of the non-uniformity
model was larger but still demonstrates consistent reconstruc-
tion. The biases calculated from the optimal field model were
used to correct the emittance values in the final calculation
(Sect. 7.5).

7.5 Emittance

The normalised transverse emittance as a function of p is
shown in Fig. 9. The emittance has been corrected for the
systematic bias shown in Table 3. The uncertainties plot-
ted are those summarised in Table 3, where the inner bars
represent the statistical uncertainty and outer bars the total
uncertainty. The emittance of the measured muon ensem-
bles (black, filled circle) is approximately flat in the range
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195 < p < 245MeV/c, corresponding to the design momen-
tum of the experiment. The mean emittance in this region is
~ 3.7mm. The emittance of the reconstructed Monte Carlo
is consistently lower than that of the data, and therefore gives
only an approximate simulation of the beam.

8 Conclusions

A first particle-by-particle measurement of the emittance
of the MICE Muon Beam was made using the upstream
scintillating-fibre tracking detector in a 4 T solenoidal field.
A total of 24,660 muons survive the selection criteria. The
position and momentum of these muons were measured at the
reference plane of the upstream tracking detector. The muon
sample was divided into 10 MeV/c bins of total momentum,
p, from 185-255MeV/c to account for dispersion, chro-
maticity, and scraping in apertures upstream of the tracking
detector. The emittance of the measured muon ensembles is
approximately flat from 195 < p < 245MeV/c with a mean
value of &~ 3.7 mm across this region.

The total uncertainty on this measurement ranged from
ﬂ:g% to fi:g%, increasing with total momentum, p. As
p increases, the number of muons in the reported ensem-
ble decreases, increasing the statistical uncertainty. At the
extremes of the momentum range, a larger proportion of
the input beam distribution is scraped on the aperture of
the diffuser. This contributes to an increase in systematic
uncertainty at the limits of the reported momentum range.
The systematic uncertainty introduced by the diffuser aper-
ture highlights the need to study ensembles where the total
momentum, p, is close to the design momentum of the beam
line. The total systematic uncertainty on the measured emit-
tance is larger than that on a future measurement of the ratio of
emittance before and after an absorber. The measurement is
sufficiently precise to demonstrate muon ionization cooling.

The technique presented here represents the first pre-
cise measurement of normalised transverse emittance on a
particle-by-particle basis. This technique will be applied to
muon ensembles up- and downstream of a low-Z absorber,
such as liquid hydrogen or lithium hydride, to measure emit-
tance change across the absorber and thereby to study ion-
ization cooling.
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Muon beams of low emittance provide the basis for the intense, well-characterized neutrino beams
necessary to elucidate the physics of flavor at a neutrino factory and to provide lepton-antilepton collisions
at energies of up to several TeV at a muon collider. The international Muon Ionization Cooling Experiment
(MICE) aims to demonstrate ionization cooling, the technique by which it is proposed to reduce the phase-
space volume occupied by the muon beam at such facilities. In an ionization-cooling channel, the muon
beam passes through a material in which it loses energy. The energy lost is then replaced using rf cavities.
The combined effect of energy loss and reacceleration is to reduce the transverse emittance of the beam
(transverse cooling). A major revision of the scope of the project was carried out over the summer of 2014.
The revised experiment can deliver a demonstration of ionization cooling. The design of the cooling
demonstration experiment will be described together with its predicted cooling performance.

DOI: 10.1103/PhysRevAccelBeams.20.063501

I. INTRODUCTION

Stored muon beams have been proposed as the source of
neutrinos at a neutrino factory [1,2] and as the means to
deliver multi-TeV lepton-antilepton collisions at a muon
collider [3,4]. In such facilities the muon beam is produced
from the decay of pions generated by a high-power proton
beam striking a target. The tertiary muon beam occupies a
large volume in phase space. To optimize the muon yield
while maintaining a suitably small aperture in the muon-
acceleration system requires that the muon beam be
“cooled” (i.e., its phase-space volume reduced) prior to
acceleration. A muon is short-lived, decaying with a lifetime
of 2.2 us in its rest frame. Therefore, beam manipulation at
low energy (<1 GeV) must be carried out rapidly. Four
cooling techniques are in use at particle accelerators:
synchrotron-radiation cooling [5]; laser cooling [6-8];
stochastic cooling [9]; and electron cooling [10].
Synchrotron-radiation cooling is observed only in electron
or positron beams, owing to the relatively low mass of
the electron. Laser cooling is limited to certain ions and
atomic beams. Stochastic cooling times are dependent on the
bandwidth of the stochastic-cooling system relative to the
frequency spread of the particle beam. The electron-cooling
time is limited by the available electron density and the
electron-beam energy and emittance. Typical cooling times
are between seconds and hours, long compared with the
muon lifetime. Ionization cooling proceeds by passing a
muon beam through a material, the absorber, in which it

“j.lagrange @imperial.ac.uk

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOL

loses energy through ionization, and subsequently restoring
the lost energy in accelerating cavities. Transverse and
longitudinal momentum are lost in equal proportions in
the absorber, while the cavities restore only the momentum
component parallel to the beam axis. The net effect of the
energy-loss/reacceleration process is to decrease the ratio
of transverse to longitudinal momentum, thereby decreas-
ing the transverse emittance of the beam. In an ionization-
cooling channel the cooling time is short enough to allow
the muon beam to be cooled efficiently with modest decay
losses. Ionization cooling is therefore the technique by
which it is proposed to cool muon beams [11-13]. This
technique has never been demonstrated experimentally
and such a demonstration is essential for the development
of future high-brightness muon accelerators.

The international Muon Ionization Cooling Experiment
(MICE) collaboration proposes a two-part process to per-
form a full demonstration of transverse ionization cooling.
First, the “Step IV” configuration [14] will be used to study
the material and beam properties that determine the perfor-
mance of an ionization-cooling lattice. Second, a study of
transverse-emittance reduction in a cooling cell that includes
accelerating cavities will be performed.

The cooling performance of an ionization-cooling cell
depends on the emittance and momentum of the initial
beam, on the properties of the absorber material and on the
transverse betatron function () at the absorber. These
factors will be studied using the Step IV configuration.
Once this has been done, “sustainable” ionization cooling
must be demonstrated. This requires restoring energy lost
by the muons as they pass through the absorber using rf
cavities. The experimental configuration with which the
MICE collaboration originally proposed to study ionization
cooling was presented in [15]. This configuration was
revised to accelerate the timetable on which a demonstra-
tion of ionization cooling could be delivered and to reduce

063501-2
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cost. This paper describes the revised lattice proposed by
the MICE collaboration for the demonstration of ionization
cooling and presents its performance.

II. COOLING IN NEUTRINO FACTORIES
AND MUON COLLIDERS

At production, muons occupy a large volume of phase
space. The emittance of the initial muon beam must be
reduced before the beam is accelerated. A neutrino factory
[16] requires the transverse emittance to be reduced from
15-20 mm to 2-5 mm. A muon collider [17] requires the
muon beam to be cooled in all six phase-space dimensions;
to achieve the desired luminosity requires an emittance of
~0.025 mm in the transverse plane and ~70 mm in the
longitudinal direction [18,19].

Tonization cooling is achieved by passing a muon beam
through a material with low atomic number (Z), in which it
loses energy by ionization, and subsequently accelerating
the beam. The rate of change of the normalized transverse
emittance, €, is given approximately by [12,20,21]:

de, & /dE
dz — ﬁzEﬂ <dz> *
where z is the longitudinal coordinate, fc is the muon
velocity, E, the energy, (‘é—f} the mean rate of energy loss
per unit path-length, m, the mass of the muon, X, the
radiation length of the absorber and f, the transverse
betatron function at the absorber. The first term of this
equation describes “cooling” by ionization energy loss and
the second describes ‘“heating” by multiple Coulomb
scattering. Equation (1) implies that the equilibrium emit-
tance, for which d(f—zl = 0, and the asymptotic value of dd% for
large emittance are functions of muon-beam energy.
In order to have good performance in an ionization-
cooling channel, #, needs to be minimized and X0<‘é—§>

p.(13.6 MeV/c)*
2p°E,m,X,

(1)

Time-of-flight Variable thickness
hodoscope (TOF) high-Z diffuser 201 MHz
ToF 0 i
MICE ( ¢ ) Upstream cavity
Muon spectrometer module
Beam
(MMB)
9
T T Secondary
ToF 1
cch:J::‘ekr‘;" © lithium-hydride
(CKOV) absorber
Scintillating-fibre
MICE tracker
FIG. 1.

Focus-coil
module

maximised. The betatron function at the absorber is
minimized using a suitable magnetic focusing channel
(typically solenoidal) [22,23] and X0<‘é—f> is maximized
using a low-Z absorber such as liquid hydrogen (LH,) or
lithium hydride (LiH) [24].

III. THE MUON IONIZATION
COOLING EXPERIMENT

The muons for MICE come from the decay of pions
produced at an internal target dipping directly into the
circulating proton beam in the ISIS synchrotron at the
Rutherford Appleton Laboratory (RAL) [25,26]. A beam
line of 9 quadrupoles, 2 dipoles and a superconducting
“decay solenoid” collects and transports the momentum-
selected beam into the experiment [27]. The small fraction of
pions that remain in the beam may be rejected during
analysis using the time-of-flight hodoscopes and Cherenkov
counters that are installed in the beam line upstream of the
experiment [28]. A diffuser is installed at the upstream end of
the experiment to vary the initial emittance of the beam.
Tonization cooling depends on momentum through f, E,, and
<fl—f) as shown in Eq. (1). Tt is therefore proposed that the

performance of the cell be measured for momenta in the
range 140 MeV/c to 240 MeV/c [15].

A. The configuration of the
ionization-cooling experiment

The configuration proposed for the demonstration of
ionization cooling is shown in Fig. 1. It contains a cooling
cell sandwiched between two spectrometer-solenoid mod-
ules. The cooling cell is composed of two 201 MHz
cavities, one primary (65 mm) and two secondary
(32.5 mm) LiH absorbers placed between two supercon-
ducting “focus-coil” (FC) modules. Each FC has two
separate windings that can be operated either with the
same or in opposed polarity.

Primary
lithium-hydride 201 MHz
absorber cavity

4th January 2017

Downstream
spectrometer module

Electron
Muon
Ranger

Secondary
lithium-hydride
absorber

Pre-shower
Focus-coil KLOE light (KL)

module ToF 2

Scintillating-fibre
tracker

Layout of the lattice configuration for the cooling demonstration. The red rectangles represent the solenoids. The individual

coils in the spectrometer solenoids are labeled E1, C, E2, M1 and M2. The ovals represent the rf cavities and the blue rectangles the
absorbers. The various detectors (time-of-flight hodoscopes [29,30], Cerenkov counters [31], scintillating-fibre trackers [32], KLOE
Light (KL) calorimeter [27,33], electron muon ranger [34]) used to characterize the beam are also represented. The green-shaded box
indicates the cooling cell.
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The emittance is measured upstream and downstream of
the cooling cell using scintillating-fiber tracking detectors
[32] immersed in the uniform 4 T magnetic field provided
by three superconducting coils (E1, C, E2). The trackers are
used to reconstruct the trajectories of individual muons at
the entrance and exit of the cooling cell. The reconstructed
tracks are combined with information from instrumentation
upstream and downstream of the spectrometer modules to
measure the muon-beam emittance at the upstream and
downstream tracker reference planes. The instrumentation
upstream and downstream of the spectrometer modules
serves to select a pure sample of muons. Time-of-flight
hodoscopes are used to determine the time at which the
muon crosses the rf cavities. The spectrometer-solenoid
magnets also contain two superconducting ‘“matching”
coils (M1, M2) that are used to match the optics between
the uniform field region and the neighboring FC.

The secondary LiH absorbers (SAs) are introduced
between the cavities and the trackers to minimize the
exposure of the trackers to “dark-current” electrons origi-
nating from the rf cavities. Experiments at the MuCool Test
Area (MTA) at Fermilab [35] have observed that the rate of
direct x-ray production from the rf cavities can be managed to
ensure it does not damage the trackers [36]. The SAs are
introduced to minimize the exposure of the trackers to
energetic dark-current electrons that could produce back-
ground hits. The SAs are positioned between the trackers and
the cavities such that they can be removed to study the empty
channel. The SAs increase the net transverse-cooling effect
since the betatron functions at these locations are small.

Retractable lead radiation shutters will be installed on rails
between the spectrometer solenoids and the rf modules to
protect the trackers against dark-current induced radiation
during cavity conditioning. The SAs will be mounted on a
rail system similar to that which will be used for the lead
shutters and will be located between the cavities and the lead
shutters. Both mechanisms will be moved using linear piezo-
electric motors that operate in vacuum and magnetic field.
The design of both the radiation shutter and the movable SA
inside the vacuum chamber is shown in Fig. 2.

The rf cavities are 201 MHz “pillbox” resonators,
430 mm in length, operating in the TM;;, mode with
large diameter apertures to accommodate the high emit-
tance beam. The apertures are covered by thin (0.38 mm)
beryllium windows to define the limits for the accelerating
rf fields whilst minimizing the scattering of muons. The
cavity is excited by two magnetic-loop couplers on oppo-
site sides of the cavity. At the particle rate expected in
MICE there is no beam-loading of the rf fields. An effective
peak field of 10.3 MV /m is expected for a drive power of
1.6 MW to each cavity. This estimate was used to define the
gradient in the simulations described below.

The original configuration of the MICE cooling cell
described in [15] was composed of three focus-coil modules,
each of which housed a liquid-hydrogen absorber, and two,

FIG. 2. Design of the movable frame for the secondary absorber
(front) and the lead radiation shutter (back). The half discs of the
lead shutter (grey) can be seen together with the rails (white)
inside the vacuum chamber (yellow).

four-cavity, linac modules. Each linac module incorporated
a large, superconducting ‘“coupling coil” to transport the
beam. The configuration described in this paper was
developed to simplify the lattice described in [15] such that
the coupling coils are not required and acceleration is
provided by two single-cavity modules. The revision of
the magnetic lattice substantially reduces the technical risks
associated with the implementation of the experiment since
all of the superconducting solenoids required to transport
and focus the beam have been commissioned on the beam
line. Further, by reducing the number of cavities from eight
to two and reconfiguring the rf-power-distribution system
the cost of implementing the experiment has been reduced
and the timetable on which the experiment can be mounted
has been advanced. The present configuration was opti-
mized to maximize its cooling performance as described in
Sec. IV. The performance of the optimized lattice, though
reduced compared to that described in [15], is sufficient
for the principle of ionization-cooling to be demonstrated
(see Sec. VI).

IV. LATTICE DESIGN

A. Design parameters

The lattice has been optimized to maximize the reduction
in transverse emittance. The optimum is obtained by
matching the betatron function to a small value in the
central absorber while minimizing its maximum values in
the FC modules; limiting the size of the betatron function in
the FCs helps to reduce the influence of nonlinear terms
in the magnetic-field expansion. The matching accounts for
the change in energy of the muons as they pass through the
cooling cell by adjusting currents in the upstream and
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downstream FCs and in the matching coils in the spectrom-
eter solenoids independently while maintaining the field in
the tracking volumes at 4 T. In this configuration, it is also
possible to keep the betatron function relatively small at the
position of the secondary absorbers whilst maintaining an
acceptable beam size at the position of the cavities.
Chromatic aberrations caused by the large momentum
spread of the beam (~5% rms) lead to a chromatic
mismatch of the beam in the downstream solenoid unless
the phase advance across the cooling cell (i.e., the rate of
rotation of the phase-space ellipse) is chosen appropriately.
The phase advance of the cell is obtained by integrating
the inverse of the beta-function along the beam axis
from the reference plane in the upstream spectrometer-
solenoid to the reference plane in the downstream
spectrometer-solenoid. Such a mismatch reduces the effec-
tive transverse-emittance reduction through the chromatic
decoherence that results from the superposition of beam
evolutions for the different betatron frequencies that result
from the range of momenta in the beam. For beams with a
large input emittance, spherical aberrations may lead to
phase-space filamentation. The chromatic and spherical
aberrations were studied by tracking samples of muons
through the lattice using the “MICE Analysis User
Software” (MAUS, see Sec. V). The betatron-function
and emittance evolution of a 200 MeV/c¢ beam with the

TABLE I. General parameters of the initial beam conditions
used in the simulations.

Parameter Value
Particle muon pu*
Number of particles 10000
Longitudinal position [mm] —4612.1
Central energy (140 MeV/c settings) [MeV] 175.4
Central energy (200 MeV/c settings) [MeV] 228.0
Central energy (240 MeV/c settings) [MeV] 262.2
Transverse Gaussian distribution:

o 0

B (140 MeV/c settings) [mm] 233.5
e, (140 MeV/c settings) [mm] 4.2
A1 (200 MeV/c settings) [mm] 339.0
€, (200 MeV/c settings) [mm] 6.0
fL (240 MeV/c settings) [mm] 400.3
£) (240 MeV/c settings) [mm] 7.2
Longitudinal Gaussian distribution:

Longitudinal emittance [mm] 20
Longitudinal $ [ns] 11
Longitudinal o -0.7
rms momentum spread (140 MeV/c settings) 4.8%
rms time spread (140 MeV/c settings) [ns] 0.40
rms momentum spread (200 MeV/c¢ settings) 4.0%
rms time spread (200 MeV/c settings) [ns] 0.34
rms momentum spread (240 MeV/c settings) 3.6%
rms time spread (240 MeV/c settings) [ns] 0.31
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FIG. 3. Transverse 4D beta-function versus longitudinal coor-

dinate z in the cooling-demonstration lattice for 200 MeV/c
settings with a phase advance of 2z x 1.75 (dashed blue line),
27 x 1.81 (solid red line) and 2z x 1.86 (dot-dashed green line).
The vertical dashed lines with labels show the positions of the
tracker reference planes and the centers of the absorbers, rf
cavities, and focus coil modules.

initial parameters given in Table I are shown, for different
phase advances, in Figs. 3 and 4, respectively. The phase
advance of 2z x 1.81 showed the largest transverse-
emittance reduction and was therefore chosen. The lattice
parameters for this phase advance are presented in Table II.

The currents that produce the optimum magnetic lattice
were obtained using the procedure described above for
three momentum settings: 140 MeV/c, 200 MeV/c¢, and
240 MeV/c. The magnetic field on axis for each of these
settings is shown in Fig. 5. The fields in the downstream FC
and spectrometer are opposite to those in the upstream FC
and spectrometer, the field changing sign at the primary
absorber. Such a field flip is required in an ionization
cooling channel to reduce the build-up of canonical angular
momentum [37]. The currents required to produce the
magnetic fields shown in Fig. 5 are listed in Table III. All
currents are within the proven limits of operation for the
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FIG. 4. 4D emittance evolution in the cooling-demonstration
lattice for 200 MeV /¢ settings with a phase advance of 2z x 1.75
(dashed blue line), 2z x 1.81 (solid red line) and 27z x 1.86 (dot-
dashed green line). The vertical dashed lines with labels show the
positions of the tracker reference planes and the centers of the
absorbers, rf cavities, and focus coil modules.
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TABLE II. Parameters of the cooling-demonstration lattice.
Lgs_pc is the distance between the center of the spectrometer
solenoid and the center of the neighboring FC, Lgc_pc the
distance between the centers of the FCs, and Lgg nodue—rc the
distance between the rf module and the neighboring FC.

Parameter Value
Length Lgg_pc [mm] 2607.5
Length Lgc_pgc [mm] 1678.8
Length er module—FC [mm] 784.0
rf Gradient [MV/m] 10.3
Number of rf cavities 2
Number of primary absorbers 1
Number of secondary absorbers 2

individual coil windings. The magnetic forces acting on the
coils have been analyzed and were found to be acceptable.
Configurations in which there is no field flip can also be
considered.

Figure 6 shows matched betatron functions versus
longitudinal position for beams of different initial momen-
tum. These betatron functions are constrained, within the
fiducial-volume of the trackers, by the requirements on the

Courant-Snyder parameters @, =0 and f, = % (where

P, is the mean longitudinal momentum of the beam, e the
elementary charge and B, the longitudinal component of
the magnetic field). A small betatron-function “waist” in
the central absorber is achieved. Betatron-function values
at relevant positions in the different configurations are
summarized in Table IV.

V. SIMULATION

Simulations to evaluate the performance of the lattice
have been performed using the official MICE simulation
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= | [ | 51 | gr = 240 MeV/c
== 2 \ I I I 121 ol
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= | [ I I I [ |
4 E-MICE [simulation] ! ! ! ! ! b
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FIG. 5. Magnetic field B, on-axis versus the longitudinal

coordinate z for the cooling-demonstration lattice design for
200 MeV/c (solid black line), 140 MeV/c (dashed purple line),
and 240 MeV/c¢ (dot-dashed blue line) settings. The vertical
dashed lines with labels show the positions of the tracker
reference planes and the centres of the absorbers, rf cavities,
and focus coil modules.

TABLE 1III.  Coil currents used for 140 MeV /¢, 200 MeV/c,
and 240 MeV/c lattice settings.
140 MeV/c 200 MeV/c 240 MeV/c
Coil Lattice [A] Lattice [A] Lattice [A]
Upstream E2 +253.00 +253.00 +253.00
Upstream C +274.00 +274.00 +274.00
Upstream E1 +234.00 +234.00 +234.00
Upstream M2 +126.48 +155.37 +163.50
Upstream M1 +175.89 +258.42 +280.72
Upstream +54.14 +79.35 +89.77
FC-coil 1
Upstream +54.14 +79.35 +89.77
FC-coil 2
Downstream —47.32 -74.10 —85.35
FC-coil 1
Downstream —47.32 =74.10 —85.35
FC-coil 2
Downstream M1 —140.43 -231.60 -261.71
Downstream M2 —-100.12 —149.15 —-159.21
Downstream El —234.00 —234.00 —234.00
Downstream C —274.00 -274.00 —274.00
Downstream E2 —253.00 -253.00 —253.00

and reconstruction software MAUS (MICE Analysis
User Software) [38]. In addition to simulation, MAUS
also provides a framework for data analysis. MAUS is used
for offline analysis and to provide fast real-time detector
reconstruction and data visualisation during MICE running.
MAUS uses GEANT4 [39,40] for beam propagation and the
simulation of detector response. ROOT [41] is used for data
visualisation and for data storage.

Particle tracking has been performed for several con-
figurations. The parameters of the initial beam configura-
tions used for the simulations are summarized in Table I.

T
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FIG. 6. p, versus the longitudinal coordinate z for 200 MeV/c
(solid black line), 140 MeV/c (dashed purple line) and
240 MeV/c (dot-dashed blue line) in the cooling-demonstration
lattice. The vertical dashed lines with labels show the positions of
the tracker reference planes and the centers of the absorbers, rf
cavities, and focus coil modules.
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TABLE IV. Beta-function values at relevant positions for an
initial beam at 140 MeV/c, 200 MeV/¢, and 240 MeV/c in the
cooling-demonstration lattice design.

Value for Value for Value for
Parameter 140 MeV/c 200 MeV/c 240 MeV/c
f. at primary 480 512 545
absorber [mm]
. at upstream 660 710 840
secondary
absorber [mm)]
p at downstream 680 740 850
secondary
absorber [mm]
B1 max at FC [mm] 1480 1450 1430

The simulation of the beam starts at a point between the
diffuser and the first plane of the tracker. The beam is
generated by a randomizing algorithm with a fixed seed.
The number of particles launched for each simulation is a
compromise between the statistical uncertainty required
(~1%) and computing time. Each cavity is simulated by a
TMy;, ideal cylindrical pillbox with a peak effective
gradient matched to that expected for the real cavities.
The reference particle is used to set the phase of the cavities
so that it is accelerated “on crest.” The initial distributions
defined in Table I are centred on the reference particle in
both time and momentum. Table V lists the acceptance
criteria applied to all analyses presented here. Trajectories
that fail to meet the acceptance criteria are removed from
the analysis.

The normalized transverse emittance is calculated by
taking the fourth root of the determinant of the four-
dimensional phase-space covariance matrix [20,21]. The
MICE collaboration plans to take data such that the
statistical uncertainty on the relative change in emittance
for a particular setting is 1%. The MICE instrumentation
was designed such that the systematic uncertainty related to
the reconstruction of particle trajectories would contribute
at the ~0.3% level to the overall systematic uncertainty
[15]; such uncertainties would thus be negligible.

VI. PERFORMANCE

Figure 7 shows the evolution of the mean energy
of a muon beam as it traverses the lattice. Beams with
initial normalised transverse emittance &; = 4.2 mm,

TABLE V. Acceptance criteria for analysis.

Parameter Acceptance condition
Particle muon
Transmission: pass through two planes 7 = —4600 mm
and z = 5000 mm
Radius at z = —4600 mm <150.0 mm
Radius at z = 5000 mm <150.0 mm

&, =6mm, and £, = 7.2 mm for initial muon beam
momenta of 140 MeV/c¢, 200 MeV/c¢, and 240 MeV/c
respectively are shown. The initial normalized transverse
emittance is chosen such that the geometrical emittance of
the three beams is the same. A 200 MeV /¢ muon passing
through two 32.5 mm thick secondary LiH absorbers and
one 65 mm thick primary LiH absorber loses an energy
of 18.9 MeV. Including losses in the scintillating-fiber

F T I [
180 = | 32 T | 140 MeV/c
. E 19] I 191 I
= — - ! | ! [ I
2 s ol A | | 181 ol
= E 2 =} 2
=, - s sl | I | 151 S
170 — o s/ I l | 191 &
=) C gl >0 | | 1 I > ol
EP - ol S 1 | 18 o
< 165~ 21 S I | 1€ 2,
[5) C ! a1 1 I 1 1ol cl
= o =l 21 I I | 12 2
= 160 |— 8! [ I I | | 81
2 - =l (| | | | |
= C ! (| | | | | |
< 155 [— ! [ | I 1 I |
] l
= = Lo I I 1 I
= - ! Lo I I 1 I
150 EMICE [simulation] 1 | | | Lo |
" 1 il L L (- P - Il P J L L n 1 L
-4000 -2000 0 2000 4000
z [mm]
r ST or T or U T
- : 1S E [ =T | 200 MeVic
C 8 I I o8 |
— — |
= 2o } — | | | (. |
< C g, 3 ! oo 181 2
= - g 5 I I 181 8
_ Q' 7] 8 =3
205 [— g 21 | I | 181 g!
s f 3 S0 om0 & 8|
= - ol 3 o} 1ol o!
9 - ‘D c 2 < 2
= o) gl ! ! S ! gl ol
T 220— 50 §\ [ I % | 1g! 5!
= L % [ roog I Va' X1
- = g (] | & | <2
3 C - 1o I E| | -
+ = |
215 — ! =4
= e | 1o I I I I I
] C | I I I I po
= C | 1o I I I 1o I
210 —MICE [simulation] ! : ! : L L
— L | L L L L L L L L
-4000 -2000 0 2000 4000
z[mm)|
C T T T T T T T T T
C ‘ 2 2 - | 240 MeVic
18 | | | S |
265 — S ©
— L o I I I Lo |
= L o -1 | ! ! ! (] 1
3 - 8, 8l I I I 181 §‘
= B o sl I I 181 a
260 — 2 ] I I I 18! 8
) - o | | | | [l s
0 o! z . e ol
& - I S - I 131 8
2 r Py &1 1 5 I 161 2
o B EX a1 1 [ | 131 8
— 255[— S ® ® & £
< B £ l NS l Lol S
8 - | | | @ | | VAl 5
£ B | I 1 El I |
% L | | I | { I
s - | | I I I I |
= 250 - | | I I | | !
- | | | | | |
- | I I I I |
rMICE simulationy w ! [ [ (I |
245 — | I[\ R TR I NOR R R P
-4000 -2000 0 2000 4000
z [mm]

FIG. 7. Mean energy of the beam versus longitudinal coor-
dinate (z) in the cooling-demonstration lattice. Top: the
140 MeV/c configuration for initial emittance &, = 4.2 mm.
Middle: the 200 MeV/c¢ configuration for initial emittance
e, = 6 mm. Bottom: the 240 MeV/c configuration for initial
emittance €, = 7.2 mm. The vertical dashed lines with labels
show the positions of the tracker reference planes, and the centers
of the absorbers, rf cavities, and focus coil modules.
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trackers and windows, this increases to 24.3 MeV.
The accelerating gradient that can be achieved in each
of the two cavities is constrained by the available rf
power and is insufficient to replace all the lost energy.
Therefore, a comparison of beam energy with and without
acceleration is required. With acceleration an energy
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FIG. 8. Emittance variation versus the longitudinal coordinate

(z) for the cooling-demonstration lattice design. Top: 140 MeV/c
beam with initial ¢, = 4.2 mm with an rms momentum spread of
6.7 MeV/c (rms spread 4.8%, solid line) and 2.5 MeV/c¢ (rms
spread 1.8%, dashed line). Middle: 200 MeV /c beam with initial
&, = 6 mm (rms spread 4.0%). Bottom: 240 MeV /c beam with
initial €| = 7.2 mm (rms spread 3.6%). The vertical dashed lines
with labels show the positions of the tracker reference planes, and
the centers of the absorbers, 1f cavities, and focus coil modules.

deficit of (AE) = 19 MeV will be observed. This meas-
urable difference will be used to extrapolate the measured
cooling effect to that which would pertain if all the lost
energy were restored.

The evolution of normalized transverse emittance across
the lattice is shown in Fig. 8. The beam is subject to
nonlinear effects in regions of high $,, which cause the
normalized transverse emittance to grow, especially in the
140 MeV/c configuration. This phenomenon can be
seen in three different regions of the lattice: a moderate
increase in emittance is observed at z =~ —2500 mm and
7~ 1000 mm while a larger increase is observed at
7~ 3000 mm. The nonlinear effects are mainly chromatic
in origin, since they are greatly lessened when the initial
momentum spread is reduced. This is illustrated for the
140 MeV/c case for which the evolution of normalized
emittance for beams with an rms momentum spread of
6.7 MeV/c and 2.5 MeV/c are shown. Nonetheless, in
all cases a reduction in emittance is observed between
the upstream and downstream trackers (z = £3473 mm).
The lattice is predicted to achieve an emittance reduction
between the tracker reference planes of ~8.1%, ~5.8% and
~4.0% in the 140 MeV/c, 200 MeV/c, and 240 MeV/c
cases, respectively. A reduction as large as ~10% can be
reached in the 140 MeV/c¢ configuration with an rms
momentum spread of 1.4%.

The transmission of the cooling-demonstration lattice for
beams of mean momentum 140 MeV/c, 200 MeV/c¢, and
240 MeV/c is shown in Fig. 9. Transmission is computed
as the ratio of the number of particles that satisfy the
acceptance criteria observed downstream of the cooling
cell divided by the number that enter the cell. This accounts
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FIG. 9. Transmission (defined as the ratio of good muons

observed downstream of the cooling cell, Nyyw,, to those
observed upstream, N,,) in percent versus initial emittance
(¢1;n) for the cooling-demonstration lattice. The transmission
of the 140 MeV/c, 200 MeV/c, and 240 MeV/c lattices are
shown as the purple-dashed, solid black, and dot-dashed blue
lines respectively. The error bars indicate the statistical precision
that would be achieved using a sample of 100,000 muons.
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for decay losses and implies that, in the absence of scraping
or acceptance losses, the maximum transmission for
beams of mean momentum 140 MeV/c, 200 MeV/c,
and 240 MeV/c is 98.9%, 99.2%, and 99.5%, respectively.
The lattice delivers transmission close to the maximum for
200 MeV/c and 240 MeV/c¢ beams with input emittance
below ~5 mm and ~7 mm, respectively. For beams of
larger input emittance, the transmission gradually decreases
with increasing initial emittance due to the scraping of high
amplitude muons. The beam is subject to chromatic effects
in regions of high g, which causes nonlinear emittance
growth and limits the transmission. The behavior of the
transmission for the various beam energies results from
the different geometrical emittance values of the beam for
the same initial normalised emittance and the energy
dependence of the energy loss and scattering in the material
through which the beam passes.

The fractional change in normalized transverse emittance
with respect to the input emittance for beams of mean
momentum 140 MeV/c, 200 MeV/c, and 240 MeV/c is
shown in Fig. 10. The different values of the equilibrium
emittance and the asymptote at large emittance for each
momentum are clearly visible in Fig. 10. A maximum
cooling effect of 15%, 8%, and 6% can be observed for
beams with 140 MeV/c, 200 MeV/c, and 240 MeV/c,
respectively.

The performance of the configuration proposed here
is comparable to that described in [15]. In the “Step V”
configuration, that incorporated two liquid-hydrogen
absorbers each placed within a focus-coil module capable
of providing a value #, smaller than that which can be
achieved with the present lattice, the maximum cooling
effect with an input momentum and emittance of
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FIG. 10. Fractional change in emittance versus initial emittance
(¢ 1;n) for the cooling-demonstration lattice design measured at
the tracker reference planes. The fractional change in emittance of
the 140 MeV/c, 200 MeV/c, and 240 MeV /¢ lattices are shown
as the purple-dashed, solid black, and dot-dashed blue lines,
respectively. The error bars indicate the statistical precision that
would be achieved using a sample of 100,000 muons.

200 MeV/c¢ and 10 mm respectively, was ~10%.
Figures 9 and 10 show the statistical uncertainties that
will result from the reconstruction of a sample of 100,000
muons [42] with the configuration proposed in this paper.
The instrumentation was specified to ensure that no single
source of systematic uncertainty would contribute more
than one third of the statistical uncertainty on the fractional
change in emittance [15]. All of the instrumentation has
been commissioned on the beam-line and performs to
specification. The emittance-change evolution presented in
Fig. 10 can therefore be measured with high significance.

VII. CONCLUSION

An experiment by which to demonstrate ionization
cooling has been described that is predicted by simulations
to exhibit cooling over a range of momentum. The
demonstration is performed using lithium-hydride absorb-
ers and with acceleration provided by two 201 MHz
cavities. The equipment necessary to mount the experiment
is either in hand (the superconducting magnets and instru-
mentation), or at an advanced stage of preparation. The
configuration of the demonstration of ionization cooling
has been shown to deliver the performance required for the
detailed study of the ionization-cooling technique.

The demonstration of ionization cooling is essential to
the future development of muon-based facilities that would
provide the intense, well characterized low-emittance muon
beams required to elucidate the physics of flavor at a
neutrino factory or to deliver multi-TeV lepton-antilepton
collisions at a muon collider. The successful completion of
the MICE programme would therefore herald the establish-
ment of a new technique for particle physics.
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Abstract In this study, several multivariate methods were
used for forecasting hourly PM;, concentrations at four
locations based on SO, and meteorological data from the
previous period. According to the results, boosted decision
trees and multi-layer perceptrons yielded the best predic-
tions. The forecasting performances were similar for all
examined locations, despite the additional PM, spatio-
temporal analysis showed that the sites were affected by
different emission sources, topographic and microclimatic
conditions. The best prediction of PM,, concentrations was
obtained for industrial sites, probably due to the simplicity
and regularity of dominant pollutant emissions on a daily
basis. Conversely, somewhat weaker forecast accuracy was
achieved at urban canyon avenue, which can be attributed
to the specific urban morphology and most diverse emis-
sion sources. In conclusion to this, the integration of
advanced multivariate methods in air quality forecasting
systems could enhance accuracy and provide the basis for
efficient decision-making in environmental regulatory
management.
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Introduction

Over the last century, changes in emission sources,
methane concentrations and climate have affected atmo-
spheric composition and led to the significant increase in
the levels of particulate matter (PM) and gaseous pollu-
tants, particularly in developing countries (Fang et al.
2013). According to recent estimates, about 3.5 million
cardiopulmonary deaths annually and globally can be
attributed to exposure to anthropogenic PM,s, and the
projections are that this number could double by 2050
(Lelieveld et al. 2015). In addition to stringent abatement
measures, the accurate and reliable prediction of air pol-
lutant episodes and establishment of an early public
warning system is of vital importance for the increase in
life expectancy and reduction of health care expenditures.

Despite the fact that significant progress has been made
through integration of different scientific approaches,
modeling of air pollution data remains a challenge, due to
complexity and non-linear nature of atmospheric phe-
nomena and processes (Pai et al. 2013). The variety of
techniques and tools described in the literature for air
quality forecasting covers simple empirical approaches,
statistical approaches including artificial neural networks
and fuzzy logic methods, and physically-based approaches
including deterministic methods and ensemble and proba-
bilistic methods (Zhang et al. 2012). The deterministic
approach mostly refers to meteorological and chemical
transport models, such as sophisticated Community Air
Quality Modelling System (CMAQ) for prediction of air
quality index at locations with no real-time measurements.
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The chemical transport models were first used in Germany
for air quality forecasting purposes, and soon many other
developed countries became aware of the benefits of such
implementation and launched the centralized air quality
forecasting systems based on different tools, from simple
empirical to online-coupled meteorology and chemistry
models. While deterministic models don’t require a large
quantity of observational data, they do demand sufficient
knowledge and understanding of pollutant emission sour-
ces, transport and atmospheric reactions and transforma-
tions under the planetary boundary layer (Feng et al. 2015).
Since crucial knowledge in this area is often limited and
some processes are too complex to be presented within a
model, deterministic models are computationally expensive
and time-consuming for routine predictions and often
employ approximations and simplifications that lead to
strong biases and inaccuracy, thus making the forecasts
useless for timely management of critical situations
(Cobourn 2010; Russo and Soares 2014).

Over the last decade, the parametric or non-parametric
statistical approaches have been proposed as a more eco-
nomical alternative for discovering the underlying site-
specific dependencies between pollutant concentrations and
potential predictors (Feng et al. 2015). The most commonly
examined were artificial neural networks, based on artifi-
cial neurons or nodes capable of learning relationships
between the routinely-measured pollutant data and selected
predictors through embedded functions and data from the
previous period (Fernando et al. 2012). Unlike determin-
istic models, artificial neural networks provide more
accurate air quality forecasts, whereas their major disad-
vantages are associated with “black box” nature and poor
generalization performance (Moustris et al. 2013). Fur-
thermore, both statistical and deterministic approaches
show satisfactory or good performance in forecasting
concentrations closer to average values, whereas the pre-
diction of extreme pollution events is more challenging.

As summarized by Zhang et al. (2012), the integration of
advanced statistical methods in future air quality fore-
casting systems could considerably reduce forecasting
biases and further enhance accuracy. In our previous study,
MVA methods were successfully applied for forecasting
the contributions of industry and vehicle exhaust to volatile
organic compound (VOC) levels in the urban area, with
smallest relative forecast error of only 6% (Stoji¢ et al.
2015a). In this study, we compared the performance of
twelve advanced multivariate (MVA) methods for PM,,
forecasting relying on meteorological data and SO, con-
centrations. The analysis was based on a multi-year dataset
collected at four different locations, affected by traffic or

’r @ Springer

industry emissions. The herein employed MVA classifica-
tion and regression methods belong to the supervised
learning algorithms designed within Toolkit for Multi-
variate Analysis (TMVA; Hoecker et al. 2007) within the
ROOT framework (Brun and Rademakers 1997), for
extracting the maximum available information from the
extensive data in high-energy physics.

Materials and methods

The analyzed dataset comprising 5-year (2011-2015)
hourly concentrations of PM;,, SO, and meteorological
data (atmospheric pressure, temperature, humidity, wind
speed and direction), was obtained from the automatic
monitoring stations within the Institute of Public Health
network, at four different sites (Fig. 1, Supplementary
Material). In the urban area, mostly affected by vehicle-
exhaust emissions, measurements were conducted at the
Institute of Public Health and New Belgrade, the sites
characterized as being urban canyon avenue (UCA) and
urban boulevard (UB), respectively, due to their topo-
graphic configuration. In the area influenced by emissions
from fossil fuel burning for industry and heating opera-
tions, the data were collected in Obrenovac and Grabovac,
the sites corresponding to urban industry (UI) and rural
industry (RI), respectively. The measurements at industrial
sites were incomplete due to severe floods that affected the
area in 2014. The concentrations of PM;, and SO, were
measured by means of referent beta-ray attenuation
(Thermo FH 62-IR) sampler and referent sampling device
Horiba APSA 360, respectively. The meteorological data
were obtained by using Lufft WS500-UMB Smart Weather
Sensor. The accuracy and precision of detection methods
are provided in Stojic et al. (2016).

The analyses of daily, weekly, seasonal and annual
dynamics, trend (Pretty 2015) and periodicity were per-
formed by means of Openair (Carslaw and Ropkins 2012)
and Lomb (Ruf 1999) packages within the Statistical
Software Environment R (Team 2012). The relationships
between pollutant concentrations and wind characteristics
were investigated by the use of bivariate polar plot and
bivariate cluster analyses within the Openair package. The
contribution of local emission sources, background and
transport to the observed PM;q pollution was analyzed
using the 72-h air mass back trajectories and trajectory
sector analysis (TSA) as described in Stoji¢ et al. (2016).

The following MVA methods were used for PM;,
forecasting: Boosted decision trees (BDT, BDTG,
BDTMitFisher), Artificial Neural Network Multilayer
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Perceptron (MLP), MLP with Bayesian Extension
(MLPBNN), Support Vector Machine (SVM), k-nearest
neighbor (KNN), Linear Discriminant (LD), Boosted
Fisher Discriminant (BoostedFisher), Multidimensional
Probability Density Estimator Range Search Method
(PDERS), Predictive Learning via Rule Ensembles (Rule-
Fit) and Function Discriminant Analysis (FDA). All
methods were used for both classification and regression.
The five-year dataset was divided into two equal subsets,
each consisting of PM,, concentrations and input data
(meteorological and SO,). One subset was used for method
trainings, either to differentiate between high and low
importance indicators for PM;, concentrations (classifica-
tion), or to determine an approximation of the underlying
functional behavior defining PM;o concentrations (regres-
sion). The other subset was utilized for method perfor-
mance testing.

Results and discussion

Previous studies aimed at investigating the origin and
spatio-temporal distribution of different pollutant species
converge on the conclusion that poor air quality presents an
important health risk factor in Belgrade area (Perisic et al.
2015; Stoji¢ et al. 2015b). In the previous years, the mean
annual PM,, concentrations in Belgrade area were in the
range from 39.74 to 62.32 pg m>, whereas the exceedances
of the proposed air quality guideline value of 50 pg m?
were registered during 20.5-42.2% of total number of days
(Stanisi¢ Stojic et al. 2016).

Specifics of measurement sites

In order to examine the MVA forecasting performances,
PM,;o observational data from four measurement sites
affected by different emission sources were collected and
analyzed (Fig. 1, Supplementary Material). The two loca-
tions defined as urban were affected by traffic emissions
throughout the year. However, specific microclimatic
conditions associated with contrasting urban morphology
between UCA and UB plays an important role in spatial
distribution of particles. The presence of tall buildings
along both sides of the canyon avenue induces a complex
wind flow that does not enhance the pollutant dispersion
due to terrain configuration, but it facilitates suspension,
particularly fine PM fraction (Vardoulakis et al. 2003).
Furthermore, frequent congestions in the canyon avenue
compared to free flowing traffic in the wide boulevard
contributed to higher PM;, concentrations at UCA

throughout the year, with the exception of winter season,
when the air quality at UB was additionally affected by fuel
burning from the neighboring heating plant.

The herein presented industrial locations were affected
either by fuel burning emissions only (RI), or by emissions
from both industrial activities and vehicle exhaust (UI).
Within the range of 15-20 km in NW/N and SE/S direction
around the two industrial sites, the strong emission sources
including three thermal power plants, four open-pit mines
of high-sulfur lignite and several coal ash disposal sites are
located.

As can be seen, the highest mean PM; concentration for
the entire period was registered at Ul (Table 1, Supple-
mentary Material), which was partly driven by extreme
pollutant loadings in 2012 (Fig. 2, Supplementary Mate-
rial). It should be noted that the PM,, variations at two
industrial locations exhibited similar pattern, only with less
significant deviations at rural site, which points to the
prevalence of the same emission sources.

Daily mean PM,, exceedances (>50 pg m73) were
commonly observed, whereas the episodes of extreme pol-
lutant levels were registered only at UI (Fig. 3, Supple-
mentary Material). The winter PM;, concentrations were
considerably higher at all examined locations, which can be
partly attributed to heating operations, but also to lower
planetary boundary layer (PBL) height in winter season.
Unsurprisingly, the lowest PM levels for the entire period
were observed at rural site, particularly during spring and
summer season, with the values of 29.15 and 32.09 pg m~3
being registered, respectively. Conversely, the highest con-
centrations in warm season were measured at UCA, the only
site predominately affected by traffic. The differences
between the summer and winter concentrations were rela-
tively small at UCA and RI, whereas the inter-seasonal
variations at two other sites exposed to the emissions from
two strong sources were almost two times higher.

In Fig. 4, Supplementary Material, daily, weekly and
seasonal PM,, variations are displayed. Accordingly, the
lowest concentrations were registered in May and June,
probably due to intense precipitations. The particle resus-
pension processes and atmospheric photochemical reactions
in dry summer months starting from July, led to the rising
pollutant levels, particularly at industrial sites in the vicinity
of ash disposals. The accumulation of particles during
working days was followed by a significant decrease at the
weekend at two locations dominated by vehicle exhaust
emissions, whereas the weekday/weekend difference was
not observed at UI and RI sites. As regards diurnal PM;
variations, the same pattern was detected at all locations:
daytime levels tended to be low with the exception of
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morning and afternoon rush hours, whereas the pronounced
increase in nighttime concentrations could be attributed to
stable atmospheric conditions and shallow PBL.
According to bivariate and cluster analysis, the average
contributions of the surrounding emission sources were
dominant at all locations (Fig. 1), particularly at UCA
(59.5 pg m), due to limited pollutant dispersion, and UI
(73.1 pg m ™), which has been directly exposed to emis-
sions from the thermal plant which produces more than
50% of electricity for the Serbian market. The UCA is
located in the central city area and thus, the polluted air
masses were observed to come from all directions, whereas
at UB, the impact of heating plant emissions from S and
intersections with intensive traffic coming from E can be
noted. In the case of industrial locations, local sources
appeared to be particularly significant during the heating
season, whereas in spring and summer, both UI and RI
were affected by emissions from ash disposals and lignite
mining sites in NW/N and SE/S. The dynamics of cluster
contributions on a daily, weekly and seasonal basis are
shown in Fig. 5, Supplementary Material. As can be seen,
local emissions, corresponding to cluster 4 at industrial
sites, exhibited extremely regular daily variations, which
suggests the prominent role of anthropogenic sources. The
rush hour peaks were noticeable only in the variations of
locally-emitted PM;, concentrations at UCA (cluster 4),
since the site has been dominated by traffic emissions.

The analysis was also performed to determine the
impact of local emissions, transported pollution and
background on the air quality at examined locations.
According to TSA results, the estimated share of back-
ground was highest at rural site (48%), whereas the con-
tribution of local production was the most significant factor
(43%) for PM; concentrations at UI, as previously shown
by bivariate and cluster analysis.

Upon the presented analysis, we have reached the con-
clusion that the selected locations are substantially differ-
ent in terms of air quality and factors closely associated
with it, including micro-climatic conditions, topographic
features and proximity of strong sources. This was con-
sidered a prerequisite for examining the dependency
between the efficiency of MVA methods for air quality
forecasting and site characteristics.

Classification MVA methods

As previously mentioned, the 5-year dataset, including
PM;, and SO, concentrations, and meteorological data,
was divided into two subsets equal in size, used for training
and testing of MVA methods, respectively. In order to
account for seasonal, i.e. weekday/weekend variations, two
new variables were introduced for classification purposes:
Yearreal is a quotient of the ordinal number of a day and
total number of days per year, while Weekreal represents
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Fig. 1 The relationship between PM,, concentrations and wind characteristics: bivariate cluster plot [frequency (%) and average contributions
(ug m™>)] for the entire period (lef) and seasonal variations (ug m™>) (right)
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the quotient of the ordinal number of a day and number 7.
Correlation and mutual information of input variables and
the observed PM;, mass concentrations for all sampling
sites are presented in Table 1.

For the purposes of classification, the PM; levels above
50 pg m ™~ are considered to require the increased level of
caution, whereas those exceeding 100 ug m™~> are consid-
ered extremely high—alarm triggering values, both of
which are chosen as arbitrary limits. The estimation of
classification method performances by using the Receiver
Operating Characteristic (ROC) curve is presented in

Table 1 Correlation (C) and mutual information (MI) of input vari-
ables (P, pressure; T, temperature; Rh, relative humidity; ws, wind
speed; Yearreal, day of year; Weekreal, day of week) and measured
PM,, concentrations at all sampling sites

Fig. 2. The highest separation between background and
predicted PM, concentrations was observed when PM,
classifier value of 100 pg m™> was taken into account
(Fig. 3), whereas somewhat poorer results were obtained
for 50 ug m~>, which suggests that including additional
meteorological or pollutant variables as input data might
further enhance classification performance.

The comparison of the results by evaluating signal and
background efficiencies revealed that certain MVA meth-
ods are capable of classifying the PM,, levels which are
considered to require a high degree of caution (Table 2,
left). The results showed that BDTG and MLP exhibit the
best results for all examined locations. Signal and back-
ground separation was most efficiently performed for RI
and UB, and to a somewhat lower extent for UCA.

Regression MVA methods

Variable = UCA UB Ul RI
C Ml C Ml C Ml C MI Regression MVA methods were applied to interpret the
P 018 131 026 097 000 149 029 126 relationships between pollutant concentrations and the
. 0'21 1'40 0'30 1'21 0.28 1.69 0'22 1'39 examined input data. Similar to classification methods,
Rh 0'24 1'47 0'24 1'29 0'22 1.86 0'19 1.60 BDTG and MLP exhibited the most satisfying performances
0'29 1'39 0'25 0.82 0.26 1'57 0'32 1.18 with absolute and relative errors presented in Table 2, right.
we '2 ’ ’ ' '2 ’ ’ 5 ’ The MVA method performance was best for PM; loadings
S0, 025 163 009 139 020 187 03 1.59 at industrial sites, around 25%, while the forecast quality
Yearreal 0.04 149 005 131 0.09 186 0.12 1.53 could be clearly seen at RI location, Fig. 4. It can be
Weekreal 002 0.12°0.03 0.110.02 018 002 014 ;e med that more accurate air quality forecasts can be
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Fig. 2 ROC curves for MVA classification methods with PM; classifier value of 100 pg m > (leff) and 50 pg m™~> (right) for all sampling sites
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Table 2 The comparison of

- Sampling site Method Classification Regression
best performing methods for
ROC, separation and ROC Separation Significance Absolute error Relative error
significance values for all
measurement sites (left) and UCA BDTG  0.806  0.282 0.883 17.2 29.6
absolute (ug m~°) and relative MLP 0772 0.226 0.755 21.8 37.5
(%) errors of the best UB BDTG 0868 0408 112 13.9 26.8
performing regression methods
(tight) MLP 0.841 0352 1.015 17.4 33.5
Ul BDTG 0.855 0.379 1.059 15.6 24.6
MLP 0.826 0.323 0.956 24.0 379
RI BDTG 0.867 0.412 1.172 10.6 25.2
MLP 0.837 0.345 0.962 15.1 36.0
—  Observed achieved at the locations such as RI, which are affected by
120+ —~—MLP predicted less significant number of emission sources. Furthermore,
- o —BDTG predicted the simplicity and regularity of dominant pollutant emissions
= 1007 on a daily, weekly and seasonal basis, as registered at Ul
% 50 ; location, as well as minor deviations from the commonly
e i observed pollutant loadings, which is particularly evident for
% 0. air quality forecasting at rural site, are probably the addi-
‘GEJ \ tional factors associated with forecast accuracy.
‘g’ 40 s Conversely, the weakest MVA method performance
o was derived for PM;, concentrations at UCA, probably
é 20 because the urban morphology of the canyon avenue
represents the additional factor modifying the pollutant
o I . - R | levels in a less predictable manner. Furthermore, the
10/1/2013  10/8/2013  10/15/2013  10/22/2013  10/29/2013 emission sources in the central city zone are diverse and
Date primarily refer to traffic congestions and intense atmo-

Fig. 4 The comparison of time series of the observed and best
performing MV A-predicted PM, concentrations (g m ) at RI site

spheric reactions that take place in stagnant conditions
of the canyon street. Moreover, they also relate to local
fireboxes in residential area where lignite is burned
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Fig. 5 The comparison of the observed and best performing MV A-predicted PM;, mass concentrations (g m—>)
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during autumn and winter season and local manufactures
that are associated with pollutant emissions highly
variable in time and intensity.

As can be seen in Fig. 5, the PM; time series evaluated
by means of MVA regression methods correlated very well
with the observed concentrations at all sampling sites.
Mutual information obtained for BDTG-predicted and the
observed PM;y, mass concentrations were 0.71, 0.7. 0.65
and 0.64 for RI, UB, UCA and UI, respectively. This
suggests that significant input variables were used for the
forecasting process. In addition, it could be noted that their
distributions are relatively well.

Although the other MVA methods employed in the
present study generated similar results when being used for
classification, they generated the significant PM; forecast
errors when being used for regression, at least based on the
observed input variables. The herein presented errors are
mostly in compliance with the findings of our previous
study, aimed at forecasting the contributions from traffic
and industry to the observed VOC concentrations in the
urban area, which suggests that both PM and VOC, as
important air quality indicators, can be predicted using the
MVA methods.

Conclusion

In this study, the performances of MVA methods for
forecasting PM;, concentrations and prediction of related
health-damaging events were evaluated on the basis of
datasets from traffic- and industry-affected locations with
substantial differences in air quality, which has also been
verified through additional analyses. The results of both
classification and regression methods were rather promis-
ing, particularly considering the fact that the presented
forecast accuracy referred to hourly concentrations. The
quality of the prediction might be partly dependent on
microclimatic conditions, topographic characteristics,
presence of strong emission sources and other site char-
acteristics, as well as on the input data. All that implies that
the selection of additional or different variables could
enhance the method forecasting performances. The
importance of accurate air quality forecasts as part of the
management system is reflected in the potential applica-
tions, including health alerts for susceptible categories,
operational planning, as well as amendment of pollutant
time-series and reduction of regular monitoring
expenditures.
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The most dominant source of indoor radon is the underlying soil, so the enhanced levels of radon are
usually expected in mountain regions and geology units with high radium and uranium content in
surface soils. Laboratory for radioactivity and dose measurement, Faculty of Sciences, University of Novi
Sad has rich databases of natural radionuclides concentrations in Vojvodina soil and also of indoor radon
concentrations for the region of Vojvodina, Northern Province of Serbia. In this paper we present the
results of correlative and multivariate analysis of these results and soil characteristics in order to esti-
mate the geogenic radon potential. The correlative and multivariate analysis were done using Toolkit for
Multivariate Analysis software package TMVA package, within ROOT analysis framework, which uses
several comparable multivariate methods for our analysis. The evaluation ranking results based on the
best signal efficiency and purity, show that the Boosted Decision Trees (BDT) and Multi Layer Preceptor
(MLP), based on Artificial Neural Network (ANN), are multivariate methods which give the best results in
the analysis. The BDTG multivariate method shows that variables with the highest importance are radio-
nuclides activity on 30 cm depth. Moreover, the multivariate regression methods give a good approxi-
mation of indoor radon activity using full set of input variables. On several locations in the city of Novi
Sad the results of indoor radon concentrations, radon emanation from soil, gamma spectrometry mea-
surements of underlying soil and geology characteristics of soil were analyzed in detail in order to verify
previously obtained correlations for Vojvodina soil.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

It is well known that radon and their short lived progenies have
the most impact to the population effective dose from radioactive
sources (UNSCEAR, 2008). Recent epidemiological studies show
that the radiation risk due to radon exists on concentrations that
were considered negligible (WHO, 2009). In most European coun-
tries radon mapping has been carried out and the results are
summing in the publications of Joint Research Centre of European
Commission (JRC EC) which coordinates of the project of European
Natural Radioactivity Atlas (De Cort et al.,, 2011). Therefore, all
member states (including candidate countries) must propose the
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http://dx.doi.org/10.1016/j.jenvrad.2016.07.026
0265-931X/© 2016 Elsevier Ltd. All rights reserved.

reference level of radon in dwellings and working places and
identify radon priority areas with high radon potential according to
EU directive (EURATOM, 2013). There are two different concepts in
definition of radon potential: the first one relative to number of
houses with indoor radon concentrations above the reference value
(depends of construction types, living habits and meteorology) and
the other one geogenic radon potential relative to local geophysical
parameters (radon concentration in soil and the permeability of
soil) (Gruber et al., 2013). Geogenic radon emanates from radium
and uranium rich minerals into the soil pore space and it migrates
through the soil by diffusion and convection due to the gradient in
concentrations. Geogenic radon potential (GRP) therefore describes
radon in the subsurface soil as the main contributor to radon
buildup in houses and in contrast to indoor radon potential (IRP) it
is independent on human influence and temporally constant over a
geological timescale. In the lack of soil gas radon and soil gas
permeability measurements, our first steps toward the geogenic
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radon map are to find correlations between available radio-
geochemical data and indoor radon concentration measurements
in order to predict radon prone areas and validate geogenic
prognosis.

In Serbian Northern Province Vojvodina several indoor radon
surveys were performed in the period of four years from 2002 to
2005 by Laboratory for radioactivity and dose measurement, Fac-
ulty of Sciences, University of Novi Sad (Forkapic¢ et al., 2007). The
same laboratory during this period carried out radioactivity
monitoring of soil on 50 different locations in Vojvodina region
(Bikit et al., 2005) in cooperation with the Institute of Field and
Vegetable Crops who determined the geochemical soil character-
istics, mechanical composition and content of total N, CaCO3 and
available phosphorus P,05 and potassium K;0. The locations were

selected in a way to proportionally represent all geomorphological
units (Koscal et al., 2005): two mountains, four loess plateaus, three
loess terraces, four alluvial plains, two sandstone terrains and all
soil types (IUSS, 2014): Chernozem, Vertisol, Fluvisol, Cambisol,
Planosol, Solonchak and Solonetz. The influence of clay and humus
content and humidity of soil on radon adsorption to the soil grains
were discussed and analyzed using correlative and multivariate
analysis with indoor radon concentrations.

The demand for detailed analyses of large amount of data in
high-energy physics resulted in wide and intense development and
usage of multivariate methods. Many of multivariate methods and
algorithms for classification and regression are already integrated
into the analysis framework ROOT (Brun and Rademakers, 1997),
more specifically, into the Toolkit for Multivariate analysis (TMVA)
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Fig. 1. Soil map of Vojvodina Province (Nejgebauer et al., 1971): 1 — Regosol on various parent materials; 2 — Antropic (rigoled) sand; 3 — Rendzina, pararendzina and humus-
silicate soils (ranker), 4 — Brown steppe soils on sand of different development; 5 — Chernozem calcareous; 6 — Chernozem eroded; 7 — Chernozem with signs of swamping in
the past; 8 — Chernozem with signs of glay in loess; 9 — Chernozem limeless; 10 — Chernozems with various degree of brownization or with spots of solodi soil; 11 — Chernozem
salinized or alkalized; 12 — Chernozem on sand; 13 — Chernozems on alluvial deposits; 14 — Smonitza soil on Terciary clays, sporadically brownized; 15 — Brown Forest soil,
sporadically eroded; 16 — Gray, brown podzolic soil sporadically skeletonic; 17 — Brown Forest soil solodized or with spots of solodi soil; 18 — Acid Brown Soil on Schits; 19 —
Pseudogley — lessive; 20 — Alluvial gravel — sandy soils; 21 — Alluvial loam — clayish soils; 22 — Alluvial salinized soils, sporadically alkalized or with spots of solodi soils; 23 —
Deluvial calcerous and limeless soils; 24 — Chernozemlike calcerous Meadow Soil; 25 — Chernozemlike limeless Meadow Soil salinized or alkalized; 26 — Chernozemlike Meadow
soil salinized or alkalized; 27 — Hydromorphic Black Soils calcareous; 28 — Hydromorphic Black Soils limeless; 29 — Hydromorphic Black Soils salinized; 30 — Hydromorphic Black
limeless soil with spots of solodi soil; 31 — Hydromorphic Smonitza Soil; 32 — Hydromorphic Smonitza Soil salinized or alkalized; 33 — Hydromorphic mineral gleyed soil,
sporadically salinized; 34 — Peaty Soil; 35 — Solonchak Soil; 36 — Solonetz soil, sporadically solonchakic; 37 — Solodi Soil.
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(Hoecker et al., 2007). Institute of Physics Belgrade used these
multivariate methods to create, test and apply all available classi-
fiers and regression methods implemented in the TMVA in order to
find the method that would be the most appropriate and yield
maximum information on the dependence of radon concentrations
on the multitude of input variables.

The first step is to calculate and rank the correlation coefficients
between all the variables involved, what will help in setting up and
testing the framework for running the various multivariate
methods contained in the TMVA. Although these correlation
rankings will later be superseded by method-specific variable
rankings, they are useful at the beginning of the analysis.

The next step is to use and compare the multivariate methods in
order to find out which one is best suited for classification (division)
of indoor radon concentrations into what would be considered
acceptable and what would be considered increased concentration.

In order to be able to use the multivariate classification, the set
of input events used, have to be split into those the correspond to

Table 1
Classification of soil types for 50 locations of sampling.

the signal (the indoor radon concentrations that are considered
increased) and to the background (consisting of indoor radon
concentrations that are declared acceptable). This splitting of the
set of input events is for the purposes of this preliminary analysis
performed at the limiting value of 120 Bq/m?>. This value is used for
classification analyses, and is selected because this splitting ensures
maximum employment of multivariate comparison methods, and
this particular value reflects the fact that in our test case the sta-
tistics on higher radon concentration values are lower. The method
of multivariate regression, however, does not require preliminary
splitting of input events, and is therefore a more general one. Main
aim is to find out which method can, if any, on the basis of input
variables only, give an output that would satisfactorily close match
the observed variations of indoor radon concentrations.

In this paper we proposed and analyzed the application of
multivariate techniques developed at CERN for experiments with
particle physics for correlation analysis of experimental indoor
radon data and soil characteristics. Obtained results were verified

No Locality Soil type (national classification) (Skori¢ et al., 1985) Soil group (FAO-WRB) (IUSS, 2014)

1 Horgos Arenosol Protic ARENOSOL (Calcaric, Aridic)

2 Pali¢ Solonchak Haplic SOLONCHAK (Siltic)

3 Zednik Chernozem Calcic CHERNOZEM (Loamic, Pachic)

4 Aleksa Santi¢ Chernozem Haplic CHERNOZEM (Loamic, Pachic)

5 Tornjos Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

6 Gakovo Chernozem Haplic CHERNOZEM (Loamic, Pachic)

7 Kula Chernozem Calcic, Gleyic CHERNOZEM (Loamic, Pachic)
8 Becej Humoglej Mollic Oxigleyic GLEYSOL (Clayic)

9 Srbobran Chernozem Calcic, Gleyic CHERNOZEM (Loamic, Pachic)
10 Srpski Mileti¢ Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

11 Bogojevo Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Loamic)

12 Nadalj Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

13 Ruski Krstur Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

14 Parage Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

15 Rimski Sancevi Chernozem Haplic CHERNOZEM (Clayic, Pachic)

16 Zabalj Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

17 Magli¢ Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

18 Ka¢ Fluvisol Gleyic FLUVISOL (Loamic, Salic)

19 Backo Novo Selo Fluvisol Gleyic FLUVISOL (Loamic)

20 Banatsko Arandelovo Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

21 Sanad Fluvisol Stagnic FLUVISOL (Clayic)

22 Crna Bara — Coka Chernozem Gleyic CHERNOZEM (Clayic, Pachic)

23 Kikinda Chernozem Haplic CHERNOZEM (Clayic, Pachic)

24 Rusko Selo Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

25 Torda Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

26 Kumane Solonetz Gleiyc, Salic SOLONETZ (Clayic)

27 Begejci Chernozem Gleyic CHERNOZEM (Clayic, Pachic)

28 Zrenjanin Chernozem Calcic CHERNOZEM (Clayic, Pachic)

29 Boka Solonetz Haplic SOLONETZ (Clayic)

30 Orlovat Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

31 Vrsacki Ritovi Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

32 Kozjak Chernozem Gleyic CHERNOZEM (Loamic, Pachic)

33 Ilandza Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

34 Idvor Chernozem Gleyic CHERNOZEM (Clayic, Pachic)

35 Padina Chernozem Haplic CHERNOZEM (Loamic, Pachic)
36 Vrsac Eutric Cambisol Eutric CAMBISOL (Clayic)

37 Crepaja Chernozem Haplic CHERNOZEM (Loamic, Pachic)
38 Deliblato Chernozem Haplic CHERNOZEM (Arenic, Pachic)

39 Bavaniste Chernozem Haplic CHERNOZEM (Loamic, Pachic)
40 Petrovaradin Eutric Cambisol Eutric CAMBISOL (Clayic)

41 Sid Chernozem Haplic CHERNOZEM (Loamic, Pachic, Stagnic)
42 Rivica Chernozem Haplic CHERNOZEM (Clayic, Pachic)

43 Ruma Chernozem Haplic CHERNOZEM (Clayic, Pachic)

44 Indija Chernozem Haplic CHERNOZEM (Loamic, Pachic)
45 Morovié¢ Pseudogley Gleyic, Fluvic, Luvic PLANOSOL (Loamic)
46 Visnjicevo Pseudogley Gleyic, Fluvic, Luvic PLANOSOL (Loamic)
47 Sremska Mitrovica Chernozem Haplic CHERNOZEM (Clayic, Pachic)

48 Popinci Chernozem Gleyic CHERNOZEM (Clayic, Pachic)

49 Donji Tovarnik Humogley — marsh swamp soil Mollic Oxigleyic GLEYSOL (Clayic)

50 Kupinovo Fluvisol

Haplic FLUVISOL (Loamic)
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Fig. 2. The RAD7 complete for soil gas measurements (Durridge, 2014).

Table 2
Correlation coefficients between indoor radon concentration and input variables.

Number Parameter Correlation coefficient
1 Elevation +0.11
2 pH 0

3 CaCOs —-0.03
4 Humus +0.15
5 Total N +0.13
6 P,05 —-0.01
7 K0 +0.01
8 Coarse sand —-0.08
9 Fine sand -0.19
10 Powder +0.16
11 Clay +0.17
12 Ra-226 30 cm +0.27
13 U-238 30 cm +0.17
14 Th-232 30 cm +0.22
15 K-40 30 cm +0.10
16 U-238 surface -0.17
17 Ra-226 surface +0.04
18 Th-232 surface 0

19 K-40 surface +0.02
20 Cs-137 surface -0.17

and discussed on measured soil gas data for Novi Sad districts.
2. Study area

Vojvodina region is located in the Pannonian Basin of Central
Europe. The choice of sampling locations was made on the basis of
the presence of certain soil types (Skori¢ et al., 1985) on the
Pedological Map of Vojvodina (Nejgebauer et al., 1971) which is
shown on Fig. 1. The observed soil types were classified in Table 1
according to the FAO-WRB classification (IUSS, 2014). The domi-
nant soil type at the examined area is Chernozem. Parent material
(geological substrate) for this type of soil, and for the largest part of
the surface of Vojvodina, is loess — loose sedimentary rock
deposited by wind-accumulation in the Pleistocene (during inter-
glacial periods).

3. Materials and methods

Indoor radon mapping of Vojvodina Province was performed
using the etched track detectors CR39 on about 3000 locations in
ground floor rooms during three years from 2002 to 2005. The time
of exposure was 90 days during the winter seasons, from December
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Fig. 3. Receiver operating characteristic (ROC) for all Multivariate methods used for
classification of indoor radon concentration using climate variables. It shows that BDT
and MLP methods are the best ones for radon.

to March. The etching and counting of tracks were performed by
Radosys Company. For this study the average indoor radon con-
centrations in the nearest village or city to locations of soil sam-
pling were calculated and used in correlation analysis. The results
of intercomparison of radon CR-39 detector systems conducted in
CLOR's accredited calibration laboratory and quality control data of
commercially available Hungarian RadoSys systems are presented
and discussed in (Mamont-Ciesla et al., 2010).

For radioactivity measurements from each location of an
approximately area 10 x 10 m, 10 subsamples of soil were collected,
mixed and homogenized. The soil was sampled from the surface
layer (0—10 cm). For chemical analysis soil was sampled by agro-
chemical probe to a depth of 30 cm. Soil samples were dried at
105 °C to constant mass. After that all mechanical contaminants,
mainly small stone peaces and plant material were removed. Dried
soil samples were homogenized as fine powder and measured in
cylindrical geometry 62 mm x 67 mm on the cap of HPGe detector.
Typical mass of samples was 200 g-300 g and measurement time
was 80 ks. Activity concentrations of radionuclides gamma emitters
were determined by the method of low-level gamma spectrometry
on actively and passively shielded germanium detectors with
maximal background reduction. Detector calibrations and quality
control measurements were done with certified reference material
in cylindrical geometry type CBSS2 supplied by Czech Metrology
Institute. Every year laboratory participates with accepted results in
world-wide open proficiency tests for gamma spectrometry orga-
nized by IAEA Reference Materials Group, Terrestrial Environment
Laboratory. The gamma spectra were acquired and analyzed using
the Canberra Genie 2000 software. The program calculates the
activity concentration of an isotope from all prominent gamma
lines after peaked background subtraction. All measurement un-
certainties are presented at 95% confidence level. A special proce-
dure developed in the Novi Sad laboratory was used for the
determination of the 233U activity concentration from gamma-lines
of the first progeny of this radionuclide, 23*Th (Bikit et al., 2003).

pH-value was measured in the suspension of soil with water
(10 g: 25 cm3) by pH meter PHM62 standard- Radiometar Copen-
hagen. Content of humus was determined according to method of
Tjurin. The total nitrogen content was determined by Kjldahl on the
system for digestion and titration Tacator. The available phosphorus
and potassium were measured using the extraction with ammo-
nium lactate. For soil characterization purposes, removal of organic
matter by H,0, and of carbonates by HCl was carried out. Then, the
sample is shaken with a dispersing agent and sand is separated
from clay and powder with a 63 um sieve. The sand is fractionated
by dry sieving, and by the pipette method the clay and powder
fractions are determined (IUSS, 2014). Particle size in the soil
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Table 3

Evaluation results ranked by best signal efficiency and purity (area) It shows that BDT and MLP methods are the best ones for radon. @B is part of Background events classified

as Signal events.

MVA method Signal efficiency at bkg eff.(error): Separation Significance
@B = 0.01 @B = 0.10 @B = 0.30 ROC-integ
BDT 0.212(16) 0.814(16) 0.959(08) 0.932 0.609 1.614
BDTG 0.243(17) 0.767(17) 0.966(07) 0.927 0.611 1.676
MLPBNN 0.224(17 0.754(17) 0.957(08) 0.922 0.600 1.579
MLP 0.228(17) 0.728(18) 0.955(08) 0.919 0.577 1.540
SVM 0.211(16) 0.797(16) 0.938(09) 0918 0.587 1.611
RuleFit 0.162(15) 0.671(19) 0.906(12) 0.891 0.482 1.263
LikelihoodPCA 0.000(00) 0.491(20) 0.845(14) 0.843 0.404 1.099
LD 0.047(08) 0.348(19) 0.744(18) 0.789 0.271 0.806
Likelihood 0.031(07) 0.328(19) 0.674(19) 0.764 0.208 0.589
FDA_GA 0.031(07) 0.147(14) 0.363(19) 0.611 0.093 0.353
Cutefficiencies and optimal cutvalue Cutefficiencies and optimal cutvalue
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Fig. 5. Distribution of BDT and ANN MLP classification method outputs for input signal and background events.

samples was determined by the pipette method with sodium py-
rophosphate as peptizing agent. Based on particle size analysis the
following fractions were determined according to IUSS classifica-
tion: coarse sand (0.2—2 mm), fine sand (0.02—0.2 mm), powder
(0.002—0.02 mm) and clay (<0.002 mm).

Soil gas radon activity concentration was measured in situ by
RAD7 alpha-spectrometer (DURRIDGE Company) with stainless soil
gas probe using grab protocol (Fig. 2). While pumping, the air flow
rate is about 0.7 1/min and therefore 3.5 1 of soil gas is extracted
from the soil at the depth of 70 cm. The last calibration of used

device was performed in radon chamber at the accredited trial
metrological Lab. SUJCHBO Kamenna, Czech Republic. Calibration
laboratory is traceable to PTB Braunschweig, Germany. After that
callibration laboratory participated with RAD7 device in the 2015
NRPI Intercomparison of Radon gas Measurement Instruments
with satisfactory results (|zeta score|< 2 — Report number NRPI REG
01-2016, January 2016).

The Toolkit for Multivariate Analysis (TMVA) provides a ROOT-
integrated environment for the processing, parallel evaluation
and application of multivariate classification and multivariate
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Table 4
Variable importance for BDTG MVA method for indoor radon.

BDTG rank Variable Variable importance x 102
1 Total N 6.490
2 U-238 30 cm 6.425
3 K-40 30 cm 6.040
4 Th-232 30 cm 5.495
5 Humus 5.490
6 K20 5.406
7 Clay 5.360
8 U-238 surface 5.218
9 Fine 5.116
10 CaCOs3 5.081
11 P05 5.003
12 Cs-137 surface 4.715
13 Ra-226 30 cm 4.656
14 Elevation 4.595
15 K-40 surface 4.509
16 pH 4.435
17 Ra-226 surface 4.188
18 Powder 4.082
19 Th-232 surface 4.026
20 Coarse 3.671
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Fig. 6. Distribution of indoor radon concentrations and outputs from MLP Multivariate
regression method's evaluation for of indoor radon concentration.

regression methods. All multivariate methods in TMVA belong to
the family of “supervised learning” algorithms. They make use of
training events, for which the desired output is known, to deter-
mine the mapping function that either describes a decision
boundary (classification) or an approximation of the underlying
functional behavior defining the target value (regression). The two
most important Multivariate methods for our purposes are “Boos-
ted Decision Trees” (BDT) and “Artificial Neural Networks” (ANN).

Boosted Decision Trees (BDT) have been successfully used in
High Energy Physics analysis for example by the MiniBooNE
experiment (Hai-Jun et al., 2005). In BDT, the selection is done on a
majority vote on the result of several decision trees. However, the
advantage of the straightforward interpretation of the decision tree
is lost.

An Artificial Neural Network (ANN) (Rojas, 1996) is most
generally speaking any simulated collection of interconnected
neurons, with each neuron producing a certain response at a given
set of input signals. ANNs in TMVA belong to the class of Multilayer
Perceptrons (MLP), which are feed-forward neural networks.
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Fig. 7. Distributions of differences of outputs from MLP Multivariate regression
method and measured indoor radon concentrations.

4. Results and discussion

Table 2 shows linear correlation coefficients, which tells us how
big is the correlation of input variable and indoor radon concen-
tration. We can notice that radon is more correlated to radioiso-
topes at depth of 30 cm.

In order to use MVA methods, the sample has to have significant
statistics. Since set intended to be used in this analysis does not
have enough statistics, we artificially increased the sample by
introducing of copy of same sample events, but with modified
values of input and measured radon concentrations multiplying
initial value with 1 + random Gaussian values with sigma 1/10. We
are using the input events (set of soil sample properties and ra-
dionuclides activity in 30 cm depth and on surface) to train, test and
evaluate the 12 multivariate methods implemented in TMVA. The
graph presenting the “Receiver operating characteristic” (ROC) for
each multivariate method (Fig. 3) may be considered as the most
indicative in comparing the different methods used for classifica-
tion of radon concentrations using climate variables. On this graph
one can read the dependence of background rejection on signal
efficiency. The best method is the one that holds maximum value of
background rejection for highest Signal efficiency (Table 3), i.e. the
best method has ROC curve closest to the upper right corner on the
graph presented in Fig. 3. It turns out that the method best suited
for our purpose is the Boosted Decision Trees (BDT) method. This
means that BDT gives most efficient classification of input events.
This is seen in Fig. 4, which shows the distribution of BDT classifi-
cation method outputs for input signal and background events. The
second best method is the implementation of ANN Multilayer
Perceptrons (MLP).

In Fig. 4, one can see the values of signal and background effi-
ciency and significance. Significance, calculated as N(Signal)/
sqrt(N(Signal)+N(Background)), can be used as the value for
comparison of various multivariative methods, and also for com-
parison of method efficiencies for different sets of input variables.

Fig. 5 shows the distribution of BDT classification method out-
puts for input signal and background events. These figures again
demonstrate that classification methods work well i.e. that the
separation of signal and background works very good. Also, the
significance value for BDT is higher for higher cut values for split-
ting of input events. Interestingly, it appears that other multivariate
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Fig. 8. Lithological map of Novi Sad city (Obrknezev et al., 2009) with maximal soil gas radon activity concentrations measured in six parts of the city.
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methods also give better results under these new conditions.

Ranking of the BDTG input variables (Table 4) is derived by
counting how often the variables are used to split decision tree
nodes, and by weighting each split occurrence by the separation it
has achieved and by the number of events in the node. As seen from
Table 4, besides Total N, radionuclides on 30 cm depth appears to be
the most important variables for indoor radon.

Regression is the approximation of the underlying functional
behavior defining the target value. We tried to find the best
regression method that will give output values (predicted indoor
radon concentration) closest to the actual concentrations that
corresponds to specific input variables. The best multivariate
regression method is found to be BDT, and the second one is MLP,
same as in case of multivariate classifiers. Fig. 6 presents the dis-
tribution of indoor radon concentrations and outputs from the MPL
multivariate regression method evaluation of radon concentration
using all input variables.
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To best way to estimate the quality of the method is to look at
the differences between the output values from MLP multivariate
regression method and the values of measured indoor radon con-
centrations (Fig. 7). The figure indicates the good predictive power
of multivariate regression methods as applied for prediction of
variations of indoor radon concentrations based on full set of input
variables.

In the city of Novi Sad Laboratory for dose and radioactivity
measurements performed soil gas measurements by active device
RAD7 coupled with soil gas probe on about 100 locations divided in
6 districts of the city. In order to verify previously obtained corre-
lations we analyzed in detail all available parameters: radionuclide
contents of the soil, average indoor radon concentrations in each
district, maximal and average soil gas concentrations for each dis-
trict and geomorphologic units. Results are shown on Figs. 8—10
and in Table 5. Indoor radon concentrations were measured by
gamma spectrometry method using charcoal canisters for radon
adsorption. The MDA for this technique of indoor radon measure-
ment is about 2 Bq/m?> and the measurement uncertainty depends
on count rates in post radon gamma lines, detector efficiency and
charcoal water gain.

The effects of radium activity concentrations in deep layers of
examined soil to indoor radon concentrations were analyzed
through linear correlations and the results are shown on Figs. 9 and
10. We used Pearson correlation coefficient based on a comparison
of the actual impact of observed variables to one another in relation
to the maximum potential impact of the two variables (1) and
obtained almost high positive correlation between radium activity
concentrations in soil and soil gas concentrations (r = 0.67296) and
low positive correlation between arithmetic means of soil gas

concentrations and indoor radon activity concentrations
(r = 0.24301).
e SV — X (1)

1202 - () ][22 - (3) ]

5. Conclusion

In the paper the possibility of multivariate analysis application
for radon potential estimation is described in detailed. The most
appropriate multivariate method of analysis of indoor radon mea-
surements is selected from a wide spectrum of multivariate
methods developed for data analysis in high-energy physics and
implemented in the Toolkit for Multivariate Analysis software
package. The evaluation ranking results based on the best signal
efficiency and purity, show that the Boosted Decision Trees (BDT)
and Multi Layer Perceptron (MLP), based on Artificial Neural
Network (ANN), are multivariate methods which give the best re-
sults in the analysis. Further multivariate analysis results give
insight into the dependence of indoor radon concentrations with
other radionuclides activity both 30 cm underground and on sur-
face during the time of measurements, as well as soil properties
variables. The BDTG multivariate method shows that variables with
the highest importance are radionuclides activity in deep layers
compared with the activity of surface layer, but also the humus and
clay content (Table 4). Moreover, the multivariate regression
methods give a good approximation of indoor radon activity using
full set of input variables.

This study showed that radiogeochemical data are useful to
generate maps of radon priority areas. We confirmed the assump-
tion that the soil types which contain the highest content of clay
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Table 5

Comparison of available data for each analyzed district of Novi Sad city with the description of geomorphologic unit and the number of samples that were considered. Numbers
in brackets are the standard deviations for the average values and the measurement uncertainties for measured values in the range column.

City district Average of soil gas Range of soil gas

Average of indoor radon Range of indoor radon Average of Ra-226

Range of Ra-226

(Geomorphologic unit) concentrations concentrations concentrations concentrations concentrations in soil concentrations in soil
[Bg/m’] [Bg/m’] [Bq/m’] [Bg/m’] [Ba/kg] [Ba/kg]

Telep (Contemporary 1020(596) 315(16) 77(80) 4(2)-313(8) 33(7) 23,6(13)—46,0(22)
riverbanks, fine sandy) —2056(105)

13 samples

Detelinara (Loess clay) 1138(976) 312(17) 46(65) 4(2)—345(14) 30(7) 14,1(14)—-45(2)

29 samples —4500(220)

Liman 1334(715) 230(12) 25(18) 6(2)—74(5) 27(7) 14,9(14)—40,5(21)

(Older riverbanks, sandy —2535(130)
clay)

17 samples

Veternik (Older riverbanks, 1512(616) 104(7)-2559(132) 107(93) 34(4)-276(8) 32(5) 22,3(14)-41(2)
sandy clay)

16 samples

Novo Naselje (Older 840(1033) 122(8)—3959(198) 31(33) 4(2)—92(6) 31(6) 19(2)—44(2)
riverbanks, sandy clay)

19 samples

Sremska Kamenica 2787(1306) 1582(80) 69(27) 38(4)—110(6) 36(7) 19,9(16)—43,5(17)
(Unchanged loess) —6022(302)

14 samples

and humus best adsorb and retain radon which is reflected in References

elevated soil gas radon concentrations and higher geogenic radon
potential. This conclusion could be used for selection of locations
for planning radon permeability measurements. The best correla-
tion of radon concentrations with total nitrogen amount in the soil
is very interested result and it will be studied in next research.

The results of detailed analysis of databases for radon and soil
radioactivity measurements for the city of Novi Sad validated
geogenic prognosis that soil gas radon concentrations mostly
depend on geomorphologic units and litologic distribution in study
area. Good agreement of radium content in soil samples and radon
soil gas activity concentrations obtained.

The multivariate regression methods used gives as a result a
"mapped” functional behavior of indoor radon and input variables.
Using this "mapped” function, the search for radon priority areas is
straightforward. The best performing multivariate methods iden-
tified most important variables, and help with simplification of
"mapped” function which then requires smaller number of input
variables. Further analysis of "mapped” function can point to which
are the most important mechanisms for increase of indoor radon
concentrations.

So the multivariate methods can be used in identifying the most
significant variables, help identify radon priority areas, and help
with physics analysis of processes of radon emanation.
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ABsTRACT: The Muon Ionization Cooling Experiment (MICE) collaboration has developed the
MICE Analysis User Software (MAUS) to simulate and analyze experimental data. It serves as
the primary codebase for the experiment, providing for offline batch simulation and reconstruction
as well as online data quality checks. The software provides both traditional particle-physics
functionalities such as track reconstruction and particle identification, and accelerator physics
functions, such as calculating transfer matrices and emittances. The code design is object orientated,
but has a top-level structure based on the Map-Reduce model. This allows for parallelization to
support live data reconstruction during data-taking operations. MAUS allows users to develop in
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either Python or C++ and provides APIs for both. Various software engineering practices from
industry are also used to ensure correct and maintainable code, including style, unit and integration
tests, continuous integration and load testing, code reviews, and distributed version control. The
software framework and the simulation and reconstruction capabilities are described.

Keyworps: Data reduction methods; Simulation methods and programs; Software architectures
(event data models, frameworks and databases); Accelerator modelling and simulations (multi-

particle dynamics; single-particle dynamics)
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1 Introduction

1.1 The MICE experiment

The Muon Ionization Cooling Experiment (MICE) sited at the STFC Rutherford Appleton Labo-
ratory (RAL) has delivered the first demonstration of muon ionization cooling [1] — the reduction

of the phase-space of muon beams. Muon-beam cooling is essential for future facilities based on



muon acceleration, such as the Neutrino Factory or Muon Collider [2, 3]. The experiment was
designed to be built and operated in a staged manner. In the first stage, the muon beamline was
commissioned [4] and characterized [5]. A schematic diagram of the configuration used to study the
factors that determine the performance of an ionization-cooling channel is shown in figure 1. The
MICE experiment was operated such that muons passed through the experiment one at a time. The
experiment included instrumentation to identify particle species (the particle-identification detec-
tors, PID) [6—11] and to measure the phase-space coordinates of each muon. An ensemble of muons
that was representative of the muon beam was then assembled using the measured coordinates. The
techniques used to reconstruct the ensemble properties of the beam are described in [12] and the
first observation of the ionization-cooling of a muon beam is presented in [1].

The configuration shown in figure 1 was used to study the factors that determine the performance
of an ionization-cooling channel and to observe for the first time the reduction in transverse emittance
of a muon beam.

The MICE Muon Beam line is described in detail in [4]. There are 5 different detector
systems present on the beamline: time-of-flight (TOF) scintillators [6], threshold Cherenkov (Ckov)
counters [13], scintillating-fiber trackers [14], a sampling calorimeter (KL) [8, 9], and the Electron
Muon Ranger (EMR) — a totally active scintillating calorimeter [10, 11]. The TOF, Ckov, KL and
EMR detectors are used for particle identification (PID), and the scintillating-fiber trackers are used
to measure position and momentum. The TOF detector system consists of three detector stations,
TOFO, TOF1 and TOF2, each composed of two orthogonal layers of scintillator bars. The TOF
system determines PID via the time-of-flight between the stations. Each station also provides a low-
resolution image of the beam profile. The Ckov system consists of two aerogel threshold Cherenkov
stations, CkovA and CkovB. The KL and EMR detectors, the former using scintillating fibers
embedded in lead sheets, and the latter scintillating bars, form the downstream calorimeter system.

The tracker system consists of two scintillating-fiber detectors, one upstream of the MICE
cooling cell, the other downstream, in order to measure the change in emittance across the cooling
cell. Each detector consists of 5 stations, each station having 3 fiber planes, allowing precision
measurement of momentum and position to be made on a particle-by-particle basis.

Time-of-flight Variable thickness 39 August 2017
hodoscope high-Z diffuser Absorber/focus-coil
(ToF 0) module
Upstream Downstream
spectrometer module spectrometer module

Electron

MICE Muon

Muon——3 Ranger

Beam (EMR)

T qumd hydrogen
Cherenkov TOF 1 absorber
counters Pre shower
(CKoV) Scintillating-fibre (KL)

ToF 2

MICE trackers

Figure 1. Schematic diagram of the MICE experiment.The red rectangles represent the coils of the spec-
trometer solenoids and focus-coil module. The individual coils of the spectrometer solenoids are labelled
El, C, E2, M1 and M2. The various detectors (time-of-flight hodoscopes (TOF0, TOF1) [6], Cherenkov
counters [13], scintillating-fiber trackers [14], KLOE-Light (KL) calorimeter [7, 8], and Electron Muon
Ranger (EMR) [10, 11]) are also represented.



1.2 Software requirements

The MICE software must serve both the accelerator-physics and the particle-physics needs of
the experiment. Traditional particle-physics functionality includes reconstructing particle tracks,
identifying them, and simulating the response from various detectors, while the accelerator-physics
aspect includes the calculation of transfer matrices and Twiss parameters and propagating the beam
envelopes. All of these items require a detailed description of the beamline, the geometries of the
detectors, and the magnetic fields, as well as functionality to simulate the various detectors and
reconstruct the detector outputs. MICE aims to measure the change in emittance to 1%, which
imposes requirements on the performance of the track reconstruction, particle identification and
measurements of scattering widths. In addition, the computational performance of the software
was also important in order to ensure that the software can reconstruct data with sufficient speed to
support live online monitoring of the experiment.

2 MAUS

The MICE Analysis User Software (MAUS) is the collaboration’s simulation, reconstruction, and
analysis software framework. MAUS provides a Monte Carlo (MC) simulation of the experiment,
reconstruction of tracks and identification of particles from simulations and real data, and provides
monitoring and diagnostics while running the experiment.

Installation is performed via a set of shell scripts with SCons [15] as the tool for constructing and
building the software libraries and executables. The codebase is maintained with GNU Bazaar [16],
a distributed version control system, and is hosted on Launchpad [17], a website that provides
functionalities to host and maintain the software repository. MAUS has a number of dependencies
on standard packages such as Python, ROOT [18] and Geant4 [19] which are built as “third party”
external libraries during the installation process. The officially supported platform is Scientific
Linux 6 [20] though developers have successfully built on CentOS [21], Fedora [22], and Ubuntu [23]
distributions.

Each of the MICE detector systems, described in section 1.1, is represented within MAUS.
Their data structures are described in section 2.2 and their simulation and reconstruction algorithms
in sections 3 and 4. MAUS also provides “global” reconstruction routines, which combine data
from individual detector systems to identify particle species by the likelihood method and perform
a global track fit. These algorithms are also described in section 4.

2.1 Code design

MAUS is written in a mixture of Python and C++. C++ is used for complex or low-level algorithms
where processing time is important, while Python is used for simple or high-level algorithms where
development time is a more stringent requirement. Developers are allowed to write in either Python or
C++ and Python bindings to C++ are handled through internal abstractions. In practice, all the recon-
struction modules are written in C++ but support is provided for legacy modules written in Python.

MAUS has an Application Programming Interface (API) that provides a framework on which
developers can hang individual routines. The MAUS API provides MAUS developers with a well-
defined environment for developing reconstruction code, while allowing independent development
of the back-end and code-sharing of common elements, such as error handling.



The MAUS data processing model is inspired by the Map-Reduce framework [24], which forms
the core of the API design. Map-Reduce, illustrated in figure 2 is a useful model for parallelizing
data processing on a large scale. A map process takes a single object as an input, transforms it,
and returns a new object as the output (in the case of MAUS this input object is the spill class, see
section 2.2).

A module is the basic building block of the MAUS API framework. Four types of module exist
within MAUS:

1. Inputters generate input data either by reading data from files or over a network, or by
generating an input beam;

2. Mappers modify the input data, for example by reconstructing signals from detectors, or
tracking particles to generate MC hits;

3. Reducers collate the mapped data and provide functionality that requires access to the entire
data set; and

4. Outputters save the data either by streaming over a network or writing to disk.

Input —%
Input p» Map —» Reduce — Output

Input —» Map

Input —p Map

Reduce ——»{ Output

\h
Input —p, >

Figure 2. A Map-Reduce framework.

Each module type follows a common, extensible, object-orientated class hierarchy, shown for the
case of the map and reduce modules in figure 3.

There are some objects that sit outside the scope of this modular framework but are nevertheless
required by several of the modules. For instance, the detector geometries, magnetic fields, and
calibrations are required by the reconstruction and simulation modules, and objects such as the
electronics-cabling maps are required in order to unpack data from the data acquisition (DAQ)
source, and error handling functionality is required by all of the modules. All these objects are
accessed through a static singleton globals class.

MAUS has two execution concepts. A job refers to a single execution of the code, while a run
refers to the processing of data for a DAQ run or MC run. A job may contain many runs. Since
data are typically accessed from a single source and written to a single destination, inputters and
outputters are initialized and destroyed at the beginning and end of a job. On the other hand, mappers



IModule
+ virtual birth(string) : void
+ virtual death() : void

public virtual Tpublic virtual public virtual

ModuleBase
IMap + birth(string) IReduce
+ process(T*) : void + death() : void + process(T#) : void
+ virtual process_pyobj(PyObject*) : PyObject* - virtual birth(string) : void + virtual process_pyobj(PyObject*) : PyObject*
- virtual death() : void

public virtual

public virtual /)ublic public public virtual

MapBase ReduceBase
ISpecialisedMap + _process(T#) : void + _process(T*) : void
- process(T*) : void - process(T*) : void
- process_pyobj(PyObject*) : PyObject* - process_pyobj(PyObject*) : PyObject*
public virtual public Tpublic public
MyMap MyReduce
SpecialisedMapBase - _birth(string) : void - _birth(string) : void
- _death() : void - _death() : void
- _process(T#) : void - _process(T#*) : void

Figure 3. The MAUS API class hierarchy for Map and Reduce modules. The input and output modules
follow related designs. T represents a templated argument. “+” indicates the introduction of a virtual void
method, defining an interface, while “-” indicates that a class implements that method, fulfilling that aspect
of the interface. The process_pyobj functions are the main entry points for Python applications, and process
the entry points for C++ applications. The framework can be extended as many times as necessary, as
exemplified by the “SpecialisedMap” classes.

and reducers are initialized at the beginning of a run in order to allow run-specific information such
as electronics cabling maps, fields, calibrations and geometries to be loaded.

The principal data type in MAUS, which is passed from module to module, is the spill. A
single spill corresponds to data from the particle burst associated with a dip of the MICE target [4].
A spill lasts up to ~ 3 ms and contains several DAQ triggers. Data from a given trigger define a
single MICE event. In the language of the Input-Map-Reduce-Output framework, an Input module
creates an instance of spill data, a Map module processes the spill (simulating, reconstructing, etc.),
a Reduce module acts on a collection of spills when all the mappers finish, and finally an Output
module records the data to a given file format.

Modules can exchange spill data either as C++ pointers or JSON [25] objects. In Python, the
data format can be changed by using a converter module, and in C++ mappers are templated to a
MAUS data type and an API handles any necessary conversion to that type (see figure 3).

Data contained within the MAUS data structure (see section 2.2) can be saved to permanent
storage in one of two formats. The default data format is a ROOT [18] binary and the secondary
format is JSON. ROOT is a standard high-energy physics analysis package, distributed with MAUS,
through which many of the analyses on MICE are performed. Each spill is stored as a single entry in a
ROOT TTree object. JSON is an ASCII data-tree format. Specific JSON parsers are available — for
example, the Python json library, and the C++ JsonCpp [26] parser come prepackaged with MAUS.



In addition to storing the output from the map modules, MAUS is also capable of storing the data
produced by reducer modules using a special Image class. This class is used by reducers to store im-
ages of monitoring histograms, efficiency plots, etc. [mage data may only be saved in JSON format.

2.2 Data structure
2.2.1 Physics data

At the top of the MAUS data structure is the spill class which contains all the data from the
simulation, raw real data and the reconstructed data. The spill is passed between modules and
written to permanent storage. The data within a spill is organized into arrays of three possible
event types: an MCEvent contains data representing the simulation of a single particle traversing
the experiment and the simulated detector responses; a DAQFEvent corresponds to the real data for
a single trigger; and a ReconEvent corresponds to the data reconstructed for a single particle event
(arising either from a Monte Carlo(MC) particle or a real data trigger). These different branches of
the MAUS data structure are shown diagrammatically in figures 4-9.

The sub-structure of the MC event class is shown in figure 5. The class is subdivided into events
containing detector hits (energy deposited, position, momentum) for each of the MICE detectors
(see section 1.1). The event also contains information about the primary particle that created the
hits in the detectors.

The sub-structure of the reconstruction event class is shown in figure 6. The class is subdivided
into events representing each of the MICE detectors, together with the data from the trigger, and
data for the global event reconstruction. Each detector class and the global-reconstruction class has
several further layers of reconstruction data. This is shown in figures 7-9.

Spill

T N

DAQData EMRSpillData MausEventType MCEventArray ReconEventArray Scalars

Figure 4. The MAUS output structure for a spill event. The label in each box is the name of the C++ class.
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Figure 5. The MAUS data structure for MC events. The label in each box is the name of the C++ class and
[]1 indicates that child objects are array items.
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Figure 7. The MAUS data structure for CKOV (left), EMR (middle) and KL (right) reconstructed events.
The label in each box is the name of the C++ class [] indicates that child objects are array items.
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2.2.2 Top level data organization

In addition to the spill data, MAUS also contains structures for storing supplementary information
for each run and job. These are referred to as JobHeader and JobFooter, and RunHeader and
RunFooter. The JobHeader and JobFooter represent data, such as the MAUS release version,
associated with the start and end of a job, and the RunHeader and RunFooter represent data, such
as the geometry and calibrations associated with a run, associated with the start and end of a run.
These are saved to the output along with the spill.

In order to interface with ROOT, particularly in order to save data in the ROOT format, thin
wrappers for each of the top level classes, and a templated base class, were introduced. This
allows the ROOT TTree, in which the output data is stored (see section 2.2.1), to be given a single
memory address to read from. The wrapper for Spill is called Data, while for each of RunHeader,
RunFooter, JobHeader and JobFooter, the respective wrapper class is just given the original class
name with “Data” appended, e.g., RunHeaderData. The base class for each of the wrappers is
called MAUSEvent. The class hierarchy is illustrated in figure 10.

MAUSEvent
+ virtual GetEvent() : T*
+ virtual SetEvent(T*) : void

public
<<bind>>
T -> Spill

public public
<<bind>> <<bind>>
T -> JobHeader | T -> JobFooter

public
<<bind>>
T -> RunHeader

public
<<bind>>
T -> RunFooter

Data JobHeaderData JobFooterData RunHeaderData RunFooterData
- virtual GetEvent() : Spill* - virtual GetEvent() : JobHeader* - virtual GetEvent() : JobFooter* - virtual GetEvent() : RunHeader* - virtual GetEvent() : RunFooter*
- virtual SetEvent(Spill*) : void - virtual SetEvent(JobHeader*) : void - virtual SetEvent(JobFooter*) : void - virtual SetEvent(RunHeader*) : void - virtual SetEvent(RunFooter*) : void

Figure 10. Class hierarchy for the wrappers and base class of the top-level classes of the MAUS data
structure.

2.3 Data flow

The MAUS data-flow, showing the reconstruction chain for data originating from MC or real data,
is depicted in figure 11. Each item in the diagram is implemented as an individual module. The
data flow is grouped into three principal areas: the simulation data flow used to generate digits
(electronics signals) from particle tracking; the real data flow used to generate digits from real
detector data; and the reconstruction data flow which illustrates how digits are built into higher
level objects and converted to parameters of interest. The reconstruction data flow is the same for
digits from real data and simulation. In the case of real data, separate input modules are provided
to read either directly from the DAQ, or from archived data stored on disk. A reducer module for
each detector provides functionality to create summary histograms.

2.4 Testing

MAUS has a set of tests at the unit level and the integration level, together with code-style tests
for both Python and C++. Unit tests are implemented to test a single function, while integration
tests operate on a complete workflow. Unit tests check that each function operates as intended
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by the developer. Tests are run automatically for every version committed to the repository and
results show that a high level of code coverage has been achieved. Integration tests allow the overall
performance of the code to be checked against specifications. The MAUS team provides unit test
coverage that executes 70-80 % of the total code base. This level of coverage typically results in a
code that performs the major workflows without any problems.

The MAUS codebase is built and tested using a Jenkins [27] continuous integration environment
deployed on a cluster of servers. Builds and tests of the development branch are automatically
triggered when there is a change to the codebase. Developers are asked to perform a build and
test on a personal branch of the codebase using the test server before requesting a merge with the
development trunk. This enables the MAUS team to make frequent clean releases. Typically MAUS
works on a 4-8 week major-release cycle.

3 Monte Carlo

The Monte Carlo simulation of MICE encompasses beam generation, geometrical description of
detectors and fields, tracking of particles through detectors and digitization of the detectors’ response
to particle interactions.

3.1 Beam generation

Several options are provided to generate an incident beam. Routines are provided to sample
particles from a multivariate Gaussian distribution or generate ensembles of identical particles
(pencil beams). In addition, it is possible to produce time distributions that are either rectangular
or triangular in time to give a simplistic representation of the MICE time distribution. Parameters,
controlled by data-cards, are available to control random seed generation, relative weighting of
particle species and the transverse-to-longitudinal coupling in the beam. MAUS also allows the
generation of a polarized beam.

Beam particles can also be read in from an external file created by G4Beamline [28] — a
particle-tracking simulation program based on Geant4, or ICOOL [29] — a simulation program
that was developed to study the ionization cooling of muon beams, as well as files in user-defined
formats. In order to generate beams which are more realistic taking into account the geometry and
fields of the actual MICE beamline, we use G4Beamline to model the MICE beamline from the
target to a point upstream of the second quad triplet (upstream of Q4). The beamline settings, e.g.,
magnetic field strengths and number of particles to generate, are controlled through data-cards. The
magnetic field strengths have been tuned to produce beams that are reasonably accurate descriptions
of the real beam. Scripts to install G4beamline are shipped with MAUS.

Once the beam is generated, the tracking and interactions of particles as they traverse the rest
of the beamline and the MICE detectors are performed using Geant4.

3.2 Geant4

A drawing of the MICE Muon Beam line [4] is shown in figure 12. It consists of a quadrupole
triplet (Q123) that captures pions produced when the MICE target intersects the ISIS proton beam, a
pion-momentum-selection dipole (D1), a superconducting solenoid (DS) to focus and transport the
particles to a second dipole (D2) that is used to select the muon-beam momentum, and a transport
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channel composed of a further two quadrupole triplets (Q456 and Q789). As described in the next
section, the positions and apertures of the beamline magnets were surveyed and are reproduced
in the geometry along with windows and materials in the path of the muon beams. The Geant4
simulation within MAUS starts 1 m downstream of the second beamline dipole magnet D2. Geant4
bindings are encoded in the Simulation module. Geant4 groups particles by run, event and track.
A Geant4 run maps to a MICE spill; a Geant4 event maps to a single inbound particle from the
beamline; and a Geant4 track corresponds to a single particle in the experiment.
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Figure 12. (a) Top and (b) side views of the MICE Muon Beamline, its instrumentation, and the experimental
configuration. A titanium target dipped into the ISIS proton synchrotron and the resultant spill of particles
was captured with a quadrupole triplet (Q1-3) and transported through momentum-selecting dipoles (D1,
D2). The quadrupole triplets (Q4-6, Q7-9) transported particles to the upstream spectrometer module. The
time-of-flight of particles, measured between TOFO and TOF1, was used for particle identification.

Geant4 provides a variety of reference physics processes to model the interactions of particles
with matter. The default process in MAUS is “OGSP_BERT” which causes Geant4 to model hadron
interactions using a Bertini cascade model up to 10 GeV/c [30]. MAUS provides methods to set up
the Geant4 physical processes through user-controlled data-cards. Finally, MAUS provides routines
to extract particle data from the Geant4 tracks at user-defined locations.

3.3 Geometry

MAUS uses an online Configuration Database to store all of its geometries. These geometries
have been extracted from CAD drawings which are updated based on the most recent surveys and
technical drawings available. The CAD drawings are translated to a geometry-specific subset of
XML, the Geometry Description Markup Language (GDML) [31] prior to being recorded in the
configuration database through the use of the FastRAD [32] commercial software package.

The GDML formatted description contains the beamline elements and the positions of the
detector survey points. Beam-line elements are described using tessellated solids to define the
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shapes of the physical volumes. The detectors themselves are described using an independently
generated set of GDML files using Geant4 standard volumes. An additional XML file is appended to
the geometry description that assigns magnetic fields and associates the detectors to their locations
in the GDML files. This file is initially written by the geometry maintainers and formatted to
contain run-specific information during download.

The GDML files can be read via a number of libraries in Geant4 and ROOT for the purpose
of independent validation. The files are in turn translated into the MAUS-readable geometry files
either by accessing directly the data using a python extension or through the use of EXtensible
Stylesheet Language Transformations (XSLT) [33].

3.4 Tracking, field maps and beam optics

MAUS tracking is performed using Geant4. By default, MAUS uses 4" order Runge-Kutta (RK4)
for tracking, although other routines are available. RK4 has been shown to have very good precision
relative to the MICE detector resolutions, even for step sizes of several cm.

In a solenoid focussing lattice a cylindrically symmetric beam can be described by the 4D RMS
beam emittance €y and optical parameters 5, and 8 , its derivative with respect to z. 3, is related
to the variance of the position of particles x by [34]:

_ pzVar(x)
© enme

By 3.1
where m is the particle mass, c is the speed of light, and p, is the beam longitudinal momentum.
In the approximation that particles travel near to the solenoid axis, transport of the beam envelope
can be performed by integration of the differential equation:

28,87 — (B +4B1x* —4(1+ L)* = 0. (3.2)

Transport of individual particles can be performed using numerical integration of the Lorentz force
law. Alternately transport can be performed by calculating a transfer map M defined by:

’/_ids = Ml/_ius; (33)

where ii,,; and if 44 are the upstream and downstream transverse phase space vectors ii = (x, px., ¥, Py).
MAUS can calculate the transfer map at arbitrary order by transporting a handful of particles and
fitting to a multidimensional polynomial in i.

Electromagnetic field maps are implemented in a series of overlapping regions. The world
volume is divided into a number of voxels, and the field maps that impinge on each voxel is stored
in a list. At each tracking step, MAUS iterates over the list of fields that impinge on the voxels
within which the particle is stepping. For each field map, MAUS transforms to the local coordinate
system of the field map, and calculates the field. The field values are transformed back into the
global coordinate system, summed, and passed to Geant4. The voxelization enables the simulation
of long accelerators without a performance penalty.

Numerous field types have been implemented within the MAUS framework. Solenoid fields
can be calculated numerically from cylindrically symmetric 2D field maps, by taking derivatives
of an on-axis solenoidal field or by using the sum of fields from a set of cylindrical current sheets.
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The use of field maps enables the realistic reproduction of the MICE apparatus, while a derivatives-
based approach enables the exclusion of different terms in the higher order parts of the transfer
map [35]. Multipole fields can be calculated from a 3D field map, or by taking derivatives from
the usual multipole expansion formulae. Linear, quadratic and cubic interpolation routines have
been implemented for field maps. Pillbox fields can be calculated by using the Bessel functions
appropriate for a TMO10 cavity or by reading a cylindrically symmetric field map.

The transport algorithms have been compared with each other and experimental data and show
agreement at linear order [36] in #. Work is ongoing to study the effect of aberrations in the
optics, indicated by non-linear terms in the transfer map relationship. These aberrations can cause
distortion of the beam leading to emittance growth, which has been observed in the tails of the
MICE beam. The tracking in MAUS has been benchmarked against ICOOL, G4Beamline, and
MaryLie [37], demonstrating good agreement. The routines have been used to model a number of
beamlines and rings, including a neutrino factory front-end [38].

3.5 Detector response and digitization

The modeling of the detector response and electronics enables MAUS to provide data used to test
reconstruction algorithms and estimate the uncertainties introduced by detectors and their readout.

The interaction of particles in materials is modeled using Geant4. For each detector, a “sensitive
detector” class processes Geant4 hits in active detector volumes and stores hit information such as
the volume that was hit, the energy deposited and the time of the hit. Each detector’s digitization
routine then simulates the response of the electronics to these hits, modeling processes such as the
photo-electron yield from a scintillator bar, attenuation in light guides and the pulse shape in the
electronics. The data structure of the outputs from the digitizers are designed to match the output
from the unpacking of real data from the DAQ.

4 Reconstruction

The reconstruction chain takes as its input either digitized hits from the MC or DAQ digits from
real data. Regardless, the detector reconstruction algorithms, by requirement and design, operate
the same way on both MC and real data.

4.1 Time of flight

There are three time-of-flight detectors in MICE which serve to distinguish particle type. The
detectors are made of plastic scintillator and in each station there are orthogonal x and y planes
with 7 or 10 slabs in each plane.

Each Geant4 hit in the TOF is associated with a physical scintillator slab. The energy deposited
by a hit is first converted to units of photo-electrons. The photo-electron yield from a hit accounts
for the light attenuation corresponding to the distance of the hit from the photomultiplier tube
(PMT) and is then smeared by the photo-electron resolution. The yields from all hits in a given
slab are then summed and the resultant yield is converted to ADC counts.

The time of the hit in the slab is propagated to the PMTs at either end of the slab. The propagated
time is then smeared by the PMT’s time resolution and converted to TDC counts. Calibration
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corrections based on real data are then added to the TDC values so that, at the reconstruction stage,
they can be corrected just as is done with real data.

The reconstruction proceeds in two main steps. First, the slab-hit-reconstruction takes indi-
vidual PMT digits and associates them to reconstruct the hit in the slab. If there are multiple hits
associated with a PMT, the hit which is earliest in time is taken to be the real hit. Then, if both
PMTs on a slab have fired, the slab is considered to have a valid hit. The TDC values are converted
to time and the hit time and charge associated with the slab hit are taken to be the average of the two
PMT times and charges respectively. In addition, the product of the PMT charges is also calculated
and stored. Secondly, individual slab hits are used to form space-points. A space-point in the TOF
is a combination of x and y slab hits. All combinations of x and y slab hits in a given station are
treated as space-point candidates. Calibration corrections, stored in the Configurations Database,
are applied to these hit times and if the reconstructed space-point is consistent with the resolution of
the detector, the combination is said to be a valid space-point. The TOF has been shown to provide
good time resolutions at the 60 ps level [6].

()] - .
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O 200007~ ~-MC Reconstructed
Lu -
15000
10000 .
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0_|....|..=-=I_|... L
2 3 4 5 6

Relative time of flight [ns]

Figure 13. Relative time of flight between TOFO and TOF1. The yellow histogram represents true MC
events and the solid markers represent the same sample reconstructed with MAUS.

4.2 Scintillating-fiber trackers

The scintillating-fiber trackers are the central piece of the reconstruction. As mentioned in sec-
tion 1.1, there are two trackers, one upsteam and the other downstream of an absorber, situated
within solenoidal magnetic fields. The trackers measure the emittance before and after particles
pass through the absorber.

The tracker software algorithms and performance are described in detail in [39]. Digits are the
most basic unit fed into the main reconstruction module, each digit representing a signal from one
channel. Digits from adjacent channels are assumed to come from the same particle and are grouped
to form clusters. Clusters from channels which intersect each other, in at least two planes from the
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Figure 14. Position and momentum distributions of muons reconstructed at upstream tracker station nearest
to the absorber: a) x, b) y, ¢) px, d) py. The yellow histograms represent true MC simulations, and the
markers represent the MC sample reconstructed using MAUS.

same station, are used to form space-points, giving x and y positions where a particle intersected
a station. Once space-points have been found, they are associated with individual tracks through
pattern recognition (PR), giving straight or helical PR tracks. These tracks, and the space-points
associated with them, are then sent to the final track fit. To avoid biases that may come from
space-point reconstruction, the Kalman filter uses only reconstructed clusters as input.

4.3 KL calorimeter

Hit-level reconstruction of the KL is implemented in MAUS. Individual PMT hits are unpacked
from the DAQ or simulated from MC and the reconstruction associates them to identify the slabs
that were hit and calculates the charge and charge-product corresponding to each slab hit. The KL
has been used successfully to estimate the pion contamination in the MICE muon beamline [9].

4.4 Electron-muon ranger

Hit-level reconstruction of the EMR is implemented in MAUS. The integrated ADC count and time
over threshold are calculated for each bar that was hit. The EMR reconstructs a wide range of
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variables that can be used for particle identification and momentum reconstruction. The software
and performance of the EMR are described in detail in [10].

4.5 Cherenkov

The CKOV reconstruction takes the raw flash-ADC data, subtracts pedestals, calculates the charge
and applies calibrations to determine the photo-electron yield.

4.6 Global reconstruction

The aim of the Global Reconstruction is to take the reconstructed outputs from individual detectors
and tie them together to form a global track. A likelihood for each particle hypothesis is also
calculated.

4.6.1 Global track matching

Global track matching is performed by collating particle hits (TOFs 0, 1 and 2, KL, Ckovs) and
tracks (Trackers and EMR) from each detector using their individual reconstruction and combining
them using a RK4 method to propagate particles between these detectors.The tracking is performed
outwards from the cooling channel — i.e., from the upstream tracker to the TOFO detector, and from
the downstream tracker to the EMR detector. Track points are matched to form tracks using an RK4
method. Initially this is done independently for the upstream and downstream sections (i.e., either
side of the absorber). As the trackers provide the most accurate position reconstruction, they are
used as starting points for track matching, propagating hits outwards into the other detectors and then
comparing the propagated position to the measured hit in the detector. The acceptance criterion for a
hit belonging to a track is an agreement within the detector’s resolution with an additional allowance
for multiple scattering. Track matching is currently performed for all TOFs, KL and EMR.

The RK4 propagation requires the mass and charge of the particle to be known. Hence, it is
necessary to perform track matching using a hypothesis for each particle type (muons, pions, and
electrons). Tracks for all possible PID hypotheses are then passed to the Global PID algorithms.

4.6.2 Global PID

Global particle identification in MICE typically requires the combination of several detectors. The
time-of-flight between TOF detectors can be used to calculate velocity, which is compared with the
momentum measured in the trackers to identify the particle type. For all events but those with very
low transverse momentum (p;), charge can be determined from the direction of helical motion in
the trackers. Additional information can be obtained from the CKOV, KL and EMR detectors. The
global particle identification framework is designed to tie this disparate information into a set of
hypotheses of particle types, with an estimate of the likelihood of each hypothesis.

The Global PID in MAUS uses a log-likelihood method to identify the particle species of a
global track. It is based upon a framework of PID variables. Simulated tracks are used to produce
probability density functions (PDFs) of the PID variables. These are then compared with the PID
variables for tracks in real data to obtain a set of likelihoods for the PIDs of the track.

The input to the Global PID is several potential tracks from global track matching. During
the track matching stage, each of these tracks was matched for a specific particle hypothesis. The
Global PID then takes each track and determines the most likely PID following a series of steps:
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1. Each track is copied into an intermediate track;
2. For each potential PID hypothesis p, the log-likelihood is calculated using the PID variables;
3. The track is assigned an object containing the log-likelihood for each hypothesis; and

4. From the log-likelhoods, the confidence level, C.L., for a track having a PID p is calculated
and the PID is set to the hypothesis with the best C.L.

4.7 Online reconstruction

During data taking, it is essential to visualize a detector’s performance and have diagnostic tools to
identify and debug unexpected behavior. This is accomplished through summary histograms of high
and low-level quantities from detectors. The implementation is through a custom multi-threaded ap-
plication based on a producer-consumer pattern with thread-safe FIFO buffers. Raw data produced
by the DAQ are streamed through a network and consumed by individual detector mappers described
in section 3. The reconstructed outputs produced by the mappers, are in turn consumed by the
reducers. The mappers and reducers are distributed among the threads to balance the load. Finally,
outputs from the reducers are written as histogram images. Though the framework for the online
reconstruction is based on parallelized processing of spills, the reconstruction modules are the same
as those used for offline processing. A lightweight tool based on Django [40] provides live web-
based visualization of the histogram images as and when they are created. Typical data rates during
experimental operations were ~ 300 MB/s. The average event rate varied, depending on the configu-
ration of the beamline, with the maximum instantaneous rate being ~ 150 kHz. MAUS performance
matched the data rates and online reconstruction happened virtually “live” with the reconstructed
outputs available instantly allowing collaborators to monitor the quality of the data being acquired.

S Summary

The MICE collaboration has developed the MAUS software suite to simulate the muon beamline,
simulate the MICE detectors, and reconstruct both simulated and real data. The software also
provides global track-matching and particle-identification capabilities. Simplified programming
interfaces and testing environments enable productive development. MAUS has been successfully
used to reconstruct data online during data collection. In addition, MAUS is routinely used to
perform reconstruction of the entire MICE data volume on batch production systems. MICE has
collected ~ 15 TB of raw data and a full reconstruction of the data is performed with each released
version of MAUS. The batch systems are also used to perform compute-intensive simulations with
various configurations of the beamline and the cooling channel.
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The indoor radon behavior has complex dynamics due to the influence of the large number of
different parameters: the state of indoor atmosphere (temperature, pressure, and relative hu-
midity), aerosol concentration, the exchange rate between indoor and outdoor air, construc-
tion materials, and living habits. As a result, indoor radon concentration shows variation,
with the usual periodicity of one day and one year. It is well-known that seasonal variation of
the radon concentration exists. It is particularly interesting to investigate indoor radon varia-
tion at the same measuring location and time period, each year, due to estimation of individual
annual dose from radon exposure. The long-term indoor radon measurements, in a typical
family house in Serbia, were performed. Measurements were taken during 2014, 2015, and
2016, in February and July, each year. The following measuring techniques were used: active
and charcoal canisters methods. Analysis of the obtained results, using multivariate analysis

methods, is presented.

Key words: radon variability, multivariate regression analysis, multi-seasonal radon

measurements, indoor radon

INTRODUCTION

The research of the dynamics of radon in various
environments, especially indoors, is of great impor-
tance in terms of protection against ionizing radiation
and in designing of measures for its reduction. Pub-
lished results and development of many models to de-
scribe the behavior of indoor radon, indicates the com-
plexity of this research, especially with models for
prediction of the variability of radon [1-3]. This is be-
cause the variability of radon depends on a large num-
ber of variables such as local geology, permeability of
soil, building materials used for the buildings, the state
of the indoor atmosphere (temperature, pressure and
relative humidity), aerosol concentration, the ex-
change rate between indoor and outdoor air, construc-
tion materials, as well as the living habits of people. It
is known that the indoor radon concentration variation
has periodicity of one day and one year. It is also
well-known that the seasonal variation of the radon
concentration exists. This is why it is particularly in-
teresting to investigate indoor radon variation at the
same measuring location and time period, year after

* Corresponding author; e-mail: udovicic@ipb.ac.rs

year, in order to estimate the individual annual dose
from radon exposure. In that sense, we performed
long-term indoor radon measurements in a typical
family house in Serbia. Measurements were taken dur-
ing the 2014, 2015, and 2016, in February and July,
each year. We used the following measuring tech-
niques: active and charcoal canisters methods. The de-
tailed analysis of the obtained results using
multivariate analysis (MVA) methods is presented in
this paper.

First, MVA methods were tested on the radon
variability studies in the Underground Low Back-
ground Laboratory in the Institute of Physics, Bel-
grade [4, 5]. Several climate variables: air tempera-
ture, pressure, and humidity were considered. Further
advance was made by using all the publicly available
climate variables monitored by nearby automatic me-
teorological station. In order to analyze the depend-
ence of radon variation on multiple variables,
multivariate analysis needs to be used. The goal was to
find an appropriate method, out of the wide spectrum
of multivariate analysis methods that are developed
for the analysis of data from high-energy physics ex-
periments, to analyze the measurements of variations
of radon concentrations in indoor spaces. Previous
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analysis were done using the maximum of 18 climate
parameters and use and comparison of 8 different
multivariate methods. In this paper the number of vari-
ables is reduced to the most important ones and new
derived variables, like vapor pressure, simple modeled
solar irradiance and simple modeled precipitation,
which were introduced in the multivariate analysis.

INDOOR RADON MEASUREMENTS
METHODS

Depending on the integrated measurement time,
methods of measurement of the indoor radon concentra-
tions may be divided into long-term and short-term ones.
The device for the performed short-term radon measure-
ments is SN1029 radon monitor (manufactured by the
Sun Nuclear Corporation, NRSB approval-code 31822)
with the following characteristics: the measurement
range from 1 Bgm™ to 99.99 kBqm3, accuracy equal to
+25 %, sensitivity of 0.16 counts hour per Bqm™. The
device consists of two diffused junction photodiodes as
the radon detector which is furnished with sensors for
temperature, barometric pressure, and relative humidity.
The sampling time was set to 2 h. The method for Char-
coal Canister used is: EERF Standard Operating Proce-
dures for Radon-222 Measurement Using Charcoal Can-
isters [6], also used by major laboratories which conduct
radon measurements in Serbia [7]. Exposure time of the
charcoal canisters was 48 h. The connection between
short term and long term measurements has attracted
some interest previously [8].

The family house, selected for the measurements
and analysis of variations of radon concentrations, is a
typical house in Belgrade residential areas, with re-
quirement of existence of cellar. House is built on
limestone soil. Radon measurements were carried out
in the living room of the family house, which is built of
standard materials (brick, concrete, mortar) and iso-
lated with styrofoam. During the period of measure-
ments (winter-summer 2014, 2015, and 2016), the
house was naturally ventilated and air conditioning
was used in heating mode at the beginning of the mea-
surement period. During the winter period measure-
ments, the electrical heating was used in addition to air
conditioning. Measured radon concentrations, room
temperature (7 id), atmospheric pressure (P_id) and
relative humidity (A _id) inside the house, were ob-
tained using radon monitor. Values of meteorological
variables, in the measurement period, were obtained
from an automatic meteorological station, located near
the house in which the measurement was performed.
We used the following meteorological variables: ex-
ternal air temperature (7), also at height of Scm, pres-
sure (P) and humidity (H), solar irradiation, wind
speed, precipitation, temperature of the soil at depths
of 10 cm, 20 cm and 50 cm. The natural ventilation
routine was not monitored. Since the ventilation is of

crucial importance for the level of radon indoors [9],
Multivariate regression analysis was used mainly for
winter periods.

MULTIVARIATE REGRESSION
ANALYSIS

In many fields of physics, especially in high-en-
ergy physics, there is the demand for detailed analyses
of a large amount of data. For this purpose, the data
analysis environment ROOT [10], is developed.
ROOT 1is modular scientific software framework,
which provides all the functionalities needed to deal
with big data processing, statistical analysis, visual-
ization and storage. A specific functionality gives the
developed Toolkit for Multivariate Analysis (TMVA)
[11]. The TMVA provides an environment for the pro-
cessing, parallel evaluation and application of
multivariate regression techniques.

TMVA is used to create, test and apply all avail-
able regression multivariate methods, implemented in
ROOT, in order to find methods which are the most ap-
propriate and yield maximum information on the de-
pendence of indoor radon concentrations on the multi-
tude of meteorological variables. Regression methods
are used to find out which regression method can, if
any, on the basis of input meteorological variables
only, give an output that would satisfactorily close
match the observed variations of radon concentra-
tions. The output of usage of multivariate regression
analysis methods has mapped functional behavior,
which can be used to evaluate the measurements of ra-
don concentrations using input meteorological vari-
ables only. All the methods make use of training
events, for which the desired output is known and is
used for training of Multivariate regression methods,
and test events, which are used to test the MVA meth-
ods outputs.

RESULTS

Measurements were performed during February
and July in 2014, 2015, and 2016 using radon monitor
and charcoal canister measurements. The descriptive
results are summarized in tab. 1. The measurements
using radon monitor and charcoal canisters are in good
agreement.

Previous work done by researchers from the
Low Background Laboratory, Institute of Physics,
Belgrade, using the MVA analysis in search of connec-
tions between radon concentration and meteorological
variables, included only one period of measurement,
February or July 2014 [4]. Now the MVA analysis is
using all the measured data February/July 2014-2016.
New variables introduced in MVA analysis are mod-
eled solar irradiance, modeled precipitation and vapor
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Table 1. Descriptive results of February and July 2014, 2015, and 2016 measurements, using radon monitor and charcoal

canisters (only in February)

Arithmetic mean of radon activity using radon monitor
(standard deviation) [Bqm °]

2014 2015 2016
Results of measurements
Feb. July Feb. July Feb. July
Minimal radon activity using radon monitor [Bqm ] 15 0 28 0 12 3
Maximal radon activity using radon monitor [Bqm ] 1000 286 915 88 1013 262
Median radon activity using radon monitor [Bqm ] 418 25 524 22 412 28
402 40 508 27 423 39

(Q16) @) | (07) (18) | (214  (32)

Room temperature using radon monitor
(standard deviation) [°C]

204 247 21.2 24.9 23 246
(08) (09 | (06 (08 | (0.6) (0.8)

Relative humidity using radon monitor
(standard deviation) [%]

674 678 682 515 | 640 589
G @48 | @48 @D | 64 (153

Radon concentration
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Radon concentration [Eqm*’] and solar irradiace [Wm'Z]

Figure 1. Modeled solar irradiance in comparison with
measured radon concentration during February 2016

pressure. In order to make use of intensity of solar
irradiance during the whole day and night, the solar
irradiance is modeled so that it includes 80 % of solar
irradiance value from the previous measurement (pre-
vious hour) with addition of solar irradiance value for
the actual hour of measurement (fig. 1). The value of
80 % is chosen so that the modeled solar irradiation
has the best correlation with the radon measurements.
Similar model of precipitation was used in this analy-
sis. The next new variable is vapor pressure. The vapor
pressure variable is calculated using the slope s(T), of
the relationship between saturation vapor pressure and
air temperature and is given by [12, 13], so that the va-
por pressure equals relative humidity times saturation
vapor pressure, fig. 2.

Before the start of training of Multivariate re-
gression methods using TMVA toolkit in ROOT, the
description of input meteorological variables is per-
formed, mainly by looking into inter-correlations of
input variables and their connections with the mea-
sured radon concentrations. The MVA is using all the
measured data. Table 2 presents the meteorological
variables and their module value of correlation with
the measured radon concentrations (target), which is
indicative in finding linear dependence of radon mea-

Radon activity using charcoal canister 432 / 518 / 407 /
(standard deviation) [Bqm ] (10) (6) 5)
12001 150 — solar irradiance modelled 20004 S C:pdgppizggi:etr;tilTor 100

(Vapor pressure indoor — vapar pressure outdoor)-100-600

1500 o
A 114y 7

(]

[FAEr ey -y

RrAy e ey

AT IVl R

7 T \
[ 1

|

1000

500

-500 T T T T T 1
1.2.2016 52.2016 9.2.2016 13.2.2016 17.2,2016 21.2.2016 25.2.2016

Date

Radon concentration [Bgm™] and vapor pressure [kPa]

Figure 2. Vapor pressure in comparison with measured
radon concentration during February 2016

surements and input variables. The second column in
tab. 2 presents us with correlation ration values which
indicate if there are some functional dependence (not
only linear) between input variables and radon con-
centration, and the last column presents the mutual in-
formation which indicates if there is a non-functional
dependence of input variables and radon measure-
ments [11].

From tab. 2 it can be noticed that linear corre-
lated values are not the only ones which can be used in
MVA analysis, for example variable solar irradiance
has high mutual information with the radon measure-
ments.

In the data preparation for MVA training the
whole dataset is consisting of many events. An event
includes time of measurement, radon measurement
and meteorological variables. The dataset is randomly
split in two halves, one half of the events will be used
for training of multivariate regression methods, and
the other half of events for testing of methods, mainly
to compare the measured and MVA evaluated values
for radon concentration.

It turns out that the methods best suited for our
purpose is the Boosted Decision Trees (BDT) method.
This means that BDT gives the smallest difference be-
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Table 2. Input variable rank and values for correlation, correlation ratio and mutual information, all with the measured

radon concentrations (target) for February and July 2014-2016 measurements

Variable Correlation with target Correlation ratio Mutual information
Rank Value Rank Value Rank Value
Soil temperature depth 20 cm [°C] 1 0.87 1 0.60 13 1.48
Soil temperature depth 50 cm [°C] 2 0.86 2 0.57 14 1.31
Soil temperature depth 10 cm [°C] 3 0.82 3 0.54 9 1.84
Temperature outdoor [°C] 4 0.82 5 0.53 1.85
Vapor indoor — vapor od [mbar] 5 0.81 9 0.41 11 1.73
Temperature od — temperature id [°C] 6 0.80 4 0.53 6 1.92
Temperature height 5 cm [°C] 7 0.77 8 0.48 7 1.91
Vapor od [mbar] 8 0.76 10 0.41 5 1.92
Temperature id [°C] 9 0.75 7 0.49 17 1.16
Solar irradiance [Wm ] 10 0.61 0.50 2 2.23
Humidity indoor [%] 11 0.45 11 0.26 1 2.26
Humidity outdoor [%] 12 0.31 13 0.20 10 1.76
Air pressure outdoor [mbar] 13 0.27 17 0.07 12 1.55
Wind speed [ms’l] 14 0.22 16 0.01 16 1.28
Air pressure indoor [mbar] 15 0.17 18 0.04 15 1.31
Humidity od — Humidity id [%] 16 0.10 14 0.19 4 2.11
Precipitation [Lm’z] 17 0.01 15 0.19 18 1.13
Vapor indoor [mbar] 18 0.002 12 0.02 3 2.17

tween the measured radon concentration from test
sample and the evaluation of value of radon concentra-
tion using input variables only. This can be seen in fig.
3, which shows the distribution of BDT and BDTG re-
gression method outputs (evaluated values) in com-
parison with the measured radon concentration during
February 2016.

Since TMVA has 12 different regression meth-
ods implemented, only some of those will give useful
results when evaluating the radon concentration mea-
surements. Table 4 summaries the results of MVA
analysis. It shows the MVA methods RMS of differ-
ence of evaluated and measured radon concentration.
Also, tab. 4 shows the mutual information of measured
and MVA evaluated radon concentration. Besides

Radon
——BDT
- = - BDTG

10004

800+

600

4004

Hadon concentration and evaluation of
radon concentration [Bam ™|

200

0 T T T T T T v T v T v 1
1.2.2016 522016 9220161322016 17.22016 2122016 2522016
Date

Figure 3. Comparison of MVA evaluated radon
concentration and measured one from the test sample of
events during February 2016

BDT, the Multi-Layer Perceptron (MLP) [10], an im-
plementation of Artificial Neural Network multi
variate method, also gives good results.

The MVA regression analysis results in mapped
functional behavior and, as opposed to possible exis-
tence of theoretical modeling, which is independent of
the number of measurements, MVA depends on the
number of events. More events, the better mapped
function we get as a result. In this sense, if the number
of measurements is not great, multivariate analysis can
be used only as help, to indicate which variables are
more important to be used in theoretical modeling, for
comparison of mapped and modeled functions, and
modeled function test.

CONCLUSION

Indoor radon variation at one location in the
same periods (February and July), was investigated for
three years. Long-term indoor radon measurements
show intense seasonal variation. The results obtained
with different measuring methods are in good agree-
ment. The radon behavior in the house is almost the
same and shows good reproducibility year by year.
The small variations in the year by year dynamics are
originated mostly from the variations in meteorologi-
cal variables during winter seasons and mostly due to
ventilation habits during summer season. Ventilation
habits were not monitored nor taken into account in
MVA regression analysis. The preliminary results us-
ing multivariate analysis methods in TMVA are
shown. Main output of Multivariate regression analy-
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Table 3. Input variable correlation with the measured radon concentrations for February and July 2016

Correlation with target
February 2016 July 2016
Variable Value Variable Value
Vapor id-vapor od [mbar] 0.58 Soil temperature depth 20 cm [°C] 0.46
Humidity id [%] 0.54 Soil temperature depth 50 cm [°C] 0.42
Vapor id [mbar] 0.52 Solar irradiance 0.32
Solar irradiance [Wm ] 0.48 Temperature id [°C] 0.30
Temperature od — temperature id [°C] 0.46 Soil temperature depth 10 cm [°C] 0.24
Temperature [°C] 0.44 Temperature od [°C] 0.21
Soil temperature depth 10 cm [°C] 0.43 Humidity od [%] 0.20
Soil temperature depth 20 cm [°C] 0.42 Humidity id [%] 0.19
Humidity [%] 0.38 Air pressure [mbar] 0.17
Temperature height 5 cm [°C] 0.32 Precipitation [Lm ] 0.17
Temperature id [°C] 0.29 Temperature od — temperature id [°C] 0.16
Air pressure od [mbar] 0.23 Air pressure_id [mbar] 0.16
Air pressure id [mbar] 0.21 Humidity od — humidity id [%] 0.14
Soil temperature depth 50 cm [°C] 0.20 Wind speed [ms ] 0.13
Precipitation [Lm™] 0.19 Temperature height 5 cm [°C] 0.12
Humidity od — humidity id [%] 0.15 Vapor id [mbar] 0.06
Vapor od [mbar] 0.08 Vapor od [mbar] 0.03
Wind speed [ms™'] 0.05 Vapor id — vapor od [mbar] 0.02

Table 4. RMS of MVA method's evaluation error and
mutual information; February/July 2014-2016

methods in cosmic and radon measurements. N. B.
Veselinovi¢ and M. R. Savi¢ analyzed and validated
climate data. J. Z. Zivanovi¢ helped with MVA analy-
sis. D. R. Jokovi¢ helped with data analysis and paper

MVA method RMS [Bqm®] | Mutual information
BDT 85.5 1.477
BDTG 92.1 1.614
MLP 101 1.401

sis is the initial version of mapped function of radon
concentration dependence on multitude of meteoro-
logical variables. Simplification of MVA methods can
be made by choosing only the most important input
variables and exclude the other variables.
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CTYINJA CIYYAJA BUHIETOOUIIILE BAPNJABNIHOCTU PAJOHA
Y IIOPOANYHOJ KYRHU Y CPBUIU

[Nonamame pajjoHa y 3aTBOPEHOM MPOCTOPY MMa CIIOXKEHY AUHAMUKY 300T yTHIIaja BEIUKOT
Opoja pa3IMIUTHX MapaMeTapa Koju YTUIy Ha H-erOBY BapHjaOITHOCT: METEOPOJIOMIKAX (TeMIepaTypa,
OPUTHCAK W PEJIATUBHA BJIAXKHOCT), KOHIICHTpAIHje aepocoia, Op3uHe pa3MeHe m3Meby yHyTpammer u
CHoJbAllIlkET Baszfyxa, TpabeBUHCKUX MaTepujana W KUBOTHMX HaBuKa. Kao pesynrar, KOHIEHTpanuja
pajoHa y 3aTBOPEHUM IPOCTOpHjaMa OKa3yje Bapujanujy, y3 CTaHgapAHy NePUOAMIHOCT Off jeJHOT flaHa 1
jemne ropuae. ['ogunima BapujabIITHOCT je moOpO MO3HATA Ce30HCKA Bapujannja KOHIEHTpalje pajloHa.
IToce6OHO je MHTEepeCaHTHO MPATUTU BUIIETOAMII-E Bapujalidje KOHIEHTpalyje pajjoHa Ha UCTOj MEPHO]
JIOKALUju ¥ BPEMEHCKOM NEPHOfY, Ipe cBera 300T MpoleHe MHANBUAYATHUX TOJUIILUX H03a Off U3JI0-
>)KEHOCTHU pajloHy. ¥ TUNUYHO] NopopuyHoj Kyhu y CpOuju u3BplleHa cy AyroTpajHa Mepewa pajoHa y
mHEBHOM O0paBKy. Mepema cy pabena Tokom 2014,2015, 1 2016. rogune, y pebpyapy u jyiy, cBake TOIHE.
Kopumthere cy cnenehe MepHe TexHUKe: aKTHBHA U MeTOja Kopulithemha yribeHUX KanucTepa. [ooujenn
pe3ynTaTH aHATU3UPAHU Cy KOpHITheheM MYJITUBAapHjaHTHE PErPECHOHE aHAIN3E.

Kmwyune peuu: sapujabusrociti paoora, MyAiUSAPUJAHITIHA PeZPeCUOHA AHAAU3A, PAOOH Y 3AMBOPEHUM
ipociiopujama, UULEZOOULULIbE MePeHbe PAOOHA
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Abstract. Radon problem has a special attention in many countries in the world and the most of them have
established national radon programmes. The radon issues in Serbia have not been approached in a systematic
and organized way. Currently, there are many research groups and institutions working in radon field, and it
is a good basis to integrate all these activities into a comprehensive national programme to define the strate-
gic objectives and action plan for the next few years. Also, Serbia as a candidate for membership in the EU is
obliged to harmonize its legislation, including the field of radiation protection in which the radon issues has an
important role. In this report, a brief history of radon research, present status and plans for the future activity on
radon issues in Serbia are presented. Regarding the long-term plans, the establishment and implementation of
the Radon Action Plan with the primary goal of raising awareness about the harmful effects of public exposure
to radon and implementing a set of measures for its reduction. In that sense, the synergy between the national,

regional and local organizations responsible for public health and radiation protection must be achieved.
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Introduction

Radon is a noble, naturally occurring radioactive gas.
Radon contribute to almost 50% of the overall high-
-effective annual dose to the population received
from all sources of natural radioactivity. Harmful
effects of radon has been proven in a large number
of epidemiological studies [1]. The latest recom-
mendation of the International Atomic Energy
Agency (IAEA) [2] and Directive EC [3] relating
to the field of radiation protection, radon problem
got more space and importance because the World
Health Organization (WHO) has identified radon
as the second biggest cause of cancer lung [4]. In
addition, radon is included in the ranks of major pol-
lutants of indoor air [5]. Current knowledge about
the mechanisms by which radon is harmful to human
health are reflected primarily in harmful, radioactive
radon progeny fact. In fact, radon progenies are
attached to the aerosol particles from the air and
such radioactive particles enter the body through
inhalation. These radioactive aerosols deposited in
the lungs emit alpha radiation. The harmful activ-
ity can be seen in disorders of the cellular structure
of DNA, causing the development of cancer cells.
Consequently, radon problem has been addressed
seriously, and in a number of countries, national
radon programme is established, which is basically
a multidisciplinary nature and requires the involve-
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ment of a large number of experts, researchers in-
volved in radiation physics, geo sciences, chemistry,
biology to specialist in various fields of medicine. In
that sense, the group of radon professionals decide to
start working on establishing and developing national
radon programme in Serbia. In this paper, a brief his-
tory of radon research, present status and plans for the
future activity on radon issues in Serbia are presented.

International framework

The regulations related to the exposure of the popu-
lation to radon and its progenies are different world-
wide. Based on the researches and a large number
of epidemiological studies done in the recent past,
the new standards and recommendations have to be
incorporated into the national legislation regarding
radon issues. Basically, a new approach to the radon
issue is to introduce the concept of the reference
level (not as strict boundaries between safe and
dangerous concentrations of radon, but the annual
average indoor radon concentration above which
it is necessary to take measures to reduce radon).
It differs from action level (the radon concentra-
tion above which, if it is found that the measured
concentration is greater than defined, gives recom-
mendations to take measures for its reduction). The
new concept is incorporated in two new documents.
One is developed at the International Atomic Energy
Agency (IAEA) [2]. In this new BSS (international
Basic Safety Standards), radon is placed in several
topics, but the most important is requirements of 50
(Requirement 50: Public exposure because of radon
indoors). It defines the reference level, in dwellings
of high occupational factors, which must not exceed
300 Bqg'm~. Assuming equilibrium factor for radon
0.4 and the annual occupational factors of 7000 h,
the reference level of 300 Bq-m ™3 corresponds to an
annual effective dose of 10 mSv, with dose conver-
sion factor (DCF) of 7.5 mSv per WLM (working
level month). The request 52 (Requirement 52:
Exposure in workplaces) defines the reference level
for radon in workplaces of 1000 Bq-m~3. As the occu-
pation factor for 2000 h with the same factor to bal-
ance radon of 0.4 leads to the same effective annual
dose of 10 mSv. Important conclusions are based on
the collected data and performed radon risk maps,
the country has to decide and implement adequate
control of the indoor radon, to inform the public
and other stakeholders and, finally, to establish and
implement Radon Action Plan (RAP).

The second document is EU Directive 2013/59
[3]. In the article 74: Indoor exposure to radon,
writes the similar as in the new BSS, accept that
the reference level shall not exceed 300 Bq-m~* for
the all indoor environment, living and workplaces.
Article 103 defines RAP to be developing in member
states: The action plan shall take into account the
issues set out in Annex XVIII and be updated on
a regular basis. Annex XVIII defined 14 items to
consider in preparing the national RAP. In the case
of Serbia, the first steps towards RAP are described
in the next section.

National radon action plan in Serbia

Serbia did not have a systematic approach to the
radon problem. In this sense, there were individual
initiatives and research activities dealing with radon:

University of Novi Sad, Faculty of Science, Depart-
ment of Physics, Chair of Nuclear Physics, Novi Sad

Radon mapping of Autonomous Province of Vojvo-
dina [6], long-term and short-term measurements
of radon concentration in soil, water and air using
passive devices, active device RAD7, exhalation and
diffusion measurements [7], charcoal canisters with
gamma spectrometric analysis [8].

University of Belgrade, Vinca Institute of Nuclear
Sciences, ECE Lab Belgrade

Department for Nuclear and Plasma Physics

Mapping radon and thoron throughout south-east-
ern Serbia, Kosovo and Metohija parts of western
Serbia [9, 10] by using different passive devices;
electrochemical etch track detectors in a specially
designed and built in laboratory [11]; developing
method for radon and thoron exhalation from build-
ing material [12]; radon measurement campaigns in
the schools and houses in the Sokobanja municipal-
ity [13].

Radiation and Environmental Protection Depart-
ment

Active charcoal detectors are used for testing the
concentration of radon in dwellings. The method
of measurement is based on radon adsorption on
coal and measurement of gamma radiation of radon
daughters according to US EPA protocol. Based
on this EPA procedure and national and interna-
tional intercomparison, the laboratory developed a
set of procedures for charcoal detector exposure and
measurement [14, 15].

University of Belgrade, Institute of Physics Belgrade,
Low-Background Laboratory for Nuclear Physics

Radon monitoring in the underground low-back-
ground laboratory with the passive and active de-
vices [16]; radon laboratory for chemical etching of
the track detectors and automatic counting of the
tracks by optical microscopy [17]; modelling of the
indoor radon behaviour [18].

Institute of Occupational Health of Serbia
“Dr Dragomir Karajovi¢”, Center for Radiological
Protection, Belgrade

Radon measurements using charcoal canisters with
gamma spectrometric analysis, radon monitoring in
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schools and kindergartens in the city of Belgrade from
1991 [19] and radon measurements campaigns in
schools and kindergartens in Belgrade from 2010 [20].

University of Kragujevac, Faculty of Science
Kragujevac, Institute of Physics

Radon measurement using passive devices with

chemical treatment of the track detectors and auto-

matic scanning of the developed detectors; modelling
of the behaviour of indoor radon [21]; dosimetric
modelling of the effects of the inhalation of radon

and its progeny in the lung [22].

Based on the great experience of research related
to radon, the group of radon professionals organized
Radon Forum in May 2014 and made a decision
to start work on RAP in Serbia. The responsibility
for the establishment and implementation of RAP
is on national regulatory body: Serbian Radiation
Protection and Nuclear Safety Agency (SRPNA). We
started with Internet radon forum (www.cosmic.ipb.
ac.rs/radon_forum), which provides an opportunity
for radon professionals in Serbia to meet and discuss
radon activities and plans. Also, SRPNA formed a
‘radon working group’ that will manage RAP. The
organization chart of the institutions involved in
RAP is shown in Fig. 1.

Short-term plans (to the end of 2015) include
- carrying out initial representative national indoor

radon survey for this purpose,

- developing communication strategy (first basic
information leaflet on radon to accompany the
measurement explaining the purpose of the mea-
surement, Internet site: http://cosmic.ipb.ac.rs/
radon/index.html; public relation; etc.).

First national indoor radon survey in Serbia
As afirst step in RAP, it is the national radon survey

in Serbia planned to be done in 2015. In the coop-
eration with IAEA, SRPNA through radon working

SRPNA

!

RADON WORKING
GROUP
(technical experts)

|

group made the design of the first national radon

survey in Serbia. It is well known that regarding

the objective of the indoor radon survey, there are
two types of survey:

- population-weighted survey by measuring indoor
radon levels in randomly selected homes (to esti-
mate the distribution of radon public exposures),

— geographically based survey where homes are
randomly selected to obtain a minimum density
of measurements per area unit chosen, e.g., a grid
square, an administrative unit (to identify radon
prone areas, radon map).

Every radon survey needs to check the repre-
sentativeness (e.g. compare certain parameters in
the actual sample with corresponding values in the
last census). A carefully designed survey can, in
principle, meet the requirements and objectives of
both the types of surveys. In the case of Serbia, we
choose a stratified (target population is partitioned
into separated groups — STRATA) sampling design.
We defined STRATA according to the administrative
divisions of Serbia into districts.

In principle, our design model can be described
as follows:

— SRPNA, in cooperation with the IAEA through
the national project SRB9003 — Enhancing the
Regulatory Infrastructure and Legislative Sys-
tem,

— Expert mission on National Radon Trial Survey
and Raising Awareness of Key Stakeholders held
in SRPNA, Belgrade, 2—4 February 2015,

- Equipment: Leasing of 6000 track-etched indoor
radon detectors; the distribution of detectors
across the Serbian territory should be the re-
sponsibility of SRPNA,

and relevant ministries began with the national pro-

gramme for indoor radon measurements in dwellings

and flats in Serbia. The aim of this programme is to
determine the radiological exposure risk to radon
in residential areas because of the inhalation of this
gas as well as to locate areas in Serbia with high
concentrations, areas with high radon potential.
Within the working group on radon, the division of

» Responsible for developing strategy and an improved legal framework for
controlling and reducing radon in dwellings.

# Responsibility for the research and technical part of the National radon survey.

= Institute of Physics, University of Belgrade
+ Vinéa Institute of Nuclear Science, University of Belgrade

PARTNER
INSTITUTIONS

- Radiation and Envir
- Department for Nuclear and Plasma Physics

* Nuclear Physics Laboratory, Faculty of Science, University of Novi Sad

* Serbian Institute of Occupational Health ,,dr Dragomir Karajovi¢”, Belgrade

tal Protection Department

= Departmant of Physics, Faculty of Science, University of Kragujevac

Fig. 1. Organization chart of the institutions involved in RAP.
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responsibilities of individual institutions in a given
set of administrative regions was established. All
owners of houses and apartments (who wish to
participate in the project), with the aim of deter-
mining the concentration of radon, filled predefined
questionnaire on the Web site dedicated to radon in
Serbia (http://cosmic.ipb.ac.rs/radon/index.html).
In this way, they expressed interest to participate
in the project. In total, 6000 detectors have been
distributed during October 2015 and will be exposed
in houses and apartments for six months (till April
2016). Afterwards, the detectors will be sent to an
authorized laboratory to be processed, and conse-
quently, we should get data for the first national
map radon risk in Serbia. The measurement results
will be presented to the owners of houses and apart-
ments that are used for the measurement. Based on
these results, in cases where radon concentration
exceeds current intervention level of 200 Bq'm™
for new developments or 400 Bq'm™ for existing
facilities, the whole set of measures that could re-
sult in a reduction of the radon concentrations and
thus reduce the risk of getting lung cancer will be
recommended. Additionally, all data collected for the
whole of Serbia will enable the determination of
the national reference level for radon. During the re-
alization of the national programme for indoor radon
measurements, we plan to perform communication
strategy (first basic information leaflet on radon to
accompany the measurement explaining the purpose
of the measurement, internet site, public relation,
public education, etc.).

Conclusions

World Health Organization declared radon as the
second most important cause of getting lung cancer.
Radon problem being addressed seriously, and in a
number of countries, there are established national
radon programme. Serbia started work on RAP in
2014, with the first step of preparing, and performed
the national indoor radon survey in Serbia, planned
to be done in 2015. The responsibility for the estab-
lishment and implementation of RAP is on national
regulatory body: Serbian Radiation Protection and
Nuclear Safety Agency. The results of national ra-
don survey serves to evaluate the existing exposure
situation and to define the next steps in establishing
and developing RAP in Serbia. Also, the Serbian
experience in efforts to have systematic approach
to the radon issues, described in this paper, may be
useful to the other countries who wish to establish
their own RAP.
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Abstract. The paper presents results of multivariate analysis of variations of radon concentrations in
the shallow underground laboratory and a family house, depending on meteorological variables only. All
available multivariate classification and regression methods, developed for data analysis in high-energy phys-
ics and implemented in the toolkit for multivariate analysis (TMVA) software package in ROOT, are used in
the analysis. The result of multivariate regression analysis is a mapped functional behaviour of variations of
radon concentration depending on meteorological variables only, which can be used for the evaluation of radon
concentration, as well as to help with modelling of variation of radon concentration. The results of analysis of the
radon concentration variations in the underground laboratory and real indoor environment, using multivariate
methods, demonstrated the potential usefulness of these methods. Multivariate analysis showed that there is
a potentially considerable prediction power of variations of indoor radon concentrations based on the knowledge
of meteorological variables only. In addition, the online system using the resulting mapped functional behaviour
for underground laboratory in the Institute of Physics Belgrade is implemented, and the resulting evaluation of
radon concentrations are presented in this paper.

Key words: multivariate analysis ¢ radon variability

Introduction

The research of the dynamics of radon in various
environments, especially indoors, is of great impor-
tance in terms of protection against ionizing radia-
tion and in designing of measures for its reduction.
Research of radioactive emanations (of radon (**Rn)
and thoron (**Rn)) are in the domain of radiation
physics, but since a few decades ago, subject of ra-
dioactive emanation involves many other scientific
disciplines, thus giving a multidisciplinary character
to this research. Published results and development
of many models to describe the behaviour of indoor
radon indicate the complexity of this research, espe-
cially with models for the prediction of the variability
of radon, simply because the variability depends on
large number of variables. Large number of factors
(such as local geology, permeability of soil, build-
ing materials used to build the buildings as well as

J. Filipovi¢, D. Maleti¢, V. Udovi¢i¢™, R. Banjanac, the habits of people) impact the variation of radon,
D. Jokovi¢, M. Savi¢, N. Veselinovi¢ and therefore, it is important to study their correla-
Institute of Physics Belgrade, tion. In this paper, the results of correlative analysis
University of Belgrade, of indoor radon and meteorological variables are
118 Pregrevica Str., 11080 Belgrade, Serbia, presented. Furthermore, the results of multivariate
E-mail: udovicic@ipb.ac.rs classification and regression analysis is presented.
More details of this study can be found in [1].
Received: 4 January 2016 Indoor radon variation depends significantly on
Accepted: 24 March 2016 large number of factors, which include the local ge-
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ology, soil permeability, building materials, lifestyle
characteristics and meteorological variables. In
order to analyse the dependence of radon variation
on multiple variables, multivariate analysis needs
to be used.

The demand for detailed analyses of large amount
of data in high-energy physics resulted in wide and
intense development and usage of multivariate
methods. Many of multivariate methods and algo-
rithms for classification and regression are already
integrated into the analysis framework ROOT [2],
more specifically, into the toolkit for multivariate
analysis (TMVA [3]). Multivariate analysis toolkit is
used to create, test and apply all available classifiers
and regression multivariate methods implemented
in the TMVA in order to find methods that are the
most appropriate and yield maximum information
on the dependence of indoor radon concentrations
on the multitude of meteorological variables. Clas-
sification methods are used to find out if it is possible
to classify radon concentrations into low and high
concentrations, using arbitrary cut value for radon
concentrations. Regression methods are used as a
next step with a goal to find out which regression
method can, if any, on the basis of input meteoro-
logical variables only, give an output that would
satisfactorily close match the observed variations
of radon concentrations. The output of usage of
multivariate regression analysis methods is mapped
functional behaviour, which can be used to evaluate
the measurements of radon concentrations using
input meteorological variables only. The prediction
of radon concentrations can be an output of mapped
function when the prediction of input meteorological
variables exists.

Short-term radon measurements in laboratory and
real environment

Depending on the integrated measurement time,
methods of measurement of radon concentrations
in air may be divided into long-term and short-term
ones. For the measurements of radon concentration
presented in this paper, the SN1029 radon monitor
(manufactured by the Sun Nuclear Corporation,
NRSB approval-code 31822) has been used as ac-
tive, short-term measurement device. The device
consists of two diffused junction photodiodes as
a radon detector and is furnished with sensors for
temperature, barometric pressure and relative hu-
midity. The user can set the measurement intervals
from 30 min to 24 h. It was set to record simultane-
ously the radon concentration, temperature, atmo-
spheric pressure and relative humidity.

For the purposes of determining the best multi-
variate methods to use in the analysis, the results
are obtained using radon monitor are from mea-
surements in two locations, the Low-Background
Laboratory for Nuclear Physics in the Institute of
Physics in Belgrade and in a family house.

The underground Low-Background Laboratory
for Nuclear Physics is selected for measurement and
analysis because routine measurements in this labo-

ratory require low levels of radon concentration with
minimum temporal variations. Low-background
laboratory is located on the right bank of the river
Danube in the Belgrade borough of Zemun, on the
grounds of the Institute of Physics. The ground level
portion of the laboratory, at 75 m above sea level,
is situated at the foot of a vertical loess cliff, about
10 m high. The underground part of the laboratory,
useful area of 45 m?, is dug into the foot of the cliff.
Underground laboratory is surrounded with 30-cm
thick concrete wall. The overburden of the under-
ground laboratory is thus about 12 m of loess soil.
Significant efforts are being made to contain the
low radon concentration within the laboratory. The
underground laboratory is completely lined with a
hermetically sealed, 1-mm thick aluminium foil. The
ventilation system maintains the overpressure of
2 mbar, so as to prevent radon diffusion from the soil.
Fresh air entering the laboratory is passed through
a two-stage filtering system. The first stage is a me-
chanical filter for dust removal. The second one is a
battery of coarse and fine charcoal active filters. The
concentration of radon is kept at an average value
of about 10 Bg/m°.

In the Low-Background Laboratory for Nuclear
Physics, radon concentrations were measured in
period from 2008 to 2011 and continued later on
periodically about a couple of months each year.
Measurements of meteorological variables used in
the analysis were recorded since 2008 and are taken
from the meteorological station located 4 km from
the laboratory. Measurements of radon concentra-
tions, room temperature, atmospheric pressure
and relative humidity inside the laboratory were
obtained using radon monitor. The results obtained
from the measurements of radon concentrations and
their influence on gamma and cosmic ray measure-
ments in the laboratory were published in several
articles in international scientific journals [4-6].

The family house selected for the measurements
and analysis of variations of radon concentrations
is a typical house in Belgrade residential areas, with
requirement of existence of cellar. House is built on
limestone soil. Radon measurements were carried
out in the living room of the family house, which is
built of standard materials (brick, concrete, mortar)
and isolated with styrofoam. During the period of
measurements (spring-summer), the house was
naturally ventilated and air conditioning was used in
heating mode at the beginning of the measurement
period. During the winter period measurements,
the electrical heating was used in addition to air
conditioning. Measured radon concentrations, room
temperature, atmospheric pressure and relative hu-
midity inside the house were obtained using radon
monitor. Values of meteorological variables in mea-
surement period were obtained from an automatic
meteorological station located 400 m from the house
in which the measurement was performed. We used
the following meteorological variables: external air
temperature, pressure and humidity, solar radiation,
wind speed at a height of 10 m above ground, precipi-
tation, evaporation and temperature and humidity
of the soil at a depth of 10, 20, 30 and 50 cm.
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approximation of the underlying functional behav-
iour defining the target value (regression). Every
MVA methods see the same training and test data.
The two best performing multivariate methods for
our purposes are boosted decision trees (BDT) and
artificial neural networks (ANN).

The determination of correlation coefficients be-
tween measured radon concentration and meteoro-
logical variables serves as a good tool for identifying
the variables with strongest correlation, which are
not excluded from the analysis later on. Also, cor-
relation coefficient tables gives a good overview of
input data and their intercorrelations. In Fig. 1, the
correlation matrix of linear correlation coefficients
as an overview of intercorrelations of measured
radon concentration and all input meteorological
variables are shown for underground laboratory. The
input variables in case of analysis of underground
laboratory are atmospheric pressure, temperature
and humidity in laboratory (P,., T,m, H»») and out-
door (P, T, H) and differences in measured values
of pressure (P - P,,), temperature (T - T,,) and
humidity (H - H,,,) in laboratory and outdoor. Input
meteorological variables in case of family house
are the same as the list of measured meteorological
variables from nearby meteorological station, with
the addition of differences in temperature (T - T,,)
and humidity (H - H,,) from indoor and outdoor
values, where indoor measurements results were
obtained using radon monitor.

Multivariate methods within the package TMVA
in ROOT can search for best multivariate approxi-
mation of functional behaviour for the classification
function of radon concentration depending on me-
teorological variables. In the analysis, several mul-

Linear correlation coefficients In%

Radon| 17| 4| 25| 14| 5| 1| 13| 5| -14| 100
HHomm| 81 13| -73| 4| 10 79| 94| 8| 100| 14
PPmm| 9| 45| 13| 1| 15 100 8| 5
TTom| 80| 14| 77| 9| -14| 68| 100 94 13

43| 3| -18| 65| 3| 100 68 ™
P 4| 9| 12| 13| 100| 3 | -14| 15| 10| 5
T 86| 13| 80| 10| 13| 65| 9O 1| 04| 14

Hmm( 84) 17| 100| 80| 12| 18] 77| 13| -13| 25

Pmm| -7|100| 17| 13| 9| 3 | -14| 15| 13| 4

Tmm| 100] 7| 84| 86| 4| 43 60 9| 81| 17

TJ% P\% H% T P K T,r\mmp.p\mmﬂﬂ\mka%
Fig. 1. Correlation matrix with linear correlation coef-
ficients as an overview of radon and meteorological
variables intercorrelations in case of the Low-Background
Laboratory for Nuclear Physics.
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Fig. 2. ROC curve for all multivariate methods in case of
house measurements.

tivariate methods were tested, and best performed
method was BDT. This can be seen by presenting
the receiver operating characteristics (ROC) curve
for all tested multivariate methods in case of house
measurements (Fig. 2). The BDT method has
the highest value of integrated ROC function.

BDT has proven to be the most effective method
for the classification of radon concentrations in case
of data obtained from the house as well as those ob-
tained from measurements in the Low-Background
Laboratory for Nuclear Physics.

The next step in the analysis is the regression
analysis, which is the way of finding a mapped func-
tion behaviour of dependence of radon concentra-
tions and meteorological input variables. The regres-
sion analysis was done using the TMVA packages,
already used in classification analysis, and for the
same set of measured radon concentration and me-
teorological variables in underground laboratory and
a family house in Serbia. Multivariate method BDT
was found to be the best suited for regression analysis
also, as was the case in classification analysis.

The data of measured radon concentration in
house and BDT evaluated values, using only the
values of meteorological variables, without the
knowledge of measured values (i.e. in the testing
set of multivariate analysis), is presented for com-
parison in Fig. 3.

One of the possible application of having re-
sulting mapped function, given by multivariate
regression analysis, is to have prediction of radon
concentration values (evaluated) based on meteo-
rological variables alone. The online application of
the regression multivariate analysis can be imple-

—— BDT output
s radon concentration

&
PR AR F - F L T T [ T T T T T 1T

L ST . T - TR s Y PSR PR T Y

400 500
Bg/m’®

Fig. 3. BDT evaluated (predicted) values of radon concen-

trations based on meteorological variables using regres-

sion analysis within TMVA packages in house (left) and
measured values (right).

Unauthentifiziert | Heruntergeladen 07.02.20 10:07 UTC



J. Filipovi€ et al.

Bg/m®

i
25/02/16 03/03/16 10/0316

date
Fig. 4. BDT evaluated (predicted) values of radon con-
centration, based on meteorological variables alone of
underground laboratory posted online and updated daily.
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mented, as the one posted online for evaluation
(and prediction) based on meteorological variables
alone (Fig. 4).

Limitation of multivariate methods

As the multivariate methods used in the analysis
are ‘supervised learning’ algorithms, the perfor-
mance of the main result of multivariate analysis,
the resulting mapped functional behaviour, depends
on learning process. Limitation of multivariate
analysis in the analysis of radon dependence on
meteorological variables are coming from small
number of measurements used in learning process,
unlike the great number of measurements in high-
-energy physics experiments. As the next logical
step in multivariate analysis presented in this paper
should be inclusion of variables such as local geol-
ogy, permeability of soil, building materials used to
build the buildings as well as the habits of people,
the requirement for efficient multivariate analysis
is to have many measurements in many different
houses. Many measurements would help to get
good mapped functional behaviour, as opposed to
possible existence of theoretical modelling that is
independent on number of measurements. In this
sense, if the number of measurements is not great,
multivariate analysis can be used only as hell to in-
dicate which variables are more important to be used
in theoretical modelling, for comparison of mapped
and modelled functions, and modelled function
test. Another important limitation of multivariate
analysis is that no ‘straightforward’ interpretation of
mapped functional behaviour is possible, or simply,
the mapped function is a ‘black box’. This comes
from the fact that the error minimization in learning
algorithms, while mapping the functional behaviour,
is an important part in learning process.

Conclusions

The paper presents the results of multivariate
analysis of variations of radon concentrations in the
shallow underground laboratory and a family house,
depending on meteorological variables only. This
test of multivariate methods, implemented in the

TMVA software package, applied to the analysis of
the radon concentration variations connection with
meteorological variables in underground laboratory
(with ventilation system turned on and off) and
typical house in Serbia, demonstrated the potential
usefulness of these methods. It appears that the
method can be used for the prediction of the radon
concentrations, on the basis of predicted meteo-
rological variables. The next step in multivariate
analysis presented in this paper should be inclusion
of variables such as local geology, permeability of
soil, building materials used to build the buildings
as well as the habits of people. The requirement for
efficient multivariate analysis is to have many mea-
surements in many different houses, which makes
multivariate method very useful only when having
many measurement, for instance, during radon map-
ping campaigns. Many measurements would help to
get good mapped functional behaviour, as opposed to
possible existence of theoretical modelling that is in-
dependent on number of measurements. Generally,
multivariate analysis can be used to help indicate
which variables are more important to be used in
theoretical modelling, furthermore, for comparison
of mapped and modelled functions, and modelled
function test.

Another usage of the results of classification
multivariate analysis presented in this paper is the
implementation of online warning system for pos-
sible increased radon concentration in family houses
based on meteorological variables only.
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Invitation to future MEMOs ...

Subject: Invitation to future MEMOs ...

From: "Long, Kenneth R" <k.long@imperial.ac.uk>

Date: 1/22/19, 5:48 PM

To: Maletic Dimitrije <maletic@ipb.ac.rs>, Kyberd Paul
<Paul.Kyberd@brunel.ac.uk>

CC: Dr Rogers Chris <Chris.Rogers@stfc.ac.uk>, Franchini Paolo
<p.franchini@warwick.ac.uk>

Dimitrije, Paul — Hi —

This is to invite you to future meetings of the MEMO — we meet once per month
on a Tuesday at 15:30 UK time. The reason for the invite is that we need to be
sure to address issues that arise related to the GRID processing as it affects
MICE.

| hope you don’t mind!
With best wishes ...

Ken

Kenneth Long
EMail: K.Long@Imperial. AC.UK
Mobile: work : +44-(0)7824 560302
home: +44-(0)7890-595138
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DECISIONS
OF THE 4 JOINT COORDINATION COMMITTEE
OF THE MINISTRY OF EDUCATION, SCIENCE AND TECHNOLOGICAL
DEVELOPMENT
OF THE REPUBLIC OF SERBIA
AND THE JOINT INSTITUTE FOR NUCLEAR RESEARCH
8t February 2017, Dubna-Belgrade

Participants from Serbia:

Dr. S. Petrovi¢ —Principal Research Fellow, Vin&a Institute of Nuclear Sciences,
Belgrade

Dr. Lj. Simi¢ — Principal Research Fellow, Institute of Physics, Belgrade

Dr. M. Anici¢ UroSevi¢ — Senior Research Associate, Institute of Physics, Belgrade
Dr. Dimitrije Maleti¢ — Senior Research Associate, Institute of Physics, Belgrade

Participants from JINR:

Prof. R. Lednicky — Vice Director

Prof. S. Pakuliak — Director of the University Centre

Dr. D. Kamanin — Deputy Chief Scientific Secretary

Dr. O. Culicov — Deputy Director, Frank Laboratory of Neutron Physics
Prof. V. Scuratov — Division Head, Laboratory of Nuclear Reactions

Mrs. Yu. Polyakova — Coordinator, Department of International Cooperation

On 8 February 2017, the session of the 4t Joint Coordination Committee (JCC) was

held as the video conference, the participants were present in JINR, Dubna, and in
Vinga Institute of Nuclear Sciences, Belgrade. During this meeting, the Committee
discussed the status and the main tasks of the cooperation, financial issues and the
next steps. The representatives from Serbia and JINR (hereinafter also referred to as
the “Parties”) recorded as follows.

1.

Prof. Lednicky made an introduction, and the Parties confirmed the list of JCC
members:

- D. Kamanin, S. Pakuliak and O. Culicov from the JINR side;

- S. Petrovi¢, D. Maleti¢ and M. Ani&i¢ UroSevi¢ from the Serbian side.

Prof. R. Lednicky as well as the State Secretary of Serbia will be considered as the
Heads of the Parties being available.

The parties endorsed the roadmap of the development of cooperation to submit it

" subsequently to the Government of Serbia.

The Parties agreed to hold the forthcoming celebration of 10 Years JINR-Serbia
cooperation on 15-17 March 2017 in Belgrade. The program will include participation
in Russia-Serbia EXPO, launching of the roadmap, round table with the minister,
lecture of JINR director at the Serbian academy of sciences etc. JINR will assign the
representative delegation including the directorate of the JINR Laboratories and the
project leaders, while Serbian part will provide with a program by 1 March 2017 and
secure a quorum. The celebration should attract attention to the wide perspectives of
the development of the cooperation between JINR and Serbian universities and
research organizations.

The parties concluded that it is necessary to foster the new cooperation lines (IT,
Radiobiology, gamma-activation). Both parties agreed to identify the respective
experts on new cooperation lines by celebration or during it.
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Humutpuje Maneruh, U®, dimitrije.maletic @ipb.ac.rs
Josana Huxomos, IIM® Hosu Can, jovana.nikolov@df.uns.ac.rs
Boja PagoBanosuh @@, rvoja@ff.bg.ac.rs
CgerucnaB Casosuh, [IM® Kparyjesari, savovic @kg.ac.rs
Kosusbka CrankoBuh, ET®, kstankovic @etf.bg.ac.rs
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Jlyka [lonosuh, AO, npeacennuk, lpopovic @aob.bg.ac.rs
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Hparan INajuh, [IM® Humi, dgaja@junis.ni.ac.rs
Mupocnas Muhuh, AO, micic @aob.rs
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Bramumup Cpehkosuh, U®, vladimir.sreckovic @ipb.ac.rs
Cama Cumuh, [IM® Kparyjesar, ssimic@kg.ac.rs
3opuma [BerkoBuh, AO, zcvetkovic@aob.bg.ac.rs
Kpuctuna Yajkxo, [IM® Hosu Cap,
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URGENT REPLY DUE: a MICE contribution of you...

Subject: URGENT REPLY DUE: a MICE contribution of yours at COOL 20177
From: Vittorio Palladino <palladin@na.infn.it>

Date: 8/24/17, 3:54 PM

To: Mariyan.Bogomilov@CERN.CH, P.Hodgson@SHEFFIELD.AC.UK, Maletic
Dimitrije <maletic@ipb.ac.rs>

CC: mauchida <m.a.uchida@imperial.ac.uk>, Ken Long
<K.Long@Imperial.AC.UK>, Daniel Kaplan <kaplan@iit.edu>

Dear Dimitrije, Mariyan, Paul,
would you be in condition to be one of the four champions

presenting MICE results at COOL 2017
https://indico-jsc.fz-juelich.de/event/48/ ?

If so, would you have a preference for one of the three abstracts
below?

The same three talks are being prepared for NuFact 2017 by C. Hunt,
J. Nugent and F. Drielsma. So your task would not be so difficult.
NB each of them will reharse his talk at the MICE VC of Sep 7.

Our fourth presentation at COOL 2017 will preceed these three and
will be a general introduction to MICE also in preparation (by Melissa)
for Sep 7.

Please reply literally as soon as possible.
Expecially if your answer had unfortunately to be negative.

Vittorio
for the MICE Speakers Bureau

>

> 2) Recent results from MICE on multiple Coulomb scatteing and energy
> |oss

>

> Multiple coulomb scattering and energy loss are well know phenomena
> experienced by charged particles as they traverse a material and

> energy loss is a similarly well studied phenomenon for particles in

> matter. However, from recent measurements by the MuScat

> collaboration, it is known that the available simulation codes,

> specifically GEANT4, overestimate the scattering of muons in low Z

> materials. This is of particular interest to the Muon lonization

> Cooling Experiment (MICE) collaboration which has the goal of
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COOL 2017 (18-22 September 2017) https://indico-jsc.fz-juelich.de/event/48/other-view...

iCal export More Europe/Berlin | English | Login

COOL 2017

from Monday, 18 September 2017 at 08:30 to Friday, 22 September 2017 at 18:00 (Europe/Berlin)

at Gustav-Stresemann-Institut, Bonn
Langer Grabenweg 68 D-53175 Bonn

Description News:

o Dieter-M6hl-Medal 2017 for Prof. Takeshi Katayama

o Dieter-Mé6hl-Medal 2017 for Dr. Markus Steck

o Dieter-Méhl-Award 2017 for Dr. Vsevolod Kamerdzhiev
e Conference Photos

Dear Colleagues,

we are delighted to invite you to join us for the 11th bi-annual COOL workshop on the 18th to 22nd of September 2017 at the
Gustav-Stresemann-Institute Bonn. This year's workshop will be touching on topics from all across the field of beam cooling,
including:

e electron cooling

e stochastic cooling

e muon cooling

e cooled beam dynamics

e new concepts and theoretical advancements in beam cooling
o facility status updates and beam cooling reviews

There will be lots of opportunity to gather and exchange thoughts, ideas and opinions in a relaxed environment. We would like to
invite anyone from the field, accelerator physicists, engineers and students, to participate in this year's event. There will be oral
presentatations, both invited and conrtributed, as well as poster sessions during the week. Conference Proceedings will be
published electronically on JACoW a couple of weeks after the workshop.

There will be an option for accommodation at the Gustav-Streseman-Institut. If you would like to reserve a room there please
indicate so during your registration. The price will be 73€ per person and night including breakfast. If you are arriving by car, there is
parking availabe at the rate of 8€ per day for hotel guests. The workshop will also feature a banquet to facilitate informal exchange
and gathering. Please let us know whether you would like to attend on the registration form.

The workshop fee will be 450€ per person. This will include the conference dinner as well as full board (lunch and dinner). It is to be
paid in advance electronically. After registration you will be contacted by Forschungszentrum Jilich with instructions how to pay.
Both credit card payment as well as bank transfer will be possible.

For those colleagues who need to apply for a visa we are happy to provide a letter of invitation on request.
We hope to see you all in September.

The organisation committee.

Registration and abstract submission are now open.

Please register by September 8th. Abstracts are due September 8th and contributions to the proceedings must be submitted by
September 18th.

Conference fee announced: 450€
Hotel rate announced: 73€ per person and night

Material: | paper templates | | ~

Go to day
Monday, 18 September 2017

10:00 - 11:00 Registration
11:00 - 11:30 Coffee Break
11:30 - 12:50 Registration
13:00 - 14:00 Lunch Break

14:00 - 16:00 Muon |
Convener: Dieter Prasuhn

14:00 Welcome 20’
Speaker: Dieter Prasuhn

1of5 2/3/20, 11:23 PM



COOL 2017 (18-22 September 2017)

16:00 - 16:30
16:30 - 17:50

09:00 - 11:00

11:00 - 11:30
11:30 - 13:00

13:00 - 14:00
14:00 - 17:50

20f5

14:20 MICE muon ionization cooling - progress and first results 50’
Speaker: M.A. Uchida
Material: | gjides

15:10 Measurement of phase-space density evolution in MICE 50’
Speaker: D. Maletic
Material: | gjides A

Coffee Break

Muon Il

Convener: Yuhong Zhang

16:30 Recent results from the study of emittance evolution in MICE 40’
Speaker: M.A. Uchida
Material: Slides ﬁ

17:10 Recent results from MICE on multiple Coulomb scattering and energy loss 40’

Speaker: D. Maletic

Material: | glides

Tuesday, 19 September 2017

E-Cooling | / L-Cooling
Convener: Markus Steck

09:00 Low Energy Cooler for NICA Booster 40’
Speaker: Alexander Bubley
Material: Slides

09:40  Scaling Laser Cooling of lon Beams towards High Beam Energies 40’
Speaker: M.H. Bussmann
Material: | gjides

10:20 Electron cooling at COSY - status and perspectives 40’
Speaker: Vsevolod Kamerdzhiev
Material: | gjides

Coffee Break

E-Cooling Il

Convener: Jirgen Dietrich

11:30  The High Voltage cooler for NICA, Status and Ideas 30’

Speaker: Vladimir Borisovich Reva

slides | )

Material:

12:00 Model Development for the Automated Setup of the 2 Mev Electron Cooler Transport Channel 30’
Speaker: Arthur Johannes Halama
Material: | gjides

12:30  Status of the Turbine Concept for Relativistic electron coolers 30’

Speaker: Kurt Aulenbacher

Material: | slides

Lunch Break

Poster
14:00 Beam Tracking Studies of Electron Cooling in ELENA 3h50’
Speaker: Javier Resta-Lopez
14:00 Towards Laser Cooling of Relativistic A{16}0/{5+} lon Beams at the CSRe 3h50’
Speaker: Hanbing Wang
14:00 Muon Cooling Research at Fermilab 3h50'
Speaker: David Vincent Neuffer
14:00 Stochastic cooling theory based on Langevin equations 3h50'
Speaker: Nikolay Shurkhno
14:00 Emittance Measurement of Cooled Beams 3h50"

2/3/20, 11:23 PM
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Talk on bulk MC production at MPB ...

Subject: Talk on bulk MC production at MPB ...

From: Kenneth Long <k.long@imperial.ac.uk>

Date: 2/23/17, 9:06 AM

To: Dimitrije Maletic <maletic@ipb.ac.rs>

CC: Durga Rajaram <durga@fnal.gov>, Dr Chris Rogers
<Chris.Rogers@stfc.ac.uk>

Dimitrije,

| have been working on the agenda for teh next MICE Project Board (where we
report on the project to the funders). One issue that they have pressed us on in
the past is the MC processing. We're now OK with that thanks to your work to
make batch production on the grid.

Would you be willing to explain the way we do the processing and demonstrate
that this is not an issue for the MICE analysis? The talk will be at RAL on
07Marl?7.

| do hope you will be able to do this!

K

Kenneth Long
EMail: K.Long@Imperial. AC.UK
Mobile: work : +44-(0)7824 560302
home: +44-(0)7890-595138

1ofl 2/4/20, 12:29 AM



2017-03-07-Review - Governance - MICEmine

1of2

MICE Project Board and Resource Loaded Schedule Review, March 2017

Back

Documentation

* Resource Loaded Schedule Review:

o Resource Loaded Schedule, costs and risks to complete MICE
* MICE Project Board:

o MICE report to the MICE Project Board
e Funding Agency Committee:

o

http://micewww.pp.rl.ac.uk/attachments/8384/Common-Fund.pdf

e Supporting documents:
o Step IV Hydrogen Project Plan: 170307_MICE_LH2_system_plan.mpp

* Recent reviews:
o UK Cost-to-Completion Review
o Meeting 28th June 2016 - Agenda and Files can be found with this link

* Responses to "homework questions":
o Q1: MICE Muon Beam; simulation and tuning:
m Please give an example of a comparison between simulation and measured data through the beamline from the target to the

Back

EMR.

m What are the physicial quantities used in the comparison? (Phase-space plots and what else?)
m What are the parameters that are used in fitting the optics tuning data? (For example initial particle distribution, magnet

settings, absorber settings, et cetera?)

http://micewww.pp.rl.ac.uk/projects/governance/w...

m How are the multiple Monte Carlo and other simulations integrated together? Why are the interface locations where they are?
o Q1 Response: C. Rogers, P. Franchini, D. Rajaram: homework-question-1.pdf
o Q2: What is the capability of U.S. members of the MICE collaboration to take part in the 2017/02 cycle (from September 19 to October
27) if such a data-taking run occurs? What would be the optimum (approximate) distribution between shifters and hardware experts?
o0 Q2 Response: M. Palmer: MPB_Q2_Response.pdf

RLSR, MPB & FAC outline agendas - 07 & 08 March 2017

Venue: Conference Room 12/13, Building R68, RAL

Tuesday, 07 March 2017 and Wednesday, 08 March 2017

RLSR & MPB-11 outline agendas

09:00-09:20
09:20-10:00
10:00-10:15
10:15-12:15
10:15-10:55
10:55-11:20
11:20-11:55
11:55-12:15
12:15-13:00
13:00-13:30
13:30-15:00
13:30-13:55
13:55-14:20
14:20-14:40
14:40-15:00
15:00-15:15
13:30-15:00
15:15-15:45
15:45-16:15

07 March 2017

RLSR closed session - introduction
Project overview: 01-2017-03-07-Long.pptx
Coffee
RLSR presentations & questions
Project Manager's report: 02-2017-03-07-Whyte.pdf

Status of the liquid-hydrogen project: 03-2017-03-07-Bayliss.pdf
Completion of the US construction project: 04-2017-03-07-Bross.pptx
MICE project in the US; completion of efforts: 05-2017-03-07-Palmer.pptx
Lunch
RLSR closed session session--critical findings
MPB: Operations, software and computing
Commissioning and operation: 06-2017-03-07-Hodgson.pdf
Operation of the magnetic channel: 07-2017-03-07-Boehm.pdf
Bulk production of Monte Carlo: 08-2017-03-07-Maletic_v2.pptx
Software and computing overciew: 09-2017-03-07-Rajaram.pdf
Tea

MPB: MICE Muon Beam and MICE experiment

Tuning the MICE Muon Beam: 10-2017-03-07-Franchini.pdf

Detector performance: 11-2017-03-07-Overton.pdf

K. Long

C. Whyte
V. Bayliss
A. Bross

M. Palmer

P. Hodgson
J. Boehm
D. Maletic

D. Rajaram

P. Franchini

E. Overton

30' + 10'
15'

30' + 10°
20' + 5'
25'+ 10
15'+ 5'

20' + 5!
20' + 5!
15"+ 5'
15'+ 5'

25'+ 5!
25' + 5!
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Colloquium | dr Tijana Prodanovic https://personal.pmf.uns.ac.rs/tijana.prodanovic/a...

dr Tijana Prodanovic

Professor of astrophysics @ Physics Department, Faculty of Sciences

Colloquium

Welcome to Astronomy and Physics Colloquium/Seminar Page!

Colloquia are held on Fridays at 14h, at the lecture room VII at the ground floor of the Physics
Department.

15. mart 2019. 14:00, amfiteatar VII, Departman za fiziku

Ap Mapko BojuHosuh, UHcTnTyT 3a $P1n3uky beorpapa:

KBaHTHa rpaBuTauuja — LUTa, Kako 1 3aLUTo

KoHcTpykuuja Teopumje kBaHTHe rpaBuTayuje (KIN) npeacrtaBma jefaH o4 HajdyHAAMEHTaNHNUX
npobnema mojepHe Teopujcke dusmke. Y oBOM npegaBamy, JaheMo yBOA U NMperfies pasHux
npucTyna oBoM NpobaemMy, ca KOHKPETHUM L/beM Aa Ha jeiHOCTaBaH HaumH 06jacHMO (a) 3aLUTo
xoheMo fa KBaHTyjeMo rpaBsuTauujy, (b) WwWTa TavyHo Ty Tpeba Aa ce KBaHTYje, 1 (B) Kako TO MoXe Aa
ce n3sege. MNpoanckytoBahemo pasHa peLleHa 1 HepeLleHa NTaka Be3aHa 3a UcTpaxuveame Kr.

Ha kpajy hemo gedunHucat jesaH koHkpetaH mogen KI, kao nnyctpauujy jeaHor og moryhux

npuctyna nctpaxmseamy Kr.

*k*

23. novembar 2018. 14:00, amfiteatar V, Departman za fiziku

Prof. dr Dragutin Mihailovié, Poljoprivredni fakultet, Novi Sad:
Fizika u potrazi za skrivenim strukturama

Kao po nekom pravilu, razvoj fizike zastane ispred zida za koji su se fizicari uvek nadali da ¢e da se is-
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Colloquium | dr Tijana Prodanovic https://personal.pmf.uns.ac.rs/tijana.prodanovic/a...

ristie se Ljapunovljevi eksponenti i Kolmogorovljeva kompleksnost. na kraju ce se ispitati ponasanje
sistema jednacina za prognozu temperature na povrsini i u dubljem sloju zemljista, proisteklog iz

jednacine energijskog bilansa.

PETAK 4. decembar 2015. 14:00, amfiteatar V, Departman za fiziku

MSc Arpad Toth,
Departman za fiziku, Novi Sad: Simulacija protoka krvi kroz aneurizmu ab-

dominalne aorte: nove mogucnosti

Klinicki kriterijum za predvidanje rupture aneurizme abdominalne aorte (AAA) baziran je samo na di-
jametru AAA. Ovaj kriterijum ne uzima u obzir kompleksne hemodinacike sile koje deluju na zid AAA
kao ni mehanicke osobine zida. U okviru naseg istrazivanja pokusali smo da krozCetiri primera AAA
dijagnostikovana kod muskaraca starijih od 65 godina pokazemo da trodimenzioni modeli krvnih su-
dova rekonstruisani na osnovu podataka dobijenih kompjuterizovanom tomografijom mogu dati
mnogo bolja predvidanja rupture AAA. Za matematicko modelovanje i simulacije koriS¢ena je racu-
narska dinamika fluida. Na ovaj nacin smo bili u mogu¢nosti da pratimo dinamcko ponasanje pro-
toka krvi u trodimenzionom prostoru. Rezultati simulacija provereni su doplerskom ultrazvu¢nom
tehnikom. Validnost naSeg modela potvrdena je dobrim slaganjem za vrednosti brzina protoka krvi
dobijenih simulacijama i izmerenih doplerskom ultrazvu¢nom tehnikom. Nove informacije dali su
nam i proracuni Von Mises napona 5to je jos jedna od novih mogucnosti u proceni potencijalne rup-
ture zida AAA.

PETAK 27. novembar 2015. 14:00, amfiteatar V, Departman za fiziku

dr Dimitrije Maletic¢,
Institut za fiziku, Beograd: Neutrinska i fizika kosmickog zra€enja koriS¢enjem

relativistickih miona

U eksperimentima detekcije neutrina postoji problem slabe interakcije neutrina i detektora. Proces
jonizacionog hladjenja relativisti¢kih miona, koji se po prvi put ispituje na eksperimentu MICE, u
Rutherford Appleton Laboratoriji u okolini Oksforda, Engleska, omogucice da se viSestruko poveca
broj neutrina na neutrinskim detektorima. Pored toga, proces jonizacionog hladjenja miona
omogucice razvoj kolajdera mnogo manjih dimenzija nego Sto su potrebne za ubrzanje elektrona ili
protona. Saradnici Instituta za fiziku iz Beograda ¢lanovi su MICE kolaboracije.

Izu€avanije fizike kosmickog zracenja, u Niskofonskoj laboratoriji Instituta za fiziku u Beogradu, ko-
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Colloquium | dr Tijana Prodanovic https://personal.pmf.uns.ac.rs/tijana.prodanovic/a...

risti metod kontinualnog snimanja spektra i odbroja plasti¢nih scintilatora koji su indukovani pro-
laskom relativistickih miona kosmickog zracenja kroz ove detektore. Prvenstveno se izucavaju
promene odbroja dobijenih prolaskom miona iz kosmickog zracenja i veza ovih promena sa ak-
tivnoS¢u Sunca. Beogradska mionska stanica je jedna od veceg broja svetskih stanica koja vrsi moni-

torisanje intenziteta kosmickog zracenja.

PETAK 20. novembar 2015. 14:00, amfiteatar V, Departman za fiziku

MSc Marko Pavlovi¢
Katedra za astronomiju, Matematicki fakultet, Beograd: Ubrzanje cestica na
udarnim talasima i njihov uticaj na hidrodinamicku i radio-evoluciju ostataka

supernovih

Ostaci supernove su objekti koji nastaju nakon eksplozije supernove. Materijal izbacen u eksploziji
nastavlja Zivot kroz interakciju sa okolnom medjuzvezdanom materijom hiljadama, pa ¢ak i do milion
godina nakon eksplozije. Ostaci supernovih su kosmicki akceleratori, predstavljaju glavne izvore
galaktickih kosmickih zraka. Ovi objekti ubrzavaju cestice do visokih energija u procesu koji nazi-
vamo difuzno ubrzanje. Koriscenjem superkompjutera i kompleksnih magnetohidrodinamickih
kodova, modeliramo ostatke supernovih i proucavamo njohovu hidrodinamicku i radio evoluciju.
Efikasno ubrzanje cestica na udarnih talasima modifikuje strukturu udarnog talasa i medjuzvez-
danog magnetnog polja. Evolutivne trake ostataka supernovih koristice buduci projekti kao sto su
SKA i ALMA, za procenu mnogih parametara samih ostataka ali i okolne medjuzvezdane sredine.

PETAK 13. novembar 2015. 14:00, amfiteatar V, Departman za fiziku

dr Slobodan Rado3evic,
Departman za fiziku, Prirodno-matematicki fakultet, Novi Sad: Primena

lokalne SU(2) algebre na opis spinskih sistema - za ili protiv

Sistemi lokalizovanih spinova (feromagneti, antiferomagneti itd.) su danas zanimljivi iz mnogo bro-
jnih prakti¢nih i teorijskih razloga. Zbog toga je pozeljno imati teorijske alate koje omogucavaju pre-
cizno i pouzdano predvidanje njihovih termodinamickih karakteristika. Standardne metode koje se
baziraju na direktnoj analizi lokalne su(2) algebre, poput Monte-Karlo simulacija ili metoda jednacina
kretanja, poseduju fundamentalni nedostatak usled odsustva jasno definisanih interakcija u sistemu
Sto moze da dovede do pogreSnih interpretacija dobijenih rezultata. Sa druge strane, metod efek-

tivnih lagranzijana se zasniva na sistematskom uracunavanju interakcija izmedu Nambu-
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